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Preface

There are millions of pages of information on the World Wide Web,
and finding relevant and reliable information can be a challenge. Search
engines are powerful tools that index millions of web sites. When entering
a keyword into a search engine, you will receive a list with the number
of hits or results and links to the related sites. The number of hits you
receive may vary a great deal among different search engines. Some
engines search only the titles of the web sites, and others search the full
text. One place to begin a web search is on the search pages that are
maintained by Netscape Navigator and Internet Explorer. If you click
Search on the Netscape Navigator menu bar, you will go to a page that
provides quick access to many different search tools. You can select the
search engine you want to use from those pages rather than accessing each
search engine site directly.

On the other hand, an electronic book [eBook] has none of these
harmful side effects. An eBook can be stored and transmitted at virtually
zero cost. When you consider the economic and environmental prospective,
eBooks are an obvious choice of any cost conscious person. We would like
to think, in the near future, all published books and works will use an
eBook format instead of paper. A close observer of publication dates will
note that one of these books has been sitting on my ‘to be reviewed’ shelf
for rather longer than it ought to have been. However, perhaps that has
turned out to be for the best, since it offers the chance to examine three
books that deal with the concept of the digital library. Rather ironic, to
have so many ‘old-fashioned’ artefacts like books that deal with such a
modern idea. Two of the books (Ar ms and Borgman) are in the same MIT
Press series on Digital Libraries and Electronic Publishing (the series
editor is Arms), while the third, and earlier publication is in the Morgan
Kaufman Series in Multimedia Information and Systems, edited by another
well-known figure in the digital libraries field, Ed Fox of Virginia Tech.
As might be expected when three books deal with essentially the same
subject area, there is some overlap — this is most readily seen in Arms
and Lesk: for example, both deal with text conversion standards, information
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retrieval, usability issues, multimedia, archival concerns, economics, and
intellectual property.

However, they cover these topics in different ways, and each includes
topics that they other omits: for example, Lesk deals to a greater extent
with digital library initiatives around the world, while Arms says more
about meta-data and about organisational issues. Lesk’s work has more
and better illustrations, a better index (although neither is a perfect
model), and a bibliography. Shamefully, Arms provides neither footnotes
nor a bibliography, leaving his readers scrambling to find, ‘A 1998 article
in the New York Times...” or other, similarly disguised citations, as well
as the appropriate sources for the numerous standards he mentions — how
the publishers can have allowed this is beyond me. Although these two
books cover much of the same ground, they are complementary and both
will be of value anyone seeking an understanding of what the digital
library idea means today.

This book contains advanced information about this subject. This book
will be a boost for the learners and an essential subject manual. Designing
of the book is such that the students will be benefited as far as the their
knowledge and examination is concerned.

—Author
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Infroduction

This chapter is concerned broadly with the consequences of two types
of experience which may be designated as direct experience and mediated
experience, their partial equivalence and substitutability, and their differing
potential roles in the intellectual development and acculturation of children.
Our analysis will begin with the problem of the nature of direct experience
and its effect on development. A clearer conception of the processes involved
in direct experience will permit us to better examine the manner and
extent to which mediate experience may complement, elaborate, and
substitute for that direct experience.

Much of a child’s experience is formalized through schooling. Whether
for reasons of economy or effectiveness, schools have settled upon learning
out of context through media which are primarily symbolic. Schooling
generally reflects the naive psychology which has been made explicit by
Fritz Heider. The general assumption of such a naive psychology is that
the effects of experience can be considered as knowledge, that knowledge
is conscious, and that knowledge can be translated into words.
Symmetrically, words can be translated into knowledge; hence, one can
learn, that is, one can acquire knowledge, from being told.

Congruent with this is the belief that what differentiates child from
adult is also knowledge and that the chief mission of school is to impart
it by the formal mode of pedagogy. Concern for ‘character’ or ‘virtue’
centres not upon the school, but upon the home and the child’s more
intimate surroundings, the sources that provide models.

The assumptions that knowledge was central to the educational
enterprise and that it was independent of both the form of experience from
which it derived and the goals for which it was used had several important
and persisting effects on educational thought. First, it led to a certain
blindness to the effects of the medium of instruction as opposed to the



2 Encyclopaedia of Library and Information Science in the Digital Age

content, a blindness that McLuhan has diagnosed well; and, secondly, it
led to a deemphasis of and a restricted conception of the nature and
development of ability. As the effects of experience were increasingly
equated to the accumulation of knowledge, experience was considered less
and less often the source of ability. Since knowledge was all, ability could
be taken for granted—simply, one had abilities that could be used to
acquire knowledge. Abilities were, then, projected rather directly into the
mind in the form of genetic traits. Culture and experience were both
ignored as possible candidates to account for the development of abilities.
The effect of this strange turn has been to downgrade the task of cultivating
abilities in students, often thereby making schooling a poor instrument
for the performance of this important task.

Education critics have, of course, long attacked educational goals
formulated in terms of the simple acquisition of knowledge. Dewey’s concern
with the relationship between knowledge and experience has much in
common with contemporary reanalysis. In his view, genuine experience
involved the initiation of some activity and a recognition of the consequences
that ensued. Experiences of this sort would result, Dewey argued, in the
natural and integrated development of knowledge, skills, land thinking.
Schooling, on the other hand, attempted to develop the three independently
of each other and with little regard for the experience of which they were
products. No surprise, then, that schools frequently failed to achieve any
of them. Dewey’s revised conception of the relation between experience and
knowledge reappears in the current attempts at educational reform which
emphasize the role of process rather than content, or, more specifically,
emphasize activity, participation, and experience rather than the acquisition
of factual information. The contemporary critic and Dewey alike would
attack the assumption that knowledge is acquired independently of the
means of instruction and independently of the intended uses to which
knowledge is to be put.

That knowledge is dependent on or is limited by the purpose for which
it was acquired has been illustrated in experiments by Duncker, by Maier,
and by many other students of thinking and problem-solving. The
conventional use of a pliers as a gripping instrument makes them difficult
to perceive as a pendulum bob. Knowledge per se does not make it possible
to solve problems. The same appears to be true of verbally coded information.
Maier, Thurber, and Janzen showed that information which was coded
appropriately for purposes of recall was, as a consequence, coded
inappropriately for purposes of solving a problem. Information picked up
from experience is limited in important ways to the purpose for which it
1s acquired—unless special means are arranged to free it from its context.
But this conclusion is at odds with the naive view that one can substitute
‘instruction’ for ‘learning through experience.’
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We must, then, re-examine the nature of direct experience and its
relation to both knowledge and skills or abilities. Of course, the term
‘direct’ experience is somewhat misleading in that all knowledge is mediated
through activity, and the resulting knowledge is not independent of the
nature of those activities. But, if we consider both the knowledge of objects
and events that results from experience and the structure of activities
involved in experiencing, we may come closer to an adequate conception
of ‘direct experience’. We will then be in a better position to contrast it
with mediated or, more accurately, the symbolically encoded and vicarious
experience that is so important in acculturation.

Direct Experience

Psychology, mirroring an earlier physics, often begins an account of
the nature of experience with the concept of the ‘stimulus’. What occurs
in behaviour is thought to be a reflection of the stimulus acting upon the
organism. At a more abstract level of analysis, the shape of the effective
stimulus is seen as the result of certain physical filterings or transformation
of the input given by the nature of the nervous system and its transducers.
This conception is much too passive and nonselective with respect to what
affects organisms. Living systems have an integrity of their own; they have
commerce with the environment on their own terms, selecting from the
environment and building representations of this environment as required
for the survival and fulfilment of the individual and the species. It follows
that our conception of physical reality is itself achieved by selective
mediation. The search for a psychological account of behaviour must begin
with the organism’s activities and then determine the nature of the ‘reality’
sustained by that type of activity. It is a point that is explicit and central
to Piaget’s conception of adaptive behaviour in general and intelligence
in particular: objects and events are not passively recorded or copied but,
rather, acted upon and perceived in terms of action performed.

What does this view imply about the nature and consequence of
experience? As we have said, we have a picture of reality that is biased
by or coded in terms of our actions upon it; knowledge is always mediated
or specified through some form of human activity. But note that any
knowledge acquired through any such activity has two facets: information
about the world and information about the activity used in gaining
knowledge. In an aphorism: from sitting or chairs one learns both about
‘chairs’ and about ‘sitting’. This distinction is reflected in ordinary language
in the terms knowledge and skill or ability. There are, therefore, two types
of invariants that are specified through experience. The set of features that
are more or less invariant across different activities may be considered
as the structural or invariant features of objects and events that constitute
our knowledge about those objects and events. Similarly, the set of operations
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or constituent acts that are invariant when performed across different
objects and events may be considered as the structural basis of the activities
themselves —that which we call skills and abilities. It 1s our hypothesis
that ‘knowledge’ reflects the invariants in the natural and social
environment while ‘skills or abilities’ reflect the structure of the medium
or performatory domain in which various activities are carried out.
Obviously, major significance must be attributed to both facets of experience.

Consider more specifically how both facets are realized in practice.
The performance of any act may be considered a sequence of decision
points, each involving a set of alternatives. These decision points are
specified jointly by the intention motivating the act, the goal or end point,
and the structure of the medium or environment in which the act occurs.
A skilled performance requires that the actor have information available
that permits him to choose between these alternatives. Problem-solving
1s a matter of trying out various means and assessing their contribution
to the achievement of the end state. He must assess the means while
keeping the end criteria in mind. It is a universal routine— in love, in
war, in writing a paragraph or solving an equation, or, indeed, in managing
to get hold of objects during the initial phases of the infant’s mastery of
reaching.

From this point of view, mastery depends upon the acquisition of
information required for choosing between alternative courses of action
that could lead to a sought-after end. The most obvious way to acquire
such information is through active attempts to achieve various goals in
a variety of performatory domains. The most obvious way to learn about
a country is to walk its streets, read its poets, eat its foods, work in its
fields, and so on. In so doing, one will learn both about the country (that
the country is poor or hilly, etc.) and how to proceed in the activities
required to be of that country (how to mend a net or tell a story). This
is surely what is meant by learning through one’s own direct contingent
experience.

Mediate Experience

But there are other ways to acquire information. From seeing a man
struggle with his load, one can make some estimate of its weight. That
1s, one can experience vicariously or mediately. Psychological studies have
repeatedly shown that learning can occur when neither of the primary
conditions for learning through contingent experience—self-initiated action
or direct knowledge of its results—is fulfilled. Bandura has summarized
a wide range of data showing how behaviour can be modified and new
behaviour patterns acquired by exposing the learner to modelling stimuli
even in rather artificial laboratory situations. An illustrative experiment
was performed long ago by Herbert and Harsh. Two groups of cats learned
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to pull strings and open doors by observing other cats. One group of cats
saw only the final errorless performances of cat models while the other
group saw the early error-filled performances as well as the correct
performances. Both groups of cats learned to solve the problems more
quickly than the control cats, who learned only from their own contingent
experience. But the cats that saw the error-filled performances learned
more readily than those who saw only the error-free performances.

Another alternative to learning directly is through symbolically coded
information, that is, the information that is transmitted through the
media—the spoken or printed word, film, diagram, and so on. It is learning
through these symbolic systems that most readily substitutes for direct
experience in formal schooling. Vygotsky and Bruner have emphasized the
extent to which language provides the means par excellence for teaching
and learning out of context, out of a situation in which action is in process
and contingent consequences are most direct. Language, as we shall see,
provides an opportunity for acquiring knowledge which, while it is less
useful for any particular line of action, has the advantage of ordering
knowledge in a form compatible with the rules of abstract thought.

We have, therefore, three modes of experience, which map roughly
onto the three forms of representation discussed elsewhere as enactive,
iconic, and symbolic: the first is related to direct action, the second to
models, and the third to symbolic systems.

More important to our purposes is the fact that these three modes of
experience map into evolutionary development. While all animals learn
from contingent experience, primates are distinctive in their capacity for
learning by observation—there is an enormous amount of observation of
adult behaviour by the young, with incorporation of what has been learned
into a pattern of play. The human species is, of course, marked by its
reliance on symbolically coded experience—so much so that the development
of language is taken as the distinctive characteristic of the human species
and the development of literacy in various symbolic codes is the primary
concern of formalized schooling. It follows that these three forms of
experience differ greatly in the assumptions they make about the organism;
that is, they differ primarily in terms of the skills they assume and develop
in the learner.

On the Acquisition of Knowledge

To this point, the burden of our argument has been to show that one
can learn from three very different forms of experience and that these
forms of experience, whether mediate or direct, qualify what is learned.
This section of the paper is directed to an examination of what is common
to different forms of experience; the next section is concerned with what
is distinctive about them. Our conclusion will be that different forms of



6 Encyclopaedia of Library and Information Science in the Digital Age

experience converge as to the knowledge they specify, but they diverge as
to the skills they develop.

The assertion to be examined here is that different forms of experiencing
an object or an event can be mapped onto a common underlying structure—
a coherent and generalized conception of reality. Information about a
particular event, regardless of the activity or medium through which it
is obtained, has in common the property that it permits the differentiation
of that event from the alternatives with which it is in danger of being
confused. Consider the experience of actually seeing a zebra with that of
hearing the instructional statement ‘A zebra is a striped, horse like animal.’
The same features detected in the act of discrimination are specified in
the statement; hence, they are informationally equivalent and they can
both be mapped onto an underlying conception of zebras, horses, animals,
and so on. This is not to deny that each mode has a residual uniqueness,
but only to point out that they share a common structure as well. The
range of topographically dissimilar forms of experience, including various
forms of instruction, may be considered as various ‘surface structures’
which relate in their special ways to a common underlying structure of
knowledge. Indeed, it is the very fact that information relevant to action
can be acquired through means other than direct action itself that makes
instruction possible. Thus, one can learn to sail, perhaps only to a limited
extent, through watching films and reading books. There is considerable
evidence from controlled laboratory experiments to show that common
learning results from different types of experience. A child can learn to
construct a diagonal either through activity coupled with reinforcement,
through an appropriate demonstration, or through verbal instruction.
Others have shown that children can learn difficult-to-teach Piagetian
conservation tasks through quite different training techniques. And it is
well known that there is almost an infinite number of ways to teach
reading. The problem is to specify as far as possible the structure of
information in these various instructional forms of surface structures and
to see how they each relate to the underlying structure described above.
Once these forms or instruction have ben specified, it may be possible to
indicate how each of them relates to the various technologies involved in
their production and distribution.

All three forms of instruction can only be extensions of basic forms
of interaction with the world and its symbols. They may be characterized
as ‘instructional’ only when their use is marked by the intent of another
person who for some reason, usually institutionally derived, accepts
responsibility for the learner. Learning from one’s own contingent experience
can be regarded as instruction only in special circumstances, such as when
the environment is intentionally prearranged by another person. The
learner’s role in this process is readily described as ‘learning by doing’,
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and the instructor’s role is primarily that of selecting, simplifying, or
otherwise ordering the environment so as to make the consequences of the
action, the reinforcement, both obvious and safe. The second form of
instruction may be designated observational learning. The learner’s role
may be described as ‘learning by matching,” and the instructor’s role is
primarily that of providing a demonstration or model and perhaps some
feedback. The third form of instruction involves the use of various symbolic
systems, including a natural language. The learner’s role is primarily that
of ‘learning by being told’ and the instructor’s role is that of telling—
providing facts descriptions, and explanations.

The three categories of instruction depend (as do the modes of learning
on which they are based) upon the three modes of representing experience,
namely, enactive, iconic, and symbolic. In our view, these forms of instruction
and the related modes of representation reflect different surface structures
of experience that share an underlying informational or knowledge structure.
To see how each of these surface structures relates to the common underlying
knowledge structure, we must determine what information is invariant
to all instruction and how information is coded in the instructional
programmes we have considered to this point. We shall accordingly examine
reinforcement, modelling and verbal instruction.

Reinforcement

Firstly, consider the instructional effects of contingent experience,
that is of reinforcement. Reinforcement broadly conceived is knowledge of
the consequences of an act. Reinforcement assures a means of determining
when an appropriate choice among alternatives has been made.
Reinforcement, by its universality across species, provides a medium of
information exchange whereby a Skinner can communicate with a pigeon,
and vice versa, for organisms are potent sources of consequence for the
actions of other organisms. This assumes that organisms respond
systematically to the responses of others—though not necessarily by a
simple calculus of good and bad outcomes. And, obviously, reinforcement
mediates much interacting with the inanimate environment. But while the
discovery of new knowledge may be dependent on our direct contingent
experiences with nature and with other organisms, reinforcement has the
limitation of being ambiguous in outcome. When a teacher reinforces a
child for asking a question, the child may not know if it was the question-
asking that she approved or the merits of the specific question.
Reinforcement can rarely indicate the critical alternatives but can indicate
the consequences of the final performance. Gutherie’s cats, for example,
did not know what aspect of their action in the puzzle box was critical for
obtaining their release; hence they preserved many irrelevant ones. And
given the fact that other human beings—with their obvious variability—
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are often the principal source of reinforcement, the ambiguity is confound.
It is surprising how uncritical many people accept the idea of control of
behaviour by reinforcement, in view of the constrained circumstances
necessary for it to be effective at all. And more important for instruction,
a child obtains no relevant information from a reinforcement if he happens
not to be considering the critical alternatives. Modern theories of
discrimination learning move increasingly in the direction of distinguishing
between feature selection (attention) and reinforcement to deal with this
point. Given such considerations, one can account not only for the effects
of this type of instruction but also for some of the anomalies in reinforcement
theory.

Three devices are widely used to render reinforcement less ambiguous.
One is by immediacy: tagging the reinforcement directly to the act. The
second is by disambiguating the feature of the stimulus to be attended to
by placing it in a context that differentiates it from an alternative. The
third is through ‘scientific method,” by unambiguously assigning certain
sequel to certain prior events so that the necessity of the conceptual link
cannot be overlooked.

This is typically the way of ‘guided discovery’ which, as with the other
two techniques, relies on control of attention. In time, one who must learn
by direct encounter comes to control his own attention in one of the three
ways suggested: by keeping an eye ‘peeled’ for immediate results, by being
selective in his scanning of features, and by attending to necessity and
regularity of relationship. Obviously, there is a technology and a form of
materials that must go with the learning of such ‘discovery or reinforcement
skills.” It would be foolish to assume that such learning is not crucially
dependent on education. If such were not the case, there would be far more
learning from direct experience than there seems to be.

Modelling

One of the more transparent instructional approaches is that of
meddling or providing demonstrations, an approach that makes up an
important part of Montessori programmes. How is information conveyed
through modelling? Complex acts cannot be imitated unless the performer
already knows how to carry out the act. That is, modelling may initiate
or instigate known behaviour but not, in any simple manner, produce
learning. Yet, learning does occur in some situations.

How can informations be conveyed appropriately through modelling?
In line with the general theory advanced above, information permits a
choice between alternatives. That is, consciousness of the alternatives is
a necessary prerequisite for the pick-up or acquisition of new information.
In another context it was reported that a Montessori teacher successfully
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modelled, for a three-year-old child, the process of reconstructing a diagonal
pattern, a task that is normally solved only by four-or five-year-olds. The
demonstration consisted of showing the child each of the choice points, that
is, the critical alternatives, and then indicating how to choose between
them. The demonstration of where not to go or what not to do is important
to the extent that those alternatives are likely to mislead the child. In this
light, it is possible to understand the finding of Herbert and Harsh,
mentioned earlier, that the cats who saw the error-filled performance
learned more than those who saw the error-free performance. The latter
performance deleted what the critical choice points or critical alternatives
were. A final skilled performance does not render observable the critical
alternatives; hence, the observer does not detect the information required
to choose between them.

Good instruction through modelling depends upon the sensitivity of
the instructor to the alternatives likely to be entertained by the child.
Modelling or providing demonstrations is, therefore a skill to which most
pedagogic theories are blind. I.A. Richards provides an illustration of the
pedagogic implications of such a theory:

A teacher should know how to demonstrate the meanings of
sentences and other things in ways which are at once
unambiguous, memorable, and easily imitated... For instance,
with a ball and a table, a skilled teacher can in two minutes
make the primal opposition of on-off evident... A careless
teacher in the same minutes can generate potential confusions
with other distinctions to be handled with to and from and
up and over, confusions which may later on make the learner’s
tasks far harder than they need be.

Just as providing clear demonstrations involves skill, it seems possible
that learning from demonstrations itself demands a skill; depending upon
its generality and utility, it may be a skill worth including in our educational
aims (aside from the knowledge conveyed by that means). Elsewhere it
has been argued that learning through modelling depends precisely on the
capacity not so much to imitate directly as to construct behaviour from
already mastered constituent acts in order to match selected features of
the model—a procedure more like paraphrasing than imitating.

To summarise, any skilled performance, be it doing, saying, or making
something, requires perceptual information for the guidance of each
component of the act, that is, for selecting between all possible alternatives
at each choice point in the performance. Modelling as an instructional
technique is successful to the extent that it creates an awareness both of
the critical alternatives and of how to choose between them. To this extent
a good demonstration is different from skilled performance.
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Verbal Instruction

Finally, consider language as an instructional medium. It is an
instructional device par excellence, by virtue of the fact that a word indicates
not only a perceived referent but also an excluded set of alternatives.
Words function contrastively—they differentiate alternatives. The ordinary
claim that ‘words name things’ overlooks the fact that words indicate or
point to objects or events in the implied context of the excluded alternatives.
This point may be grasped by noting that the name or the description of
an event is determined by the contrasting alternatives. Thus, a large white
block in the context of a small white block is called ‘the large one,” while
the same block in the context of a large black block is called ‘the white
one.” Reciprocally, hearing such a sentence, or any other instructional
sentence, the listener knows about both the intended referent and the
likely alternatives. That is, language is structured precisely in the way that
1s required for instructional purposes in general. For this reason, the
instruction of literate subjects almost always involves language; when
experimentally tested, such instruction competes favourably with that
making use of reinforcement and ordinary demonstrations; language coding
is less ambiguous, that is, it conveys more information than those other
media of instruction. (This, too, accords with the results obtained by
Masters and Branch and with those of many of the discovery-expository
studies reported in the literature.)

But there are many ways in which language can specify an intended
referent, and these ways provide a microcosm for examining the major
premises of the instructional model presented in this paper. The point is
that certain very different sentences covey the same information and
hence are generally called paraphrases of each other, or synonymous
sentences. Consider these simple examples:

1. (a) George is here.
(b) My father’s brother is here.
(c) My uncle is here.

2. (a) The stick is too short.
(b) The stick is not long enough.

The sentences in (1) all designate the same intended referent and in
some contexts are informationally equivalent. The specific sentences in
each case differ, however, in the way the information is coded and in the
specific mental processes involved in arriving at their meaning. They also
differ in the assumptions they make about the listener; the first could be
used only if the listener already knew who George was, and so on. This
picture is complicated by the fact that different sentences frequently
appear to arrive at a common effect without having a common meaning.
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Thus, Sheila Jones gave subjects sheets of paper filled with the randomly
ordered digits I through 8. Some subjects were given the instruction in
(3a) while others were given that in (3b).

3a. Mark the numbers 3, 4, 7, and 8.
3b. Mark all the numbers except 1, 2, 5, and 6.

Subjects found the latter more difficult, a result implying that
information is more easily processed when coded one way than when coded
another way. This example raises the question of the nature of the
equivalence of sentences which are superficially different. It may be noted
that in the context in which they were given, both of these sentences
convey the same information: it is the 3, 4, 7, and 8 that are to be marked.
Hence, in this specific context they are paraphrases of each other, as may
be a very dissimilar sentence such as (3c).

3c. Beginning at the right side of the sheet, mark the first, third,
seventh...numbers.

These sentences are paraphrases of each other only in this immediate
context, however. A new context would render them non-equivalent. Given
the choice between two equivalent instructional sentences, one would
choose between them on the same basis as between two instructional forms
in general, that is, in terms of the complexity of the demands they make
upon the learner and their generalizability to new but related problems.

The last point warrants an additional comment. In teaching children
to find the perimeter of a particular rectangle, two instructional sentences
which would convey the same information are the following :

4a. Add the 7 to the 5 and multiply by 2.
4b. Add the length to the width and multiply by 2.

Yet these two statements differ radically in their demands upon the
listener, the latter statement being more complex than the former, and,
in terms of their generality, the latter being more generalizable than the
former. Generalizability refers to the fact that the second statement could
apply to many different rectangles while the first could apply only to the
particular given rectangle. It is interesting to note that the greater the
generalizability of an instructional sentence (roughly, its instructional
value), the greater the intellectual demand it makes (roughly, its difficulty
or comprehension).

The teaching of rules and strategies falls into a similar position; they
are difficult to comprehend but they have wide generality. There is always
a trade-off between these two factors, a trade-off that is reflected in an
instructional rule of thumb formulated by Carl Bereiter (personal
communication) to the effect that if the rules are easily stated and have
few exceptions, teach the rule and let the learners practice applying it to
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various problems if the rules are not easily stated or have many exceptions,
simply give practice on the problems and let the learners extract what
rules they can for themselves.

The major limitation of language as an instructional medium, along
with all cultural media such as graphs, diagrams, numbers, mime, and
so on, 1s that the information is conveyed through a symbolic system that
places high demands upon literacy in that medium. Further, the meaning
extracted from those symbolic systems will be limited to the meaning
acquired by the use of that symbol in the referential or experiential world.
Stated generally, this limitation of language implies an ancient point that
no new information can be conveyed through language. If the information
intended by the speaker falls outside the listener’s competence’ the listener
will interpret that sentence in terms of the knowledge he already possesses.
It follows that instruction through language is limited to rearranging,
ordering, and differentiating knowledge or information that the listener
already has available from other sources, such as modelling, or through
his own direct experiences. Parker has illustrated this point by showing
the impossibility of verbally explaining perspective to the blind. In spite
of this dependence of language upon perception, perception does come to
be shaped in a way to permit easier comment, for reasons examined in
the remainder of this essay.

On the Acaquisition of Skills and Abilities

Having said that knowledge from different forms of experience can
map onto a common deep structure, we must now make plain that there
are also differences. The most important non-equivalence among experiences
of events in the three forms is manifest not so much in the knowledge
acquired, but in the skills involved in extracting or utilizing that knowledge.
It is true that common knowledge of zebras may be obtained from actual
experience and from appropriate sentences, but the skills involved in the
two cases are entirely different; it is obviously a skill to extract symbolically
coded knowledge from a sentence, but it is no less a skill to discriminate
zebras from horses, albeit a skill so overlearned that we fail to recognize
it as such until we are faced with a subtler but equally ‘obvious’
discrimination such as that between Grant’s gazelle and an impale. However
combinable the outcomes, the skill of obtaining information by perceptual
discrimination is a radically different skill from that of extracting the same
information from language. The crucial issue for instruction, then, becomes
one of deciding which skill one wishes to cultivate.

What of these skills ? As we pointed out earlier, they are frequently
rendered invisible by our habitual focus on the knowledge specified through
the activity. As we examine a rock by turning it over in our hand we are
aware of the fact that we acquire knowledge about the rock, but the skilled
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manipulation that gave rise to the knowledge of the rock is transparent
to us. Our earlier example suggested that in carrying out any activity, such
as kicking a ball, we are learning not only about the ball, but about the
act of kicking. Carrying out that act across widely divergent objects or
events would be responsible for the development of a skill of wide
applicability. But if we look at the general skills that make up our cognitive
or intellectual ability, we see that they are marked by the same property.
Verbal, numerical, and spatial abilities reflect skills in such cultural
activities as speaking and writing counting, and manipulating Euclidean
space.

Consider these skills in more detail. It is enormously to Piaget’s credit
to have insisted and demonstrated that the structure of any ability must
be conceptualized in some major part in terms of ‘internalized activity’.
Activities one carries out in the physical world—rotating an object in
space, lining up objects to form a straight line, ordering objects serially—
come to be internalized or carried out mentally. There is not only an
internalization of operations, but an increasingly economical representation
of diverse events operated upon. A face looked at from various angles
comes to be represented as a single face. Even more important are the
temporal ordering operations, which permit an appreciation first of physical
order and then of logical relations. Once we can convert back from a
changed state to our original one, we come to appreciate that such
reversibility 1s a logical possibility or property of events and not simply
an act one performs. In turn, such operations make it possible to transform
a novel event into a standard or base event or to convert some base event
into a new structure more appropriate to novel contexts.

The operations specified by Piaget were largely those appropriate to
the manipulation of real objects in the physical environment. His basic
premise is that their internalization not only produces the groundwork for
logic, but assures that logic will be appropriate to the state of the world
one experiences. Such operations, consequently, have a wide range of
applicability and appear to be almost universally relevant to problem-
solving.

But internalized activity related to the physical environment does not
begin to describe the range of activities of the human mind. Specifically,
it leaves out of account how we learn to cope with the cultural or symbolic
environment. ‘Learning from the culture,” like learning from physical
activities, involves the act of picking up information to decide among
alternatives; it also involves skills, and it also results, finally, in a biased
knowledge of reality. Sentences, for example, to the extent that they are
about something, carry information common to the other forms of
experiencing and are comprehended and spoken in terms of those general
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underlying structures of knowledge we discussed earlier. But the skills
involved in using sentences are unique to the particular mode of expression
and communication. The skilful use of a symbolic system involves the
mastery of both its structure and its rules for transformation. Once mastered,
these skills may be considered to be ‘intelligence,” primarily because the
range of their applicability is virtually open.

This wide and expanding range of applicability is further indicated
in the arts, which may be viewed in part as creative attempts to expand
the limitations of a particular medium or symbolic system. These expanded
symbolic systems may then be applied to nature, if appropriate, much as
the binomial distribution was found to be an appropriate description of
the range of human variability. In this way, our use of symbolic systems,
like our practical activities, results in a version of ‘reality’ appropriate to
the activity. There is no objective reality to ‘copy’ or to ‘imitate’, but only
a selection from that reality, expressed in terms of the kinds of practical
and symbolic activities in which we engage. Thus, Nelson Goodman is led
to say that ‘the world is as many ways as there are correct descriptions
of it.” Similarly, Cezanne pointed out that the artist does not copy the word
in his medium but, rather, recreates it in terms of the structure of that
medium. So too with the ordinary man operating in the various symbolic
systems of his culture. Whorf was among the first to argue that we ‘dissect
nature along lines laid down by our native language.” But the process
probably goes even beyond that, to something comparable to Gide’s advising
young poets to follow the rhymes and not their thoughts. For the child,
as for the creative artist, the uses of the culture involve processes of
expanding and refining the code, of defining ‘lawful’ or ‘comprehensible’
or ‘possible’ options as he defining ‘lawful’ or ‘comprehensible’ or ‘possible’
options as he goes. This is the heart of skill in the use of symbolic codes.
Even our failures in understanding new media, as McLuhan has pointed
out, come from a failure to recognize that they require different skills than
does the medium they replace—as in going from an oral to a written code,
or in going from print to television.

Man in culture, like the artist, is in continual search for ways of
applying symbolic systems to his ordinary experience. Translation into a
symbolic code such as logic or mathematics is even taken as the criterion
for ‘understanding’ a phenomenon; to express the relation between
temperatures, pressure, and volume in the form of an equation is to
explain that relation. Hansen goes so far as to say that scientific knowledge
consists of statements known to be true.

But can one affirm that translation of experience into any one medium
has more validity than translation into any other ? A historical account
of the intellectual roots of the industrial revolution may be of a different
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symbolic system but not necessarily of greater validity than Yeat’s famous
epigram:

+ Locke sank into a swoon;

* The garden died;

* God took the spinning jenny

* Out of his side.

Yet a scientific and technological culture like our own has put a
premium on translation into a few symbolic systems—written language
as in literature and explanations, in logical and mathematical statements,
and in spatial systems such as maps, models, graphs, and geometry.

We would argue that it is not only scholars, poets, and scientists who
seek constantly to cast experience into symbolic codes. Our conjecture is
that there is a form of metaprocessing that involves the constant
reorganization of what we know so that it may be translated into symbolic
systems. It is a matter of ‘going over one’s past experiences to see what
they yield’ both for the purpose of facilitating the communication that is
required for the survival of the culture and for the purposes of rendering
one’s own personal experience comprehensible. We may label this form of
activity as ‘deuteropraxis,” or second-order information processing.
Deuteropraxis is elicited not only by failed communication but also by a
conflict and difficulties in attempting to carry out an action or solve a
problem. It occurs whenever there is information-processing capacity
available not demanded by the task in hand. Deuteropraxis is involved
in all translations of specific experience into general accounts. It can occur
in any mode but it is clearly represented both by the poet’s or essayist’s
search for the appropriate phrase or the summarizing aphorism and by
the scientist’s search for the most general mathematical statement. Merleau-
Ponty has this in mind when he suggests that all intention wants to
complete itself in saying. It is deuteropraxis that is responsible for the
radical economization of the experience of the tribe or nation in a few great
myths and, more generally, for the world view implicit in one’s native
language. It should not, however, be assumed that this process is simply
one of translation. It more generally requires that the creator have more
information available than was required for the ordinary experience of the
event. This can easily be seen in the difficulties one encounters in an
attempt to draw a map of a well-known territory or to give a description
of a friend’s appearance. New requirements, new purposes, or new activities
alter our perceptions of events; this is no less true when these activities
involve those that have shaped or evolved by the culture, as in the arts,
than when they involve various practical or physical acts. It follows that
such symbolic activities as drawing an object, describing an object, or
photographing an object require somewhat different information about
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that object than does the manipulation of the object. To the extent that
these new forms of cultural or symbolic activity require previously
undetected information about the world, the media of expression and
communication are exploratory devices—a point of immense importance
to an understanding of the child’s acquisition of knowledge.

Finally, deuteropraxis makes possible the organization of information
into a form that is particularly appropriate for cultural transmission to
the young. Since it is often difficult for the child (or an adult for that
matter) to link an action with the consequences that follow, he is greatly
aided by the deuteropraxis account of the event. Such accounts, whether
in the form of an abstract equation, a principle, a noiseless exemplar, or
an appropriate model, have the effect of ‘time-binding’ or virtually
simultanizing temporal events and thereby surpassing ordinary experience.

It is such deuteropraxis accounts that are examined in more detail
in other chapters of this volume in terms of their instructional potential.
The very accounts that render experience comprehensible render it
inscrutable. But there are limits in the degree to which such representations,
whether in language or other symbolic systems, can substitute for or
extend ordinary experience. As summary of experience they are indeed
powerful; as an alternative to experience they are sometimes woefully
inadequate. One can learn or memorize the summary without having
grasp of the information summarized. In Portrait of the Artist as a Young
Man, Joyce tells how his teachers taught the young the aphorism “Zeal
without prudence is like a ship adrift’ to show how instruction often falls
wide of the mark. To some adult no doubt such a statement has meaning;
it summarizes his own experience in a simple code. To the young it
summarizes nothing. In large measure, the same is true of the great
myths; to the extent that they summarize no experience, they convey little
or no information. On the other hand, it is also true that aphorisms, like
new vocabulary items, may serve as pointers from which experience is
progressively assimilated. At an appropriate level, such instruction may
be successful in aiding the assimilation of experience. Experience in this
case instantiates the categories created through the symbolic code. Frye
makes a parallel point in regard to literature: ‘criticism.... is designed to
reconstruct the kind of experience we could and should have had, and
thereby to bring us into line with that experience.

Technological Realizations

The column headed ‘Technological Realizations’ indicates, in a rough
manner, the media appropriate to each of the modes of experiencing the
world. Learning through contingent experience may be facilitated through
rearranging the environment to render the consequences of activity more
obvious. Laboratory experiments are prototypic attempts to simplify direct
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experience. Structured environments, simulations, toys, and authomatizing
devices of various sorts have the advantages of both extending the range
of a child’s experience and making the relations between events observable
or otherwise comprehensible.

Observational learning is realized through the provision of a model—
‘This is how you break out a spinnaker.” As we pointed out earlier, carrying
out a performance for its own sake and carrying it out so as to instruct
another are not identical. A good demonstration makes explicit the decisions
made in the course of the activity—thus a good demonstration shows the
student what not to do as well as what to do; a skilled performance makes
these same decisions invisible. Technological media can greatly facilitate
these processes by highlighting in various ways the critical points in the
performance; slow motion or stopped action as well as descriptions and
drawings (including caricatures) may have this effect. Such instruction,
while it may convey some of the same information that would be
apprehended through direct contingent experience (by virtue of its shared
deep structure), is never complete in itself but, rather, specifies some of
the major features to be looked for when actual performances are attempted.
That is, these forms of instruction rely heavily on prior or subsequent
experience to instantiate the information.

The instructional effects of a model are greatly increased by tying that
demonstration to an appropriate symbolic representation as in the provision
of a few mnemonic rules. The words ‘keep your weight on the downhill
ski’ coupled with a demonstration will render the demonstration more
comprehensible—the observer knows what to look for. But even this will
not perfect the novice’s performance; direct contingent experience is required
to ‘instantiate’ the instruction. Indeed, it is probably not until such
instantiation occurs that the proposition is fully comprehended. One says
(after the first fall), ‘So that’s what he meant.” Hence, all modes of instructing
are in some sense incomplete or inadequate for achieving full performatory
power or efficiency, and knowledge in the last analysis is tied to one’s own
experience.

Learning through the various symbolic systems, including language,
graphs, mathematics, and the various systems of visual representation,
is realized through books, graphs, maps, models, and so on. These media
make strong assumptions about the literacy of the learner. The properties
of a ‘good’ explanation, description, or portrayal are complex subjects
worthy of study in their own right. But to untangle the educational effects
of these symbolic systems we again have to differentiate the knowledge
of the world conveyed through the system from the skills involved in the
mastery of the structure of the medium itself. Recall our aphorism:
instructional means converge as to the knowledge conveyed but they
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diverge as to the skills they assume and develop. As to the knowledge
conveyed, different systems are useful for the partitioning of alternatives
or the conveying of information in a way that is fundamentally compatible
with the information picked up from other types of experiences. You may
learn that the stove is hot by touching it, by seeing someone recoil from
touching it, and by being told that it is hot. Granted some level of literacy
and granted that the learner has had some experience to instantiate the
experience, the three forms are essentially equivalent, as we pointed out
in the first part of this essay.

However, as to the skills they develop, each form of experience, including
the various symbolic systems tied to the media, produces a unique pattern
of skills for dealing with or thinking about the world. It is the skills in
these systems that we call intelligence. The choice of a means of instruction,
then, must not depend solely upon the effectiveness of the means for
conveying and developing knowledge; it must depend as well upon its
effects on the mental skills that are developed in the course of acquiring
that knowledge.

We return, then, to our point of departure. The acquisition of knowledge
as the primary goal of education can be seriously questioned. The analysis
we have developed points to the contingent relationship between the
knowledge acquired and the intellectual skills developed. To neglect the
skills is to forget that they are the primary tools for acquiring and using
knowledge—tolls that are critical for the child’s further self-education.

The Use of Visual Media

Many of us desire to employ the visual media in the teaching of
psychology (we, as teachers who are audio-visually perceived by our students
anyway, not included...) The typical reasoning behind this desire, which
is more frequently expressed than practised, is, however, not well
throughout. Is it indeed the case that a picture is worth a thousand words
? Is a graph necessarily better comprehended than a verbal description
? Why 1s Clockwork Orange more revealing than, say, a scientific analysis
of brutality ? Why bother to teach group processes through Twelve Angry
Men rather than read the transcript ? Why view Equus in film or the play
on stage ? Why not just read the play at home ?

It appears to me that we should attempt to answer such and similar
questions in the same way we teach our students to do it. Namely, to begin
with a theory. Specifically, we need a theory that sorts out the relevant
elements, that differentiates between fact and fiction, and which is
sufficiently general to guide future questions. This article is devoted to
such an attempt. The rather common answer to the kinds of questions that
I have raised is frequently as follows: (a) A-V materials can reveal unique
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and helpful contents, and (b) they offer that content through concrete,
vivid experiences which are (for some unclear reason) superior to texts,
lectures or discussions. Similar potentialities are often attributed to the
technology associated with certain media (e.g. the ease of transmission
through CCTV) or to the didactics associated with them (e.g. immediate
feedback or better structuring of the materials).

Such answers confuse quite a number of issues. For example, contents
are by and large transferable: You do not have to watch Equus in a film,
you can read it: you do not have to observe an interview with Karl Jung
on video-tape as one can read its content to you aloud. Thus, we confuse
some unique attributes of visual media with non-unique ones. Similarly,
we implicitly assume that different media offer different experiences, and
yet we see them as alternative means to the same ends, particularly the
acquisition of factual knowledge (Olson, 1976).

Uniqueness in Media

First, then, let me raise the question of what is unique to each medium
and what i1s the essential difference, i.e. neither trivial nor accidental
correlate, between them ? Once I have dealt with this, I will turn to my
second question, namely—in what ways do such essential differences
make a difference in learning ?

To make a very long story short—(more on this issue can be found
in Gordon (1969), Olson (1974) and Salomon (1979)—we have reason to
argue that the essential difference between media is neither their contents
(which itself is an outcome of a more fundamental difference), nor the
available didactics, but rather their modes of gathering, packaging and
presenting information, that is: their symbol systems. To presently avoid
unnecessary philosophical debate and in the service of brevity, let us speak
of media’s ‘modes of presentation’ and symbol system as equivalent. Indeed,
remove cartography from maps, language from texts, pictoriality from film,
movement from ballet, what are you left with? Not much.

Quite clearly media’s symbol systems, or modes of presentation, owe
much of their development to technological innovations. More detail and
finer depth presentation became available through copper engravings,
new ‘statements’ could be made once the zoom lens was developed, and
a new ‘language’ becomes possible now with the development of holographs.
Yet, let me remind you that it is not any technology per se that affects
learning. Rather, the new symbol systems and the new combinations of
old ones that become possible with new technological inventions, enable
us to gather, package and present new aspects of knowledge. Thus, media’s
unique symbol systems and the unique combinations thereof are the very
essence of media: they develop with the advent of new technologies and
make new kinds of content available.
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If media’s symbol systems would be only mediators between technology
and presentable content, then we would not have to dwell on their
psychological import at all. We would concentrate on what media’s contents
could do for us. However, following Olson and Bruner (1974), Olson (1976)
and my own work, I want to argue that media’s symbol systems have their
own important effects on people’s minds. And it is these effects that, once
understood, can lead us to develop novel ways of using the visual media
to serve new educational functions.

The Differential Employment of Skills

Let me begin with the assumption that while the contents of messages
address our structures of knowledge, the means of conveying the knowledge,
the symbol systems, address our mental skills (Olson and Bruner, 1974).
Thus, one can speak of intelligence as skill in a medium. When you read
a book, see a play, watch a film or examine a painting, you may gain
knowledge. However, the very activity of reading, film-viewing, map-reading
or listening, taps different kinds of mental skills. As Olson (1978) writes:
‘Skills are frequently rendered invisible by our habitual focus on the
knowledge specified through the activity’. And as Gombrich (1974) shows,
numerous skills, often ‘automatic’ ones (LaBerge and Samuels, 1974) are
involved even in reading a regular black and white photograph. We do not
read it as representing a gray, flat and framed world.

Salomon and Cohen (1977) have shown that different coding elements
within the filmic symbol systems, such as spatial editing, zooms, logical
gaps and close-up-long shots, call upon different kinds of mental skills.
Hence, film-viewing is a skilled activity, and the specific kinds of coding
elements it uses tap differential abilities. Spatially able students extract
more knowledge from elements that distort known conceptions of space,
while students with better mastery of temporal abilities extract more
knowledge when time is being distorted. As Snow et al. (1965) have shown
long ago, there are more general aptitudes which are called upon when
all kinds of film are shown, and these aptitudes are less relevant when
face-to-face instruction takes place.

Meringoff (1978) has shown that aside from the above, televiewing
leads small children to extract different kinds of knowledge than listening
to the same story when read aloud. Listening also calls for the generation
of more personal inferences than televiewing.

Two implications seem to follow. First, as different coding elements
within a symbol system call upon different skills, so do whole symbol
systems, only on a larger scale. We would expect students with different
clusters of aptitudes to benefit differentially from different symbol systems
(provided our media presentations employ their unique symbolic
potentialities). This, of course, is much in line with the known conceptions
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of aptitude—treatment interactions (ATI), as formulated by Cronbach
(1957), Salomon (1971) and Cronbach and Snow (1977). I will relate to this
as a first order interaction between symbol systems and learners’ aptitudes.

The second implication is somewhat more complex. Traditionally, we
attribute to some symbol systems characteristics of ‘concreteness’ and
‘iconicity,” and to others ‘abstractness’ and ‘arbitrariness,’. However,
following the philosophical works of Goodman (1968, 1978) and my own
analyses (Salomon, 1979a), it appears that symbol systems are ‘iconic’ or
not relative to the way one represents the depicted or described entity
mentally.

I argue this on the basis of the assumption that we use different kinds
of symbol systems mentally to represent the world to ourselves and to
manipulate it in thought (Paivio, 1971: Kosslyn and Pomerantz, 1977).
External modes of representation can thus be closer or farther away from
the internally used once.

A verbal description of an activity or process which you, for many
cultural, developmental, situational and personal reasons, represent to
yourself as visual images, is remote from its cognitive counterpart. Similarly,
if I should try to present the ideas of this article through, say, a pictorial
symbol system, I would be using a rather remote (i.e. non-iconic) ‘language’,
because many people prefer to think about such issues in terms of internal
propositions.

It follows, then, that ‘iconicity’ is not an inherent attribute of a symbol
system but a function of the ‘distance’ between it and one’s internal mode
of representation. And as such modes differ with content, maturation,
preference, etc., also ‘iconicity’ or ‘abstractness’ are flexible, relative,
quantities. Statistical formulae are neither ‘abstract’ nor ‘arbitrary’ for one
who thinks in terms of statistical formulae.

When the ‘distance’ between external and internal modes of
representation is large one needs to activate processes of recoding, that
is, invest mental effort in translating the external symbolic mode into the
internal, preferred one. When, then, the information is new, its quantity
large, and the recoder not well skilled, much of the information gets lost.
But, barring extreme cases, the more one needs to recode (and is capable
in doing so0), not only does he/she learn more, but he/she also draws more
heavily on his/her own mental schemata.

This brings me back to my second implication. Television and film may
often be easier for processing (not only for children) because one often
represents certain entities through imagery. Pictorial symbol systems thus
as much of the recoding effort required by, say, language. But if pictorial
systems require (or rather, allow) less recoding, then they may lead to less
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learning. They also often allow us to draw less upon our own mental
schemata, as Meringoff's (1978) study shows.

Such would not be the results for learners who think of the same
entities in terms of internal propositions. For them, pictorial systems may
address a less preferred internal symbol system, require more recoding,
and thus lead to more learning.

I would label this implication—a second order interaction. That is, an
interaction between external and internal modes of representation which
results in more or in less skilled reocding, in more or in less learning, and
in heavier or lighter reliance on one’s own mental schemata. Unlike the
first order one, the second order interaction is highly variable, depending
on the content presented, the task to the performed, one’s preferred cognitive
systems, etc.

The Cultivation of Skills

Thus far I have dealt with the different kinds of mental skills that
symbol systems call upon and the different amounts of mental recoding
they seem to require. But media’s symbol systems appear to have other,
far more pervasive effects on learners. I will mention here two such effects:
the cultivation of mental skills and the cultivation of new internal modes
of representation.

If mental skills are involved in extracting knowledge from symbolically
coded messages then such skills can and do develop as a result of media’s
requirements. From watching the film The Phoenix you not only acquire
knowledge about the emergence of leadership, but also exercise certain
film-related mental skills.

The fact that we are often unaware that skills are needed only suggests
that they are already well developed and can be used ‘automatically’. Yet,
as Kintscha (1977) points out: ‘Novels or movies are easier when the
natural order of events is maintained than when they are full of flash-
backs and reversals, but since the latter invite deeper processing, they are
more interesting to read or watch’. They are indeed more interesting, and
may render also more unique information because they call upon not yet
‘automatic’ skills.

In a series of experiments and field studies (Salomon, 1979b) we could
show that when specific coding elements of film—such as close-up—long-
shot, varying spatial positions or changing points-of-view—are used under
common learning conditions, they lead to improved mastery of relevant
skills. Quite clearly, when coding elements call upon certain skills, they
can cultivate those best in learners with a modest initial mastery of the
skills. Skill-cultivation by activation cannot benefit a learner with no, or
very poor, initial mastery of the skills.
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When skills such as relating-parts-to-wholes, spatial imagery, changing-
points-of-view and possibly others, show improvement through activation,
they may also transfer as mental tools to new instances. We do not know
as yet which skills transfer more widely and which ones begin as, say, film-
literacy and stay untransferable to other symbol systems. The well-known
rules of transfer-of-learning seem to apply here, as elsewhere.
Transferability would depend not only on the nature of the skill but also
on the nature and availability of other instances to which the skill can
be transferred, and on one’s awareness that a skill—such as changing
spatial perspectives—is applicable to totally new instances. While we
know that the filmic symbol system can be made to cultivate skills, we
do not as yet know their potential transferability.

Let us turn now to the effects of symbol systems on the development
of internal modes of representation. If we are willing to accept the
assumption that people represent the world to themselves and manipulate
it mentally through a number of internal symbol systems, we cannot avoid
the possibility of interdependence between external-communicational and
internal-cognitive symbol systems.

Numerous psychologists, aestheticism and philosophers have argued
time and again that internal symbolism develops, in part at least, as a
counterpart of external-communicational symbol systems. There is little
disagreement that language serves prominently in thought.

Even without going as far as Whorf or even Vygotsky (1978), one could
agree with Schlesinger (1977) that thinking emerges from interactions
with a language community. Ultimately although not initially, one learns
to ‘compute’ thoughts in those linguistic structures which serve in the
production and comprehension of speech.

In short, the linguistic symbol system serves as a system of mental
tolls which operates in internal manipulations of the world. And it does
this apparently in two ways. It summarises, labels and internally represents
already acquired knowledge, thus it serves a representational function
(Olson, 1978). For example, acquiring new concepts such as ‘intrinsic’ and
‘extrinsic’ motivation allows the student to go over, so to speak, his or her
past experiences and subsume them under these concepts. The concepts
come now to represent in the student’s mind a vast array of past experiences,
observations and bits of knowledge.

But a symbol system such as the linguistic one serves also to guide
and direct our exploratory and data-gathering behaviour, thus—to
accomplish an exploratory function as epistemological devices (Olson, 1978).
Once the student in the above example has learned about the two sources
of motivation he or she can now start noticing events and behaviours to
which he/she attributes hidden causes he/she would not have attributed
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before. Furthermore, he/she begins to notice things which he/she did not
notice before.

Let me embed these arguments into Neisser’s (1976) spiral model of
perception and cognition. According to this model, one’s mental schemata—
including different kinds of symbolic representations—direct our perceptual
exploration. Exploration, in turn, samples, constructs and provides meaning
to external stimuli which are then incorporated into the schemata and
change them accordingly.

Note that the acquisition of externally-provided concepts, labels, and
other symbolic representations (e.g., a graph, a picture) changes one’s
relevant schemata. In this sense they serve in what we called a
representational capacity of knowledge already stored in the schemata.
But, once acquired, such symbolic representations begin to guide perception,
information-gathering and comprehension, thus to serve in a epistemological
capacity.

How then 1is it transformed from a communicational symbol system
into an internal, mediational one? Vygotsky (1962) and later Luria (1976),
working within a Marxian inter-actionist framework, suggest that language
is interiorized, or internalized, by the child. Luria writes: ‘Children
assimilate language—a ready-made product of socio-historical
development—and use it to analyse, generalize and encode experience’.
Not only words but also grammatical structures are interiorized: thus,
‘humans have at their disposal a powerful objective tool that permits them
not only to reflect individual objects or situations but to create objective
logical codes’.

Vygotsky does not claim that thought is created by language, as Whorf
would have it. The internalization of language results in a reorganization
of thinking into higher order functional systems. Still, internalization
serves as the key process. Even Fodder (1975), the opponent of such views,
find sit necessary to qualify his general argument by stating that though
it might be admitted that the initial computations involved in first language
learning cannot themselves be run in the language being learned, it could
nevertheless still be claimed that a foothold in the language having once
been gained, the child then proceeds by extrapolating his boot straps: the
fragment of the language first internalized is itself somehow essentially
employed to learn the part that’s left. This process eventually leads to the
construction of a representational system more elaborate than the one the
child started with and this richer system mediates the having of thoughts
the child could not otherwise have entertained.

But language is not the only symbol system that participates in
thinking. Miller et al. (1970) have tried to replicate one of Luria’s studies
concerning the use of externally provided verbal instructions for self-
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regulation by three and four-year-olds. Although they failed to replicate
Luria’s findings, Flavell (1977) did not reject the internalization conception.
Rather, he interpreted the failure as resulting from the assumptions that
only internalized language can serve for self regulation. Other, non-linguistic
modes could serve equally well, or even better, for some children. Shepard
(for example, 1978) has shown how important non-linguistic internal codes
are in solving spatial problems. The work of Furth (1966) with deaf
children shows that, even in the absence of a well-mastered language,
thinking can be relatively well developed, suggesting that language is only
one of many ways whereby thought is carried out.

Could other, non-linguistic symbol systems become part of our cognitive
apparatus in a way that resembles that of language? Could a child learn
to think in, say, graphical codes as he does with language ? Hatano et al.
(1977) have shown that expert abacus users seem to have internalized the
operations of the abacus. This is suggested by the observation that users
at intermediate levels still need to use visible finger movements to
accompany mental computations. When prevented from using their fingers,
such uses perform significantly less well. Experimental intervention of
this kind has no appreciable effect on expert users. The finger movements
of intermediate users of the abacus appear to be very much like egocentric
speech, which, according to Vygotsky, is ‘overt thought preceding inner
speech’. Both are overt activities in the process of becoming totally
internalized and covert.

Here, however, we face a possible pitfall. The analogy between the
internalization of language and non-linguistic systems may be misleading
inasmuch as language is acquired through active interaction while most
non-linguistic systems are only observed. Only a few people interact through
pictures, filmic-codes or cartography. Could the latter be acquired through
observational learning?

Observational learning of modelled behaviours is a learning procedure
that ‘enables people to acquire large, integrated patterns of behaviour
without having to form them gradually by tedious trial and error’ (Bandura,
1977). However, modelling is not limited to overt physical acts. Observational
learning also occurs with linguistic skills, conservation of liquids, attitudes,
and emotional responses (Bandura, 1977). Underlying all these, according
to Bandura, are common processes of attention, internal coding, rehearsal,
and reinforcement by self or others.

The teaching potential of modelling need not be limited to observational
learning of behaviours of humans nor to the informative contents of ‘symbolic
modelling’. One should be able to learn by observing the symbolic code itself
as well. Indeed, this is very much in line with Bandura’s explanation of
the role of observational learning in language acquisition.
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However, lest we oversimplify the case by arguing that all symbol
systems encountered in the media can be internalized and used as coding
elements in thought, we must at least show why they are learned. The
internalizability of codes must surely depend on their function. Once we
have a plausible (if speculative) explanation, we should be able to generate
specific hypotheses pertaining to the conditions in which specific coding
elements are internalized.

A verbal construction or spatial depiction, to be learned and used in
perception and thought, needs to accomplish some useful function for the
learner. It must promise a solution for a perceived difficulty. As Cole and
Scribner (1974) theorize with respect to cognition and cultural differences,
a skill is evoked and potentially cultivated within the context of functional
demands. Thus, for a coding element to become a tool of thought, it must
accomplish some useful cognitive function. It needs to accomplish for the
learner something that the learner cannot perform on his own yet needs
to perform.

Indeed, this is precisely what we have found in our experiments
(Salomon, 1974, 1979b). When subjects are shown a filmic operation which
overtly models an operation—such as rotations in space, changing points
of view, zooming, or laying-out objects—the ones with poorer mastery of
such operations seem to imitate and internalize the operations. Thus, the
overt model seems to supplant a mental activity which can then be
internalized, provided it has not been well-mastered beforehand.

The modelled operation seems to accomplish for the students an
operation they cannot yet perform themselves and which does not easily
translate into another, say, linguistic code. Our students have learned to
use these new symbolic operations in their cognitive representational
system and to transfer them to new instances. They have learned to think
in terms of filmic codes. (Note that while better skilled students showed
improved skill mastery when specific filmic codes activated skills, those
with poorer initial mastery showed evidence of code-internalization when
the latter overtly supplanted the skill: a perfect ATI, or first order
interaction.

As we have found similar evidence also in field and cross-cultural
studies outside the laboratory (Salomon, 1976; Salomon, 1979a), we feel
quite confident in arguing that the symbol system of a medium such as
film can serve as a cultivator of mental abilities and internal modes of
representation. Quite clearly, though, media’s symbol systems can cultivate
mental skill only if (1) they are sufficiently unique, i.e. do not easily map
upon alternative systems (as does the Morse Code with respect to language),
and (2) they provide an organization of knowledge not provided by an
alternative system (note that uniqueness of a flowchart).
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A Third Order Interaction

Equipped with these theoretical arguments and empirical evidence I
can suggest that audiovisual media, when examined through their symbol
systems, serve as good or poor conveyors of information in interactions
with learners’ aptitudes and specific modes of internal representation. But
it 1s also warranted to argue that, apart from the above, media’s symbol
systems, which can cultivate cognition, enter into another far more pervasive
interaction with learners.

We tend often to speak of learners as rather passive recipients of
knowledge and as claylike subjects whose skills are being moulded. But
once we entertain the possibility that they do something active with the
skills they acquire and particularly with the symbolic codes they internalize
from the media, we will have to look at them as individuals who actively
gather information and structure it in terms of what they have acquired.
Thus, to quote Bowers (1973): “The situation is a function of the observer
in the sense that the observer’s cognitive schemes filter and organize the
environment in a fashion that makes it impossible ever to completely
separate the environment from the person observing it’.

The learner who has internalized the filmic code of, say, changing
spatial points of view into his/her imagery can now turn to his/her world
of experience and represent it in ways that he/she was less able to do
before. Here is the testimony of a student of mine:

I am fascinated by how my daydreaming is influenced by
movies. Processes and techniques of presenting events by this
Hollywood symbol system are powerfully implanted within
my cognitive system. I have observed third person narration,
flashbacks, zooms, slow-motion emphasis of action, audience
viewing, re-takes, ‘voice of conscience’, multi-personality
dialogue, background music, and many other movie means
of expression in my head. I fear that there is very little
original style to my daydreaming. It is all influenced by
celluloid... There are scenes where I am climbing steps to
address a large audience, and television shots in slow motion
symbolize the slow and hard road to significant others and
flashbacks to significant moments.

While that student seems to be using filmic structures, in a
representational capacity, it would make sense to hypothesize that he also
examines other people’s behaviour in similar terms. His mental, film-like
schemata guide his perception and understanding of the world. This I call
a third order interaction. It can be imagined as a spiral in which one’s
mental apparatus guides perception and interpretation, which in turn
establishes contact with new symbolic forms. The latter can be internalized,
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and when they are—they enrich the mental apparatus. I think that this
third order interaction should serve as our major justification for using
audiovisual materials. It is a justification for audiovisual usage because
we want our students to use rich and alternative modes of internal
representations, not just the verbal one, and we want them to examine
the world through more than one symbol system. After all, insights of
many scientists did not start with propositions. On the contrary, it was
imagery—often adapted from the world of art—which served as the initial
key hole through which phenomena were examined.

But such third order interactions, whose nature we know only in
skeletal form, need also to serve as a focus for research. We know too little
which symbol systems are, or can be internalized, how they guide thinking
and perception and how the latter are externalized for communication
purposes.

Effects on Children’s Attention Comprehension and Social
Behaviour

Representational Codes of Television: Verbal and nonverbal forms
are the representational codes of television. Because children view television
at a very early age, it is tempting to assume that these representational
codes are simple and of little interest. However, television is a medium
that can be processed at differing levels of complexity. There is a difference
between superficial consumption of interesting audiovisual events and
mental extraction of information from coded messages, a distinction
formulated by Salomon (1979). He used the term ‘literate viewing’ to refer
to a process of information extraction by the active negotiation of the
coding elements of the message’. The notion of ‘literate viewing’ is closely
related to the more informal term ‘media literacy.” With age and viewing
experience, children’s attention to, and comprehension of, television
programmes change. It is presumed that these developmental changes
reflect increasing facility with television’s conventions and content, i.e.,
the beginning television viewer is not ‘media literate’ but instead gradually
acquires such competence as a function of experience with the medium
and the attainment of certain minimal cognitive abilities.

Just because one can become a literate viewer at an early age and
without conscious effort does not demonstrate that the task is simple. The
representational codes of television range in complexity from literal visual
depiction to the most abstract and arbitrary symbols, including verbal
language and audiovisual metaphor. The child’s task is not an easy one.
The change from infants’ sensory-motor awareness of alternations in
patterns of visual and verbal stimuli (Hollenbeck and Slaby, 1979) to the
literate viewing skills of elementary school-age children involves a major
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qualitative advance, accompanied by developmental growth in related
perceptual and cognitive skills.

Levels of Representation

The simplest level of representation is literal visual and/or auditory
portrayal of real-world information, e.g., a shot of a car moving on the
highway. A child’s ability to process this level is presumably dependent
primarily on perceptual and cognitive skills used in interpreting real-
world stimuli. But even at this literal level, object recognition at unusual
angles of viewing, lighting, and distance requires perceptual generalization
and constituencies not yet fully developed in the youngest viewers.

On the second level of representation are media forms and conventions
that do not have an exact real-world counterpart, some of these, such as
cuts and zooms, are analogs of perceptual experience. For example, a zoom-
in is a perceptual analog of moving close to an object. Other media
conventions are more distinct from real-world experience. Dissolves, slow
motion, musical accompaniments, sound effects, and electronically
generated visual special effects are relatively specific to film and television.
These features provide a structure for the presentation of content in a
manner analogous to syntax in language. A literate viewer must be able
to decode the structural meanings of formal features. For example, fades
and dissolves often indicate major transitions in time, place, or content;
cuts are more often used for minor shifts from one character or viewing
angle to another. In American children’s programmes, distinctive visual
‘markers’ are used to separate programmes from commercials; the literate
viewer must understand their function. This understanding is not automatic.
For example, 5-and 6-year-olds did not understand the meaning of
separators between programmes and commercials in one recent study
(Palmer and McDowell, 1979).

Media codes can also serve as models for mental representation or
mental skills. That is, the child can adopt the media forms as modes of
representations in her own thinking. Salomon (1979) has demonstrated,
for example, that children can learn to analyse a complex stimulus into
small parts by observing camera zooms in and out. Apparently, the camera
provided a model of the mental process of focusing on specific parts of the
stimulus. Media codes can be internalized as forms of mental representation,
as suggested by McLuhan (1964), so that people can think in moving
pictures with flashbacks, fast and slow motion, changes from colour to
black and white, and other media conventions (Salomon, 1979).

The forms of television can also take on connotative meaning, either
because of their repeated association with certain content themes or because
of their metaphorical similarity to real-world objects and symbols. For
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example, rapid action, loud music, and sound effects are often associated
with violence in children’s programmes (Huston et al., 1981). Commercials
for masculine sex-typed toys are made with high action, rapid cuts, and
loud noise, whereas feminine sex-typed toys are advertised with fades,
dissolves, and soft music. The forms themselves may come to signal violence
or sex typing to children, even when the content cues are minimal or
nonexistent. Two studies demonstrated that children as young as five or
six understand that productions using loud noise, fast pace, and high
action have masculine connotations while soft music, frequent fades and
dissolves connote femininity. This is evident for content-reduced synthetic

ads and for professionally produced naturalistic ads (Leary and Huston,
1983).

The third level of representation consists of symbolic forms not unique
to the medium. Such forms may be nonlinguistic (e.g., a red stoplight) or
linguistic. It is also possible for verbal language to encode forms at the
other two levels. For example, dialogue can encode the literal representation
of reality (the first level), as when a speaker describes on-screen objects
or events, or dialogue can encode the conventional significance of a
production feature (the second level), as when a fade is accompanied by
the line ‘Once upon a time, long, ago...’ In this sense of double encoding,
it is possible for the first two levels to be nested in the linguistic codes.
Such piggybacking of representational means could aid children in
understanding the message and also, by association, facilitate their mastery
of the codes themselves (cf. Rice and Wartella, 1981).

It is apparent that the second and third levels of representational
codes found in children’s television programmes not only have different
surface characteristics but also are derived from different sources or
experiences. The second level of representation, specific knowledge, is
probably acquired largely as a function of experience with the medium.
That is not the case with the third level, where symbols are shared by the
wider culture.

By definition, these codes have currency outside the medium of
television and can be learned without viewing television. They also have
a different utility in the world, leading to slightly different reasons for
investigating them. The media-specific codes are important insofar as they
reveal what is involved in a child’s processing of televised information. The
verbal language of television is of special interest insofar as it contributes
to a child’s processing of televised messages and other media codes and
also, perhaps more importantly, as it serves to facilitate a child’s mastery
of the general linguistic code (cf. Rice, in press, a; in press, b). While the
representational functions of the linguistic system have been described by
linguists in a long research tradition, the production conventions, or codes,
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of television have only recently come to the attention of behavioural
scientists. The first step in understanding these codes and their functions
is to develop descriptive taxonomies for formal features and to describe
the ways in which they are used in television productions.

Most descriptions of formal features have been developed for the
purpose of studying television’s influence on children. This is not to imply
that formal features are without relevance for adults or that studies
conducted with adult subjects are without implications for understanding
children’s television viewing experiences. A general discussion of how
formal features may influence adult viewers is, however, beyond the scope
of this review; only those studies immediately pertinent to child-directed
issues and investigations are presented. Readers interested in the effects
of television forms on adult audiences may wish to refer to television and
film broadcasting and production publications, where issues of form are
often discussed in regard to editing techniques.

For example, Messaris et al. (1979) argue that editing techniques (the
sequence and composition of visual shots) influenced how adult audiences
perceived the nature of the interchanges between Carter and Ford during
the televised 1976 presidential debates [....] Formal features of children’s
television programmes have been analysed in our work (Huston et al.,
1981) to determine what features co-occur, what features characterize
animated and live programmes, and how formal features differ as a function
of target audience or production goals.

In two samples of children’s programmes selected from Saturday
morning, prime time, and daytime educational programming (primarily
PBS), action (physical activity of characters), variability of scenes (number
of different scenes), and tempo (rate of scene and character change) were
grouped with visual special effects, rapid cuts, loud music, and sound
effects. This package of features was labelled ‘perceptually salient’ because
it was characterized by high intensity, rapid change, and rapid motion.

Commercial programmes for young children are packed with these
perceptually salient forms. Although such formal features are more frequent
in animated than in live shows, Saturday morning live programmes have
higher rates of perceptually salient features than prime time or educational
programmes.

This pattern of heavy reliance on perceptual salience suggests an
image of the child in the minds of producers as a being whose attention
must be captured and held by constant action, change, noise, and visual
onslaught. Although much of what children watch is family adult
programming, these children’s programmes may be particularly important
developmentally because they constitute the child’s earliest experience
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with the medium. They may set the standard for what the child expects
from television. In addition, they are less likely that adult programmes
to be mediated or buffered by parents’ or adults’ viewing with the child.
We co not know what effects early experience with heavily saturated
television ‘hype’ and violence has on later development, later viewing
patterns or on taste and preferences in the medium, but these questions
are critically important for future research.

Educational programmes for young children use some perceptually
salient visual features that characterize Saturday morning programmes,
though at more moderate levels. They combine these features, however,
with other forms that have considerable potential for helping children to
understand, rehearse, and remember a message.

These include child dialogue—probably the best form of speech to gain
and hold children’s attention—as well as songs, long zooms, and moderate
levels of physical activity. All of these features provide opportunities for
reflection, rehearsal, and review of content.

Songs are frequently used to repeat themes and as a device for helping
children to rehearse. Long zooms involve slow presentation and/or emphasis
of important content. Because young children often understand content
that is demonstrated in action, the moderate levels of action may be a
particularly important means of conveying information in a form that is
interesting and comprehensible to a young child. Educational programmes
package their content in a set of forms that is quite different from commercial
programming for children, and they appear to be designing programmes
that have good potential to hold attention and to communicate a message
effectively.

The findings concerning forms in children’s programmes can also be
seen from the perspective of media literacy and its antecedents (Wright
and Huston, 1981). Recall that Saturday morning cartoons were
characterized by high levels of action, variability, and tempo. These clusters
consist of perceptually salient events, such as physical activity, music,
sound effects, scene changes, and visual special effects.

The conspicuous nature of these features may allow the forms
themselves to become the message. That is, the child may pay more
attention to how the information is conveyed then to what the message
is, especially when the plot lines are thin to begin with. Unnoticed in the
entertainment value of the features is the tutorial nature of the experience.
The child is receiving explicit cues about how messages are communicated
on television. In this case, the relationship between form and content is
the opposite of the usual assumption. That is, the forms overpower the
content (from the young viewer’s perspective), whereas the problem is
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usually regarded as a matter of the content controlling the form (from the
producer’s perspective).

Linguistic Codes

The coding systems inherent in verbal language constitute another
component of the forms of television. In television programmes, verbal
language is a code within a code. Descriptive studies of the language of
children’s television can provide information for two purposes: (1) Knowing
the nature of television’s linguistic conventions or codes and how they
interact with other forms of communication in children’s programmes is
a critical part of any attempt to understand how children process televised
information; and (2) analysis of television’s linguistic codes may show how
they are adjusted in different programmes to different levels of linguistic
competence in the viewer and therefore how they may, under certain
conditions, play an important role in furthering language acquisition
itself.

In a pilot study of the linguistic structure of children’s programming
in relation to formal feature use, Rice (1979) analysed 25 categories of
linguistic coding in six programmes. The programmes represented animated
stories with high, low, and no dialogue; a live programme representing
situation comedy; and educational programmes differing in age of intended
audience and format (Mister Rogers’ Neighbourhood and The Electric
Company).

Three sets of linguistic descriptors were scored: (1) ‘Communication
flow’ consisted of measures of length, variability, rate, and repetition of
utterances; (2) ‘language structure’ contained measures of grammatical
completeness, descriptive qualifiers, and stressed single words; (3) ‘meaning/
content’ variables included focusing (i.e., giving selective prominence to
a particular linguistic constituent), nonliteral meanings, explicit
instructions, novel words, and immediacy of reference.

Distinctive patterns of language usage were evident in the two
educational programmes. Mister Rogers’ Neighbourhood, the educational
programme for preschools, presented a moderate pattern of verbal
communication: a moderate amount of dialogue, without the use of nonliteral
meanings or novel words, combined with moderate amounts of focusing
and some use of stressed single words. The Electric Company, an educational
programme designed for early school-age children, used the most dialogue
of all the shows sampled and incorporated techniques for drawing attention
and interest to dialogue (e.g., focusing, stressed single words, novel words,
nonliteral meanings) while at the same time adjusting for easier
comprehension of grammatical forms (e.g., short comments, partial
grammatical units, low variability in length) and content (e.g., reference
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to immediately present events). While it is widely recognized that the
purpose of The Electric Company is to enhance children’s reading skills,
the fact that it does so by means of intensive verbal presentation is
generally overlooked. Both Mister Rogers’ Neighbourhood and The Electric
Company used techniques that are likely to facilitate children’s
comprehension of language (stressed single words, focusing), but the latter
also used a more complex pattern of verbal presentation designed to
challenge the more linguistically competent school-age viewer.

Unlike the educational programmes, the commercial programmes
containing dialogue showed little evidence that language codes were
adjusted to the level of the child viewer. Some contained frequent nonliteral
meanings and little focusing. The situation comedy was particularly high
in descriptive qualifiers and nonreferential content, and it did not share
any distinctive language features with the other shows.

Comparison of the linguistic features with the formal production
features of the six programmes revealed that the shows with low amounts
of dialogue were high in action, pace, cuts, fades, zooms, visual special
effects, vocalizations, sound effects, and music. All of these
production features are perceptually salient ones that attract and hold
visual attention in young viewers. The two verbally complex shows contained
some distinctive uses of salient formal features: one had very high pace,
frequent cuts, pans, and background music; the other had a high number
of vocalizations.

Such findings suggest a continuum of difficulty of representational
coding in this range of children’s programmes. We would expect linguistic
coding to be more difficult for young viewers than the perceptually salient
visual and auditory nonverbal codes. The packaging of American cartoons
seems well suited to young children of limited media or linguistic
competence. Similarly, the simple, comprehensible speech in Mister Rogers’
Neighbourhood is well suited to a preschool audience. More complex
packaging in shows aimed at an older audience requires considerable
linguistic sophistication and comprehension of distinctive uses of formal
features. In some cases, the codes are judiciously mixed in packages of
information presentation well suited to the communicative competencies
of the intended audience. A moderate level of complexity may be important
to maintain interest among older relatively sophisticated viewers.

Just as the conventional meanings of production features can be
suggested by exaggerated, perceptually salient presentations used to convey
redundant content, so there is evidence of adjustments of the linguistic
and production codes that are designed to draw attention to and clarify
language forms themselves. For example, the frequent focusing operations
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and stressed single words on Mister Rogers’ Neighbourhood and The Electric
Company serve to draw attention to the language codes. Furthermore, in
these two programmes, the meanings of the linguistic forms are often
explicitly depicted. Frequently, the content is a visual representation of
the verbal meaning, sometimes highlighted by attention-maintaining visual
production techniques, such as cuts to a closer focus or different perspective.
At least some children’s programmes appear to combine language
adjustments with selective and supportive use of nonlinguistic salient
features, at first to supplement and later to challenge the emerging cognitive
competencies of the child viewer.

The language of commercials aimed at children warrants explicit
attention from research insofar as the intent goes beyond the communication
of messages to the selling of products. Presumably, the effectiveness of
commercials is dependent upon the nature of the linguistic codes presented
(i.e., their basic understandability), their referential accuracy, and their
use within the social context. Bloome and Ripich (1979) analysed the social
message units of commercials and how the messages related to plot or
social context and/or the product. They found that many of the product-
tied references were ambiguous in regard to certain features of products,
such as the use of flavourings. Also, there was a subtle shift within
commercials from using language in a social context to using language to
promote products. Language served to establish the social occasion and
then to lead the child to a product and its role in enhancing the social
occasion.

The Influence of Television Forms on Children’s Mental Processes

When children watch television, they can just sit passively and stare
at the set if they choose, but a growing body of empirical evidence suggests
that this is not the usual level of response. Instead, children are more
likely to become involved in the viewing experience, to work at extracting
information from coded messages, to respond cognitively, effectively, and
socially to programme content. They are mentally and socially active
viewers. At least some (if not most) of their mental responses are influenced
by how the information is packaged, i.e., the media-specific and general
representational codes employed (Rice and Wartella, 1981). The ones for
which there is empirical evidence are discussed here: children’s visual
attention while viewing, and their understanding of television forms,
programme events, and relationships among characters.

Visual Attention to Television Forms

Studies using different types of programmes found that certain
production features or programme attributes attract and hold children’s
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visual attention while viewing television. Even though different systems
of scoring production features have been used, there is consistency in the
findings:
1. Auditory features, such aslively music, sound effects, children’s voices
(butnot adult dialogue), peculiar voices, nonspeech vocalizations, and
frequent changes of speaker attract and hold children’s attention.

2. Conventional visual features, such as cuts, zooms, and pans have
less influence, but visual special effects do attract children’s
attention.

3. In most studies, high levels of physical activity or action elicit and
maintain children’s attention.

4. Changes in scene, characters, themes, or auditory events are
especially effective in eliciting attention, though they are less
important for maintaining it once the child is looking.

5. Features that lose children’s attention include long complex
speeches, long zooms, song and dance, men’s voices, and live animals.

Auditory Attention. The finding that auditory events, action, and
change elicit and hold children’s visual attention, while visual features
have less influence, serves to remind us that audition and vision interact
in a complex manner during information processing. While there is
considerable evidence describing visual attention, little information is
available describing auditory attention (or the interaction of the two
modalities) while viewing television. Any general conceptual model of how
children attend to television (including the factors that are proposed as
controlling attention) must take into account both visual and auditory
attention.

The measurement of auditory attention while maintaining a
naturalistic viewing situation has been a challenging experimental problem.
Looking behaviour can be recorded directly in a reliable and unobstrusive
manner; listening is a private mental event without easily observable
indicators. We have devised a promising method for measuring auditory
attention independently of visual attention. The procedure involves an
intermittent degrade of the television picture or sound. As the child views,
she can press a lever to restore the picture or sound track when it degrades.
The child’s responses are automatically recorded and time-referenced to
the programme. Initial findings with preschool children suggest a close,
relationship between looking and listening (Rolandelli, Wright, and Huston,
1982).

In addition to direct measures, auditory attention can be inferred by
testing comprehension of material presented in the auditory modality or
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material presented when the child is not looking at television. Repeated
findings that children receive and understand fairly complex messages
from exposure to Mister Rogers’ Neighbourhood, despite low rates of visual
attention, have led to speculation that children were often listening even
when they were not looking (Tower et al., 1979).

Obviously, auditory attention can facilitate comprehension only for
material that is presented in an auditory modality, usually speech. Studies
in our laboratory, involving microanalysis of short time intervals within
a programme, indicate close connections among visual presentation of
content, visual attending, and recall (Calvert et al., 1982). Similar precision
in specifying the mode through which content is presented would be
required to infer that auditory attention mediated comprehension.

Auditory attention can also be inferred by observing visual attention
to the screen (or lack thereof) and by observing what children talk about
while viewing. If they are talking about things unrelated to the television
content, they are probably not listening. Even if they are looking at the
set, their attention may be only at the level of monitoring instead of active
processing. On the other hand, auditory features, such as foreground
music and children’s speech, recruit visual attention for children who are
looking away from the screen—evidence that some form of auditory
processing is taking place.

Form and Content Interactions

One of the original reasons for our interest in television form was the
hypothesis that formal features in children’s television were more important
determinants of attention that violent content. The relative contributions
of form and violent content are difficult to disentangle because conventions
of production lead to correlations of certain forms with violence. Violence
in children’s programmes is usually portrayed with high levels of action
and salient auditory and visual features (Huston et al., 1981).

Yet, formal features can be separated conceptually and operationally
from violent content. In two studies of preschoolers, we selected programmes
that were high in both action and violence, or high in action and low in
violence, low in action and high in violence or low in both action and
violence. Children’s total attention differed as a function of action, not of
violence. That is, they were as attentive to high action without violence
as they were when it accompanied violence, and less attentive to low
action.

A more molecular analysis was performed for these three programmes
and for four other cartoons by dividing each programme into 15-second
intervals and correlating attention with formal features and violent content.
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Multiple regressions were performed to determine which features were the
best predictors of attention in each programme. Violence did not enter any
of the seven multiple regressions as a predictor that contributed significant
variance independently of formal features, but considerably more data on
different programmes and different age groups are needed to establish the
generality of this null conclusion (Huston-Stein, 1977).

Form, Content and Viewership Ratings

The relation of form and content to children’s interest in television
programmes has also been studied by analysing features occurrence rates
in nationally broadcast television programmes in relation to national
audience ratings for different ages, sexes, and regions of the country. For
a sample of 34 Saturday morning programmes, high action and violent
content were predictors of viewership for preschool children. Each made
an independent contribution. Among children from age 6 to 11, variability
and tempo were the bet predictors of viewership (Wright et al., 1980). In
a similar analysis of general adult audience ratings in relation to violent
content of prime time adventure programmes, violence accounted for a
minuscule and non-significant portion of the variance in viewership (Dienier
and DeFour, 1978).

How Formal Features Influence Attention

Salience and Informativeness. Basic research on young children’s
attention indicates that perceptual salience of the stimulus environment
is one determinant of attention. The attributes of a stimulus that make
it salient include intensity, movement, contrast, change, novelty,
unexpectedness, and incongruity (Berlyne, 1960). Many of the production
features that attract and hold young children’s attention fit these criteria
defining perceptual salience. We have proposed a developmental model
hypothesizing that perceptual salience is a particularly important
determinant of attention for very young viewers and/or for viewers with
little media experience.

The theory guiding our work was derived from the more general
theoretical work of Wright and Vlietstra (1975) concerning developmental
change from ‘exploration’ to ‘search’ in children’s modes of information
getting. Exploration as a mode of response is governed by the most salient
features of the stimulus environment. It involves short duration,
discontinuous, and impulsive responding to whatever features of the
environment are perceptually dominant from moment to moment.
Habituation to the salient features of a particular stimulus environment
occurs as one becomes more familiar with it. Application of this model to
television experience leads to the hypothesis that, among the youngest and
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least experienced viewers, the viewing experience consists of the
consumption of perceptually salient events as entertainment in their own
right. The child’s attention is controlled primarily by feature salience.
Until the powerful effects of salience have partially habituated, the child
1s essentially a passive consumer of audiovisual thrills and does not engage
in deeper levels of processing (Wright and Huston, 1981).

Consummatory stimulus-controlled exploration gives way in familiar
contexts to perceptual search, a kind of information getting in which the
activity is instrumental, rather than consummatory, active rather than
passive, and guided by the child’s desire to abstract information, rather
than by just entertainment, from perceived events.

The child’s progress from perceptual exploration to perceptual search
is believed to be as much or more a function of familiarization through
experience and habituation as it is a consequence of cognitive maturation,
though, of course, the two are usually confounded. Thus, the older and
more experienced viewers are more interested in the content of programme
and its meaning and less responsive to salient formal features. When older
children do attend to formal features, they may use them as syntactic
markers to develop a structural framework in which to organize and
integrate their comprehension of content meaning (Huston and Wright,
1983).

Singer (1980) also proposed that high rates of salient audiovisual
events on television absorb children’s attention, not only because they are
perceptually interesting, but because they are affectively involving. His
theory does not, however, contain the proposition that developmental
shifts will occur as consequences of cognitive development and familiarity
with the medium. Instead, he seems to imply that extensive exposure to
salient features in the medium will inhibit other forms of interest (e.g.,
books and verbal media) and will leave the child focused on the absorbing
stimulus features of the moving picture on the screen.

Studies comparing attention patterns of preschool children (age 4-6)
with those of children in middle childhood (age 8-10) have provided minimal
support for the hypothesis that younger children are more attentive to
salient formal features than are older children (Calvert et al., 1982; Wartella
and Ettema, 1974; Wright et al., in press). Both age groups attend to high
levels of action and audiovisual ‘tricks’ (visual special effects, sound effects,
and unfamiliar scenes). Although these studies are consistent with the
notion that younger children’s attention is affected by the perceptual
salience of television’s formal features, they suggest that many of these
features serve other functions as well in the child’s processing of televised
information.



40 Encyclopaedia of Library and Information Science in the Digital Age

The complementary hypothesis is that older children’s attention is
guided more by the informativeness of features. Informativeness depends
on the programme context and the child’s level of processing. For example,
in a study comparing high and low pace programmes, 8 to 10-year-old
children patterned their attention according to the length of scenes so that
their average duration per look at the screen was longer in low pace
programmes (with long scenes) than during high paced programmes (with
short scenes). Younger children (5-to 7-yer-olds) did not show this pattern
(Wright, Huston, Ross, Calvert, Rolandelli, Weeks, Raeissi, and Potts, in
press). These findings suggested that the older children used the formal
cues in the programme to determine natural breaks between scenes with
more skill than the younger children did.

When children try to follow a plot or engage in a logical search for
meaning, they probably attend to features that provide cues about time
sequences, locations, characters, and events in the programme. Studies by
Krull and Husson (1979), in fact, suggest that older children may attend
to form cues that signal content and form changes during the upcoming
1 or 2 minutes. Preschool children did not show these anticipatory patterns
of attention to formal cues. Media literate children may learn temporal
associations so they can anticipate what will occur in a programme. Older
children also attend differentially to informative action and signals
associated with scene changes, bit changes, and changes to and from
commercials.

Comprehensibility

A somewhat different perspective on the relationship between attention
and formal features is proposed by Anderson and his associates, who link
attention with the comprehensibility of programme content (e.g., Anderson
and Lorch, 1983). They suggest that features such as animation or children’s
voices may serve as signals that the content is designed for children and
is therefore likely to be comprehensible. Children may attend to such
features not because of the inherent qualities of the features, but because
their media experience leads them to expect meaningful and understandable
programme content. The fundamental determinant of attention, according
to this formulation, is the comprehensibility of the content. Two sets of
data have been used to support this hypothesis. In one study (Lorch et.al.,
1979), children’s attention to Sesame Street was manipulated experimentally
by varying the availability of toys and distractions during viewing. Despite
the fact that the nondistraction treatment produced very high levels of
attention, it did not produce improved comprehension. Within the distracted
group, however, the children who attended more comprehended more of
the content. This finding was interpreted as demonstrating that
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comprehensibility guided attention rather than attention determining
comprehension. In a subsequent study (Anderson, Lorch, Field, and Sanders,
1981), children attended less to a television programme in which the
speech was incomprehensible because it was backwards or in a foreign
language than to a programme with under-standable speech.

Although the influence of comprehensibility on attention has been
tested thus far only by varying language features of programmes, the
hypothesis suggests that the comprehensibility of nonlinguistic formal
features should affect attention through a similar mechanism.

This line of research provides important evidence that very young
children are actively processing content when they watch television rather
than merely passively consuming audio-video thrills.

It does not, however, establish that feature salience and other
noncontent aspects of television programmes are unimportant influences
on children’s attention. In the studies varying comprehensibility, feature
salience has ben held constant (and fairly high).

If salience were low, would comprehensibility alone hold children’s
attention? Again, the relatively low rates of attention usually found for
Mister Rogers’ Neighbourhood suggest not, despite its outstanding
comprehensibility. Second, the full range of comprehensibility has not
been systematically explored. In a study recently completed in our Centre,
these issues were addressed.

Form and comprehensibility were varied independently. Short
educational bits were constructed with identical content in animated,
child-format versions and live, adult-format versions. Each format was
used to produce bits varying in difficulty or comprehensibility but all were
within the range of children’s ability to understand. Children attended to
the child-format versions more than to the adult-format versions, but they
did not attend differently to the bits that were easy or difficult to understand
(Campbell, 1982). It appears that there are many reasons why animated
child formats may be attractive to children.

Further, although complex, incompre-hensible material loses children’s
attention in comparisons to moderately easy, comprehensible material,
one cannot extrapolate that finding to conclude that very easy material
would produce more attention than moderately difficult but still
comprehensible content. In fact, the model to be proposed here suggests
that both extremes of comprehensibility will be less likely to maintain
attention than material in the middle range. Moreover, the model explicitly
cautions against trying to define moderate comprehensibility as a stimulus
feature without taking into account both the cognitive level and the viewing
experience of the child.
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An Integrative Model of Attention and Development.

These seemingly divergent explanations of the determinants of
attention can be integrated in the framework of one established model for
attention and interest as a function of familiarity and complexity (Hunt,
1961).

The abscissa is a compound of familiarity and complexity of both form
and content. On the left end are highly familiar and oft-repeated bits, like
the standard introductions and closings of familiar programme series,
whose informative content is minimal, and whose formal features have
become habituated and no longer elicit attention among habitual viewers.
The joint processes of habituation and familiarization (Wright, 1977) serve
continually to depress attention on the left side of the inverted U-shaped
function.

By contrast, the forms and content at the high end of the abscissa are
unfamiliar, complex, and incomprehensible to the child viewer. They, too,
elicit little interest and attention because the child is incapable of
understanding their meaning and their relation to other parts of the
programme. Their decoding requires comprehension of standards the child
has not yet acquired and logical integration for which the child is not yet
cognitively ready.

They also often make reference to outside information and contextual
knowledge that only adult viewers possess. Thus, attention on the right
side of the curve is also low, owing to incomprehensibility. But cognitive
development and the child’s growing store of background information will,
over time, tend to raise attention on the right, just as familiarization and
habituation tend to reduce it on the left. The result is a developmental
migration of the curve describing a child’s attention from left to right as
a function of cognitive development and viewing experience. What was
interesting for its perceptual salience or simple content becomes boring
by its redundancy, and what was incomprehensible or formally complex,
and therefore ignored, gradually becomes meaningful and informative in
the decoding process and, therefore, of greater interest. If the abscissa is
defined in terms of the form and content of a televised stimulus, the
location of the curve for a particular child along that gradient is a function
of cognitive level and viewing history.

How Formal Features Influence Comprehension

As children attend to television, their immediate task is how to interpret
the information they receive, what to make of the messages. The medium’s
representational codes influence this process of comprehension in a number
of ways. The media-specific codes themselves require some interpretation,
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as do the general representational codes, such as language. The coding
systems also interact with content in ways that can enhance or interfere
with how easily the content can be understood.

Media-Specific Codes and Mental Skills. Recall our opening
remarks about how television does not literally present events as we
perceive them in the real world. Instead, the representational codes package
messages in a manner that requires mental transformations in order to
interpret them. The linkage between forms and mental processes can be
quite specific and intimate. Salomon (1979) proposed that some production
features may be viewed as representing certain mental skills or mental
operations. For example, zooming in and out literally portrays the mental
operation of relating parts to a whole. Camera cuts that make the image
jump from one part of a physical space to another, or from one view of
an object to another, correspond to the mental operations of coordinating
spaces and taking different perspectives.

Salomon (1979) distinguishes two different ways in which production
features can function in relationships to mental processes, at two different
levels of interpretative difficulty. One is the function of ‘supplanting’ the
skill. That is, the camera essentially performs the operation for the viewer;
presumably, the viewer can learn the skill from watching through the eye
of the camera. A zoom-in is an example of a camera operation that supplants
the skill of analysing a complex array into subparts or isolating one small
part at a time.

The second function of media codes is to ‘call upon’ an already existing
skill in the viewer. For example, a cut to close-up shot presumes that the
viewer can already relate small parts to a larger whole; it does not perform
the operation as a zoom does. Data on both Israeli and American children
support the hypothesis that the understanding of and ability to use common
media codes increase with age and, in some cases, with media experience.
Younger and less experienced viewers benefit more from media formats
or formal features that supplant the intellectual skills to which they relate.
Older and more experienced viewers understand recurring formats that
call upon related mental skills better than do younger and less experienced
viewers (Salomon, 1979; Palmer, 1978).

For example, children who were skilled at visual analysis performed
better when shown a ‘cut to close up’ format than when shown zooms
(Salomon, 1974). Salomon (1979) argues that the relationship between
media codes and children’s mental processing is not just a one-way process
of using mental skills to interpret media codes. Instead, the influence is
reciprocal: Experience with media codes actually cultivates the existing
mental skills to which they relate; the media codes can become part of
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children’s mental schemata, resulting in their ability to think in terms of
such codes as zooms and camera cuts. Salomon cautions, however,
that the media-specific codes are not the only messages to affect
cognition, and not all of television’s codes function in this capacity. He
suggests that those codes that are unique to television and have a wide
potential field of reference are those most likely to contribute to viewers’
mental schemata.

The supplanting function of media form was tested in our laboratory
in two studies designed to teach conservation of number by showing
children animated television sequences demonstrating that the number
of objects was independent of their spatial configuration. Pairs of white
and black squares separated into designs, danced around one another, and
played games; then they returned to their original arrangement with a
narrator’s reminder that there were still the same number of blacks and
whites. Training improved conservation on a televised post-test of number
conservation, but did not generalize to a live test, in the first study. In
the second, training influenced performance on both televised and live
post-tests.

Children’s understanding of how media-specific forms mark temporal
relationships was investigated in two studies of instant replays. Two
factors were varied: The content of the replay and the presence or absence
of an accompanying special effect (opening and closing geometric shape).
We were interested in when children noticed that a replay had been
inserted and how they interpreted what it depicted. It was not until around
age seven years that children noticed a majority of the replays. The most
likely context for noticing the replay was that of simple, everyday events
(such as phone calls).

Younger children (ages four to seven) interpreted replays as repetitions,
as if there had been no cut back to the start of the sequence and the actor
had simply repeated their actions or another actor had duplicated the
actions of the first. Older children gave media-related explanations that
were most likely for sports contexts, i.e. baseball games.

Language Codes

There are several aspects of verbal language that have relevance for
how children comprehend the messages of television. The first is how
children comprehend the verbal dialogue itself. This question has yet to
be the subject of explicit empirical investigation (beyond a few observations
of how children interpret disclaimer phrases in commercials). We can
presume however, that children interpret televised verbal information
according to the same linguistic processing strategies and contraints that
they draw upon the presence of live speakers. In other words, insofar as
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the general representational codes of television are like their real-world
counterparts, children probably interpret them in much the same way as
they do in other social contexts.

The second aspect of verbal language with relevance for comprehension
is the fact that, unlike the media-specific representational codes, viewers
can produce the general codes themselves to communicate their reactions
to and understanding of television. Viewers can process the messages
of television and then respond in some of the same codes; indeed, they
can literally imitate and rehearse the verbal messages, if they choose to
do so.

In one study, we explored what children talk about when they watch
television as a function of the amount of dialogue present in the programmes.
Preschool and third-grade children watched four shows that differed in the
amount of dialogue (one show with none, two with moderate amounts, and
one with a high frequency of dialogue). The children watched in pairs, and
they were free to pursue other play activities.

Their comments while viewing were transcribed and coded for content
categories. The children made the most comments about the television
programme when viewing the programme with no dialogue. This trend
was more pronounced among the third-graders than the preschoolers.
Furthermore, the television-related comments fell in a distinctive pattern:
more descriptions of actions and events, more emotional and self-referenced
comments (e.g., ‘I like this part’), more questions about programme content,
and more statements of knowledge of recurrent programme themes for the
no-dialogue programme than for any of the other three. There were very
few directly imitative responses (Rice, 1980).

The most obvious interpretation of these findings—that children listen
when there is dialogue and talk when there is no dialogue—does not
completely account for the results. The total amount of talking was highest
in the no-dialogue show, but second highest in the high-dialogue show.
Children talked to one another extensively during a programme with
frequent dialogue, but they more often talked about topics that were
irrelevant to the programme.

In the programme without dialogue, the absence of dialogue, as well
as the fact that the programme was familiar and repetitive, appeared to
stimulate children to talk about the programme. Whether or not
similar effects would occur for programmes that were less repetitive
or familiar is not yet clear, but in a programme that is interesting,
familiar, and simple to understand, it appears that he absence of dialogue
may elicit comments about aspects of a programme that are of interest
to children.



46 Encyclopaedia of Library and Information Science in the Digital Age

Verbal Mediation of Content

Another aspect of verbal language with relevance for television viewing
is that it can be used to mediate and direct more general mental processes,
such as attention, comprehension, and recall. Verbal labels and explanations
have been used in a number of experiments to clarify children’s
understanding of programme content. In one study, preschool children
imitated sharing from a television programme more when the programme
included verbal labelling of the characters’ behaviour than when the
behaviour was not labelled (Susman, 1976). In another investigation,
verbal explanations of programme themes inserted in a cartoon with a
moderately complex plot were relatively ineffective in improving
comprehension, but the same explanations provided by an adult viewing
with the child aided comprehension considerably. In particular, children
who received the adult explanations recalled the temporal order of events
in the programme and were able to make inferences about implicit content
better than controls. They also attended more to the programme. Temporal
integration and inferential processing of televised informations are skills
that are difficult for third-graders, yet even 4 to 6-year-olds were able to
do them better than chance after the adult explanations (Watkins et al.,
1980). Other studies have demonstrated similar benefits for kindergarten-
age children from verbal labelling of central programme themes (Friederich
and Stein, 1975).

Television Form and Plot-relevant Content

Many television programmes are narratives; that is, they tell a story
congsisting of interrelated events. The content of such stories can be
distinguished as plot-relevant (central content) or irrelevant to the plot
(incidental content). Developmental changes in comprehension of such
content have been explored in some detail (Collins, 1979). Through second
grade, children have limited and fragmented comprehension of story
material, fifth-graders do better, and eighth-graders comprehended most
of the story. In particular, younger children tend to recall material that
is incidental and irrelevant to the plot, whereas older children appear
better able to select central content messages. Younger children also have
difficulty in integrating facts of the story that are separated in time (e.g.,
connecting an action with its motives and consequences), and they have
difficulty inferring content that is implicit in the story but is not explicitly
shown. All of these findings are based on children’s responses to adult
prime time dramas (Collins, 1979; 1982). The specific ages at which changes
in comprehension occur may be slightly different for other types of
programmes, such as those made for children, but the direction of
developmental trends is probably the same.
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While developmental differences in children’s understanding of
television content undoubtedly reflect cognitive developmental changes,
they may also vary, depending on the form in which content is
communicated. In general, children understand information presented
visually, so that character actions can be observed, better than they
understand information presented in verbal form without accompanying
visual cues. In addition, high action and other perceptually salient features
maintain children’s attention better than dialogue and narrations of children
may retain the content presented with salient features better than content
conveyed primarily through dialogue. Obviously, the combination of visual
and verbal cues is likely to be most effective (Friedlander et al., 1974).

In one study (Calvert et al., 1982), children’s recall of a televised story
was measured for four types of content: central or incidental content was
presented with formal features that were either high or low in perceptual
salience. High salience features included visual features and moderately
high action; low salience features included adult and child dialogue. Central
content questions often involved inferences; incidental content usually
consisted of isolated factual events. Children remembered central, theme-
relevant content better when it was presented with highly salient formal
features than when it was presented with low salience techniques.

Some parallels appear in a study of commercials in which visual cues
and words in the form of slogans or labels actually conflicted with the more
abstract verbal message. Visual cues and word slogans suggested that the
advertised products contained fruit, although the ‘higher level’ abstract
verbal message indicated no fruit content. Children from kindergarten
through sixth grade accepted the false message conveyed by the visual and
associative word cues. Apparently they did not understand the abstract
implied message that there was no real fruit in the products (Ross et al.,
1981).

Salomon’s work (1979) also indicates that children understand content
messages better when they understand the formats used to present the
content. For instance, children who were good at relating parts to a whole,
and who could, therefore, understand a close-up format, learned more
content from a film using cuts to close-ups than did children who were
less skilled in understanding that format.

This prediction is upheld in an investigation of the effect of media-
specific forms on children’s comprehension of nutritional announcements.
Nutritional messages containing identical visual and verbal content were
produced with two types of formal features selected to represent the forms
typically used in adult and child programming respectively. The adult
versions were made from live footage with an adult male narrator and
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sedate background music, while the child versions were animated with
peculiar ‘character’ voices, and sprightly, whimsical music. Children
comprehended nutritional messages better in the child-format presentation
that in the adult format (Compbell, 1982).

These findings suggest that associating content with certain media
codes may increase comprehension of the content, if the production feature
is familiar and understood by the child and if it focuses attention on central
rather than incidental content. If the child does not understand the code
represented by the feature or if the feature focus attention away from the
central content, it may interfere with comprehension. These conclusions
may apply to the verbal codes of television as well as to the media-specific
production features.

To conclude this section on how children’s comprehension of television
is influenced by the representational codes, we can offer some general
observations. The child viewer has the job of making sense of the medium
at several different levels: the codes themselves, the immediate content,
and more abstract interrelations relevant to story lines. The
representational codes are implicated at each of these levels. Children
learn to interpret the media-specific codes as a function of age and viewing
experience. Furthermore, certain media codes may come to be incorporated
in children’s general mental schemata. The general representational code
of verbal language has a two-fold relevance for increasing our understanding
of how children comprehend television: (1) We need to be aware of the
particular interpretative demands presented by the verbal dialogue as a
linguistic code; and (2) children’s own verbal comments while viewing can
provide further cues about how they comprehend television’s messages (cf.
Rice and Wartella, 1981). The psychological dimensions of television codes
can be used to enhance children’s comprehension of plot-relevant content:
the association of attention-getting features or codes that are readily
understood with content central to the story should contribute positively
to children’s ability to understand the plot.



2

Trends and Issues in Information
Science

The Emergence of ‘Information Science’ as a Field of Research

The average person probably has little awareness of the terms
information science and information research. They are related to the
activities of a particular professional group (or, given the propensity to
schism, particular groups); literature on the subject is found in specialized
journals and rarely in the popular press; and it is written, at times, in
a professional jargon that deters readers.

Things may become clearly, however, if the word ‘librarianship’ is
used. The word is appropriate because information science has developed
out of librarianship and many of its research concerns are held in common
with library research. The Institute of Information Scientists in the UK
has approximately 2,000 members and half of these are also members of
the Library Association. In 1985 a conference of all professional bodies in
the fields of information science, librarianship, archives management, and
records management was held: an event which indicates the essential
unity of the issues and problems faced by the different groups.

The branch of librarianship out of which information science has
developed is generally known as ‘special librarianship’. This term covers
the activities of those working in specialized libraries and information
units in business, industry, scientific research, government and local
government. Its origins lie in the growth of industrial research activity
during and following the First World War. Aslib, originally the Association
of Special Libraries and Information Bureaux, was founded in 1924 and
an American organization concerned with similar areas of work, the
American Documentation Institute (now the American Society for
Information Science) was founded in 1937.
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Special librarianship and ‘documentation’ received a boost during and
after the Second World War, partly as a result of the regeneration of
industry, partly out a need to deal with vast quantities of industrial
research and development documentation found in Germany, and partly
as a result of the development of a new industry based on nuclear energy.
That development resulted in such an increase in published reports and
papers that a major new journal of summaries, Nuclear Science Abstracts,
was established by the US Atomic Energy (USAEA) to disseminate
information about information.

Fresh impetus to the generation of scientific and technical information
was given by the launch of the first Russian sputnik in 1957. The effect
in the USA in particular was galvanic, leading to an upsurge in research
activity and publication.

In both the nuclear energy field and in space technology research one
feature caused problems for librarians in government and industry. This
was the emergence of a relatively new form of publication, the research
report. This form was not unknown in industry where internal research
reports had always been produced by those firms with research and
development departments. The new feature was the wider publication of
such material. Sometimes the ‘publication’ was limited; for example, the
United Kingdom Atomic Energy Authority restricted some reports to
contractors in the industry. Both UKAEA and the USAEA, however,
maintained depository collections in major public libraries.

The main problem in handling the vastly increased output of scientific
and technical information was how to identify the subject content for
effective retrieval of the material from storage. What in libraries had been
known as ‘cataloguing and classification’ became known as ‘information
storage and retrieval’ and a new field of information research arrived. In
continues to thrive.

More recently, during the Johnson administration in the USA (1963-
1969), there was a great upsurge of social research associated with many
aspects of social welfare and other issues. Much of this took the form of
evaluation research on social programmes in the cities and, while not
equal in scale to the volume of scientific information, the consequent
growth of the literature was considerable and the semi-published report
made its appearance in the social sciences. Both developments and related
events in the United Kingdom and in the agencies of the United Nations
resulted in an interest in research into similar problems of information
use and information storage and retrieval as in science and technology.

Today, however, the systems that are created and used to control and
disseminate information in industry, in government and in education
make use of yet another force for change—the computer. This is not the
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place for a complete account of the role of the computer in information
science. The aim here is simply to draw attention to its impact and to that
of ‘information technology’—a term which embraces computers,
telecommunication systems, new means of storing information such as
compact discs, and of communicating information such as teletext and
view data systems.

Since the Second World War, therefore, there has been a series of
continuing pressures on libraries and information systems as a result of
the developments noted above. The field of information science has evolved
as a consequence of these pressures and research in the field aims to help
in adapting systems to the pressures.

The Phenomena Studied—What is ‘Information’?

‘Information’ is such a widely used word, such a common-sensical
word, that it may seem surprising that it has given ‘information scientists’
so much trouble over the years. The problem stems from seeking to
discriminate among related words such as ‘data’, or ‘knowledge’ or even
‘wisdom’! In dictionary definitions these terms are associated as these
extracts from the Random House Dictionary show :

1. Knowledge communicated or received concerning a particular fact
or circumstance; news...

2. (In communication theory) an indication of the number of possible
choices of messages...

3. Computer Technology any data that can be coded for processing
by a computer or similar device.

The same dictionary suggests data, facts, intelligence, advice as
synonyms for information.

The definition used in this paper, then, will be that ‘information’ is
an abstract noun, signifying some single fact or datum, or set of facts or
data, which may be organized or not. Sometimes the abstract noun is used
to signify concrete things which may be said to ‘carry’ information, such
as books, journals, tape recordings, and visual media such as video
recordings, maps, photographs, etc.

Some writers in information science, however, have not been satisfied
to treat ‘information’ as a noun but have tried to define it as a process—
the process whereby facts and data are integrated into existing knowledge
or transformed into organized bodies of knowledge. This seems to do
violence to the language. The processes whereby data and facts are
transformed into knowledge are the processes of perception, cognition and
understanding. They are almost entirely mysterious to us, having resisted
the most serious scientific investigation. Indeed, consciousness itself is not
yet clearly understood. To use the term ‘information’ to signify some cloudy
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set of terms in an attempt to give more solidity to the nature of information
science hardly seems helpful.

Other writers have carefully defined what they mean by ‘information’
in carrying out their research. The most popular definitions of this kind
relate information to decision-making in a form such as, ‘Information is
that which removes uncertainty’. Clearly, this is a formal definition because
we all know that in the real world outside the experiment or the simulation
we frequently receive communications of facts, data, news, or whatever
which leave us more confused than ever. Under the formal definition these
communications contain no information—party political broadcasts,
perhaps.

Information Science and its Changing Scope

What constitutes ‘information science’ is as much of a problem as the
nature of information—naturally, since one depends upon the other. The
definition used here is based on that given above:

Information science is the study of the generation,
organization, transfer, and utilization of information. It is
concerned with the nature of information in general, with
the channels or ‘carriers’ of information, and with the
information user. It is concerned with all aspects of the
design and evaluation of information systems and services,
from public libraries to computer-based information retrieval
systems.

As noted earlier, information science emerged originally out of the
pressures placed on libraries and information services by the explosion of
scientific and technical information. That bias exists to this day. Although
research in information retrieval may now be concerned with such things
as how children ask questions in libraries (Wanting, 1984) or how to devise
a computer-based online catalogue for fiction (Pejtersen, 1984) there is a
tendency for the literature to be very much concerned with scientific and
technical information problems. This is partly a consequence of the
dominance of scientific research over social science research in the scale
of funding and in consequent publication. Some problems in scientific
information have also been of continual interest, particularly those having
to do with chemistry where chemical formulae and chemical structures
lend themselves to highly structured methods of retrieval.

The emergence of social science from its original neglect in favour of
scientific information can be dated in the USA to 1950 and the University
of Chicago (1950) report on bibliographical services in the social sciences.
This beginning, however, was not followed immediately by research into
problems of access to information, or different patterns of information-
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seeking behaviour. Interest in bibliographical aspects, that is, in the
compilation of bibliographies and other guides to the social science literature,
continued, however (for example, Boehm, 1965; de Gazia, 1965).

In the UK the beginnings can be dated to the start of the INFROSS
(Information Requirements of Social Scientists) project in 1967. In the
course of the INFROSS project Maurice Line and his colleagues surveyed
the information-seeking behaviour of (chiefly) academic social scientists,
and carried out a number of subsidiary studies (Bath University, 1971;
Line, 1971).

INFROSS was followed in 1971 by DISISS (Design of Information
Systems for the Social Sciences) which was concerned chiefly with the
growth of social science literature in a variety of fields, with the coverage
of this literature by the abstracting and indexing services, and with
implications for the planning of services (Bath University, 1980; Line
1981).

During the INFROSS/DISISS period there were two major
developments in bibliographic services to social scientists: the ERIC service
(Marron, 1968) which covered information resources for education and
drew upon the large volume of research commissioned by the US
Government, and the extension of the Institute for Scientific Information’s
citation indexing into the social sciences (Garfield, 1972). In its early years
the ERIC service attracted a good deal of comment, particularly on the
quality of its indexing, and the entire service was subject to an intensive
evaluation. The Social Sciences Citation Index built upon the strength of
its predecessor in science, and both services were quick to take advantage
of that other development of the period, the computer.

The terminology of the social sciences has always presented problems
in information retrieval: not only does it use ordinary words in technical
fashion (for example, ‘class’) but some of its technical terms, like
‘bureaucracy’, have changed their meaning subtly in common usage. As
a result, a search may result in a set of documents which includes a large
number of items which deal with, say, bureaucracy, but not in the sense
anticipated by the user. An additional difficulty is that adherents of
different philosophical or ideological schools use the same term in different
ways or with different associations. These issues were raised in connection
with the ERIC service (Eller and Panek, 1968), were reviewed by Foskett
(1963) and were the subject of research in relation to the sociology of
education (Swift, Winn and Bramer, 1979).

Since 1967, therefore, there has been a growing awareness that the
social sciences have information problems which are related to those in
science and technology, in that they are the result of a similar ‘information
explosion’. The problems differ, however, because social scientific research
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differs from that in pure science. For example, controlled experiment is
difficult, if not impossible, in social research. Directions of research may
be more directly influenced by political considerations (witness Sir Keith
Joseph’s attempt dispose of the Social Science Research Council). And
society and its constituents are continually changing in character, whereas,
generally, the phenomena studied by science are more stable in their
structures—a molecule of hydrogen a century from now is likely to look
very much the same as today’s, while the nature of, say, the education
system of the country could well be quite different.

Following the studies of the academic researcher in the social sciences,
attention in the UK has focused upon the information problems of what
might be called ‘applied social sciences’. This era began with the study of
local authority planning departments and planners in 1974 (White) and
was followed by a major five-year project in the field of social services—
Project INISS: Information Needs and Information Services in Local
Authority Social Services Departments, and, simultaneously, by studies
in education (Hounsell, et al. 1979). Subsequently, work was carried out
in other local government departments. In the USA over the same period
the major project was probably URBANDOC (Sessions, 1971).

During the same period as the increase in interest in the social
sciences took place there was a similar movement in relation to the citizen-
at-large. In the 1930s there has been an interest in ‘library surveys’
culminating in an extensive review of the subject by McDiarmid (1940).
At the end of the Second World War a major report on the public library
user was carried out and reported on by Berelson (1949). In an attempt
to provide a sound conceptual base for the study of the general information
user the US Department of Health, Education and Welfare funded a study
in Baltimore—Information Needs of Urban Residents (1973). This laid the
ground for other studies in Syracuse (Gee, 1974), Seattle (Dervin et. al.
1976/77), Maryland’s Eastern Shore (Eidleman, 1979). South Carolina
(Barron and Curran, 1979). California (Palmour et. al. 1979) and New
England (Chen and Hernon, 1982). There has been no investigation in the
UK approaching the scale of these studies.

It is important to note that virtually none of the work carried out in
the UK could have been done without the existence of the Office for
Scientific and Technical Information and its successor the British Library
Research and Development Department, which has the status of a research
council for the field. Its resources have always been very restricted compared
with other councils such as the SERC and the ESRC but there has been
quite a high return on its investment in the shape of actual innovation,
particularly in the adoption of computers for library tasks, as well as
publication.
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Changing Research Perspectives

Whether one is concerned with the information behaviour of scientists
or with that of social scientists it is clear that in either case social research
methods will be employed. In the period immediately after the Second
World War, the model of social research employed by those researching
the information behaviour of scientists was based on the then prevailing
idea of quantitative research in social science, that is, the use of large-
scale surveys intended to collect large amounts of data from which
generalizations amounting to ‘laws’ similar to those in science could be
derived. This is understandable: those who carried out the work were
likely to be scientists themselves and they saw their tasks as very much
concerned with the description of identifiable aspects of behaviour. The
work (such as that reported in the proceedings of the Royal Society Scientific
Information Conference (Royal Society, 1948)) was also restricted almost
entirely to a consideration of the sources and channels of communication
used. There was little or nothing on the use made of information in
scientific research or on the individual patterns of behaviour in information
seeking.

The result of this methodological limitation was that progress towards
some theoretical understanding of the concept of ‘information need’ was
show. This fact was recognized by virtually every commentator on the
subject from Menzel (1960) onwards. Generally, reviewers of the field have
expressed disappointment in the results. The disappointment can be
attributed in part to poorly chosen methods but also to:

— afailure to realize how expensive survey research is, if done properly;
— aconsequent failure to do it properly because of insufficient funding;

— lack of adequate insight into user behaviour before devising research
Instruments;

— 1nappropriate choice of self-completed questionnaires as the data-
collection method with resulting low response rates when the proper
preparation and follow-up procedures (Robin, 1965) are not used;

— lack of adequate theoretical frameworks to guide research;

— lack of interviewer training and interview performance assessment
resulting in data of unknown quality; and

— use of library or information system perspectives on information
use which may not be held by the people under investigation.
(Wilson, 1980Db).

As long ago as 1965 William Paisley commented on the lack of case
studies in the field in his review of the literature (Paisley, 1965). In other
words, the need for a more qualitative approach, that is one which would
recognize the subjectivity of information use and the need to generate
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hypotheses about behaviour rather than simply test other people’s ideas
about behaviour, was recognized early. Little was done in response to this
call however, and the early researchers in the field of information studies
in the social sciences followed the path set out by the earlier researchers
in science information studies. Thus, although the INFROSS team carried
out a small number of interviews, its approach was that of large-scale,
quantitative data-collection using a lengthy self-completed questionnaire.

In the 1970s, however, reflecting the increased awareness of the value
of qualitative approaches in sociology, other researchers began to adopt
more ‘naturalistic’, ‘ethnographic’, or phenomenological approaches. Reports
on some of these constituted part of a special issue of Social Science
Information Studies in 1981. Lawrence Stenhouse discussed the use of
case studies in a project concerned with library use and access in academic
sixth-forms noting that: ‘Researchers have turned to case-study in the face
of the difficulties which have been encountered in attempting to apply a
scientific paradigm of research to problems in which human behaviour,
action or intention play a large part.” (Stenhouse, 1981 : 221)

Harris, in the same symposium, reported on an ‘illuminative evaluation’
strategy (Harris, 1981). This was employed in an action research project
designed to produce teaching materials for the education of information
users. Harris drew upon the work of Parlett and Hamilton (1976) and
commented that: ‘[Illuminative evaluation] provided a convincing argument
against the classic social science research model... It underlined the need
to examine a wider range of contextual and environmental determinates
of the success or otherwise of an education innovation.” (Harris, 1981: 251)

Earlier, in the same journal, Wilson and Streatfield had written on
the use of structured observation in Project INISS and had noted that:

. all methods of investigation are ultimately based upon
observation. Either the individual obseruves his own behaviour
and his own perceptual states and reports upon them within
more or less artificially constrained frameworks (interview
schedules, questionnaires, diary record sheets) or records of
his information-seeking behaviour are kept (e.g. book issue
records) from which deductions about the underlying needs
are made. (Wilson and Streatfield, 1981: 174)

Wilson also contributed to the qualitative methods symposium and
in his paper on Project INISS commented that: ‘..if anything is to be
learned from the work, it is that a more sensitive approach to the collection
of data and accounts will pay dividends in insights, theory, and practical
ideas for improvements in information services’. (Wilson, 1981: 245)

In their concluding comments on the symposium the issue editors
noted: ‘It would be mistaken in our view, to see qualitative approaches
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as competing with quantitative ones. For many purposes indeed it would
be both appropriate and desirable to use qualitative and quantitative
approaches in combination so that each can compensate for the weaknesses
of the other.” (Hounsell and Winn, 1981: 255)

This author heartily concurs in that view.

Relations with other Fields

The relationships between librarianship and information science has
been discussed earlier and, in terms of the field of practice to which
information science relates, this is probably the closest association. Nor
would one wish to draw an artificial distinction between research and
practice. However, it is possible to look at the relationships between
information science and other fields of research.

We can begin by considering the definition quoted earlier and, hence,
by dividing the discussion into three parts: the generation of information,
the organization and handling of information, and the transfer and
utilization of information. In an essay such as this it would be inappropriate
to deal with the literature in detail but in the paragraphs below one or
two references are given for those with specific interests.

In the case of the first of these there are strong links between
information science issues and related issues in the sociology of knowledge,
the sociology of science, and the sociology of various professional fields.
One area of considerable interest is that which links ‘bibliometrics’ to
research ‘performance’. Bibliometrics is the study of statistical regularities
in various aspects of information generation and use. It has its origins in
a study by Bradford (1948) which revealed the statistical distribution of
periodicals borrowed from the Science Museum Library. The so-called
‘Bradford’s Law of Scattering’ was subsequently found to exist among
citations to journals and with the advent of the Science Citation Index a
great deal of work ensued on showing the universality of the ‘law’. The
idea has been misused (in this author’s opinion) in seeking to show
relationship between the quality of a journal or of a particular scientist
and the extent to which that journal or scientist is cited by others.

The second area, that of the organization and handling of information,
is closely related to computer science. Although early work in information
retrieval was closely associated with library classification and cataloguing,
more recently it has become strongly identified with the use of computer
systems. Thus, most library ‘housekeeping’ functions, such as book ordering,
cataloguing, book issue, and journal ordering and receipt systems, are now
computer-based. In addition, the retrieval of information from large files
of computer records is now a commonplace and an event such as the
International Online Meeting in London can attract thousands of visitors
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to its exhibition to see the latest offerings from companies providing such
services (Williams, 1979). The actual retrieval mechanisms used in such
systems are relatively crude, compared with the present state of knowledge
and research in the field, but changes are taking place continually and
as order computers are replaced and as novel computer architectures
become more commercially viable the changes are likely to increase apace.
Part of the information retrieval problem has close associations also with
linguistics and computational linguistics.

One continual problem has been the cost of ‘indexing’, that is, using
human beings to select words and phrase to identify the subject content
of documents. One solution has been so-called ‘free-text searching’, whereby
the choice of words is made the responsibility of the searcher. The
disadvantage here is that the words chosen by the searcher may not be
a complete match for those used in the documents. One answer to this may
be the development of more sophisticated computer systems based on the
analysis of natural language.

As regards the transfer and utilization of information, the links with
other fields are diverse. For example, early work in the field of public
opinion which led to the idea of ‘opinion leaders’ in the community has
been replicated in the study of communication networks in scientific research
laboratories, leading to the analogous idea of ‘gatekeepers’ (Allen and
Cohen, 1969). Project INISS also paid specific attention to the
communication activities in organizations and drew on that literature, and
related to the study of information use to other aspects of the ordinary
day-to-day work of people in organizations. In doing so the researchers
acknowledged debts to such as Schutz (1946; 1970) and Berger and
Luckmann (1966) for the relevance of the phenomenological viewpoint in
studying the subjective aspects of the role of information in organizational
life. The subject of the utilization of information is clearly closely related
to that of the diffusion of innovations and technology transfer and a
number of studies have dealt with this area.

A special subset of problems relates to the economics of information.
The emergence of this as a subject for research has had great deal to do
with the economic recession. Libraries and information systems have been
called upon more and more to justify their activities in economic terms
and the idea of ‘cost/benefit’ equations applied to information services
gained some currency in the 1970s (Martyn and Flowerdew, 1983). The
problem has proved virtually intractable, however. The chief problem lies
in the nature of information: there is no standard measure of information
according to which we can say that a person has become ‘informed’ to such-
and-such a degree. What informs one, fails to inform another—what is
news to one is old news to another. Researchers have also failed at times
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to distinguish between the ‘exchange value’ of information and its ‘value-
in-use’. We may be able to evolve methods for determining, but quantifying
the value-in-use is likely to be a more difficult problem.

For a useful set of papers which demonstrates the links between
information science and many other fields the reader is referred to a
double issue of Social Science Information Studies volume 4, numbers 2
and 3, 1984, which reprinted the papers of the seminar on the psychological
aspects of information searching.

It may be seen from this essay information science is a very diverse,
and very active area of research. Whether it can be called a discipline 1s
another matter, and whether it will have the resilience of the true disciplines
of science i1s yet another matter. It may certainly be called a multi-
disciplinary field and there is room for many different approaches to the
problems with which it deals. Certain areas of research, however, may
disappear into what might be called ‘parent disciplines’. It seems that as
workers in a particular area of research gain maturity and deeper
understanding of their subject they draw more and more upon the theories
and methods of the parents. When those in the parent discipline also
become aware of interesting research issues in the field of information
science, to which they can apply their own models, theories and methods,
there 1s a tendency for the subject to be acknowledged as part of the parent
discipline.

The increased interest of those in computer science in the problems
of information retrieval is a case in point. When information scientists first
began to be involved in this area the number of computer scientists who
were working in the field was very small. Today the subject is a standard
part of many computer science curricula.

As yet, however, there has been not great tendency for the social
sciences to take over parts of information science. The economics of
information is regarded as a research topic in economics but many other
areas discussed above appear to hold little interest for those in the parent
disciplines. There are exceptions to the rule, of course, but their solitary
appearance in their fields proves rather than contradicts the rule.

In fact most of the areas to which social scientific knowledge, theories,
models and methods have been applied remain interesting research areas.
Little is known about how information is used to help in the performance
of research, or innovation in industry, or the performance of work in
business, or many other areas. How information from sources such as
books, journals and library systems fits into the general information
environment of an individual is still open to investigation. More remains
to be done on the effectiveness of methods of disseminating information.
The problem of effective storage and retrieval of information requires more
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work. The relationship of indexing and classification to linguistics have
been explored but answers which are useful in practice await further
understanding of human linguistic processes. In other words, we are likely
to see the field surviving and thriving for some time to come.

Scientific Communication: Five Sociological Themes

The recent upsurge of interest in the behavioural aspects of scientific
and technical communication and information flow has two distinct sources,
a theoretical one in the development of communication research, and a
practical one in the concerns of policy makers in scientific organizations
and information services.

For some time past, the attention of sociologists and social psychologists
studying communication processes, once focused on so-called mass
phenomena and mass public, has turned to the interplay of communication
process with more and more definitely delineated and mapped aspects of
social structure. One aspect of this shift in interest has been in the
increasing attention paid by behavioural scientists to the systems supplying
information of a specialized sort, and to the publics which are consumers
of this specialized information. The scientific and applied professions have
been most prominent among the publics so studied.

At the same time those concerned with the planning of science
information policy have become increasingly interested in so-called ‘user
studies’ as possible sources of guidance. For a decade or two, as the
mushrooming of the scientific enterprise has led to a multifold increase
in the supply of scientific information as well as in the demand for such
information on the part of scientists and technologists, the adequacy of
the science information system whose task it is to link this supply and
this demand has become a matter of increasing concern. A multitude of
astonishing new services has been introduced into the system, alleviating
some of the concerns, but also generating new questions of optimal allocation
of resources and even giving rise to some additional strains in the
information system itself. Concerns have led to attempts at planning and
these have, after some lag, more recently led to demands in some quarters
that the information needs of science be ascertained as a basis for wise
planning. While some have asked that the scientist users of scientific
information be studied in order to ascertain these needs, others have
countered that these needs can better be estimated by those who are
experts in information handling. Both proponents and critics of the so-
called ‘user study’ approach have often confused it with opinion polling—
that is, with quizzing scientists on what should be done.

Actually, studies of the information-gathering behaviour and
experiences of scientists have been going on, in one form or another, for
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at least 20 years (reviewed in Paisley, 1965). Behavioural scientists have
taken some part in this work for about 10 years. Many of the studies have
been quite primitive in the techniques of data gathering, simplistic in the
conceptualization of variables and research goals, poor in comparability,
and questionable in generalizability. But although many of the shortcomings
remain, sounder and more sophisticated approaches have increasingly
been used, with an especially gratifying concentration in the last 3 years
or so (Menzel, 1966¢). Outstanding among these most recent
accomplishments is the Project on Scientific Information Exchange in
Psychology of the American Psychological Association (1963, 1965), which
has refined and innovated research techniques and has used them in
battery of studies giving comprehensive coverage to the communication
situation in a discipline. It has drawn together the results in a process
model which has suggested several policy changes and has aided in the
choice between them. Recent highlights from this work are reported in
other articles in this issue of the American Psychologist.

Enough of this work has now accumulated to make it possible to
discern certain themes which emerge with increasing insistence as the
sophistication of the studies advances. A discussion of five of these
interrelated themes will constitute the bulk of this paper. The selection
of these particular themes was, no doubt, influenced by the author’s
sociological bias, but it is believed that they warrant special attention in
the interest of both practical and theoretical advances in the field of
science communication research.

The first of these themes is that of the desirability of taking a systematic
view of the scientific communication in any discipline. It is necessary to
look upon any one arrangement, institution, facility, or policy for scientific
and professional communication as a component of the total system of
scientific communication for a profession, a system which includes all the
provisions, all the publications, all the facilities, all the occasions and
arrangements, and all the customs in the discipline that determine how
scientific messages are transmitted.

The systematic view, however, means more than comprehensiveness
with regard to the channels and mechanisms encompassed. Thus, for
example, it also seems useful to conceive of the flow of scientific information
as a set of interaction processes in a social system. The information-
receiving actions of any one individual often involve several of his roles
(as researcher, teacher, consultant, editorial referee, etc.) and approaches
to several different channels, including individuals standing in diverse
relationships to him and serving now as source, now as relays, of information.
The scientists who generate and use the information in a given discipline
can therefore be usefully looked upon as interconnected publics.
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Furthermore, it is necessary to be comprehensive with regard to the
varied functions served by the science information system. And finally, it
1s necessary to be comprehensive in the delineation of transactions of
scientific information, for these frequently involve much more than a
single encounter between a scientist and someone communication channel.

The systematic view is urged upon us by a number of considerations.
One cannot obtain a true picture of what the functions of the science
communication system are, how often the need for each function arises,
and how well each is performed, unless one considers and the channels
through which scientific information travels. Conversely, one cannot obtain
a true picture of the significance of any particular channel or arrangement
unless one considers all the information functions that it may perform.
Changes and innovations introduced in any one component of the system
will have their consequences on the utilization and efficacy of other
components. Numerous transactions of scientific information within a
public of scientists may have to be considered before aggregate regularities
and patterns are revealed behind what appears to be accidental and
idiosyncratic in the individual case (Menzel, 1959b). And finally, even the
effective transmission of a single message to an individual scientist may
involve a multitude of contacts with diverse channels extending over a
period of time—a topic to which we now turn.

Several Channels may act Synergistically to bring about the Effective
Transmission of a Message

Any given transaction between a scientist as a receiver of information
and the channel that brings him that information usually has a history
behind it and a future ahead of it that may be very relevant to the
evaluation of the success of that transaction and to the prognosis of
whether this kind of transaction will happen again with similar results.

Often one channel of communication calls attention to a message to
be found in another; sometimes a third channel is required to locate the
precise document in which the message is contained; frequently one or
more persons serve as relays between the source of a message and its
ultimate consumer; and contacts at each intervening step may be initiated
now by the receiver, now by the bringer of the message. The events which
thus interplay are often distributed over a period of time. The possible
relevance of a message to a man’s work may not become apparent at the
time it is first received, but only when that same message is repeated,
sometimes more than once, or when it is put together with other information
yet to be received, or when changes occur and needs come up in the course
of the scientist’s own future work.

In fact, not only an individual scientist, but an entire scientific
community may for years turn its back on some already published and
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significant piece of work, until it is ‘brought home’ by repetition, appearance
in new media, rediscovery in new contexts, or other supplementary
messages. Information must often be publicized repeatedly or through
diverse channels before it will enter the stream of communications which
will lead it to its ultimate user; and from the point of view of the consumer
of information, it is frequently necessary to be exposed to the information
repeatedly before it will make an impact. Much of this crucial multiple
exposure 1s brought about informal ways, largely through contacts between
individual scientists. This phenomenon will be discussed in the next section.

Informal and Unplanned Communication Plays A Crucial Role in the
Science Information System

There is by now a fair amount of documentation for the great role
played by informal, unplanned, person-to-person communication in the
experiences of scientific investigators, often in ways that affect their work
quite vitally. This comes as no surprise to communications researchers
familiar with the ‘multistep flow of communications’ that prevails in so-
called mass communications. However, the situation in the sciences differs
from ‘mass communication’ in fundamental ways. The mass communication
audience is typically apathetic, while the scientific audience is highly
motivated; the familiar multistep flow serves to diffuse messages already
contained in the mass media, while informal transmission of messages
among scientists often antecedes their appearance in print; in mass
communication, interpersonal links play their role primarily in persuasion,
while in the sciences they seem to be crucial even in mere cognitive
transmission. (For an example of persuasive communication in an applied
profession). For these reasons, the importance of interpersonal
communication in the sciences cannot simply be explained by the same
factors as in mass communication, but will have to be accounted for
through the specific characteristics of the scientific public.

While informal communication in the sciences is largely unplanned,
and sometimes appears accidental, there is actually a good bit of regularity
to it. Certain individuals, for example, tend to be the most frequent
carriers of information from one place to another, the recipients of
correspondence, the hosts of visiting scientists, the visitors to other
institutions—largely due to the positions or obligations that researchers
assume in addition to their primary activity as researchers. It is the people
who serve as editors of journals, who serve on grant-application review
committees, who go to summer laboratories, and so on, that play the role
of ‘the scientific troubadour’, as it has been called.

There is also some regularity in the kinds of occasions, places, and
times at which these information exchanges the place: at summer
laboratories, in the corridors of scientific meetings, during and after



64 Encyclopaedia of Library and Information Science in the Digital Age

colloquial and conferences. There is some regularity as to the patterns of
initiative on the part of the conveyor and of the recipient of information
through which unplanned communication comes about: seeking one kind
of information and obtaining another; informing a colleague of current
work and being rewarded with a relevant item of information; information
brought up spontaneously by a colleague with whom one is together for
another purpose; being sought out deliberately by a colleague who has
information to convey; and so on (Menzel, 1959b).

And finally, there is some regularity as to the content of the information
that seems preferentially to flow through these kinds of channels rather
than through the more regular and systematized mechanisms of the printed
word and the attendant bibliographic control devices. For example, there
is a certain level of know-how information about the use and setting up
of scientific apparatus that seems to go by preference through the word-
of-mouth channels, perhaps because this kind of information is regarded
as unworthy of being handled in detail in the printed word, and does not
find a ready place under the subject terms of indexing procedures.
Information that helps interpret results and information that helps a
person become acquainted with a new field also seem to make their way
differentially, often through the personal channels.

The regularities inherent in the apparently accidental and unplanned
ways to communicating hold out the hope of planned improvements in the
system. On the one hand, as more is learned of the kinds of information
that seem to go through these kinds of communication-switching devices,
needs for better and more effective sources on the part of the formal devices
become clear. On the other hand, as it is realized that some kinds of
information will continue to be carried primarily through interpersonal
interchanges, formal devices for making these informal interchanges more
effective may be developed-planned mechanisms to make the so-called
lucky accidents happen more often. These mechanisms may range from
directories and newsletters that tell scientists who is doing what to the
scheduling of working hours and the location of new institutes in such a
way as to facilitate visits.

Scientists Constitute Publics

The populations which are served by the science information systems—
scientific researchers, practitioners in various disciplines and professions—
can be usefully looked upon as publics, and described under the same
categories that one uses when describing the more familiar publics of the
mass media. These publics, can, for example, be described in terms of size,
in terms of turnover, and in terms of the interaction that exists within
them. They can also be described in terms of their interests in a range
of topics, in terms of the fidelity with which they attend to given channels
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and in terms of the norms that they have created with regard to exposure
to various channels.

Yet, while the scientific publics share certain characteristics with the
mass publics, in certain other respects they are very different from the
public of the newspapers, of the TV programme, or the neighbourhood
public library. Number one, the scientists have a very high motivation to
obtain the information that is channelled in their direction through the
system that is designed to serve them. They go out of their way to reach
out for this information. Second, they want this information to help in very
specific activities—activities that form very essential parts of their
professional roles and therefore of their lives. Third, because of both of
these facts, they have very well-developed and very well-structured
behaviour patterns with regard to professional communication. In more
concrete language, these professions have, in the course of their
development, worked out a rich set of customs, habits, traditions,
mechanisms, tricks, and devices as to how one goes about obtaining
information, what one does by way of screening and listening for information,
and what one need not listen or attend to. Planners of information policies
must take into account this body of behaviour patterns, of traditions,
customs, and learned behaviour. The members of these specialized publics
have developed communication institutions and learned ways of interacting
with them and with one another to a much higher degree than is true,
for example, for the public of a newspaper. Furthermore, scientists
themselves look upon the communications services and systems as
instruments, and take an interest in their improvement as technologies.

Of course, the several scientific publics also differ from one another
in many of these aspects (Menzel, 1966d). All of these aspects have
implications for the wise planning of information services for these publics.

Science Information Systems Serve Multiple Functions

The last theme to be taken up here is that it is rather important to
draw qualitative distinctions between the several kinds of things that the
science information systems are called upon to perform, especially in this
current age of streamlining, of great technological strides, of great advances
in logical systems. The reason is that these advances bring with them some
risk that they may make some of these functions be served more efficiently
and satisfactorily, while neglecting or even hampering others. Most of the
great innovations have been instituted under the guiding themes of speed,
efficiency, and comprehensiveness. The overriding aim has been to bring
information to scientists promptly, to bring all the information that is
relevant to the scientist’s specific query, and to do so with a minimum of
waste motion. The prototype of that activity is the exhaustive search. But
this is only one of several types of services that are required of the science
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information system. To give but one example of another type, with
characteristics almost the opposite of those of the exhaustive search, there
1s the requirement to call the scientist’s attention to relevant developments
in fields which he has not recognized as pertinent to his own work.

Can policies designed to satisfy some of these requirements really
work to the detriment of others? If search and retrieval services and
selected distribution arrangements were working optimally, they would
bring to each scientist exactly that which he has asked for and nothing
else. But, by that very fact they would eliminate browsing, and would
thereby put and to the occasions when a scientist’s attention is called to
information which he had not appreciated as relevant to his own interests.
This is just one example of perhaps the crudest kind of optimizing one
science information function to the detriment of others.

But what actually are all the various kinds of functions that these
information systems must perform; how many of them is it worth
distinguishing? Distinctions along a number of axes have been suggested.
The most basic criterion of classification is probably that of the scope and
permanence with which the information needed by a particular scientist
can be described in advance.

Along this dimension one can distinguish the exhaustive search; the
reference function (to give the scientist the single best answer to a specific
question); the current awareness function (to keep the person abreast of
developments in his predetermined area of attention); a function which
consists of stimulating researchers from time to time to seek information
outside of their predesigned areas of attention: and a function which
consists of enabling a scientist to follow through on this stimulation by
‘brushing up’ or familiarizing himself with a well-defined field of inquiry
which he had not previously included in his attention area. The two last-
mentioned functions, it should be noted, transcend the informational
requirements that each scientist can define for himself.

The themes enumerated above have implications for science information
policy, but the translation of these implications into concrete steps requires
that the themes be specified through a considerable amount of empirical
research. As indicated in the opening paragraphs, much research on the
use of information and information sources by scientists has been carried
out, but until very recently great variety and subtlety of potentially useful
research questions and approaches was not realized. Discussions of
‘methodology’ in this field all too often are confined to a consideration of
data-gathering techniques. Insufficient attention has been paid to the
more fundamental questions of the conceptualization of units of observation,
the choice of variables to be considered, the causal models to be employed,
and the analytic designs to be used.
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The Supply and Demand for Information about Education

Any attempt to survey the literature of education is fraught with
formidable difficulties. Education can be variously defined as (i) ‘the total
processes developing human ability and behaviour’; (i1) a ‘social process
in which one achieves social competence and individual growth, carried
on in a selected, controlled setting which can be institutionalized as a
school or college’; (ii1) ‘in the sense of theory of education or disciplines
of education’ (Page and Thomas, 1977). Most definitions also embody a
distinction customarily made in Britain between education and training,
with the latter defined as ‘systematic practice in the performance of a skill’
as in industrial training or teacher education (Page and Thomas, 1977),
but this distinction has less to do with aims and purposes (Which clearly
have much in common) than within a history of separate organization and
development. Furthermore, whether education is a discipline in its own
right is often challenged. Storer’s argument that education is best regarded
as a ‘conjunctive domain’ whose focus is ‘a socially relevant whole rather
than a natural cluster of abstract phenomena’ (Storer, 1970), reflects the
uneasy status of a field of study which draws much of its strength from
perspectives rooted in the so-called ‘parent disciplines’ of philosophy, history,
sociology, psychology and, more recently, politics, economics and operational
research. While this conceptual and methodological eclecticism alone would
provide a daunting challenge for the documentalist, the diversity of
professional and other interest-groups concerned adds a further dimension
of complexity to an already tangled web.

For the purposes of this paper a working definition is adopted which
takes as its focus published literature concerned with the theory or practice
of education and produced by or intended for those professionally* involved
in the education and training services and/or those with a commitment
to or an interest in educational issues, problems and practices. Circular
though this definition is, it would be fertile to attempt precision.

Supply

Gauging the size of the literature provides an illustration of these
problems. Statistics published annually in the Library Association Record
give total numbers of education volumes published as 634 (in 1976), 539
(1977), and 536 (1978), but these figures are based on Dewey classes and
exclude monographs on the teaching of specific subjects and relevant
literature in the parent disciplines. The volume of journal articles can be
gleaned from the coverage of the British Education Index, which has
included references to approximately 3,000 articles annually since the
early 1970s and draws on nearly 200 journals, chiefly of UK origin (Hounsell,
Payne and Willett, 1978). These figures however mask a considerably
larger corpus of documents. First, alongside commercially published
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monographs and nationally indexed articles is a large body of material in
such forms as pamphlets, booklets, manuals and reports produced by
educational and training institutions and organizations. Such documents
often go unrecorded in the British National Bibliography and reliable
statistics of them are difficult to come by. Second, the literature of the USA
and of Commonwealth countries is extensively used in some quarters
(particularly by educational researchers and teachers of education as a
field of study, and much more strongly in some area—e.g. educational
psychology, economics of education—than in others). The coverage of the
American Current Index to Journals in Education gives some indication
of scale here: references to 22,866 articles were included in the 1978
volume (bringing the cumulative total since January 1969 to 186,217), and
a total of 775 journals were being covered by May 1979 (Brandhorst,
personal communication). Third, in looking at aspects of supply in education,
the kind of documents produced is at least as important a factor as their
volume. There is a richly varied mass of material which appears to have
few common elements. My observation on the literature of higher education;

Specialist research monographs and sober institutional self-
studies rub shoulders with works of opinion and polemic,
heady accounts of curricular innovations, journalistic
‘analyses’ of student unrest, weighty reflections of former
presidents, and a mass of conference proceedings, anthologies
and readings. (Hounsell, 1977).

applies with equal facility to the literature of education as a whole.
Similarly, convenient labels such as journals’ or ‘periodical’ must by viewed
with circumspection, since the terms are widely used in education to
include such diverse publications as highly specialized research journals,
the magazines of professional associations and trade union newspapers.
Indeed, a ranking of periodicals contributing references to the British
Education Index between 1973 and 1975 (Hounsell, Payne and Willett,
1978) showed that none of the first five items in the list (which together
contributed almost one-fifth of all references) could be considered a scientific
or scholarly journal when the usual criteria (such as refereeing by peers)
are applied.

While the literature of education is abundant, diverse and diffuse, the
level of availability in general terms is quite high. Several cooperative
schemes have been established by the Librarians of Institutes and Schools
of Education (LISE) to improve services to users in the geographical areas
of England and Wales for which they are responsible (Humby, 1975); these
include union catalogues of books and periodicals, cooperation in the
storage of obsolescent books and the acquisition of overseas material, and
union lists of stock on particular countries. And there have been similar
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cooperative efforts by the Annual Conference of Librarians in Scottish
Colleges of Education. Foskett and Humby (1969) noted that 72% of
requests made through the LISE scheme were satisfied.

This regional network is complemented by other national sources, the
largest of which is the Department of Education and Science Library. This
Library, which i1s open for reference and research enquiries, has a stock
of 183,000 volumes and subscribes to 800 journals. Many other national
organizations (the National Foundation for Education Research, the
National Union of Teachers and the National Institute of Adult Education
are only three such examples) have their own library and information
services, while there is a small number of more specialist libraries such
as the Language Teaching Library of the Centre for Information on
Language Teaching and the English Teaching Information Centre.

Not all kinds of material are widely available since some collections
exclude specific categories of information, for example the DES collection
does not include school textbooks, and documents such as curriculum
materials, policy documents and progress reports on research are often
difficult to trace. An interesting initiative has been the introduction of
CORE, a new microfiche journal which publishes full-length versions of
material such as conference proceedings and full-length versions of material
such as conference proceedings and full-length research reports which may
not be readily available elsewhere.

Cooperation and a readiness to link stock to bibliographical sources
have helped to establish good inter-library loan services. For example, the
Inter-Library Loans Service at Boston Spa has the entire collection of
microfiche represented in the American Resources in Education, and has
been willing to extend its holdings of journals to cover material appearing
in the companion ERIC journal, the Current Index to Journals in Education,
as comprehensively as possible. At the same time, a tradition of treating
comparative education as one of the subjects studied in most teacher
training courses has made a considerable contribution to the general
availability of foreign-language material, further aided by the publication
by LISE of union lists of stock on education in specific countries. This
favourable picture should be qualified in two ways. Firstly, ease of
availability is closely related to status and institutional affiliation; those
working in academic institutions are likely to perceive the inter-library
loans service as rapid, efficient and extensive, but others (such as
schoolteachers) to whom use of these institutions’ libraries has been
extended, may find their access to inter-library loan facilities tightly
constrained. Similarly, users of public libraries will in many cases be at
a considerable disadvantage compared to those in academic institutions.
Second, while the availability of foreign-language material is at least
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satisfactory, there has been no major effort to translate, summarize or
synthesize this literature in any systematic way, and in those few instances
which are the exception, the driving-force has tended to be the influence
of a particular school of thought (e.g. French sociology of education) rather
than an interest per se in the perspectives of other nations and cultures.

Demand

The potential market for educational information in the United
Kingdom is large and varied. One detailed study (Hounsell, Payne and
Willett, 1977) indicated that in excess of three-quarters of a million people
are professionally employed in the education and training services. Breaking
this figure down into the broad categories adopted by Mersel, Donohue
and Morris (1966), by far the largest professional grouping is teaching
(with over 700,000 staff employed) followed by administration and ancillary
services (almost 50,000) and research and scholarship (4,000). Though
often used, a tripartite categorization of this kind serves to conceal
differences both within and across categories. An example of the first kind
1s the administrative category, which embraces professional sub-groups as
diverse as local education authority advisers, central government
administrators, teachers centre wardens and educational correspondents.
And an important across-category difference is that of employer or employing
institution: as far as demand for documents is concerned, the university
teacher seems likely to have more in common with the university-based
researcher than with the schoolteacher, the adult education lecturer, the
teacher in the Prison Education Service or the industrial training officer.

Differences in the kinds of demands made by these various subgroups
1s in part a function of the diversity of the education and training services.
While some questions (e.g. teaching method, models of course design) are
manifestly of interest across a broad spectrum of groups, others tend to
be viewed largely within the framework of specific parts of the system. On
the one hand, differences in the age of ability levels of the students are
inevitably one distinguishing factor in interest (clearly the educational
concerns of the primary teacher are significantly different for those of the
tutor of undergraduates); on the other, primary education, secondary
education, higher education, adult education, further education and
industrial training comprise more or less discrete organizational sub-
systems each with its own characteristic rationals, procedures, etc. Subject
affiliations are also a strong source of demand differences, since for many
(if not most) teachers their subject or discipline is a more powerful reference-
point than the kind of institution in which they are employed or the age
of ability-level of the pupils or students for which they are responsible.

But if these differences make for variations in the direction of demand,
perhaps the greatest single area of difference is in intensity of demand.
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It is generally accepted that the highest level of demand is from researchers
and that here, as in the United States, the journal article is the chief
medium of communication between researchers. Since as we have seen,
the number of educational journals in the English language alone is very
high, monitoring through bibliographical sources is especially important
for the researcher, and British sources include not only the British Education
Index but three abstracting journals and over thirty current-awareness
services (Hounsell, Payne and Willett, 1978), many of which have specialized
interests and audiences which extend beyond the narrow confines of
research. Brittain (1970) has suggested that education ‘is perhaps better
covered by bibliographical tools and information services than any other
social science’, but the value of this wealth of information sources to those
other than researchers is questionable, if not largely irrelevant. Indeed
it can be argued that while the myriad assortment of documents which
make up the primary literature generally represent responses to a host
of different users’ needs, the secondary literature is directed almost
overwhelmingly towards an academic audience. And while the needs of
teaching and administrative groups have been little researched and are
often poorly understood.

Of those two groups, administrators are by far the most neglected.
There is limited evidence from a recent study (Hounsell, Payne and Willett,
1979) that topics of interest change rapidly and that administrators have
little time to look for information or to read it. The needs of teachers have
been better documented though the studies undertaken have tended to
focus on research and development information rather than on subject-
based curriculum and teaching materials. Cane and Schroeder concluded
that:

Teachers felt that reading research was a small part of their
professional life but they nevertheless attached importance
to it. Some of those interviewed said that these writings were
often incomprehensible, too long, phrased in tactless
language, biased in their presentation or of limited
applicability. While some were enthusiastic about research
publications that spoke directly to the classroom teacher,
many complained of inadequate reporting in the more popular
journals. They believed that research findings ought to be
disseminated through some system of regular comprehensive
research summaries. (Cane and Schroeder, 1970)

The Lancaster enquiry (Hounsell et al., 1980) yielded similar findings.
Four out of five of the teachers surveyed felt that a gulf existed between
themselves and researchers, chiefly because of the tediousness of research
reports, research jargon and poor dissemination of findings to schools. And
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while almost all of the teachers thought that being well-informed about
educational research and development was important, there was a division
of opinion on whether teachers were well-informed. The main obstacles
to keeping up-to-date were a lack of time, both to read and to look for
information, and a lack of advice. However one-third of the teachers had
made a specific enquiry for information in the recent past, and more than
half of the teachers had been influenced by research which they had read
or heard about. There was also evidence that communication was by no
means predominantly informal; books and reports (together with teaching
colleagues) emerged as the most popular sources of information, and main-
steam periodicals (such as the Times Educational Supplement) were widely
read.

Two other findings are of interest here. The first of these is that
information was more likely to be found useful it rooted in the experiences
of individual teachers or specific schools. This provides an interesting
contrast to the perspective of Allison (1974), writing as a scholar-researcher,
who criticizes the educational literature for the very reason that ‘personal
experience seems to be the touchstone of truth’. The second is that there
was a significant relationship between length of teaching experience and
use of information: the more experienced teachers were more likely to have
been influenced by research, to have made specific enquiries for information,
to look for information beyond the immediate confines of the school, and
to make greater use of periodicals and libraries.

Artistry and Teaching: The Teacher as Focus of Research and
Development

Experience tells me that if I am not to be misunderstood I must begin
this chapter by offering you a brief sketch of my views on the relation of
research to education action. These views are set out at a greater length
in other works (Stenhouse 1979, 1980, 1983). There is in England a strong
doctrine that the study of education is fed by the contributory disciplines
of history, philosophy, and sociology. I agree that these disciplines do
contribute to our understanding of education. In my own personal experience
I can say that in the curriculum project with which I am most closely
associated, the Humanities Curriculum Project, my own contribution was
substantially influenced by my knowledge of the history of elementary
school readers (that is, text books), of the philosophical work of R S Peters,
of the social psychology of groups, and of the sociology of knowledge. These
disciplines, while they serve to stimulate education imagination and to
define the conditions of educational action, do not serve to guide such
action. They provide for education—as rules of the game and traditions
of play do for a sport—a context in which to plan intelligent action. But
they do not tell us how to act.
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The yearing towards a form of research which might guide educational
action led educational researchers to look enviously at agricultural research.
Here, in a tradition associated with Ronald Fisher, researchers had
conducted field trials which utilized random sampling in block and pot
designs in order to recommend to farmers those strains of seed and crop
treatments which would maximize yield. Both random sampling—which
legitimized the deployment of the statistics of probability to estimate error
and significance—and the measure of yield present problems in educational
research. A number of classic papers, among which Campbell and Stanley’s
‘Experimental and Quasi-Experimental Designs for Research in Teaching’
(1963) is prominent, have considered the robustness of various experimental
designs and statistical procedures in terms of reliability and validity as
sampling falls away from the desideratum of randomness. The doctrine
of behavioural objectiveness allied to the development of criterion-referenced
testing was developed to give a measure of educational yield.

Personality, I am satisfied that the application of this so-called ‘psycho-
statistical paradigm’ (Fienberg 1977) in education research provides no
reliable guide to action (though it may contribute a little to theory). It has
to assume, as agriculturalists assume in treating a crop in a field, consistency
of treatment throughout the treatment group; but it is the teacher’s job
to work like a gardener rather than a farmer, differentiating the treatment
of each subject and each learner as the gardener does each flower bed and
each plant. The variability of educational situations is grossly
underestimated: sampling procedure cannot be related to educational
action except on a survey basis rather than an experimental basis. Further,
behavioural objectives are quite inappropriate to education except in the
case of skill learning. They are a monument to the philosophical naivete
of a psychological tradition which simplifies intentionality and purpose to
‘having a goal’. Purpose in education is about having an agenda.

Now, if I am right about this—and you will not readily persuade me
that I am not—then the question arises: if experimental research based
on sampling cannot tell us how to act in education, how are we as teachers
to know what to do?

One answer to this question is that instructions shall be laid down
for us in the form of curricula and specifications of teaching methods. I
reject this. Education is learning in the context of a search for truth. Truth
cannot be defined by the state even through democratic processes: close
control of curricula and teaching methods in schools is to be likened to
the totalitarian control of art. Reaching towards the truth through education
is a matter of situational professional judgement; and professors of education
or administrators cannot tell us what we should be doing. Prescriptions
will very according to cases. We do not need doctors if all they are going
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to give us is a treatment laid down by the state or suggested by their
professor without bothering to examine us and make a diagnosis.

Educational action is concerned with varying according to case and
to context the pursuit of truth through learning. In this subtle and
complicated process, how is the teacher to conceive the problem: what shall
I do? This riddle provides the context and occasion of my chapter.

The student who, during the course of ten years in school, meets two
or three outstanding and congenial teachers has had a fortunate educational
experience. Many are not so lucky.

The improvement of schooling hinges on increasing the numbers of
outstanding teachers, on serving their needs, and on trying to ensure that
their virtues are not frustrated by the system. The basic institutional
framework of the educational enterprise—the neighbourhood elementary
school and the comprehensive high school—are for the moment stably
established or well on the way. Within these framework it is the outstanding
teachers who transmute the process of instruction into the adventure of
education. Others, it is true, may teach us; but it is they who teach us to
delight in learning and to exult in the extension of powers that learning
gives. [...]

Good teachers are necessarily autonomous in professional judgement.
They do not need to be told what to do. They are not professionally the
dependents of researchers or superintendents, of innovators or supervisors.
This does not mean that they do not welcome access to ideas created by
other people at other places or in other times. Nor do they reject advice,
consultancy or support. But they do know that ideas and people are not
of much real use until they are digested to the point where they are subject
to the teacher’s own judgement. In short, it is the task of all educationalists
outside the classroom to serve the teachers; for only teachers are in the
position to create good teaching.

Let me restate my case by saying that I am declaring teaching an art;
and then elaborate on that. By an art I mean an exercise of skill expressive
of meaning. The painter, the poet, the musician, the actor and the dancer
all express meaning through skill. Some artists fly so high that we designate
them geniuses, and that may be true of some teachers. But a claim as
ambitious as that does not need to be made on behalf of the excellent
teachers I have spoken of. It is enough that they have assiduously cultivated
modest but worthwhile talents like those of the innumerable stonemasons
who adorned the English parish churches or those sound repertory actors
who exceed in number the jobs the theatre has to offer. In short I am not
elevating teachers inordinately. Rather I am diagnosing the nature of their
job in order to discern how performances may be improved. I am suggesting
that just as dramatists, theater school staff, producers, stage managers,
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front of house managers and even booking agencies need to understand
to some degree the players’ art, so curriculum developers, educational
researchers, teacher educators, supervisors and administrators need to
understand the art of the teacher.

Teaching is the art which expresses in a form accessible to learners
an understanding of the nature of that which is to be learned. Thus,
teaching music is about understanding the nature of music and having
the skill to teach it true to one’s understanding. Teaching tennis is about
understanding the logic and psychology and techniques of the game and
about expressing that understanding through skill in teaching. Similarly,
the teaching of French expresses an understanding of the nature of language
and culture and of that particular language and culture; the teaching of
wrought ironwork, as a craft expresses the relationship of material to
fitness for use and to concepts of beauty; and so forth. And one mainstream
tradition of teaching is an expression of knowledge of a discipline or field
of knowledge; it is always to ‘teach’ the epistemology of that discipline,
the nature of its tenure on knowledge.

My own belief, as I have said, is that whether teaching is concerned
with that knowledge we associate with the disciplines or with the arts or
with practical skills, it should aspire to express a view of knowledge or
of a field of activity. This epistemological desideratum might be expressed
by saying that the teacher should aspire to give learners access to insight
into the status of what they learn. The way towards this is that a view
of knowledge comes to infuse the teacher’s perception of subject matter
and judgement of the performance of students, and that this view and its
status becomes revealed, by teaching, to the student. Such a perception
of knowledge develops and deepens throughout the career of a good teacher
and it is the product of the teacher’s personal construction or reconstruction
of knowledge. It can be assisted by reading and instruction, but it is
essentially a personal construction created from socially available resources
and it cannot be imparted by others or to others in a straightforward
manner.

Now, the construction of a personal perception of our world from the
knowledge and traditions that our culture makes available to us is a task
faces not only the teacher, but also the student; and teaching rests on both
partners in the process being at different stages of the same enterprise.
This is clear to us when we watch a great musician teaching a master class,
but it tends to be obscured in schools in the ordinary classroom. The
technical clap-trap of learning systems and behavioural objectives is much
to blame for this. Good learning is about making, not mere doing. It is
about constructing a view of the world. It is not about showing that,
although you have failed in that construction, you are capable of all the
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performances that would appear to make the construction possible.
Education is for real: it is not about practice shots.

Let me sum up so far an analogy (which is not to be pursued too far).
The art of social comedy expresses a view of manners and morals as people
live them: the art of education expresses a view of knowledge as people
live it. The medium of one is theatrical entertainment; of the other,
schooling. Both are at their highest when the audience or learner is
brought to reflect consciously on the message he or she receives. This
fulfilment depends not only upon the quality of the play or the curriculum,
but also upon the art of the actor or teacher.

And now let me take a second step. All good art is an inquiry and
an experiment. It is by virtue of being an artist that the teacher is a
researcher. The point appears to be difficult to grasp because education
faculties have been invaded by the idea that research is scientific and
concerned with general laws. This notion persists even though our
universities teach music and literature and history and art and lay an
obligation on their staff in these fields to conduct research. Why then
should research in educational look only to science?

The artist is the researcher par excellence. So much so that prominent
scientists are now arguing that, while routine consolidation in science can
be achieved by following conventional scientific method, the big
breakthroughs really show that science is an art. I am sceptical of that,
but I am clear that all art rests upon research and the purpose of the
artist’s research is to improve the truth of his performance. Leonardo’s
sketchbooks, George Stubbs dissecting a horse in his studio, Nureyev
working with a partner in a new ballet, Solti and the Chicago Symphony
Orchestra tackling Beethoven, Derek Jacobi evolving his Hamlet, all are
engaged in inquiry, in research and development of their work. And this
development, though it involves improvement of technique, is not for the
sake of technique: it is for the sake of the expression of a truth in a
performance which challenges criticism in those terms. Thus, an elementary
school teacher who wishes to improve his or her teaching of science will
record teaching or invite a colleague in as an observer, and will, if possible,
bring in an outsider to monitor the children’s perceptions as a basis for
‘triangulation’. From this the next aspiration is to drop the outsider and
move towards open discourse between teacher and children about the
teaching/learning process in the classroom and its ‘meaning’. A crucial
aspect of this meaning is the impression of science—always expressed in
specific instances or episodes—that the children are acquiring. And this
the teacher needs to criticize in the light of the philosophy of science. All
teaching falsifies its subject as it shapes it into the form of teaching and
learning: the art of pedagogy is to minimize the falsification of knowledge.
It is the aspiration to do this, to shape understanding without distortion
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into pedgagoic forms that is the challenge to develop one’s art. Now, if you
say that most teachers are not like this, I shall reply that some are, and
that it is the model of teaching that those teachers display to us that we
need to disseminate. The way ahead is to disseminate the idea of teacher
as artist with the implication that artists exercise autonomy of judgement
founded upon research directed towards improvement in their art. The
changes in school administration or curriculum or teaching arrangements
which will be required are those which make it possible to implement that
vision.

If I, as a teacher, absorb and accept the case I have just been putting,
then it is clear to me that I am the focus of research and development.
Who else could be? My problem then is how to get others to recognize it.
That is not going to be easy. If teachers are at the bottom of the pile, there
are bound to be lots of people who like it that way. So, though I can exercise
my art in secret, or even in a small group of consenting adults, if I want
the support of a movement, I need to make alliances and develop some
political power.

Let me give you a short account of the kinds of support that have been
developed round the teacher-as-researcher movement in Britain. There is
an alliance between some universities or colleges of education and some
teacher groups. What is required of the universities is that they break the
stranglehold of the ‘psycho-statistical and nomothetic paradigm’ on
educational research. The universities which have done this recognize
forms of research alternative to the still dominant tradition of scientific
positivism with its emphasis on experimental and survey procedures
conducted on samples in field settings and giving rise to ‘results’. Among
these alternative forms are experimental or descriptive case studies which
may be based upon the teacher’s access either to the classroom as a
laboratory or to the school or classroom as a setting for participant
observation. In Britain standards for these research paradigms are now
in process of being worked out at master’s and doctoral levels, both through
discussion at conferences and in the consultations between internal and
external examiners.

This alliance with universities is important for the teachers because
it gives access to a pattern of part-time study right up to the level of the
doctorate which turns one towards one’s professional work rather than
away from it and offers a systematic training in the appropriate research
skills as well as a grasp of the theoretical issues applicable to close-in,
practitioner research. The tradition, once established at advanced levels,
begins to influence patterns of in-service work.

Academic validation has drawn on alternative traditions which include
the hermeneutic tradition and the neo-Marxist tradition from Germany,
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phenomenology and ethnomethodology. These theoretical currents are in
harmony with reappraisals at present being conducted in the social science
community whose interests lie outside education. This link is a source of
validation and alliance. It turns the education faculty towards sociologists,
anthropologists and historians as alternative allies to psychologists and
philosophers. This shift of alliance has, of course, profound power
implications in the academic community.

The academic endorsement of styles of research into schooling which
are as accessible to practising school teachers as to university teachers
and professional researchers can also, of course, create considerable hostility
and fear among university faculties. In my view, this is misplaced. The
universities can only thrive the more as a result of an extension of the
boundaries of the research community. The shift is from lecturing on
research results towards training researchers. There is room for both, of
course, but the balance becomes different. The message is that the ‘role’
of universities is bound to be central in the development of a tradition that
puts research at its heart.

Of course, teacher power expresses itself in unfamiliar ways within
this tradition. The Schools Council for Curriculum and Examinations, the
main funding agency for curriculum in Britain recently funded a conference
of teachers on ‘The Teacher as Researcher’ (Nixon, 1981). The teachers
who organized it did not invite anyone from a university. I guess we talk
too much, and they wanted time to think over the issues in their own way.
But they will need us; and we need them. In an age of accountability,
educational research will be held accountable for its relevance to practice,
and that relevance can only be validated by practitioners.

Enlightened administrators look benevolently on the teacher-researcher
model of staff development, and one can gather support there. The idea
has potential appeal for teacher unions, though that hasn’t really been
pressed home in Britain. One way or another there are the makings of
a movement.

But what are the consequences to be expected of such a movement
if it gathers momentum and power? May we expect teachers to demand
schools fit for educational artist-researchers to live in? And what would
those look like?

We can only guess. But I am suggesting that forms of schooling can
best be seen as obsolescent when they constrict developments in teaching.
I believe that the development of the teacher as artist means that some
time in the future we are going to have to get rid of school principals. My
own guess is that we shall need delegatory rather than legislative democracy.
Committees will not decide what to do: artists grudge that use of time.
They will delegate the power to decide to individuals for fixed periods and
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will hold them accountable. In the University in which I work professors
who run departments or faculties are not different from those who teach
or do research: their leadership role is more an award than an appointment.
A capacity for intellectual leadership is appropriate, but the leadership
role is not structured on the job. Perhaps we need such a concept in schools:
persons appointed by their colleagues to a status which recognizes their
distinctive capacity to contribute to the community of teachers.

A community of teachers whose attention is primarily focused on the
art of teaching will require—as a company of actors does or as a university
faculty does—an administrative support structure. It is important that the
teacher who acts as president of the school faculty commands the highest
salary in the institution, and below that the head of the administration
has parity with the highest grade of teacher. It is vital that administrators
service teaching not lead it.

However, we shall not change teaching by creating a school organized
on that model. The reform of school organization needs to be an adjustment
to the development of teaching. It is the teacher who is the focus of
research and development: only the teacher can change the teacher. You
can recognize schools yet teachers can still remain as they were. You can
pull down the walls and make an open school; but open teaching remains
an achievement of the teacher’s art, and an achievement that is an
expression of understanding.

What are the implications of all this for in-service development? My
position is that in-service development must be the development of the
teacher as artist. That means the development of understanding expressed
in performance: understanding of the nature of knowledge expressed in
the art form of teaching and learning. No skills unless they enhance
understanding. What I am advocating is so radical that I may not be
communicating it. Let me sharpen the message in the area of curriculum:
I am saying that the purpose of any curriculum change, any curriculum
research, any curriculum development is the enhancement of the art of
teaching, of understanding expressed as performance. The idea that you
want a change and the change is dependent on retraining teachers is a
non-starter.

As a starting point teachers must want change, rather than others
wanting to change them. That means that the option of professional
development leading toward professional satisfaction of a kind that brings
an enhancement of self must be made clear and open to teachers. Teachers
have been taught that teaching is instrumental. When we say that teaching
is an art,we are saying that the craft of teaching is inseparable from the
understanding taught. In short, teaching is intrinsic. Improving education
1s not about improving teaching as a delivery system. Crucial is the desire
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of the artist to improve his or her art. This art is what the experienced
teacher brings to in-service development. Good in-service education
recognizes and strengthens the power and primacy of the art. If offer
curricula to teachers as music in-service offers Beethoven or Stravinsky
to musicians: to further the art. In-service is linked to curriculum because
art is about change and only develops in change. If the art of teaching could
develop without change, then there would be not need for change in
education. It is art’s appetite for change that makes educational change
necessary to the virtue of schooling.

The artist is the researcher whose inquiry expresses itself in
performance of his or her art rather than (or as well as) in a research
report. In an essential practical art, like education, all the research and
all the in-service education we offer should support that research towards
performance on the part of the teacher. For there is in education no
absolute and unperformed knowledge. In educational research scholarship
the ivory towers where the truth is neglected are so many theatres without
players, galleries without pictures, music without musicians. Educational
knowledge exists in, and is verified or falsified in, its performance.



3

Analysis of Information Systems in
Library

A dictionary definition of a system is “an assemblage of objects united
by some form of regular interaction or interdependence.” This definition
implies dynamic processes consisting of interrelated functions that tend
to become increasingly complex as the volume or requirements placed on
a system grows.

Types of Library Systems

Broadly conceived the library functions in the framework of two major
types of systems: the data processing and the informational. The data
processing system may be defined as the organization and the methods
involved to perform operations necessary to effect the form or content of
information needed to satisfy the library’s management requirements and
goals.

The informational system may be defined as the organization and the
methods followed in storing and retrieving information to satisfy the
library’s service requirements and goals.

Generalizing the distinction between the two major types of systems,
the data processing system is concerned with the manipulation of data
(clerical functions) and the informational system with the storage of
information and its recovery.

On a more specific level six basic systems can be identified within the
library. All contain the characteristics of the data processing and
informational systems previously defined. Some of these belong almost
completely in one category, while others consist of a combination of data
processing and information storage and recovery. Considering its
predominant function of ordering and receiving library materials and
paying and accounting, the functions of the acquisitions system depend



82 Encyclopaedia of Library and Information Science in the Digital Age

mainly on data processing operations. Likewise the serials control system
1s heavily concerned with data processing functions from which, however,
an informational system evolves that permanently stores serials information
for future reference.

The circulation control and the library administration and planning
systems are examples of the combination of the data processing and the
informational systems. The major function of the circulation system is the
control of the flow and movement of library materials. The function of the
administrative system is that of organizing and controlling the operation
of the library as a whole, receiving the reports and statistics of each of
the other systems and summarizing and analysing this information to
make meaningful decisions and to determine whether management goals
are being served.

The cataloguing system, with an appreciable amount of data processing,
is primarily an informational system charged with classifying books and
other library materials and providing the records essential for retrieving
them. The reference system also may be regarded as an informational
system, concerned as it is with retrieval and transfer of information required
by the library user.

Elements of a System

In any type of system will be found four basic elements: the input,
storage, processing and output components. That these four components
are present in any system is demonstrated by a random illustration of
input, storage, processing and output of the human “nervous system”:
input, finger touches a hot stove; storage, the impulse arrives at the brain
where the previous experiences of the system as a whole are stored;
processing, the brain sorts out the questions asked of it and transfers these
to a pain signal; output the pain signal triggers the removal of the finger
from the stove.

We can consider the data processing and informational systems referred
to as the two major types in a library. The data processing system contains
these four elements: the input element,; the memory element (storage), or
unit, where information is stored until it is ready to be processed; the
processing element where the various calculations necessary to transactions
are made; and finally the output element where the desired results are
obtained or action occurs. It will be recognized that these four elements
in data processing are identical to those found in a computer system.

The informational system is almost identical to the data processing
system in the generalized view. It too contains the input unit or clement
by which information is received; the memory unit (storage) where the
information is held until desired; and the output unit. There is no need
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for the processing unit. The information is required with no manipulation
or change.

The formation and use of the traditional library card catalogue illustrate
the operation of an informational system. The inputs are the cards prepared
and field by the cataloguing department and the memory and storage unit
is the file in which the catalogue cards are stored. In this example the
output element (the catalogue card) is not activated until a reader
approaches the system, the card catalogue, with a need for information
on a specified subject, thus generating an input that is his need for
information.

The informational system cycle is continued: the reader locates in the
catalogue the desired information—output—that the book wanted is in the
library and that it carries a specific location number.

Subsystems

The model of an acquisition system serves as an example for analyses
of interrelated functions within a system. Within this or any other system
there is always a group of interrelated subsystems, each of which is
designed for the performance of a particular task. This acquisitions system
model

consists of the subsystems preorder search, ordering, receiving, checking,
accounting and reporting. The sub-systems depend one on the other for
input and output to fulfil specified requirements. For example, the order
subsystem could not operate alone; it requires the verified information
(output) supplied by the preorder search subsystem.

The operation of checking in books carries with it the function of
comparing the on-order slip with the book when it is received. A decision
1s made on whether or not the book and the on-order slip correspond. If
they do not, action is taken so that the slip and the book are referred to
the order subsystem for review and follow-up. If the two do correspond,
the resulting action is the property stamping of the book and its being
forwarded to the cataloguing system for further processing.

Operations of a System

Each subsystem consists of a group of logically interrelated operations.
Each operation is concerned with the performance of certain functions, or
certain decisions, or both, as the bases of action. For example, the preorder
search subsystem may consist of the following illustrative elements:

Operations
Searching library records

Searching trade bibliographies and other sources of title verification.
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(@) Functions
Verification of title
Provision of order infor<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>