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Abstract

Many empirical researchers yearn for an econometric model that bet-
ter explains their data. Yet these researchers rarely pursue this objective 
for fear of the statistical complexities involved in specifying that model. 
This book is intended to alleviate those anxieties by providing a practical 
methodology that anyone familiar with regression analysis can employ—
a methodology that will yield a model that is both more informative and 
is a better representation of the data.

Most empirical researchers have been taught in their undergraduate 
econometrics courses about statistical misspecification testing and respeci-
fication. But the impact these techniques can have on the inference that 
is drawn from their results is often overlooked. In academia, students are 
typically expected to explore their research hypotheses within the context 
of theoretical model specification while ignoring the underlying statis-
tics. Company executives and managers, by contrast, seek results that are 
immediately comprehensible and applicable, while remaining indifferent 
to the underlying properties and econometric calculations that lead to 
these results.

This book outlines simple, practical procedures that can be used to 
specify a better model; that is to say, a model that better explains the 
data. Such procedures employ the use of purely statistical techniques per-
formed upon a publicly available data set, which allows readers to follow 
along at every stage of the procedure. Using the econometric software 
Stata (though most other statistical software packages can be used as 
well), this book shows how to test for model misspecification, and how 
to respecify these models in a practical way that not only enhances the 
inference drawn from the results, but adds a level of robustness that can 
increase the confidence a researcher has in the output that has been gener-
ated. By following this procedure, researchers will be led to a better, more 
finely tuned empirical model that yields better results.

Keywords

cross-sectional data, inference, misspecification testing, panel data, regres-
sion, regression models, respeci fication, Stata, statistical adequacy
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Preface

As the title states, this book is about using relatively easy-to-perform 
methods in order to find a better econometric model—but methods that 
don’t rely on any theory that is specific to a particular field. The meth-
ods employed in this book rely entirely upon the statistical assumptions 
underlying any ordinary least squares (OLS) type of econometric model, 
and, therefore, transcend all disciplines.

Regression analysis is perhaps the most widely used method for 
evaluating data. It is used in academics, large and small companies, and 
some may even use it to forecast their household budgets (although these 
individuals are probably rare). One of the issues some have had over the 
years, however, is the fact that sometimes their models provide a poor 
explanation of the data, or generate results that do not make sense within 
the context of the analyst’s respective area. And even if the models these 
analysts employ do in fact generate results that make sense, good research-
ers frequently wonder whether they can generate even better results with 
regard to the robustness of the estimates, and the overall fit of the model 
to the data. This is where this book tries to help out.

This book starts with a basic outline of the concept of statistical ade-
quacy and what it means within the context of an econometric model. And 
even though this topic is reviewed within the realm of OLS regressions, 
all models whether they are ordered logistic, probit, and so on, employ 
similar probabilistic assumptions that researchers shouldn’t ignore.

Basically speaking, statistical adequacy of an econometric model 
means that in the finite sample, the model embodies what it needs to in 
order to satisfy the underlying distributional properties imposed upon 
it, a priori, by the researcher. It is all too common for analysts to ignore 
these properties and simply run regressions. Their excuse is usually that 
the central limit theorem absolves all of their responsibility toward attain-
ing statistical adequacy in the finite sample because everything’s normal 
at the limit, right? But what they fail to realize is the fact that for years 
scientists have constructed finite sample misspecification tests for these 
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probabilistic assumptions. The reason is that if the assumptions are sat-
isfied in the finite sample, there is no need to employ the central limit 
theorem in this context. In other words, if a distribution is normal in the 
finite sample, of course it’s normal at the limit! From this then, it seems 
to make sense that if the assumptions are satisfied in the finite sample, 
the results the model generates will be more trustworthy than the results 
generated by a model that relies solely upon the properties of the central 
limit theorem. The critical dichotomy in thought here is the idea that 
the latter group of scientists actually realize that no one ever has an infi-
nite number of observations, nor will anyone ever approach an infinite 
number of observations. The former group of scientists must then live on 
another planet, one for which infinity is less a concept and more a reality. 
But here on the Earth, infinity is still just a concept.

From this area of discussion, I generate baseline results using cross-
section and panel models that the reader can also employ with publically 
available data from the World Bank. In fact, throughout the book, the 
same data, same cross-sectional model, and panel model will be used 
 letting the reader follow along with their own econometric software; I, 
however, employ the use of Stata. We then pursue misspecification test-
ing and respecification for the cross-sectional model in the first half of the 
book, and panel model misspecification testing and respecification in the 
second half of the book. Since it is rare that a researcher simultaneously 
uses cross section and panel models in the same research piece, each of 
these sections are written in a way that is mostly independent from the 
other. For the most part, if the reader is using a panel model, they will not 
have to read the chapters on cross-sectional specification in order to inter-
pret what is said in the panel section—they can just jump straight from 
Chapter 4 to Chapter 7. And lastly, within each section, if misspecification 
is found to be present the models are respecified accordingly and a discus-
sion takes place that compares the newly respecified model to the baseline 
results. In the end, we will have a “better” model than we started with.

Having said all this, the purpose of this book isn’t necessarily to fully 
attain statistical adequacy in the finite sample. In fact, it’s unlikely that 
any empirical researcher can achieve complete adequacy especially if their 
data is sociologically generated data collected from multiple sources such 
as most economic data. But my purpose in this book is to rely upon the 



 PrEFACE xiii

concept of statistical adequacy in order to come as close as possible to sat-
isfying our underlying probabilistic assumptions. To that end, this book 
serves its purpose; and hopefully, the researchers who read this book will 
find that it does as well. I sincerely hope you enjoy reading it as much as 
I enjoyed writing it!





CHAPTER 1

What Is a Statistically 
Adequate Model and Why 

Is It Important?

For an ordinary least squares (OLS)-type regression, the researcher assumes 
that the errors are normally, identically, and independently distributed 
(NIID). In practice, it is the residuals (the estimated errors) that must sat-
isfy these assumptions in order for the researcher to draw valid inference 
from the results of their regression. In other words, if the residuals are not 
NIID in the finite sample, the model is considered to be misspecified, and 
at least some of the inference drawn from the results cannot be trusted. 
Sometimes it is the standard errors of the coefficients that are biased, and 
sometimes it is the coefficients themselves, or both. Either way, any con-
clusions made from the results are likely to be tenuous at best.

Many would argue that the central limit theorem absolves any respon-
sibility from the researcher to assure that a model is statistically adequate; 
after all, everything is normal at the limit, right? First, no its not. A non-
normal distribution is non-normal period! Secondly, the central limit 
theorem only holds under certain conditions—conditions that can be 
violated. Thirdly, researchers like me have shown that assuming asymp-
totic normality produces substantially different results than assuming nor-
mality in the finite sample (Edwards and McGuirk 2004; Edwards et al. 
2006). Lastly, no one ever has an infinite number of observations. Think 
about it, if you could approach infinity, just how far from infinity would 
you still be? You would still be an infinite number of observations away 
from infinity!

But if normality is established in the finite sample then one does not 
have to rely on the central limit theorem. This is why for many years 
econometricians have developed a variety of ways to test for NIID in the 
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finite sample; unfortunately, these tests are usually ignored by empirical 
researchers even though all of them learned these testing methods in their 
undergraduate days.

It certainly seems to be common sense that if NIID is established 
in the finite sample, the inference you draw from your results are more 
reliable and robust, giving your research far more validity (Edwards et al. 
2006; Spanos 1999; McAleer 1994; McAleer et al. 1985). So why don’t 
more researchers make conscious efforts to satisfy the NIID assumptions 
in finite samples? This is a good question that has four possible answers: 
(1) they do not know any better, which is a scary thought in itself; (2) it 
is simply too difficult, time consuming, or both, to test for mispecifica-
tion; (3) if mispecification is discovered, it is too difficult to respecify 
the models; or (4) they are afraid that the results from their respecified 
model would not support their research hypotheses. To the extent that 
I do not want to lose complete faith in the empirical research commu-
nity, I will go with the excuse that most researchers do not pursue more 
statistically adequate models because it is too difficult to respecify them 
and actually attain NIID residuals, and the models that one may end up 
with may not make sense given the researcher’s objective. Let me clarify 
this statement.

Some data sets are fairly easy to work with, are relatively homogene-
ous in their observations across individuals or over time, or both, and 
are collected by relatively few sources allowing someone to more easily 
justify merging them together. Other data sets are the complete opposite. 
Some are collected from hundreds, if not thousands of different sources, 
each with seemingly different collection criteria even when collecting the 
same variable(s). Some have extreme levels of heterogeneity both over 
time and across individuals. Some are simply so poorly constructed that 
they are almost impossible to work with, much less model. And some 
data sets have all three issues. In essence, when modeling some data sets, 
one may not be able to attain NIID in the finite sample, no matter what 
the specification of their model is. This may be a good reason why so 
many researchers simply regress (pardon the pun) to the simple linear 
model and ignore any misspecification issues. However, this is not a wise 
thing to do because the closer one comes to NIID, even if not exactly 
conforming to all of the NIID assumptions, the more robust and reliable 
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the inference will be that they draw from their results. This is what we set 
out to do in this book, beginning with this chapter. We will do our best 
to achieve NIID given our finite sample data sets; but in the end, even 
if we do not quite get there, our results will be more reliable than they 
otherwise would have been had we just ignored our probabilistic assump-
tions in the first place.

To the extent that I do not want to get too technical in this book 
and simply outline a practical methodology to attain a model that more 
accurately reflects the data, I will henceforth focus on a list of typical 
misspecification issues. Correcting these problems may or may not make 
your model satisfy all of the underlying NIID conditions, but it will allow 
you to have far more confidence with the inference you draw from your 
results. In addition, the reader can easily test for these using most econo-
metric software packages as the simpler tests are usually canned in the 
package as prewritten commands that can be engaged simply by typing 
one or two words; and if they are not canned, the construction of the un-
canned tests are also quite easy.

A more sophisticated reader will notice that the paragraph they just 
read gives the impression that we will be testing for misspecification.  
I should probably clarify what I mean as one never tests for misspeci-
fication, he or she actually tests for correct specification. For instance, 
one never tests for heteroskedasticity, he or she tests for homoskedastic-
ity; therefore, for a test such as this, homoskedasticity would be the null 
hypothesis. If the null is not satisfied, then it is possible that heteroske-
dasticity exists. So, when someone tests for misspecification, he or she is  
actually testing for correct specification; any test results that come back 
showing that the modeler does not have the correct specification, then 
the modeler can assume that the misspecification might lie in the area of 
the probabilistic assumption of that specific test. Having said this, in the 
context of this book and its purpose, which is to provide the reader with 
basic methods both to find misspecifications and correct for them, I focus 
on the (possible) misspecification instead. I have found that students of 
empirical work better understand deviations from probabilistic assump-
tions and how to correct for them when put in this context. Therefore,  
I do hope that the expert will ultimately allow (or better yet, ignore) this 
rhetorical faux pas of mine throughout the remainder of the book.
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Types of Misspecification Covered in This Book

The basic misspecification issues that we will focus on are as follows:

1. Heteroskedasticity
2. Intercept heterogeneity
3. Dependent variable dynamics in panel data
4. Slope heterogeneity
5. Statistical omitted variable bias

For the more advanced reader and modeler, we can add to this list the 
following issues:

6. Variance heterogeneity
7. Consistent and balanced panels
8. Dynamic parametric heterogeneity

Misspecifications 1 through 5 are the most important for empirical 
research. If one’s objective is to draw fairly reliable inference but not get 
into the quagmire of sophisticated econometric techniques, the bare min-
imum of misspecification issues one should correct are these. A less novice 
researcher may find excluded from the misspecification issues listed earlier 
endogeneity between x and y, dependence among the residuals, and spa-
tial dependence—these omissions are not by accident.

One of the underlying assumptions made in regression analysis is that 
any variable that lies on the right-hand side of the equation causes y to 
change (or not) and not the other way around; in other words, x deter-
mines y (this is where the word determinant comes from). However, if 
y causes any of the right-hand side variables to change, then we say the 
relationship between x and y is endogenous implying that information 
contained in y feeds back into the right-hand side. In this book, endoge-
neity is not addressed as a theoretically anticipated feedback from y to x; 
but it is addressed by misspecification (3) as a purely statistical issue when 
performing dynamic regressions using panel data.

In the theoretical case, if we assume that y does feedback to x, we  
must get that assumption from some theoretical relationship we anticipate 
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must exist given that particular data set. For instance, if we run a regres-
sion of the growth rate in gross domestic product (GDP) for the United 
States on gross domestic investment in the United States, an underly-
ing assumption is that investment causes growth. However, it can also be 
argued that increased growth will in turn cause firms to invest more. This 
is a purely theoretical argument and not a statistical one.

In this book, I only focus on the statistical aspects of finding a bet-
ter model and to a great extent avoid theoretical implications. Having 
said all this, I will actually use models that already satisfy the exogeneity 
assumption by lagging the variables in the conditioning set by one period. 
This is a common way of circumventing endogeneity when using longi-
tudinally collected data. The cross-sectional model will utilize averages of 
two time spans over years of data. I use more recent year-span averages 
for the left-hand-side variable and less recent year-span averages for the 
right-hand-side variables. The panel model will use one-year lags of all 
variables on the right-hand side. This variable construction procedure will 
necessarily correct any endogeneity issues simply because an event that 
happens today cannot cause something to occur yesterday. Therefore, by 
definition our right-hand-side variables must cause our left-hand-side and 
not the other way around.

With regard to error and spatial dependence, we partially address 
the former (again in misspecification (3)), and simply ignore the latter. 
We address error dependence by including dependent-variable dynamics 
into our panel regression model. To go much beyond that would involve 
a level of sophistication that exceeds the intentions of this book—that 
is, quick and easy ways to attain a better model. The same argument is 
applied to spatial dependence. However, the suggested readings at the 
end of this chapter will help those interested in these two particular mis-
specification issues.

Suggestions for Further Reading

Readers interested in furthering their knowledge of statistical adequacy in 
econometric modeling should read:
Edwards, J.A.; and A. McGuirk. “Statistical Adequacy and the Reliability of 

Inference.” Econ Journal Watch 1, no. 2 (August 2004), pp. 244–59.
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Edwards, J.A., A. Sams; and B. Yang. “A Refinement in the Specification of 
Empirical Macroeconomic Models as an Extension to the EBA Procedure.” 
The BE Journal of Macroeconomics 6, no. 2 (October 2006), pp. 1–26.

McAleer, M. “Sherlock Holmes and the Search for Truth: A Diagnostic Tale.” 
Journal of Economic Surveys 8, no. 4 (December 1994), pp. 317–70.

Spanos, A. Probability Theory and Statistical Inference: Econometric Modeling with 
Observational Data. Cambridge: Cambridge University Press, 1999.

Readers interested in the basics of misspecification issues, including spatial 
dependence, should read:

Anselin, L. Spatial Econometrics: Methods and Models. New York, NY: Springer 
Publishing, 1988.

Gujarati, D.N. Basic Econometrics. New York, NY: McGraw-Hill Publishing, 2003.



CHAPTER 2

Basic Misspecifications

In explaining each of the misspecification issues 1 through 5, I start from 
a basic model of the form

 y = a0 + a1x + e (2.1)

Typically the errors, e, are assumed NIID. However, if any one of the mis-
specifications 1 through 5 exist, some area of this assumption is violated. 
It is these violations that we will identify and, if encountered, will correct 
for. Correcting for these basic forms of misspecification will allow the 
empirical researcher to draw more accurate inference from their results 
and, therefore, have more confidence that the outcomes they reach are 
some of the best attainable.

The order with which I describe, test, and correct for each misspecifi-
cation is not by accident. The ordering of these misspecification issues is 
one that I’ve personally developed, and one that is most likely to result in 
an adequately specified model with the least amount of effort. Many mis-
specifications can mask themselves in ways that lead the researcher away 
from the true cause. For instance, a quadratic relationship could poten-
tially mask itself as slope and intercept heterogeneity (issues discussed in 
length later). In other words, one could test for a quadratic relationship 
and find that one exists according to the test used; but the actual mis-
specification issue at hand is a totally different one from what the test 
was supposed to catch. Furthermore, respecifying a model may actually 
produce misspecification in another probabilistic assumption. In essence, 
finding an adequate model can sometimes become a circular process and 
be quite frustrating at times. The order I outline in this book is one that 
I’ve found reduces (although doesn’t eliminate) this frustration.



8 BUILDING BETTEr ECONOMETrIC MODELS

Heteroskedasticity

One of the implications of identically distributed errors is that the condi-
tional variance of y is not a function of x. If it is, we have heteroskedastic-
ity; if it isn’t, we have homoskedasticity. Mathematically, homoskedasticity 
is represented by

 E(e 2) = s2 (2.2)

where heteroskedasticity is represented by

 E(e 2) = s2(x)  (2.3)

The reader will notice a slight deviation here from what they probably 
learned earlier in their academic career as there is no subscript on e or x. 
A heteroskedastic variance is different from a heterogeneous variance. The 
former is a function of x, whereas the latter is a function of some deter-
ministic change in s that may or may not be a function of x. We address 
variance heterogeneity later in this book.

An easy way to spot if heteroskedasticity might be present is to plot 
the absolute value of the residuals, r, over increasing values of x. (If one 
remembers from undergraduate econometrics courses, the residual is the 
estimated error. Therefore, the residual is the empirical representation of 
the error, and hence the variable one uses to test for misspecification.) 
Heteroskedasticity exists if there is an obvious correlation between |r | 
and x. Figure 2.1 shows a homoskedastic relationship and Figure 2.2 a 
heteroskedastic one. The reader should keep in mind, however, that the 
heteroskedastic plot reflects only one version of this phenomenon. But 
any correlation or pattern other than no correlation would be indicative 
of heteroskedasticity.

There are many quantitative tests for homoskedasticity; however, most 
researchers these days don’t even test for it, they simply assume heteroske-
dasticity exists and by default correct for it. They do this mostly because 
it is easy and the procedure for correction is built into all programming 
packages and usually consists of adding a word at the end of the regres-
sion’s programming line. (For instance, in Stata a researcher would simply 
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Figure 2.1 Homoskedastic residuals scattered uniformly across x
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Figure 2.2 Heteroskedastic residuals getting larger with x

add the word “robust” to the end of the line containing the regression 
command.) Their argument for automatically applying the correction 
procedure is that if the errors don’t need correcting, then the respeci-
fication procedure used to correct for heteroskedasticity will not create 
substantial problems when drawing accurate inference from the coeffi-
cient estimates. At worst, correcting for heteroskedasticity when none is 
present will err on the side of an insignificant finding resulting in no 
statistically significant relationship between x and y (at least in practice). 
On the other hand, one can easily argue that correcting for something 
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that isn’t there seems a flawed concept in itself and doesn’t coincide with 
conducting “good econometrics.”

Intercept Heterogeneity

Another concept of identically distributed errors is the idea that if we 
cluster or order the errors in “some meaningful way” they don’t reveal any 
obvious patterns. An intercept with no heterogeneity would be math-
ematically represented as

 a0(it) = a0 (2.4)

where i represents some obvious clustering of the data, and t represents 
a time dimension within each i. On the other hand, if heterogeneity did 
exist we would have

 a0(it) = ai0 (2.5a)

or

  a0(it) = at0 (2.5b)

where (2.5a) reflects clustering heterogeneity, and (2.5b) reflects time 
heterogeneity. Heterogeneity of the form in (2.5a) can exist when using 
either cross section or panel data, whereas that of the form (2.5b) can 
only exist with panel data. Of course, we could have both simultaneously 
if panel data is used. If not explicitly modeled, each of these phenomena 
would be identified as either shifting or trending residuals when ordered 
over clusters, time, or both.

When modeling intercept heterogeneity, we have to remember that 
the residual is all the information contained in y that is not accounted 
for by whatever is on the right-hand side. Potentially, there are an infinite 
number of variables that can be included to fully explain y. Think about 
it, for any given complex variable like economic growth, would we ever be 
able to run a regression of growth on a set of variables and get an adjusted  
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R 2 = 1.00? I think not. This is because not all explanatory variables are 
available to the researcher at the time the research is being conducted. 
However, there are variables that can be constructed by the researcher with 
very little effort. These are dummy variables and time trend variables; and 
it is these variables that we use to attempt to pick up patterns in meaning-
fully ordered residuals. As we probably already know, a dummy variable 
is a binary, zero-one variable that takes the value 1 for some characteristic 
of y and 0 otherwise. A time trend variable is a variable that is ordinal on 
a discreet interval, say, 1, 2, 3, and so on, within each i.

And while the construction of the time trend variable is obvious, clus-
ters are more complicated. Examples of such clustering could be gen-
der, regions in the United States, types of manufacturing, race, and so 
on. Even continuous variables, such as income, population growth rates, 
countries’ development levels, and so on, can be made discreet and used 
as clustering variables as long as these clusters make intuitive sense. As an 
example, while income data is usually continuous, we could cluster this 
data to reflect high income, middle income, and low income. Whereby 
the development of a nation is usually determined by its per capita wealth 
(or some proxy of it), which is also a continuous variable, we could cluster 
countries by developed, developing, and emerging economies by delin-
eating each at some predetermined level of wealth. But one thing is for 
sure, not accounting for clustering can make any inference drawn from 
an estimation, tenuous.

To make the concept of intercept heterogeneity clearer, especially 
in the case of clustering, assume that we run a regression of economic 
growth on domestic investment for all of the states in the United States 
and Mexico. Also assume that our data weren’t sorted by country. Since a 
regression minimizes the sum of the squared residuals without reference 
to heterogeneity, because it’s the researcher who must define likely areas of 
heterogeneity, our plot of the residuals over the individual states, i, would 
probably look like those in Figure 2.3. Notice how all of the residuals are 
nicely centered around zero and their spread is fairly random. But this is 
not the case if we sort these same residuals by country. Figure 2.4 tells us 
that when the residuals are sorted by country, conditional mean growth 
rates in the United States were underestimated, and those for the Mexican 
states were overestimated! Hence, inference drawn from the model that 
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Figure 2.3 Unsorted residuals that appear to be homogeneous
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Figure 2.4 Same residuals but clustered by country

produced Figure 2.3 would not represent the data as well as a model that 
accounted for the variation in the residuals like in Figure 2.4.

Dependent Variable Dynamics in Panel Data

A very common issue that exists when using panel data are time dynam-
ics within the left-hand-side variable. Whatever your “dependent” vari-
able is, as long as it is continuous (it doesn’t have to be however, but we 
won’t go into that here) and has a relatively short time interval between 
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observations, it is usually safe to assume that this period’s observation of 
y is dependent upon last periods’ observation of y. Mathematically, this 
would be depicted as

 yit = a0 + a1yit − 1 + eit (2.6)

Alternatively, we would see it in a plot of y like in Figure 2.5. Look famil-
iar? This is what a business cycle looks like (of course this is a perfect busi-
ness cycle as the data was generated; a typical business cycle would not be 
as “smooth” so to speak). Since so much data, economic or not, is influ-
enced by business cycles, it makes sense that if there is a time dimension 
to your data, it will probably exhibit this pattern. And since the errors are 
simply the information in y not accounted for by the right-hand side, it 
is easy to see that the violation that would occur is of the independence 
assumption—that is, the first I in NIID.

In theory, this sort of misspecification issue does not produce bias 
in the slope coefficient estimates, only their standard errors and, there-
fore, inference drawn from them. Having said that, if what is occurring is 
indeed business cycle dynamics, an argument could be made that without 
holding the short-run dynamics of y constant, the effect that x has on y 
could be muddled as you would be including both short- and long-run 
effects in x’s slope coefficient.

0
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0 10 20 30 40

Time

Figure 2.5 Dependency in y over time
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Slope Heterogeneity

Like intercept heterogeneity whereby the intercept changes as a function 
of something that is structurally determined, slope heterogeneity is when 
the slope coefficient, a1in equation (2.1), changes because of some struc-
tural characteristic. These characteristics are exactly the same as those pos-
sible for intercept heterogeneity, such as gender, region, income level, and 
so on. This type of heterogeneity can be mathematically represented as

 y = a0 + a1x + a2Dx + e (2.7)

where D is a dummy variable representing the predetermined clustering 
of the data that the researcher chooses. In many cases, both slope and 
intercept heterogeneity must be modeled. If this is the case, (2.7) would 
look like

 y = a0 + a1D + a2x + a3Dx +e (2.8)

To get a visual idea of slope heterogeneity and the misleading infer-
ence drawn from it, assume we have two variables, x and y, as depicted in 
Figure 2.6. In this plot, there is an obvious positive correlation between 
x and y; the estimated relationship we see in Figure 2.7. However, if y 
could be clustered into two groups, for instance, we could actually have 
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Figure 2.6 Scatter plot showing positive relationship between x and y
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Figure 2.8 Same relationship but accounting for slope heterogeneity

the relationship depicted in Figure 2.8. One can obviously see that the 
depiction in Figure 2.8 is considerably different than that in 2.7. In fact, 
it could be the case that the effect x has on y for one group is significant, 
but that for the other group is not—emphasizing the need to control for 
different slopes across clusters. To this end, it behooves the researcher to 
investigate possible clustering to account for any slope heterogeneity that 
may be present in the data.
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Statistical Omitted Variable Bias

Omitted variable bias will take two forms—a theoretically driven bias, 
and a statistically driven bias. Assume we have the functional form

 y = a0 + a1x + a2z + e (2.9)

One of the fundamental properties of an OLS-type regression is that the 
errors are not correlated with the other variables on the right-hand side. 
Theoretical omitted variable bias (a term I coined) is when z is not actu-
ally modeled like it is in (2.9), but is contained in e and is correlated with 
x; but z must also be a completely different variable from x. An example  
of two such variables would be housing starts in the United States and 
yearly rainfall amounts. If, for instance, lumber prices were regressed on 
housing starts (i.e., lumber prices on the left and housing starts on the 
right), the coefficient representing the effect housing starts has on lumber 
prices would be biased if rainfall amounts were not also included in the 
data (I’m obviously ignoring the endogeneity as well as the supply and 
demand aspects of this argument—this example is solely for exposition 
purposes). This is because rainfall amounts are obviously correlated with 
housing starts (can’t start a house if it’s raining a lot), and with lumber 
prices (can’t timber land if it’s raining a lot). But this argument implies that 
rainfall should be included only because there exists a purely theoretical  
reason that it should be included.

For another example on a macro level, assume y is growth in GDP 
for a broad cross section of countries, and x is foreign direct investment 
for these countries. It could certainly be argued that economic growth 
in an economy is affected by that country’s political stability; the more 
unstable a country’s political system is, the lower its growth rate should 
be. The same argument holds for foreign direct investment as outside 
investors are unlikely to send much capital to an economy if their political 
structure is in disarray—there would be too much risk involved in such 
an investment. Therefore, to get an accurate picture (or unbiased picture) 
of the effect that foreign investment has on growth, one must control 
for political instability as well; hence, according to this purely theoretical 
argument, z should be included.
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This book makes no theoretical assumptions on these grounds as they 
can only be made case by case (i.e., depending upon what the dependent 
variable and the conditioning set is). Furthermore, this argument could 
be made for all models that have any amount of error! Couldn’t it always 
be the case that an argument exists for the inclusion of some z-variable? 
Because of this, we only approach the idea of omitted variable bias as a 
statistical concept and not a theoretical one.

Statistical omitted variable bias (another term I coined) exists when z 
is a direct function of x. In the typical case, this is when

 Z = x 2  (2.10)

It is obvious that if (2.10) holds and (2.9) is the true model, but instead 
we run the regression without z, we will be leaving out a variable that is 
directly correlated with x and y. Now its not the case that we couldn’t 
construct a theoretical argument why the relationship between x and y 
should be a quadratic one (think of a production function for example), 
but there doesn’t have to be such an argument. For instance, assume we 
have the relationship between x and y as depicted in Figure 2.9. Now 
assume we run a regression without z; in other words, an additively linear 
regression of the basic form of (2.1) from earlier, that is

 y = a0 + a1x + e (2.11)
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Figure 2.9 Scatter plot of nonlinear relationship between x and y
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If we did this we would get the estimated relationship as in 
 Figure  2.10.

But this would clearly be an inaccurate regression line. The observa-
tions in the center are below the line, while those at the ends are above the 
line (generally speaking). A more accurate regression model to estimate 
would be

 y = a0 + a1x + a2x 2 + e (2.12)
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Figure 2.10 Estimated linear relationship between x and y
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Figure 2.11 Estimated nonlinear regression line
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If we fitted this line to the scatter plot we would get Figure 2.11. 
Obviously, regression model (2.12) is a more accurate reflection of the 
relationship between x and y. Did we have to make any theoretical argu-
ments to come to this conclusion? Certainly not—that’s why I call this 
statistical omitted variable bias and differentiate it from other forms of 
omitted variable bias.





CHAPTER 3

Misspecifications for the 
More Advanced Reader

As implied earlier, the next three topics are not for the faint of heart but 
often rear their ugly heads in most regression-based studies. The problem 
is that most researchers either don’t know these issues could exist, or if 
they believe these issues can exist they don’t know how to check for them 
outside of time-series analyses, and they certainly never correct for these 
problems if they believe they can exist and know how to check for them.

Variance Heterogeneity

Variance heterogeneity is a strange beast. It is perhaps the most widely 
misinterpreted and misrepresented misspecification issue in the history of 
econometrics. Here’s why. From earlier we know that heteroskedasticity 
is represented as

 E(e 2) = s2(x)  (3.1)

Implying that the conditional variance is a function of x. If you also 
remember, the subscript was purposely left off to indicate that this is 
purely a function of x and nothing else. On the other hand, variance het-
erogeneity takes the form

 E(e 2) = s2(i, t)  (3.2)

Hence, variance heterogeneity means that the conditional variance is a 
function of the y variable’s subscript. Like intercept heterogeneity, this 
implies that the conditional variance is a function of some sort of cluster-
ing, ordering, or both of the squared residuals.
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Imagine a case whereby we are regressing GDP growth on a set of 
determinants for a broad cross section of countries. Eventually the ques-
tion should be asked, do growth rates vary more in developing countries 
than they do in developed countries? Of course they do. But this DOES 
NOT mean that the variation in growth is a function of x; on the contrary, 
it is a function of a dummy variable that would equal one for developing 
countries, and zero otherwise. The variance can also be a function of time. 
Have growth rates become more or less volatile since the great depression? 
I think it would be reasonable enough to argue that on average, they have 
become less volatile, possibly in a fairly linear and deterministic way. Of 
course, both of these hypothetical arguments would have to be tested 
empirically, but the reader should get the gist of what I am saying.

To make the comparison to heteroskedasticity clearer, assume we have 
the model (2.1) from Chapter 2 as before, repeated in the following:

 y = a0 + a1x + e (3.3)

We estimate this model and obtain the residuals, r. Roughly speaking, 
we could test for heteroskedasticity by running the following regression

 r 2= b0 + b1x + u (3.4)

If b1= 0, then r 2= b0, which is a constant, meaning heteroskedasticity is 
not present. To test for variance heterogeneity, we would run the regression

 r 2= c0 + c1D + m (3.5)

whereby D is a dummy variable representing either a clustering of i or a 
time-dependent structural change. In this case, if c1 is significant, it would 
indicate that we do have heterogeneity in the conditional variance. But 
unless this D is in the group of variables making up x, equation (3.4) 
would never pick up what equation (3.5) found; this means that tests for 
heteroskedasticity would never pick up this phenomenon and, therefore, 
the standard heteroskedasticity correction procedure would never correct 
for it!
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The vast majority of researchers continue to believe that heteroske-
dasticity testing and subsequent correction procedures necessarily address 
variance heterogeneity as well. They think this, believe it or not, because 
the subscript for x tends to be the same subscript for y. Unfortunately, 
sophisticated graduate programs teaching econometrics have not done a 
good job deciphering the two for their students. We will do exactly this 
later in this text.

Consistent and Balanced Panels

Using balanced, consistent panels, or both in panel data regression analy-
sis is a purely conceptual idea of misspecification, but an important one; 
it is also one that many researchers either overlook because they simply 
don’t think about it being a problem, or ignore it to maximize the number 
of usable observations in their data set.

Balanced panels simply mean that exactly the same number of peri-
ods are covered for each i. Balanced panels are critical because to a great 
extent, panel data regression coefficients reflect the average of individual 
cross-sectional relationships. For instance, coefficient estimates obtained 
using panel data covering 6 months, that is, each i contains up to 6 obser-
vations, to a great extent reflect the average of the cross-sectional relation-
ships between x and y over that period. Hence, if you were to run six 
separate monthly cross-sectional regressions, you would get six different 
values of the slope coefficient. If you were then to take the average of these 
six values, you would get a value close to the value obtained if you had just 
estimated the relationship using the entire panel data set. Because of this, 
it makes sense that the relationship between x and y should be “averaged” 
over the same number of periods for each i. In an extreme case you could 
consider two separate relationships between x and y whereby in one case 
each i has only one period, but for the other each i has six periods; obvi-
ously, the chance that the relationships are capturing similar “averages” is 
unlikely.

For a more intuitive example, assume that you are assembling a data 
set to study unemployment rates in the United States. You wish to regress 
these unemployment rates on the percentage of welfare aid that each 
state provides to its citizens as a fraction of state GDP. To increase the 
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likelihood that your regression results are capturing a similar cyclical aver-
age (i.e., a balanced empirical relationship between x and y), a researcher 
should use the same number of years across states to capture equal lengths 
of each states’ business-cycle component.

Something else to consider would be consistency within this same 
data set. Obviously, business cycles are going to play an important role 
in this relationship as both unemployment and welfare aid tend to rise 
in contractions and fall in expansions. If on average a complete business 
cycle that covers peak to trough and back again lasts 12 years, then each 
state should have balance panels and contain 12 years worth of data. Fur-
thermore, one should be consistent by starting that time dimension for 
each state in the same location—that is, all states should start and end in 
the same year. In other words, the data for each state would contain not 
only the same length of business cycle, but exactly the same business cycle.

Dynamic Parametric Heterogeneity

And our last misspecification issue that someone may want to address in 
order to draw more accurate inference from regression results is that of 
dynamic parametric heterogeneity. This is a misspecification issue that 
is rarely thought about by researchers; yet could have a huge impact on 
current dominant paradigms in many empirical disciplines if it was rec-
ognized and accounted for in regression modeling.

Normally, researchers assume that all slope coefficients are constant 
over time. This means that we assume all relationships between x and y are 
also constant. In other words, researchers typically assume that

 a1(t) = a1 (3.6)

But what if the relationship between x and y isn’t constant over time? Let’s 
think about what this means. (In 2009, I published a paper on this very 
topic [Edwards and Kasibhatla 2009]. The outline of this misspecifica-
tion issue will be largely drawn from that piece of work.) Assume that a 
researcher estimates economic growth with one variable, for instance, the 
ratio of investment to GDP. Now assume that the relationship is either 
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Figure 3.1 A trending coefficient estimate
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Figure 3.2 A shifting coefficient estimate

trending upward (or downward) over time, or has a structural shift part-
way through the time period covered. The former is depicted in Figure 3.1,  
and the latter in Figure 3.2. The graphs show hypothetical yearly cross-
sectional estimates for the coefficient of investment, with the average of 
the estimates depicted by the solid line. Obviously, to base long-run infer-
ence on the horizontal line would be problematic. Since many studies 
tend to use data sets that range over different periods, one can easily see 
that the estimated long-run value could actually be relatively low or high 
depending upon whether the data set covers more of the earlier years, or 
the latter years. Furthermore, as the data set expands into the future, the 
long-run coefficient value would creep upward. This would imply that 
drawing inference from a single long-run point estimate may not be wise.
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Mathematically, these phenomena can be represented within the mar-
ginal effect of the variable in question, for instance, x. If our regression is 
the simple one from earlier

 y = a0 + a1x + e (3.7)

Then the marginal effect of x on y would be simply

 
∂
∂

=y
x

a1  (3.8)

In the former case where the coefficient is trending in a deterministic 
fashion over time, our regression function would have to take the form

 y = a0 + a1(t)x + e, (3.9)

such that the marginal effect now becomes a function of a time trend 
variable

 ∂
∂

=y
x

a t1( ),  (3.10)

where

 a1(t) = b0 + b1t, (3.11)

Now, if the marginal effect is not trending in a significant fashion over 
time, then

 b1 = 0 (3.12)

and, therefore, the marginal effect is constant, or

 a1(t) = b0 (3.13)
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and we are back to our original specification in (3.7). In the second case, 
(3.11) would instead take the form

 a1(t) = b0 + b1D (3.14)

where D is a dummy variable representing some break in the marginal 
effect, perhaps delineated by a significant one-time event in the history 
of the relationship. In this case, of course, we would be testing whether  
b1= 0. If it does, we are again back to a constant marginal effect delineated 
by the simple model in (3.7).





CHAPTER 4

Original Specification and 
Drawing Inference From It

Two related Models

This chapter begins our attempt at understanding how to specify a better 
econometric model. We will be using two types of data—cross-sectional 
data and panel data. The data were obtained from the World Bank’s, World 
Development Indicators Database, 2013 version, and is downloadable at 
http://data.worldbank.org/data-catalog/world-development-indicators. 
It covers 172 countries, and contains unbalanced panels with an aver-
age of 21.8 observations per country. These are the data sets that will 
be used for the remainder of this book; it would definitely behoove the 
reader to download these data and follow along. A brief word of caution, 
however. Keep in mind that you may find that as you follow along, not 
all of your estimates will be similar to mine. This is simply because this is 
a rather large data set that is continually updated. But, if you  download 
the variables that we use here in their entirety, and follow the instructions 
I lay out subsequently, your estimates should be close. Regardless, it is the 
methodology that should interest you most, and not the duplication of 
the results.

At this point the reader is probably wondering why cross-country 
macroeconomic data are being used instead of say microeconomic census 
data or some other data. The reason is simple, I am very familiar with 
these data as this is my own area of expertise (i.e., growth and develop-
ment) and it seems as though every econometrics book out there to a 
large extent uses microeconomic data, so I wanted to change it up some, 
so to speak. Having said that, it really doesn’t matter what data set is 
used because the procedures are the same regardless of data. This book 
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addresses specification as a purely statistical phenomena and is applicable 
to all continuous variables used from any data set.

This chapter focuses on setting up the discussion for the remainder 
of the book. It probably doesn’t do much good talking about misspeci-
fication issues and accurate inference if we don’t first have base regres-
sions to start from. And even though these base regressions may seem like 
simple additively linear regressions, which they are, they are perhaps the 
most widely used. We start with the following cross-sectional regression  
model:

 
Growth a a I a FDI a School a Tradei i i i i= + + + +

+
− − − −0 1 1 2 1 3 1 3 1, , , ,   

 aa Pop a G ei i i4 1 5 1  , ,− −+ +
 
(4.1)

while the panel model we subsequently use takes the form

 
Growth a a I a FDI a School a Tradeit it it it it= + + + +− − − −0 1 1 2 1 3 1 3 1   

 ++ + +− −a Pop a G eit it it4 1 5 1  
 
(4.2)

The reader can quickly tell that the only real difference between the two 
models is the subscript. The i subscript indicates an individual coun-
try, and the t subscript indicates the time dimension. Obviously, cross- 
sectional data has no relevant time dimension and, therefore, lacks the 
t subscript. However, as mentioned earlier our base regressions already 
account for possible endogeneity problems. Therefore, the right-hand side  
variables in (4.1) are averages calculated over a block of years, which are 
prior to the block of years used to calculate the average for Growth; each 
calculation also uses about the same number of years for consistency’s 
sake. For instance, if a country has observations that span the 20 years 
from 1991 to 2010, Growth would be a mean value calculated over the 
years 2001 to 2010, while, for example, foreign direct investment (FDI) 
will be a mean calculated over the years 1991 through 2000. This is why 
the subscript for the right-hand side variables in (4.1) include a –1 indi-
cating that “last periods” averages were used. Furthermore, if the country 
covers an odd number of years the mean for the right-hand side variables  
will include one less year in their calculation than the mean for the left-hand 
side variable. In the panel data model (4.2), one period lags (a period is  
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1 year in this case) of each variable are used on the right-hand side and 
this is represented by the t –1 in the subscript.

The variables and respective World Development Indicator codes 
from left to right are annual growth in per capita real GDP (Growth: 
NY.GDP.PCAP.KD.ZG), gross domestic investment as a percentage of 
GDP (I: NE.GDI.TOTL.ZS), foreign direct investment (inflows) as a 
percentage of GDP (FDI: BX.KLT.DINV.WD.GD.ZS), gross secondary 
school attendance in percentages (School: SE.SEC.ENRR), total trade as 
a percentage of GDP (Trade: NE.TRD.GNFS.ZS), annual population 
growth rates (Pop: SP.POP.GRDW), and general government final con-
sumption expenditure as a percentage of GDP (G: NE.CON.GOVT.ZS).

All of the data have been purged of both missing observations and of 
country groups, such as Arab League Countries, OECD countries, and 
so on. The World Development Indicators not only gives data on specific 
countries, but also on predefined groups of countries. Obviously, if we 
want to avoid the double counting of countries, then we would want to 
remove all of the predetermined country groups and only use data on the 
individual countries themselves. As already implied, the cross-sectional 
regressions will contain 172 observations, while the panel regressions will 
contain 3,758 observations. The econometric software package used for 
this book will be Stata. Hence, screenshots of the output will be in Stata 
as well. However, any econometric software package should be able to 
conduct all of the tests and respecification procedures we outline in this 
book although a basic level of programming knowledge for your package 
will be required.

Base Regressions and Inference

The screenshot of Stata output for regression (4.1) is in Figure 4.1. The 
first outcome one will notice is the adjusted sample correlation coeffi-
cient, also known as the adjusted R2. Given that this is a cross section of 
172 countries (i.e., about 90% of all countries in the world), this simple 
model only explains about 6 percent of the variation in Growth. Neither 
School, Trade, nor Pop contribute to economic growth because the p-values 
are below 0.100—our cutoff criteria for statistical significance that we 
will use for the remainder of the book. The other variables, I, FDI, and  
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G, do contribute to Growth. Countries with high levels of I and FDI tend 
to have higher growth rates, whereas countries with high levels of G tend 
to have lower growth rates. Again, we do not go into the theoretical rea-
sons for these outcomes and whether or not they jibe with conventional 
wisdom. All we did here was run a regression on a sample of data and the 
outcome is what it is. Figure 4.2 shows the panel regression outcome.

The panel estimates are certainly different in magnitude from the 
cross-sectional estimates, and there are more significant coefficients as 
well; in fact, all of the variables have a statistically significant effect on 
Growth. The inference for I, FDI, and G is the same as it was for the cross-
sectional outcome, but in this case countries with high levels of School and 
Pop have lower growth in GDP, but countries with high levels of Trade 
will have higher growth in GDP.

Figure 4.1 Base regression using cross-sectional data

Figure 4.2 Base regression using panel data
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It is at this point that we must make the reader aware of a couple of 
issues regarding each of the regressions. The first is that we have not cor-
rected for heteroskedasticity, which as indicated in the previous chapter 
is nearly always automatically corrected for by researchers regardless of 
whether it is needed or not. However, these are base regressions from 
which we will test for misspecification and respecify if needed. We will not 
assume that a problem exists when it may not. The second issue is that 
we did not run a fixed-effects regression with our panel data; fixed-effects 
regressions are also quite commonly employed from the outset. But again, 
we are starting from the most basic setup to allow the reader to actually 
see how different the outcomes will be once a misspecification issue is 
corrected for. All of these we address in the next chapter.





CHAPTER 5

Basic Misspecification 
Testing and Respecification

The Cross-Sectional Case

In this chapter we test for and correct (if needed) misspecification issues 
(1), (2), (4), and (5) from Chapter 1 specifically for cross-sectional cases. 
Issue (3) isn’t addressed in this chapter because it only applies to models 
that use panel data. The algorithm outlined in this chapter (and for the 
panel models later on in the book) is one developed by myself over years 
of performing empirical research, analyzing other authors’ research, and 
publishing many articles that address the topic of model specification.

The reason I call the step-by-step process an algorithm is because it can 
be recursive in nature. Many of the misspecifications listed in 1 through  
5 can mask themselves as other issues. In fact, there have been instances in 
my past empirical work whereby I test for one misspecification issue, find 
that it exists, and correct for it, but have to go back and address it again 
after correcting for a completely different misspecification issue! And 
although we won’t specifically address the recursive nature of this process 
in this book for the sake of brevity, one should not just perform the steps 
we are getting ready to outline and be done with it; after we think we have 
a good model, a researcher should reanalyze the early procedures to ensure 
that something else hasn’t reared its ugly head. In addition, not all mis-
specification can be corrected in just one way. What I mean by this is that 
some form of misspecification, heterogeneity in particular, may need to 
be investigated from different angles, not just an angle with a quick fix in 
mind. More about this will be explained subsequently. For ease of reading 
and referencing, I have again displayed the base model results from the 
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previous chapter in Figure 5.1. We will track these results and how they 
change as we move through this chapter.

Heteroskedasticity

Heteroskedasticity has always been considered a relatively minor problem 
with an easy fix if it exists. A visual test for heteroskedasticity was used in 
Chapter 2 whereby one can simply create a scatter plot of the absolute value 
of the residuals on x and look for a correlation. Another would be to gener-
ate a scatter plot of y on x and check for unequal spread as x changes. But 
both of these are cumbersome when the model has many right-hand-side 
variables. One test that is preprogrammed into nearly every software pack-
age is the White’s test (White 1980), and one that is often preprogrammed 
is some form of the Breusch–Pagan test (Breusch and Pagan 1979).

Glossing over the gory details, both tests basically construct an auxil-
iary regression whereby a mathematical permutation of the residuals are 
regressed upon a conditioning set that is a function of the x’s used in the 
original regression. If a correlation exists then the null of homoskedastic-
ity must be rejected. In our case, both the White’s, and Breusch–Pagan 
tests return p-values of 0.000, meaning that we can reject the null of 
homoskedasticity.

The most common way of correcting for heteroskedasticity is to use 
some form of a robust command in your statistical software package. In 
Stata this command is attached to the end of your regression command 
line. Most of these robust commands are constructed using some form of 

Figure 5.1 Duplicated base model results for cross section
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Figure 5.2 Heteroskedasticity corrected cross-sectional results

White’s heteroskedasticity corrected standard errors (White 1980). The 
nice thing about this procedure is that it only corrects the standard errors 
and doesn’t affect the estimates of the coefficients like a feasible general-
ized least squares (FGLS) procedure would.

Rerunning the regression for the cross-sectional model with the robust 
command added to the end of our command line we find relatively large 
changes in the p-values of some of our coefficients. When comparing 
 Figure 5.2 with Figure 5.1, the p-values for the coefficients of I and FDI 
have changed substantially. Before, the coefficient for I had a p-value of 
0.040, and for FDI it was 0.044 indicating that these variables had a 
statistically significant effect on growth. Now they are 0.247 and 0.397 
respectively. In fact, only G has a significant influence on growth. All this 
said, none of the coefficient values have changed. This is one of the nice 
properties of White’s correction versus FGLS.

The reader will also notice that there is no more indication of an 
adjusted R2 value like there was in the original base regression output. This 
is because when the robust command is employed using Stata, it drops this 
particular statistic from its output screen. To be honest, I’m not sure exactly 
why this happens. But it’s not really relevant in this case anyway, and if 
truly interested it can still be retrieved through the e(r2_a) command.

Intercept Heterogeneity

We now move on to testing for intercept heterogeneity, and of course 
correcting for it if it exists. Testing for intercept heterogeneity on 



38 BUILDING BETTEr ECONOMETrIC MODELS

a cross-sectional model is easy. You would simply include a dummy vari-
able (or variables) that equals 1 for some quasi-obvious clustering of data 
across the i-dimension, and equals 0 otherwise.

In our case since the dependent variable is growth in real per capita 
GDP across a broad cross section of countries, an obvious way to cluster 
this data would be to delineate wealthier nations from those that are less 
wealthy. The reasoning for this grouping comes from economic theory 
whereby countries that have lower stocks of capital are not as far along 
on their production functions as countries with relatively high levels of 
capital stock; so these countries should be growing at a relatively higher 
rate because they are sitting at a point on their production function that 
is steeper than nations with larger levels of capital stock.

Another possible grouping of this data would be regions of the world. 
The question one would ask here to justify clustering our data in this  
fashion would be: Do countries in Asia tend to grow more on average than  
countries in Africa? Or, do countries in North America tend to grow more 
rapidly on average than countries in Europe? If the answer is yes, then 
clustering countries by region of the world may be appropriate as well.

Again, these groupings are based upon what makes sense regarding 
the dependent variable and its characteristics within the discipline for 
which it is being examined. For instance, assume our left-hand-side vari-
able was trade in goods and services. Then delineating by region of the 
world might be better than economic status as trading within a region is 
typically cheaper in terms of transportation costs than trading with over-
seas countries. For quasi-micro data of a single country, you could cluster 
data by region or state within that country. For industry data one could 
cluster data by firm size, type of industry, regions, or states where firms in 
the industry reside, and so on.

Now assume that there are K income groups in our data set. We would 
test for heterogeneity by constructing K dummies and including them 
into our heteroskedasticity corrected regression from the previous sec-
tion. We can determine the presence of intercept heterogeneity by testing 
the equality of coefficients across dummy variables. However, note that 
since we are including all K groups in these tests, the constant will have 
to be dropped from the regression due to perfect collinearity; you can 
reinstate the constant after the tests are completed. A p-value greater than  
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0.100 would indicate that there is no significant difference between 
groups and therefore no difference in their intercepts. A p-value less than 
this would indicate differences in intercepts that should be addressed.

You could also test for statistically significant differences in intercepts 
by running a regression with K–1 dummies and retaining the constant. 
In this case, the coefficient for the constant would reflect the intercept for 
the control group of whatever delineation you choose, while the coeffi-
cients attached to the K–1 dummies would reflect the difference between 
the control group intercept and that for the other groups. The problem 
with this method is that the modeler must take into consideration the 
sign of the coefficient for the K–1 dummies relative to the coefficient’s 
sign for the constant. If they are of opposite signs, it doesn’t necessarily 
mean that the sum of the two coefficients is different from zero. There-
fore, evaluating it relative to zero may be problematic.

The World Bank dataset roughly delineates three income groups as 
low, middle, and high. (Note that the middle-income countries are actu-
ally broken down into lower middle and upper middle; I do not make 
that distinction here and combine those two groups.) Not that in real-
ity there aren’t more than this, obviously there are. But since they have 
already done much of our work for us, let’s just pretend that these are 
the only three that we conduct our test with. We represent each of these, 
respectively, as low, mid, and high in our regression output.

The reader can see in Figure 5.3 that there is not a substantial dif-
ference in magnitude between the coefficient estimates of the income 
dummy variables; in fact, they only range from 2.079 to 2.743. The 
p-value for a test measuring the simultaneous equality of all of the income 
coefficients is 0.727, indicating that we can accept the null that the coef-
ficients are equal to each other as a group; we can thus conclude that 
intercept heterogeneity does not exist in a statistically significant sense. 
However, we will continue to work with this model through testing for 
slope heterogeneity before we consolidate any of the intercepts. The rea-
son we want to do this is because many times if the slope differs so does 
the intercept, even though when tested on its own there is no appar-
ent difference in intercepts. There is no theoretical or statistical justi-
fication for this relationship, it’s simply one I’ve noticed to occur over  
the years.
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A minor point highlighted in Figure 5.3 that the reader should be 
aware of is the value of R 2. It is far higher than it was before—0.440 versus  
0.090. Keep in mind that the calculation of this statistic requires that 
the regression contain a constant, and this one doesn’t. The issue lies in 
the fact that R 2 is a function of the deviation in the actual data from the 
 left-hand-side variables’ mean, and this is where the constant plays a role. 
So, without the constant, the regression software uses an arbitrary mean, 
for lack of a better term, from which to calculate this deviation; hence, 
the value of R2 will always be inflated, and should be ignored.

Slope Heterogeneity

As mentioned in Chapter 2, slope heterogeneity is much like intercept 
heterogeneity, but when the slope differs in a statistically significant way 
across some obvious clustering of the dependent variable. Injecting slope 
heterogeneity into equation (2.1) from Chapter 2 we would have

 y a a D x a D x e= + + +0 1 1 2 2  (5.1)

where D1 is a dummy variable that equals 1 when characterizing one 
group and 0 otherwise, and D2 would represent, say, a second group if it 
equals 1 and 0 otherwise. And while (5.1) is the best for conducting the 
initial tests of differences in slopes as will be obvious subsequently, a more 
common form is

Figure 5.3 Intercept heterogeneity regression
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 y a a x a Dx e= + + +0 1 2  (5.2)

where D is a dummy variable that is equal to 1 for some cluster and equal 
to 0 for some other cluster. Therefore, the slope for a control group would 
simply be a1 but the slope for the delineated cluster would be a1 + a2. 
Hence, a2 measures the difference between the control group’s slope and 
that for the delineated cluster.

In our case, an obvious clustering of our dependent variable, Growth, 
would be by income group—the same clustering we explored for inter-
cept heterogeneity. The reader should keep in mind that testing for slope 
and intercept heterogeneity across the same grouping is recommended. It 
would make little sense to test the intercepts for income, but test differ-
ences in slopes for groups delineated by geographical region.

As mentioned earlier, in the case of a cross-sectional model in par-
ticular, always leave the intercept heterogeneity components in the model 
when testing for slope heterogeneity, even if there is not a statistically sig-
nificant difference between the intercepts when tested separately. This is 
because it is often the case that slopes and intercepts differ simultaneously, 
but when checked individually, they don’t.

Figure 5.4 gives us our first look at simultaneously controlling for 
intercept and slope heterogeneity for the cross-sectional model. Even 

Figure 5.4 Slope heterogeneity regression
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though Figure 5.4 gives us the estimates of our growth model while con-
trolling for intercept and slope heterogeneity, it doesn’t really tell us much 
at this point. What we need to do now is test the equality of the intercepts 
and slopes for each variable across income groups. If we find that these do 
not differ for some variable(s), then we can drop that particular deline-
ation from our regression. To this end, the p-value for equal intercepts 
is 0.753 indicating that like before, the intercepts do not differ across 
groups. For the slopes we find p-values of 0.375, 0.962, and 0.709 for the 
variables I, Trade, and Pop, respectively; this means that we can consoli-
date income groups for these variables as well. But testing the slopes for 
FDI we get a p-value of 0.020, School we get 0.010, and G we get 0.018. 
Therefore, we cannot consolidate the slopes of these groups.

As you can see, accounting for differences in slope substantially 
changed the inference we can draw from our model. In this cross- 
sectional case we find that FDI has no effect on Growth for middle- and 
high-income countries, but has a large positive effect for low-income 
countries. And while School has a positive effect on middle- and low-
income countries, it actually has a negative effect on high-income nations.  
G, or government spending, negatively affects growth in middle- and low-
income countries, but doesn’t have a significant effect on high-income 
economies. The model depicted in Figure 5.5, however, is not in its most 
parsimonious form. To come to that form, we must now test whether any 
two seemingly similar income-level effects are equal, and if so, combine 

Figure 5.5 Regression corrected for slope heterogeneity
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Figure 5.6 Final model moving into next section

them. Also, when all is said and done, common practice dictates that our 
model be left in the form of equation (5.2), not equation (5.1).

Testing the equality of high-income FDI with middle-income FDI, 
we get a p-value of 0.214 indicating that we can combine these two, 
thereby separating these effects from the low-income effect. Testing 
low- and middle-income School we get a p-value of 0.977; again, we can  
combine these two effects. Testing middle- and low-income G we get 
a p-value of 0.062, indicating that we cannot combine these effects, so 
they will be left as is. Combining (or not) these slopes and converting our 
model to the more popular form of equation (5.2) as shown previously, the 
cross-sectional model we will move forward with will be that in Figure 5.6.

Statistical Omitted Variable Bias

I speak about statistical omitted variable bias in my other book (Edwards 
2013), and how it differs from what I call theoretical omitted variable 
bias. I also described it back in Chapter 2 of this book. Most researchers 
lump them both together and call them simply omitted variable bias, but 
I like to differentiate theoretical bias from the more objective and purely 
statistical bias.

A perfect example of statistical omitted variable bias is the inclusion 
of a squared x. If a squared x is needed but not included on the right-
hand side prior to running the regression, bias in the relationship of inter-
est would result. And while we could hypothesize why there would exist  
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a nonlinear relationship between x and y, for the most part, testing for it 
is simply to paint a more statistically accurate picture of the relationship 
with Growth. Theoretical omitted variable bias is different. The idea of it 
relies only on theory. We may have such bias if (1) there exists a variable 
that we have access to that is correlated with Growth, and (2) it is simul-
taneously correlated with our variable of interest. Both (1) and (2), of 
course, are based purely on theory and are nearly always likely to be true 
with at least one variable that is not in your regression. In this sense, as 
long as any residual at all exists from our regression, that is, as long as our 
R 2 is less than 1.00, our estimators will always be biased! This is why, in 
my opinion, theoretical omitted variable bias is a concept that has tenu-
ous argumentative support at best.

While Figures 2.9 to 2.11 show perfectly a hypothetical nonlinear 
relationship between x and y, when there are more than one x, graphically 
testing for statistical bias can be problematic. Furthermore, statistical 
omitted variable bias proper actually involves more than just the quad-
ratic specification issue, it also involves interactions. A regression model 
addressing the former would look like equation (2.12) in Chapter 2, or

 y a a x a x e= + + +0 1 1 2 1
2  (5.3)

But a regression model addressing the latter would look like

 y a a x a x a x x e= + + + +0 1 1 2 2 3 1 2  (5.4)

whereby x1 and x2 are different x’s.
The reason why I only presented the quadratic case in Chapter 2 is 

because I know from experience that empirically testing for the interaction 
of variables can lead to outcomes that are theoretically tenuous, and therefore  
difficult if not impossible for the researcher to explain. For instance, let’s 
assume we found that domestic investment interacts with government 
spending such that the marginal effect of investment on growth is

 ∂
∂

= +Growth
I

a a G1 2  (5.5)
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Equation (5.5) states that the marginal effect of I on Growth is a function 
of government spending. This is easy to explain since we know from basic 
macroeconomics that the two can affect each other through crowding 
out type of arguments—especially if G represents deficit spending. The 
deficit would push interest rates up reducing the quantity demanded of 
loanable funds, thereby reducing I and Growth as a result. But, what if 
we found that Trade and School interacted with each other, thereby affect-
ing their own separate relationships with Growth? That would be much 
harder to explain. To this end, we only explore the quadratic issue in this 
book and not interactions. However, please be aware that this problem 
can indeed exist and should be explored. In my own work, I empirically 
explore these interactions only if there are strong theoretical reasons why 
they should exist.

The most common way of testing for quadratic relationships is to 
simply include squared x’s into the regression and evaluate the statisti-
cal significance of their coefficients. To this end, Figure 5.7 is just such a 
regression of our cross section. The coefficient estimates for each of the 
squared variables are indicated by an “sq” after the variable abbreviation.

What we find is that nearly all coefficients are insignificant. This is 
not uncommon with this operation. Just like when we try to force a linear 
model on a nonlinear relationship, we could get insignificance of the lin-
ear relationship because the relationship is actually quadratic. In the same 
sense, trying to force a nonlinear relationship on a linear one can cause 

Figure 5.7 Regression checking for statistical omitted variable bias
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that same issue—that is, the linear relationship can become insignificant 
when it is actually the correct relationship. Therefore, we can safely drop 
all of the squared right-hand-side variables and return to the output in 
Figure 5.6 as being the final cross-sectional model.

The Final Cross-Sectional Model and the 
Inference We CanDraw From It

At this point, I want to elaborate on the inference we can draw from 
these results. For ease of referencing, our final estimates are repeated in 
Figure 5.8, while the model and output we started with is repeated in 
Figure 5.9.

Since there is heterogeneity in three of the relationships, inference 
from those particular results must be drawn according to the delineated 

Figure 5.8 Final model using cross-sectional data

Figure 5.9 Duplicated base model results for cross section
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groups. However, for the other three right-hand-side variables, this dis-
tinction is not necessary. Regardless of income group, neither I, Trade, nor 
Pop have any effect on economic growth in real per capita GDP. However, 
for low-income groups, increasing injections of FDI will have a positive 
effect on Growth, but no effect for high- and middle-income countries. 
School also has a positive effect on Growth for both low- and middle-
income countries. But unlike the income delineated outcome for FDI, we 
cannot infer the same for high-income School. The FDI coefficients are of 
the same sign, but the School coefficients estimates are of opposite signs. 
This means that we will actually have to test whether the effect of School 
in high-income economies is negative. A test such as this is necessary 
because the high-income coefficient estimate is larger in absolute value 
than the low and middle estimate, yet negative; therefore, we are testing 
whether the sum of the two estimates, which is approximately –0.0621, 
is a statistically significant negative coefficient. The p-value of this test is 
0.064 which is well below our 0.100 threshold, and therefore we can con-
clude that School has a positive influence on growth in low- and middle-
income countries, but a negative effect on high-income countries. For the 
astute reader, one would notice that this coefficient was also significant in 
Figure 5.5 where we separately delineated each income group instead of 
modeling the differences in groups. However, that p-value is misleading as 
we hadn’t yet combined the low- and middle-income countries.

Moving on to G’s effect on Growth, we have the same issue just for 
different income groups. In this case we will have to test whether 0.1755 
plus –0.3158 is different from zero, and whether 0.1755 plus –0.3880 are 
different from zero. Conducting the first test returns a p-value of 0.001, 
and the second returns a p-value of 0.000. Therefore, the inference for the 
effect G has on Growth is that it has no effect for high income economies, 
but does have a negative effect on low- and middle-income countries.

It should be obvious that these results are considerably different from 
those obtained at the beginning of this lesson—that is, the base model 
results repeated in Figure 5.9. It is also the case that the final model 
explains far more of the variation in Growth than the base model did. 
In fact, the R 2 for the base model is only 0.090, but is 0.267 for the 
respecified model. This is an increase of nearly 200 percent in explanatory 
power! And while many applied researchers correct for heteroskedasticity 
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regardless of whether they have it or not, this correction alone would not 
lead us to our final model. One can see then that the model generating the 
results in Figure 5.8 is in fact the better model. But for the more sophis-
ticated reader, we still aren’t finished. We must now check for variance 
heterogeneity—a concept we explore in the next chapter. But, for the less 
initiated, following the basic testing and correction procedures explored 
in Chapter 5 will at least provide the researcher with more reliable and 
robust inference, and produce a model that better explains the data.



CHAPTER 6

Variance Heterogeneity

The Cross-Sectional Case

If we recollect from Chapter 3, variance heterogeneity can rarely be 
detected with a test for homoskedasticity. To reiterate equation (3.5) from 
that chapter, we have

 r 2 = c0 + c1D + m, (6.1)

which tells us that in the case of variance heterogeneity, a correlation 
would exist between the squared residuals and a set of dummy variables 
representing a particular clustering of the data like in intercept and slope 
heterogeneity. However, we run into an issue if we perform a regression 
specified exactly like (6.1). That is because the dependent variable is chi-
squared distributed since it is a squared version of a normally distributed 
variable (at least we hope it’s normally distributed). Park (1966) recom-
mended using the natural log of the squared residuals instead, resulting 
in the regression

 ln( ) .r c c D v2
0 1= + +  (6.2)

This is the representation we will use.
Figure 6.1 shows the screenshot of our Stata output when we run a 

regression of the natural log of our squared residuals from the final model 
in Chapter 5 on the income level dummy variables we created previously. 
We find that coefficients for the dummy variables are all insignificant, but 
like intercept heterogeneity, it is not the actual values we are necessarily 
interested in, but the differences in these values from each other. After 
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conducting an equality test of the low, mid, and high coefficients we get 
a p-value of 0.702, indicating that the coefficients are not different from 
each other in a statistically significant sense, and therefore, no variance 
heterogeneity exists. But, what if the result of this test were different, 
exactly how would we correct for variance heterogeneity if it did exist?

Let’s assume that variance heterogeneity did indeed exist. The correc-
tion for it would entail using a generalized least squares (GLS) type of 
method. Nearly all undergraduate textbooks address this methodology 
when used for heteroskedasticity correction. But, GLS is only good if you 
know the true nature of the heterogeneity in the variance; in our case, 
however, we are estimating it. To this end, we must use a variant called a 
feasible generalized least squares procedure (FGLS). This is perhaps the 
best way to correct for variance heterogeneity when it is known to be pre-
sent (Edwards et al. 2006). The way someone would perform an FGLS in 
this case is as follows.

Again, let us assume that each of our low, mid, and high coefficients 
in Figure 6.1 are different from each other in a statistically significant 
sense. Then, given these estimates we would estimate the natural log of 
the squared residuals as

 In( )r C C D2
0 1

� � �= +  (6.3)

Specifically, in our case we would have the function

 In(r low mid high2 0 122 0 089 0 263) . . .� = + −  (6.4)

Figure 6.1 Regression testing for variance heterogeneity
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We would then take these estimates of In(r 2 )� , and convert them to sim-
ply r̂  by first exponentiating, and then taking the square root of what’s 
left. To correct for heterogeneity, we would then weight all of the variables 
in our model, including the constant. Hence, reflecting on model (2.1) in 
Chapter 2, our new model would look like

 
y
r

a
r

a
x
r

e
rˆ ˆ ˆ ˆ

= + +0 1

1
 (6.5)

Completing this operation for the final regression from Chapter 5, and 
rerunning that regression, we get the output in Figure 6.2.

The “w” in front of each of the coefficient or variable names stands for 
that variable weighted by the r̂  that we generated earlier. The reader will 
notice that none of the relevant p-values changed in any dramatic way—
at least in a way that would cause a re-evaluation of the inference we drew 
from the results of our final model in Chapter 5. But we expected this. 
The reason is that since we didn’t find any variance heterogeneity in the 
results from Figure 6.1, all of those standard errors, and therefore the 
p-values generated from them, were unbiased; remember, we only con-
ducted this experiment for expositional purposes. Having said this, there 
are a couple of differences in this latest batch of output that the reader 
should be aware of.

The first difference is in the sample correlation coefficient—that is, 
the R 2. The R 2 depicted in Figure 5.8 was 0.267, but the one depicted 

Figure 6.2 FGLS model if variance heterogeneity existed



52 BUILDING BETTEr ECONOMETrIC MODELS

in Figure 6.2 is 0.530, or nearly twice as high. This is a false reading. The 
reason is the same as it is for an R 2 that is generated from a regression 
that doesn’t have a constant term such as that used to generate the results 
in Figure 5.3, which also had an inflated R 2. The calculation of the R 2 
assumes that a constant exists, otherwise captured in y , which is one 
of the main components in the calculation of the correlation coefficient 
itself; therefore, any calculation of this statistic when a constant doesn’t 
exist is biased. In our case, the constant is divided by r̂  which is a variable, 
and therefore the entire term itself, a

r0
1
˘
, is no longer constant.

The other difference in the two batches of output one should notice 
is that the coefficient estimates themselves have changed, albeit not by 
much. This is the main drawback of correcting for variance heterogeneity. 
Although asymptotically unbiased, after performing the FGLS procedure 
the coefficients do not maintain the nice finite sample properties that they 
had before the procedure was completed. To this end, the researcher must 
use discretion when evaluating the benefits of variance heterogeneity cor-
rection, such as the benefit of accounting for substantial bias in p-values 
versus the changes in the coefficient estimates themselves. The rule of 
thumb I use is that if the magnitudes of the coefficients are important for 
forecasting specific levels of the left-hand-side variable, then I will prob-
ably ignore the heterogeneity because any change in the coefficient values 
may greatly change those forecasts. But if the actual values of the coef-
ficients aren’t important, and only the sign of the coefficient is important, 
then I will probably correct for variance heterogeneity.

To be honest, I have absolutely nothing to support my reasoning. 
It’s simply a personal condition I apply to my own work. But it doesn’t 
matter; as long as the researcher is aware of these issues and weighs the 
pros and cons of variance correction using the FGLS procedure, then 
one should be able to make an educated decision whether to perform it 
or not.



CHAPTER 7

Basic Misspecification 
Testing and Respecification

The Panel Data Case

In this chapter we test for and correct (if needed) misspecification issues 
1 through 5 from Chapter 1 specifically for panel data regressions. The 
order of the misspecification testing and respecification procedures cer-
tainly works well for me when using cross-sectional models, and it seems 
to work particularly well with panel data models. Exactly why, I don’t 
know; but, I suspect it has much to do with the fact that panel data has an 
extra dimension—a time dimension. Hence, we need to add misspecifica-
tion (3) to our list of procedures—dependent variable dynamics in panel 
data. I’ve found that once (3) is addressed, the theoretical interpretation 
of the results from (4) and (5) tend to be less awkward.

To repeat myself from Chapter 5 (if you read that chapter, but it’s not 
necessary if your only interest is in panel data modeling), the algorithm 
outlined in this chapter is one developed by myself over years of perform-
ing empirical research, analyzing other author’s research, and publishing 
many articles that address the topic of model specification. The reason  
I call the step-by-step process an algorithm is because it can be recursive 
in nature. There have been instances in my past empirical work whereby 
I’ll test for one misspecification issue, find that it exists and correct for it, 
but have to go back and address it again after correcting for a completely 
different misspecification issue! Therefore, one cannot just perform the 
steps we are getting ready to outline and be done with it, even though for 
brevity’s sake, we will do just that in this book. But the reader should take 
it upon themselves to recheck their assumptions after any major respeci-
fication takes place.
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Just to reiterate the base model results we obtained earlier in the book, 
Figure 7.1 is the same as that from Figure 4.2 in Chapter 4. We will track 
these results and how they change as we move through this chapter.

Heteroskedasticity

Heteroskedasticity has always been considered a relatively minor problem 
with an easy fix if it exists. A visual test for heteroskedasticity was used 
in Chapter 2 whereby one can simply create a scatter plot of the absolute 
value of the residuals on x and look for a correlation. Another would 
be to generate a scatter plot of y on x and check for unequal spread as x 
changes. But both of these are cumbersome when the model has many 
right-hand-side variables. Furthermore, using panel data incorporates an 
extra dimension to the data which, theoretically at least, adds another 
area for heteroskedastic errors to exist. In other words, not only could 
the squared residuals be a function of x for some contemporaneous time 
period like in a cross-sectional framework, but the squared residuals could 
also be a function of past observations of y as well.

The tests for heteroskedasticity in a panel framework are the same as 
those for cross-sectional data. (Of course, this isn’t entirely true because of 
the added layers of difficulty in modeling panel data in general, such as the 
existence of possibly many panels, each with its own time series; but, at this 
level of sophistication, these tests are sufficient for one to determine whether 
heteroskedasticity proper exists or not.) One test that is preprogrammed 
into nearly every software package is the White’s test (White 1980), and 

Figure 7.1 Base regression using panel model
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one that is often preprogrammed is some form of the Breusch–Pagan test 
(Breusch and Pagan 1979). Both tests construct an auxiliary regression, 
whereby a mathematical permutation of the residuals is regressed upon a 
conditioning set that is a function of the x’s used in the original regression. 
If a correlation exists then the null of homoskedasticity must be rejected. 
In our case, both the White’s, and Breusch–Pagan tests return p-values of 
0.000, meaning that we can reject the null of homoskedasticity.

The most common way of correcting for heteroskedasticity is to use 
some form of a robust command in your statistical software package. In 
Stata this command is attached to the end of your regression command 
line. Most of these robust commands are constructed using some form of 
White’s heteroskedasticity corrected standard errors (White 1980). The 
nice thing about this procedure is that it only corrects the standard errors 
and doesn’t affect the estimates of the coefficients like a feasible general-
ized least squares (FGLS) procedure would.

Rerunning the regression for the panel model with the robust com-
mand added to the end of our command line we find relatively large 
changes in the p-values of some of our coefficients. When comparing 
Figures 7.1 and 7.2, there are substantial increases in the p-values of the 
coefficients for FDI and School. Even though still statistically significant, 
the p-value for FDI has increased by a factor of five, while that of School 
has nearly doubled. Having said this, the overall inference that was drawn 
back in Chapter 4 is still the same.

The reader will notice that there is no more indication of an adjusted 
R2 value like there was in the original base regression output. This is 

Figure 7.2 Heteroskedasticity-corrected panel results
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because when the robust command is employed using Stata, it drops this 
particular statistic. To be honest, exactly why this is I’m not sure. But, it’s 
not really relevant in this case anyway, and if truly interested, it can still 
be retrieved through the e(r2_a) command. But what the reader will also 
notice is that none of the coefficient values have changed. This is one of 
the nice properties of White’s correction versus FGLS.

Intercept Heterogeneity

Moving on to intercept heterogeneity, while the general tests are the same 
for both the cross-sectional and panel cases, the construction of the cor-
rection variables is somewhat different. Therefore, the test construction 
we used in Chapter 5 is quite different from what we will be using in this 
chapter. Let us address the testing phase first.

As mentioned in Chapter 5, testing for intercept heterogeneity on a 
cross-sectional model is easy. You would simply include a dummy vari-
able (or variables) that equals 1 for some quasi-obvious clustering of data 
within the i dimension, and 0 otherwise. Likewise, for panel data that 
has both a small i and t dimension, one should rely entirely on the cross-
sectional procedure and cluster the i’s in some meaningful way as previ-
ously described. But for all other cases, for example, panel models with 
a small i dimension and at least several observations over t for each i, or 
a relatively large i and t dimension, and so on, you should construct a 
dummy variable for each i and run the same test of equality across the 
coefficients. In this latter case, however, because the i dimension can be 
large like our current case where i equals 172, testing the equality of coef-
ficients can be quite tedious, all with the result that you will probably find 
significant heterogeneity across i (I know I always have). This is why most 
researchers, like myself, simply assume it exists and make the necessary 
corrections.

The only real difference between large panel intercept heterogeneity 
correction procedures and that for the cross section is that in the panel 
case, researchers correct for this issue at a smaller level than they would 
in a cross section. Ideally, it is always better to address intercept and slope 
heterogeneity at the smallest possible level as long as the researcher doesn’t 
overspecify their model, thereby swamping the effects the x’s have on y. In 
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the cross-sectional case we checked for heterogeneity using income delin-
eated dummies. The inclusion of these three dummy variables are not 
enough to swamp the effects I, FDI, and so on, have on Growth, yet they 
are enough that if intercept heterogeneity did exist, they would pick it up. 
Obviously, we wouldn’t have been able to use country-level dummies sim-
ply because there aren’t enough observations. But because of the relatively 
large number of observations we have to work within our panel data set, 
each i having over 20 observations on average, correcting intercept het-
erogeneity at the country level is now possible. To this end, when using 
panel data that contain at least several t observations for each i, research-
ers will commonly use a technique known as a within regression. Within 
regressions can be easily performed with most regression packages.

A within regression goes something like this. We begin with equa-
tion (7.1)

 y a a x eit i it it= + +0 1 .  (7.1)

Now, if we assume that this relationship is consistent over time, then we 
can rewrite (7.1) as

 y a a x ei i i i= + +0 1 ,  (7.2)

where the bar across the top of each variable stands for that variable’s time 
mean within country i. Now, subtracting (7.2) from (7.1), we get,

 ( ) ( ) ( ) ( ).y y a a a x x e eit i i i it i it i− = − + − + −0 0 1  (7.3)

Since the constants do not vary over time, they cancel each other out, 
resulting in the equation

 ( ) ( ) ( ).y y a x x e eit i it i it i− = − + −1  (7.4)

Hence, there is no need to construct dummy variables for each country. 
We just transform the data as shown and we will get the same slope coef-
ficient estimates as earlier. And since we are only interested in the a1’s 
anyway, we can still draw the inference needed to conduct our research. 
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Applying this technique to the heteroskedasticity corrected panel model 
we get the output in Figure 7.3.

Comparing these results with those of Figure 7.2, we find that there 
was substantial bias in many of the estimates. With the exception of Pop 
and G, the other estimates changed substantially in terms of magnitude 
and significance. In fact, no longer are I and FDI significant determinants 
of economic growth across these countries.

There are three caveats that should be mentioned with regard to the 
within results. First, the reader will notice that although we performed 
the within transformation, the output in Figure 7.3 still has a coeffi-
cient estimate for _cons—that is, it still estimated an intercept term. The 
researcher can actually drop this from the regression with a nocons com-
mand at the end of the regression line; but, it’s not necessary. The reason 
comes directly from a Stata webpage, “The results that (the appropriate 
Stata command) xtreg, fe reports have simply been reformulated so that 
the reported intercept is the average value of the fixed effects (if they 
were explicitly modeled) (http://www.stata.com/support/faqs/statistics/
intercept-in-fixed-effects-model/).” Therefore, there is no need to worry 
in our case; the coefficient is reported simply for convenience.

Second, the sample correlation coefficient in Figure 7.3, also known 
as the R2, is not entirely accurate; and to a great extent, this inaccuracy 
transcends regression packages. This R2 is calculated using equation (7.4), 
where there are no dummy variables representing the countries—they’ve 
been subtracted out before hand. Hence, the within R2 actually reflects 

Figure 7.3 Within regression results
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the fit of the regression as it pertains to the right-hand-side x’s and not 
any intercepts. Because of this, if the researcher is truly interested in an 
accurate R2, they will have to run a regression of the form (7.1) and use 
that R2 value instead. The slope values will be the same as in Figure 7.3, 
but that R2 will be the more accurate one.

The final caveat is the fact that the degrees of freedom are not obvious. 
For a researcher who wants to perform subsequent testing by hand (i.e., 
programmed testing that is not canned in the econometric software pack-
age), this can be a huge issue. Typically, the degrees of freedom for an OLS 
type of regression equal the number of observations minus the number 
of right-hand-side variables plus the intercept. In a cross-sectional model, 
if I equals the number of observations and k equals the number of right-
hand-side variables, then the degrees of freedom would be I– k −1. The 
1 in this case represents the intercept. In a rudimentary panel model, the 
number of observations would equal IT, where T reflects the total num-
ber of time-period observations and I reflects the number of i groups, in 
our case here these are individual countries. Therefore, without correcting 
for intercept heterogeneity, the degrees of freedom would be IT – k −1.  
But when running a regression of the form (7.1), we must subtract out 
all of the intercepts, not just one of them. So the degrees of freedom in 
this case would be IT – k −I. Believe it or not, the degrees of freedom for 
equation (7.4) is exactly the same as it is for (7.1) even though there are 
not any actual intercepts modeled in (7.4); this is why any subsequent 
programming by hand must account for these larger degrees of freedom.

Moving back to the purpose of this chapter, that is, heterogeneity 
testing, there is one last heterogeneity issue that must be tested for when 
using panel data that isn’t an issue for cross-sectional data, and that is 
heterogeneity as a function of t. Time heterogeneity, as I like to call it, 
simply means that y conditioned on the x’s is trending either upward or 
downward over time, on average, for each i. In this case of heterogeneity, 
equation (7.1) would look like

 y a a x a t eit i it i it= + + +0 1 2 .  (7.5)

Testing for this form of misspecification is easy as all you need to do is 
construct a discreet ordinal variable that starts at one and continues to the 
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end of each i’s time span. One then simply includes this in their heter-
oskedasticity and intercept-corrected regression and evaluates whether its 
coefficient is statistically significant or not. In our case, the coefficient for 
t in Figure 7.4 is highly insignificant indicating that on average, growth 
is not trending upward or downward over time. Therefore, we can drop 
it from our subsequent analyses. And it actually makes sense when one 
thinks about the dynamics of economic growth. Growth is not a stock 
variable, it is a flow variable. Trending would mean that Growth either 
increases in a linear way without bound, or decreases in the same fashion; 
but Growth (i.e., the percentage change in GDP) will always be bounded 
in some way whether by business cycle dynamics or because the long-run 
trend in GDP cannot be exponential. On the other hand, if we were to 
model a country’s level of GDP, that is, a stock variable, it would indeed 
trend in a deterministic way. Hence, a researcher should be aware of the 
type of variable they are using and whether they would be expecting it to 
trend or not.

Dependent Variable Dynamics

Failing to control for dependent variable dynamics in panel regressions is 
perhaps the second most critical misspecification issue; the most critical 
being statistical omitted variable bias which we will investigate next. The 
reason that controlling for dynamics is so critical is simply that nearly 

Figure 7.4 Testing for time heterogeneity
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every continuous regressand, or y, related to economics has a cyclical 
component to it. In our case, annual growth in per capita real GDP actu-
ally defines, and in the short run is defined by, a business cycle. Even vari-
ables like migration have cyclical components to them. And even though 
ignoring the cyclical component itself does not result in biased estimators, 
if the right-hand-side variable of interest responds to this dynamic, then 
a correlation between the regressor and the error of the model would 
result. Furthermore, simply as a case of drawing the purest inference pos-
sible from the true relationship between the variable of interest and the 
dependent variable, subtracting out the effects of the dynamic compo-
nent in y is critical.

Mathematically, dependent variable dynamics can be modeled as

 y a b y a x eit i it it it= + + +−0 1 1 1  (7.6)

The dynamic component comes in through yit−1. I’ve allowed for one lag 
to start our particular case. But more than 1 year should also be tested for 
if the coefficient estimate for the first lag, b1, is larger than 0.500. For data 
that has a higher frequency, however, you may need to include even more 
lags regardless of the coefficient value of the first lag.

Modeling the dynamic component of yit may look straightforward—
that is, include one lag of itself on the right-hand side of the equation and 
simply run the regression; but one significant problem arises when this 
operation is performed using a within regression. Assume we run a stand-
ard within regression like (7.4), but include a lagged dependent variable 
on the right-hand side as in (7.7)

 ( ) ( ) ( ) ( ).y y b y y a x x e eit i it i it i it i− = − + − + −−1 1 1  (7.7)

It is apparent from (7.7) that the yi  on the right-hand side is correlated 
with the ei  (revisit equation (7.2) from earlier in this chapter and the 
correlation is easy to see). This means that there will exist dependence 
between the residuals and transformed lagged dependent variable. For-
tunately, overcoming this obstacle is easy although another issue arises, 
which we will address later.



62 BUILDING BETTEr ECONOMETrIC MODELS

Anderson and Hsaio (1982) recognized that the best way to treat this 
issue is to take first differences of (7.6) rather than use a within transfor-
mation method. Model (7.7) will then look like

 ( ) ( ) ( ) ( )y y b y y a x x e eit it it it it it it it− = − + − + −− − − − −1 1 1 2 1 1 1  (7.8)

But this form presents another issue—the fact that now 1ity −  is corre-
lated with eit −1. One way to overcome this problem is to instrument  
( )y yit it− −−1 2  with yit −2 so that (7.8) now becomes

 ( ) ( ) ( ).y y b y a x x e eit it it it it it it− = + − + −− − − −1 1 2 1 1 1  (7.9)

Another way is to instrument ( )y yit it− −−1 2  with ( )y yit it− −−2 3  so that 
(7.8) now becomes

 ( ) ( ) ( ) ( ).y y b y y a x x e eit it it it it it it it− = − + − + −− − − − −1 1 2 3 1 1 1  (7.10)

Most researchers performing this operation simply use the second lagged 
level yit −2 and run a regression of the form (7.9). Having said this, a more 
sophisticated method that takes advantage of the maximum number  
of moments is something called a dynamic panel generalized method of 
moments (GMM) operation that uses both lagged levels as well as lagged 
differences as instruments (Arellano and Bond 1991; Arellano and Bover 
1995; Blundell and Bond 1998). There are a few technical issues when 
performing this operation that one should be aware of. I suggest that a 
researcher using this methodology consult Roodman 2006, 2009.

In our case, since I’ve been using this methodology many years now, 
I’m about as close to an expert in dynamic panel modeling as one can 
get (other than Roodman, of course). To this end, I will simply portray 
the output of our model and the reader can have confidence that the 
technical details are appropriately addressed during the operation. Hav-
ing said that, even though many packages such as Stata now have this 
feature  preprogrammed into their software, the programmer will need to 
remain vigilant that the technical details (most of which are outlined in 
Roodman’s manuscripts) are within the bounds of reasonable statistical 
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outcomes. Some of these preprogrammed versions of the GMM method 
are not as flexible as the user written versions are. Ultimately, if the 
researcher is not comfortable using this procedure, they should consider 
using the Anderson and Hsaio method instead.

Controlling for cyclical components in Growth we get the output 
in Figure 7.5. First, the coefficient for lagged Growth, labeled as Growth 
L1, is highly significant meaning that there is a dynamic component to 
Growth. Comparing the results in Figure 7.5 with those of Figure 7.3, we 
find that dependent variable dynamics did indeed play a role in influenc-
ing the estimates of the other coefficients. The coefficient for FDI changed 
signs and is now marginally statistically significant. On the other hand, 
whereas School, Trade, Pop, and G were significant before, no longer are 
they. What this means is that the other variables were simply picking up 
(or mimicking if you will) the dynamic component of Growth, obscuring 
their true long-run relationship with Growth. (For the more sophisticated 
reader, the Hansen test for overriding restrictions returned a p-value of 
0.442, the AB Test for AR(1) returned a p-value of 0.000 as expected, and 
that for AR(2) is 0.201. All of these are well within the bounds of reason-
able test statistics for the GMM process. Problems would exist if these test 
statistics approached their bounds of 0.000 and 1.000. Only one lag was 
used to instrument lagged Growth, resulting in 81 instruments; this is far 
less than the number of groups which is 172.)

At this point it would interest the reader to keep in mind that 
the dynamic panel GMM regression we just ran already controls for 

Figure 7.5 Dynamic panel regression
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endogeneity between all of the other variables and current growth (see 
model (4.2) in Chapter 4). Because we lagged I, FDI, School, Trade, Pop, 
and G prior to putting them into our regression, there is no need to use 
the GMM methodology with these variables. Using this method on all 
of the right-hand-side variables would lead to a large number of instru-
ments, overspecification, and significant problems with test statistics and 
statistical inference. And even though the GMM methodology has varia-
tions of it that can address this issue (such as the collapse function which 
respecifies matrices into simpler forms), to realize the full potential of 
such a method, and unless you are very familiar with this routine, it is 
not recommended that these procedures be performed. However, if the 
researcher has a particular variable of interest, say FDI, it may behoove 
that person to perhaps keep that variable in its contemporaneous form 
and perform the GMM dynamic method to it as well, while keeping the 
other variables as simple one-period lags. The choice is the researchers to 
make; but again, be aware of using too many instruments and the prob-
lems it poses (see Roodman’s work mentioned earlier for a full explana-
tion of these issues).

Slope Heterogeneity

It’s time now that we go back to exploring heterogeneity, but this time 
in the slope and not the intercepts. As mentioned in Chapter 2, slope 
heterogeneity is much like intercept heterogeneity but when the slope dif-
fers in a statistically significant way across some obvious clustering of the 
dependent variable. Rewriting equation (2.7) in Chapter 2 we would have

 y a a D x a D x e= + + +0 1 1 2 2 ,  (7.11)

where D1 is a dummy variable that equals 1 when characterizing one 
group and 0 otherwise, and D2 another. And while (7.11) is the best 
for conducting the initial tests of differences in slopes as will be obvious 
below, a more common form is

 y a a x a Dx e= + + +0 1 2 ,  (7.12)
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where D is a dummy variable that is equal to 1 for some cluster and equal 
to 0 for all other clusters. Therefore, the slope for a “control” group would 
simply be a1 but the slope for the delineated cluster would be a1 + a2. 
Hence, a2 measures the difference between the control group’s slope and 
that for the delineated cluster.

In our case, an obvious clustering of our dependent variable, Growth, 
would be by income group—the same clustering we explored for inter-
cept and slope heterogeneity in the cross-sectional case. Let us now per-
form the same procedure on the panel data model.

There are interesting results in Figure 7.6. First, as expected, econo-
mies of all developmental levels have robust business cycles as the coef-
ficients on all of the lagged Growth variables are highly significant. Also, 
it seems as though the business cycle in high-income countries has more 
memory as the value of its lagged Growth coefficient is more than twice 
as large as middle and lower income economies. What’s also interesting 
is the fact that only high-income FDI, high-income Trade, and middle-
income G, have significant coefficients—only about one-half of the num-
ber of significant coefficients than the cross-sectional case. That said, we 
have to remember that this is a fixed effects regression that accounts for 
changes in intercepts at a far smaller level, that is, country level, than we 
accounted for in the cross-sectional model, that is, income groups. To 
that end, we are accounting for far more heterogeneity in the data and 
this could be washing out the differences in the effects of the individual 

Figure 7.6 Slope heterogeneity regression
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economic components like I, School, and so on. However, all of this dis-
cussion is meaningless until we actually test for equality across the slopes.

Testing the equality of the slope coefficients for the panel model 
yields p-values from 0.192 for the Pop coefficients to 0.623 for the I 
coefficients. These tests tell us that there is no statistically significant 
difference in slope coefficient estimates across the income groups for 
any of the x variables. However, the same p-value for the lagged Growth 
coefficients is 0.001, telling us that business cycle memory does indeed 
differ across income groups. The coefficient for lagged growth of the 
high-income group is 0.457, while those for the middle- and low-
income groups, respectively, are 0.176, and 0.146; in other words, the 
middle- and low-income groups are quite close, while the high-income 
group, as mentioned earlier, is much larger. Therefore, performing 
a test of equality on the lagged Growth coefficients for the low- and 
 middle-income groups we get a p-value of 0.757; hence, we will com-
bine these countries. The final panel model we will move forward with 
is that in Figure 7.7.

One result we see in this permutation of the panel model estimates 
is probably expected, while the other is a direct result of correcting for 
slope heterogeneity. First, high-income nations generally have business 
cycles that contain more memory. In other words, this period’s growth is 
more reliant on last period’s growth than for middle and lower income 

Figure 7.7 Regression corrected for slope heterogeneity
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countries. This makes sense as higher income economies tend to be more 
developed and less erratic. Second, if we remember back in Figure 7.5 
only the coefficient for FDI was significant, and marginally at that. Here, 
however, the p-value for this coefficient fell by about 17 percent, from 
0.099 to 0.082, making it even more significant. Since adding the high 
income lagged Growth variable is all we did differently from the regres-
sion model that generated the results in Figure 7.5, this fall in p-value 
is a direct result of that misspecification issue. But that’s not the only 
one. The reader will also notice that the coefficient estimate for Trade was 
0.036 in Figure 7.5, now it’s 0.031—not much of a change in estimates. 
However, the p-value has fallen substantially from 0.110 to 0.030—a fall 
of about 70 percent! Now, Trade does indeed have a significant effect  
on Growth.

Statistical Omitted Variable Bias

I speak about statistical omitted variable bias in my other book (Edwards 
2013), and how it differs from what I call theoretical omitted variable 
bias; I also describe it earlier in Chapter 2 of this book. Most researchers 
lump them both together and call them simply omitted variable bias, but 
I like to differentiate theoretical bias from the more objective and purely 
statistical bias. A perfect example of statistical omitted variable bias is the 
inclusion of a squared x. If a squared x is needed but not included on the 
right-hand side prior to running the regression, bias in the relationship of 
interest would result. And while we could hypothesize why there would 
exist a nonlinear relationship between x and y, for the most part, testing 
for it is simply to paint a more statistically accurate picture of the rela-
tionship with Growth. Theoretical omitted variable bias is different. The 
idea of it only relies on theory. We may have such bias if (1) there exists a 
variable that we have access to that is correlated with Growth, and (2) it is 
simultaneously correlated with our variable of interest. Both (1) and (2), 
of course, are based purely on theory and are nearly always likely to exist 
with at least one variable that is not in your regression. In this sense, as 
long as any residual at all exists from our regression, our estimators will 
always be biased! This is why, in my opinion, theoretical omitted variable 
bias is a concept that has tenuous argumentative support at best.
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Figures 2.9 to 2.11 show perfectly a hypothetical nonlinear relation-
ship between x and y; but when there are more than one x, pictorially test-
ing for statistical bias can be problematic. Furthermore, statistical omitted 
variable bias actually involves more than just the quadratic specification 
issue, it also involves interactions. A regression model addressing the for-
mer would look like equation (2.12) in Chapter 2, or

 y a a x a x e= + + +0 1 1 2 1
2 .  (7.13)

But a regression model addressing the latter would look like

 y a a x a x a x x e= + + + +0 1 1 2 2 3 1 2 ,  (7.14)

where by x1 and x2 are different x’s.
The reason why I only presented the quadratic case in Chapter 2 is 

because I know from experience that empirically testing for the inter-
action of variables can lead to outcomes that are theoretically tenuous, 
and therefore difficult if not impossible for the researcher to explain. For 
instance, assume we found that domestic investment interacts with gov-
ernment spending such that the marginal effect of I on Growth is

 ∂
∂

= +Growth
I

a a G1 2  (7.15)

meaning that the marginal effect is a function of government spending. 
Well, this is easy to explain since we know from basic macroeconomics 
that the two can affect each other through the crowding out type of argu-
ments. Hence, these interactions can easily translate to domestic invest-
ment’s effect on growth. But, what if we found that Trade and School 
interacted with each other, thereby affecting their own relationships with 
Growth? That would be much harder to explain. To this end, we only 
explore the quadratic issue in this book and not interactions. But again, 
please be aware that this problem can indeed exist and should be explored. 
In my own work, I empirically explore these interactions only if there are 
strong theoretical reasons why they should exist.
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The most common way of testing for quadratic relationships is to 
simply include squared x’s into the regression and evaluate the statistical 
significance of their coefficients. Notice that I did not mention the inclu-
sion of squared lagged y’s for the panel regression. This is because the coef-
ficient to lagged y is already picking up a dynamic nonlinear relationship 
by definition as long as the coefficient estimate is less than 1.000 in abso-
lute value. Furthermore, what exactly does it mean when we say that cur-
rent economic growth is a function of squared lagged economic growth? 
I’m not sure anyone can answer that question. Hence, there is no need 
to include squared lagged dependent variables when performing this test.

Performing the same operation on the panel model, the output in 
Figure 7.8 tells us that only I has a significant nonlinear effect on Growth. 
But before we attempt to draw inference from this result, let us drop the 
other squared terms, leaving us with a far more parsimonious form. This 
we see in Figure 7.9. Investigating the simpler model in Figure 7.9, we 
find that FDI and Trade continue to have a significant effect on Growth. 
Furthermore, high-income economies continue to have a different busi-
ness cycle to middle- and low-income economies. However, the interest-
ing inference lies in the coefficient estimates for I and Isq.

From Figure 7.7 we found that the effect I has on Growth is insignifi-
cant. The results in Figure 7.9 paint a different picture. Since the effect is 
quadratic and concave downward, there will exist a maximum. We know 
it’s concave downward because the second derivative of Growth with 

Figure 7.8 Regression checking for statistical omitted variable bias
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respect to I is negative. The real question is whether the maximum lies 
within the relevant sample space of I. To this end, we take the derivative 
of the function

  Growth I Iit it it= −0 268 0 004 2. .  (7.16)

to get

 ∂
∂

= −Growth
I

Iit0 268 0 008. . . (7.17)

We then set this equal to zero and solve for I to find our maximum. The 
maximum of this function is at Iit = 33.5, which is well within our rel-
evant sample space. Since I is in percentages in our case, this means that 
increases in (lagged) investment positively impacts economic growth at 
a decreasing rate for countries that have investment to GDP below 33.5 
percent, but further increases in (lagged) investment negatively impacts 
growth at an increasing rate for countries with higher levels of invest-
ment. What this means is that if we were to draw inference from the 
linear effects in Figure 7.7, that inference would be incorrect.

Final Panel Model and the Inference 
We Can Draw From It

To finish this chapter of the book, it is very apparent, just like it was in 
the cross-sectional case, that to have drawn accurate inference from the 

Figure 7.9 Regression after correcting for statistical omitted variable bias
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original results depicted in Figure 7.1 would have been a premature task 
to perform. I put the two results together so we can analyze them simul-
taneously. Figure 7.1 is repeated in Figure 7.10, and Figure 7.9 is repeated 
in Figure 7.11.

If we were to stop drawing inference at the results from our base regres-
sion, Figure 7.10, we would have concluded that all of our  right-hand-side 
variables affect economic growth in a statistically significant way. And 
they probably do; just not in the way we think they do, nor in the way 
our model was intending. To elaborate on this, I must bring in my own 
expertise in modeling cross-country growth in real per capita GDP.

When a researcher puts real per capita growth on the left-hand side 
of a regression function, the intention is to model long-run growth, not 
short-run growth. What the results in Figure 7.10 are capturing are the 

Figure 7.10 Base regression results

Figure 7.11 Final regression results
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long-run and short-run components of growth. But, after controlling for 
the short-run component through the lagged Growth variable, we can 
now determine what influences long-run growth; only domestic invest-
ment, foreign direct investment, and total trade volume as a percentage 
of GDP affect Growth; on the other hand, neither schooling, population 
growth, nor government spending influence long-run growth. But this 
begs the question, would we have expected School, Pop, or G, to impact 
short-run growth as the output in Figure 7.10 says they do? Absolutely 
not! Only G should influence short-run growth through fiscal policy. 
Both School and Pop are long-run determinants by definition because you 
can’t change the amount of schooling a nation has, or its rate of popula-
tion growth overnight like you can its level of government spending. This 
means that not only were the results in Figure 7.10 capturing both short-
run and long-run influences on Growth, but they were also substantially 
biased meaning the inference a researcher would draw from them couldn’t 
be trusted in the first place!

In general, unlike cross-sectional models, we have seen that panel  
models are far more dynamic and close attention must be paid to the 
plethora of possible misspecification issues contained within these models.  
To have simply stopped at the simple linear form would have been an injus-
tice to the realm of macroeconomic growth and led policymakers down 
the wrong path for their countries. But it isn’t just with this data set that  
one must explore these issues; unfortunately, all data sets are just as likely 
to contain them. Microeconomists, macroeconomists, those performing 
medical research in the fields of psychology, medicine, neuroscience, biol-
ogy, or any empirical field for that matter, must pay very close attention to 
model misspecification, and at the very least, to the items outlined in this 
chapter. When one wonders why data doesn’t hold up to theory, misspeci-
fication is usually the answer that is the most quickly ignored.

Moving forward throughout the remainder of the book we will use 
the model that generated the results found in Figure 7.11 only when 
considering the next two topics—variance heterogeneity and consistency 
in panels. As will also become apparent, the topics of consistency and 
dynamic parametric heterogeneity should not be taken in sequence as the 
data and conditioning sets will change substantially, rendering the final 
model found in Chapter 7 incomparable.



CHAPTER 8

Variance Heterogeneity

The Panel Data Case

If we remember from Chapter 3, variance heterogeneity can rarely be 
detected with a test for homoskedasticity. To reiterate equation (3.5) from 
that chapter, we have

 r 2 = c0 + c1D + m, (8.1)

which tells us that in the case of variance heterogeneity, a correlation 
would exist between the squared residuals and a set of dummy variables 
representing a particular clustering of the data, much like in intercept and 
slope heterogeneity. However, we run into an issue if we perform a regres-
sion specified exactly like (8.1). That is because the dependent variable is 
a squared version of a normally distributed variable (at least we hope it’s 
normally distributed). Park (1966) recommended using the natural log of 
the squared residuals instead, resulting in the regression

 ln ) .(r c c D v2
0 1= + +  (8.2)

This is the representation we will explore.
Figure 8.1 shows the screenshot of our Stata output when we run a 

regression of the natural log of our squared residuals from the final model 
in Chapter 7 on the income-level dummy variables we created previously.

A test for the overall equality of the coefficients for the three income 
levels returns a p-value of 0.000 indicating that the coefficients are not 
equal to one another. Viewing the estimates in Figure 8.1, it seems as 
though the coefficients for the low- and mid- income groups are nearly 



74 BUILDING BETTEr ECONOMETrIC MODELS

identical, while those for the high group are only about one-half of the 
others. This actually makes sense as it is well known that developed 
nations tend to have less volatile economies than emerging or developing 
countries.

Conducting a separate test on the equality of the low- and mid- income 
countries, we get a p-value of 0.683. This means that as expected, the  
low- and mid- coefficients are not significantly different from one another 
and their groups can be combined. Rerunning the same regression but 
lumping the low- and mid- countries together and using them as the con-
trol group, that is, letting that group act as the overall constant for the 
regression, we get the results in Figure 8.2.

While the results in Figure 8.1 reflected the actual levels of volatility 
for each income group with the high group having the lowest volatility, 
the constant in Figure 8.2 reflects the weighted average level of volatil-
ity across the low and mid groups, with the high group coefficient being 
the difference between the control group and the high-income countries. 
This means that on average, high-income countries have 0.799 percentage 

Figure 8.1 Regression testing for variance heterogeneity

Figure 8.2 Variance regression using low and mid as the control 
group
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points of lower volatility in real per capita GDP growth than volatility in 
lower income countries. The procedure now is to correct for this mis-
specification by performing a feasible generalized least squares procedure 
(FGLS) regression on the final model from Chapter 7.

Correcting for Variance Heterogeneity

The correction for variance heterogeneity will entail using a generalized 
least squares (GLS) type of method. Nearly all undergraduate textbooks 
address this methodology when used as an alternative to heteroskedastic-
ity correction. But, GLS is only good if you know the true nature of the 
heterogeneity in the variance; in our case, however, we are estimating it. 
To this end, we must use a variant called an FGLS. This is perhaps the 
best way to correct for variance heterogeneity when it is known to be pre-
sent (Edwards et al. 2006). The way someone would perform an FGLS in 
this case is as follows.

Using the procedure we just performed, that is, estimating the natural 
log of the squared residuals as

 In  ( )r c c D2
0 1

� � �= +  (8.3)

and specifically in our case we would have the function

 In( ) . .r low mid high2 1 682 0 799� = −  (8.4)

We would then take these estimates of In (r2), and convert them to simply 
r̂  by first exponentiating, and then taking the square root of what’s left. To 
correct for heterogeneity, we would then weight all of the variables in our 
final Growth model, including the constant. Hence, reflecting on model 
(1) in Chapter 2, our new model would look like

 y
r

a
r

a
x
r rˆ ˆ ˆ ˆ

.= + +0 1

1 e  (8.5)

Completing this operation for the final regression from Chapter 7, and 
rerunning that regression, we get the output in Figure 8.3. For easier 
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comparison, Figure 8.4 depicts the output from the final regression model 
generated in Chapter 7.

The “w” in front of each of the coefficient or variable names stands 
for that variable weighted by the r̂  that we generated earlier. The reader 
should also keep in mind that Figure 8.4 reports a coefficient value for 
_cons, but Figure 8.3 doesn’t. As discussed back in Chapter 7, _cons is the 
average value of the intercepts had they been estimated instead of sub-
tracted out before hand by the within transformation. Therefore, when 
conducting the FGLS weighting procedure, there is no actual constant 
term to weight like there was for the cross-section case; it doesn’t appear 
in the results of Figure 8.3 because it was purposely dropped when the 
regression was executed. I didn’t want to add any confusion to the discus-
sion of the output.

Now reporting on the results, not only are there substantial changes in 
the magnitudes of many of the coefficients, but also substantial changes 
in many of the coefficient’s p-values when compared with the results from 
Chapter 7 in Figure 8.4. In fact, it seems that only Trade has an effect 
on Growth that is robust to the respecification of this model. The rela-
tively large changes in coefficient magnitude are the main drawback of 
correcting for variance heterogeneity. Although asymptotically unbiased, 
after performing the FGLS procedure the coefficients do not maintain the 
nice finite sample properties that they had before the procedure was com-
pleted. To this end, the researcher must use discretion when evaluating 

Figure 8.3 Regression corrected for variance heterogeneity
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the benefits of variance heterogeneity correction, like that of correcting 
for substantial bias in p-values, versus the changes in the coefficient esti-
mates themselves.

The rule of thumb I use is that if the magnitudes of the coefficients 
are important for forecasting specific levels of the left-hand-side varia-
ble, then I will probably ignore the heterogeneity because any change in  
the coefficient values may greatly change those forecasts. But if the  
actual values of the coefficients aren’t important, and only the sign of 
the coefficient is important, then I will probably correct for variance  
heterogeneity.

To be honest, I have absolutely nothing to support my reasoning or 
justification for these bounds. It’s simply a personal condition I apply to 
my own work. But it doesn’t matter; as long as the researcher is aware of 
these issues and weighs the pros and cons of variance correction using the 
FGLS procedure, then one should  be able to make an educated decision 
to perform it or not. However, this case is considerably more complicated  
as one of the relationships is quadratic in nature. Even though the invest-
ment part of the growth function continues to be concave downward, the 
new maximum exists at Iit = –11. This means that as a nation increases 
domestic investment, economic growth will fall at an increasing rate from 
the beginning! If we remember from Chapter 7, I increased growth up 
to about 33 percent of GDP, then decreased growth thereafter. Since 
we know without a doubt that investment increases growth at least over 
some range of investment (reference a standard production function, for 

Figure 8.4 Regression without correcting for variance heterogeneity
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example), this latter result makes far more sense than the result we get 
after correcting for variance heterogeneity.

Given the inference we just conducted, I would conclude that cor-
recting for variance heterogeneity in this case would not be the correct 
thing to do. I say this for two reasons. The first is simply because the 
amount of variation in the conditional variance that is explained by the 
income effects is quite low. When we look back at Figure 8.2, only about 
2.5 percent of the variation in the conditional variance is explained with 
the inclusion of these dummy variables. The second reason I would forego 
the FGLS operation in this case is because the large changes to inference 
do not justify its use especially when so little heterogeneity is explained 
by these dummy variables. Having said that, once again, this situation is 
likely to be quite unique to the data set I am using. Any other permuta-
tion of this data set, much less using a completely different data set, might 
produce coefficient estimates that only change slightly, but produce  
p-values that change substantially. In cases such as this, it might behoove 
the researcher to use the respecified results. And even though coefficient 
estimates are considerably different in our particular case, at least we know 
that the standard errors are constant and conform to our original proba-
bilistic assumptions we made at the beginning of our empirical work.



CHAPTER 9

Consistent and Balanced 
Panels

To reiterate the gist of the explanation given in Chapter 3, balanced pan-
els simply mean that each i has the same number of t observations. In our 
case, this means that if one country covers 9 years’ worth of data, then all 
countries cover 9 years’ worth of data. Which years each country covers is 
not an issue with the concept of balanced panels; this is where consistent 
panels come into play. Consistency in panel data simply means that each 
of the balanced panels start in the same year and end in the same year. 
Therefore, you can have balanced but inconsistent panels, but you cannot 
have consistent but unbalanced panels.

There are perhaps three main reasons why researchers don’t, or won’t, 
recognize these concepts as actual misspecification. The first is the fact 
that researchers are only interested in drawing inference across i anyway, 
and not at all interested in the time dimensional inference from their 
estimates. Another is that by generating consistency, they may lose a 
large number of observations, and even a large number of individuals, 
hence dramatically changing their empirical experiment(s). And lastly, 
a researcher may not account for unbalanced and inconsistent panels 
because it is not a proper form of misspecification in a purely statistical 
sense. In other words, balancing of panels is not necessary to attain NIID. 
But researchers should indeed be aware that results obtained using unbal-
anced and inconsistent panels can generate false inference for the reasons 
outlined in Chapter 3. For the purpose of our exposition here, however, 
we will implement consistency in our panel data regardless of the loss in 
observations, groups, or both. Having said that, a loss of observations is 
certainly a concern that should be considered before taking on this mis-
specification issue.
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Figure 9.1 is a frequency distribution of our panel data delineated by 
year. The left-hand side of each column represents the actual year of the 
observations, and the right-hand side of each column lists the number 
of countries that have observations for that year. The reader can see that 
with the exception of the two latest years of data, the closer one gets to the 
present the more countries per year one has. For instance, the year 1979 
has 81 countries in it.

Currently, our regressions have included 172 countries. Obviously, 
none of the yearly cross sections have that many countries. Why is this? 
This is because many countries have data that either stops or begins 
toward the middle of the coverage of observations. This means that this 
frequency distribution isn’t of much use. But, it does give us some indica-
tion of where to begin our balancing act.

Even though each type of panel data set is different, especially within 
the context of the empirical area (i.e., this is a cross-country macroeco-
nomic data set, but the type of data for a microeconomist may have sub-
stantially different characteristics with regard to the i and t dimensions), 
in our specific case we would like to have at least 10 years’ worth of data 
for each country. According to Figure 9.1, the number of countries starts 
to drop off significantly after about 2008; so to start, I’ll drop all observa-
tions after that date. We also see that the number of yearly observations 
starts to substantially increase at about 1976—so I’ll drop all observations 

Figure 9.1 Year-on-year frequency distribution of observations
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before that date. Then what I do is generate a variable with my econo-
metric software that keeps track of the maximum number of observations 
per country (in my case with Stata, the command would incorporate the 
“egen varname = max(trendvariable)” function). I’ll then use this variable  
to drop all countries that have less than the maximum number of obser-
vations that are equal to the spread between 1976 and 2008, or 33 years’ 
worth of observations. I’ll then run an arbitrary within regression to see 
how many countries are used in it, as well as how many observations there  
are per country. I’ll then move the lower year from 1976 to 1977, and tell 
the maximum observation command to drop all countries with observa-
tions less than 32 years’ worth of data, rerun the regression, and document 
the number of countries and observations per country this regression cov-
ered. I’ll continue this procedure until (1) I reach the highest number of 
countries possible with more than 10 years’ worth of data, or (2) I reach 
10 years’ worth of data for each country.

In our case, the best I could do is a data set with 10 years’ worth of 
data covering 51 countries. If I let each country cover more years, I would 
have had fewer countries. If I wanted to have more countries, I would 
have had fewer years per country—as I said, it’s a balancing act. It cer-
tainly becomes apparent why most researchers do not use consistent pan-
els in their regressions. Doing so in our case has led to 121 fewer countries 
covered in our data set, and a loss of 3,248 observations! Furthermore, 
our results have changed substantially as we can see in Figure 9.2 com-
pared with the final model from Chapter 7.

The reader will notice that no longer is the business-cycle memory 
for high-income countries different from low- and middle-income coun-
tries. This outcome actually makes sense as most countries with consistent 
data are likely to be relatively more developed than countries with spo-
radic data, and thereby have business cycles more like developed econo-
mies. On comparing these results with the final regression output from 
Chapter 7 shown in Figure 7.11, one will also find that the relationship 
between I and Growth remains quadratic, but has changed concavity.  
Before this relationship was concave downward with a maximum at  
Iit = 33.5; now this function is concave upward with a minimum at Iit = 25.5.  
Therefore, instead of I positively affecting Growth at a decreasing rate up 
to 33.5 percent of GDP, and negatively affecting Growth thereafter, it 
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now negatively affects Growth at a decreasing rate up to 25.5 percent of 
GDP, and positively affects it at an increasing rate thereafter. And the final 
difference between this output and that in Figure 7.11 is the fact that 
no longer are the coefficients for FDI and Trade statistically significant, 
meaning that they no longer have a significant effect on Growth.

These changes in estimates are quite dramatic, which then begs the 
question—at this point in our exposition, should we have implemented a 
consistent panel procedure and compare it to earlier results? The answer is 
an emphatic no! The reason is simple. Unless the data set is balanced in its 
initial design, artificially balancing and creating consistent panels should 
only be done from the beginning of your research. Obviously, employing 
this method at this late stage is pointless, unless of course you just love to 
program econometric software. Is this really an important specification 
issue to consider then? Of course it is because as the reader has seen, the 
inference you would draw from a balanced and consistent panel would 
be dramatically different from an unbalanced panel. But, as mentioned 
before, sometimes the loss of data prevents one from using consistent 
panels in their research. Think about it this way. Assume you are a growth 
and development economist like myself. Is it more important to cover as 
many countries as possible in your empirical analyses and have as many 
observations as you can find, or is it more important to have consistency 
in a business cycle component across countries like we have here with all 
our data starting in 1999 and ending in 2008? Again, it simply depends 
on the question(s) the researcher is trying to answer.

Figure 9.2 Regression using consistent panels



CHAPTER 10

Dynamic Parametric 
Heterogeneity

Harking back to the explanation of dynamic parametric heterogeneity 
outlined in Chapter 3, typically researchers assume that all slope coeffi-
cients are constant over time. This means that we assume all relationships 
between x and y are also constant. In other words, given the simple model

 y a a t x e= + +0 1( ) ,  (10.1)

researchers typically assume that

 a t a1 1( ) .=  (10.2)

But instead, what if we actually had

 
∂
∂

=y
x

a t1( ),  (10.3)

where

 a t b b t1 0 1( ) .= +  (10.4)

Or, on the other hand, the marginal effect has a structural shift some-
where in time such that

 a t b b D1 0 1( ) ,= +  (10.5)

where D is a dummy variable representing some break in the marginal 
effect, perhaps delineated by a significant one-time event in the history 
of the relationship. In either of these cases the inference the researcher 
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would draw from their results would not be accurate if they assumed 
the relationship was constant when it obviously isn’t. So, in testing for 
dynamic parametric heterogeneity, we are testing whether b1 = 0. If it is, 
then this phenomena doesn’t exist; if it isn’t, then it does exist and should 
be modeled as such. 

A simple type of regression known as a rolling window regression is 
sufficient to tell a researcher whether their coefficients are trending or 
shifting over time. The rolling windows methodology goes like this (much 
of it is from Edwards and Kasibhatla 2009). A rolling window algorithm 
is essentially a recursive-least-squares estimation that does not hold the 
initial observations stationary (Baum 2001; Spanos 1986). A regression 
of (10.1) is performed across all individuals, i, over a multiperiod interval 
starting at the beginning period of data. The coefficient value, a1(1), is 
then recorded. The modeler then lets the window roll one period such 
that the regression is run across all i over the same multiperiod interval 
but spanning the second period to the end of the multiperiod interval. 
The coefficient value, a1(2), is again recorded. The researcher then lets 
the window roll one more period so that the span now covers the third 
period to the end of the multiperiod interval, and records the coefficient 
estimate, a3(1). The process continues until all periods are exhausted and 
we are left with the full set of estimated coefficients

 a t a a a a T1 1 1 1 11 2 3� …( ) { ( ), ( ), ( ), . ( )}.=  (10.6)

When using yearly data that is subject to cyclical behavior, such as 
economic growth, the rolling window technique works best if performed 
using as large an interval as possible. This will reduce much of the single 
period variance in the coefficients—that is, it will smooth out the results 
much like using seasonally adjusted data. It also does not place rather ad 
hoc weights on prior observations like an exponential smoother, or force 
a particular model form such as with a Holt–Winters smoother. This is 
particularly important since we are unaware of the underlying distribu-
tion within each panel across any particular time period. It is the coeffi-
cient estimates in (10.6) that we test for dynamic heterogeneity. The way 
we test for dynamic heterogeneity using these coefficients is to plot them 
over time along with their estimated standard errors. Visually, if at any 
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point(s) the lower (upper) bound of the standard errors crosses the upper 
(lower) bound, then the changes in the coefficient estimate is a statisti-
cally significant one.

Having outlined the procedure, I would normally start running the 
rolling window regressions and get on with the inference from the results. 
But there is one issue that must be considered; do we use balanced or 
consistent panels, or both? After very little thought, the answer is obvi-
ously to use consistent data. The reason lies in the fact that it is a dynamic 
operation with the purpose of investigating parametric stability. Let me 
explain this further.

What exactly is panel data? It is essentially a number of cross sections 
stacked one on top of another. In our case, each cross section contains 
exactly one year’s worth of data. A rolling window procedure would then 
start at the first year and roll through until the end. So, would it make 
sense to start this procedure at different years for different i’s? This would 
mean that the first regression window would contain a different num-
ber of i’s than other windows would. If we are interested in measuring 
dynamic stability in coefficients estimates, we would naturally want to 
have exactly the same i’s in every window as well as those windows start-
ing and ending in exactly the same years. To this end, we will test the 
most basic form of our regression model using a version of the consist-
ent data set we generated in Chapter 9. The only misspecification issues 
we will incorporate into our beginning model will be dependent variable 
dynamics because it could be argued that unless we control of dynamics 
in the dependent variable, coefficient estimates would naturally change 
over time. For simplicity’s sake, we will ignore all other forms of mis-
specification.

We also have one other issue to address regarding our particular mod-
eling case and data set; and that is the number of observations per coun-
try. If we use exactly the data set generated in Chapter 9, we will only have 
10 observations per country. Reviewing the description for performing 
the rolling window regression, we know that our window must contain 
multiple observations; I generally prefer at least five time observations for 
my windows. But then this would only yield six coefficient and standard 
error estimates. This makes it difficult to discern whether heterogeneity 
exists or not. Because of this, I will reformat the data set constructed in 
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Chapter 9 by sacrificing countries and overall observations for a longer 
time dimension for each country.

The data set we will use for this analysis will cover 18 countries with 
360 observations. Each country has 21 years’ worth of data from 1988 to 
2008 inclusive. Because of losing one observation due to the inclusion of 
lagged Growth on the right-hand side, there are a total of 20 years’ worth 
of data for each country that can be used for the rolling window method. 
In our case, 5 years’ worth of data across the 18 countries will make up the 
window. The window will effectively start in 1989. We will run a regres-
sion spanning all countries from 1989 to 1993 and record the estimated 
coefficients and their standard errors. We then move this window 1 year 
to cover 1990 to 1994 and do the same recording. This continues until 
the upper end of the window reaches the year 2008. We will then plot 
these estimates and evaluate the graph for heterogeneity in the estimates 
over time.

Figure 10.1 lists the output from our basic regression using this data 
set. Again, we are ignoring all other misspecification issues except depend-
ent variable dynamics. Optimally, however, a researcher would perform 
this analysis after at least correcting for the basic misspecification issues 
outlined in this book. Again, we don’t do this here simply because the 
data set used for this example does not resemble that used previously in 
the book. So, to avoid redundancy, I will pretend that all the procedures 
performed earlier have already been applied.

The initial estimates tabled in Figure 10.1 tell us that just like earlier in 
the book, there does exist a small amount of business cycle memory as the 
coefficient for lagged Growth is statistically significant. Furthermore, it 
appears as though increases in Pop and G lower Growth, while increases in 
Trade increase Growth. Let us now move on to the rolling window results.

We will start with the rolling window plot of the coefficient estimate 
for I in Figure 10.2. I’ve embedded a reference line at zero to make it 
easier to determine areas of statistical significance. The upper and lower 
90 percent confidence interval bounds are drawn with dashed lines, 
while the coefficient estimate itself is marked with a solid line that lies in 
between the two dashed lines.

It quickly becomes apparent that there is some dynamic heteroge-
neity in this parameter. Remember, we can distinguish a statistically 
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Figure 10.1 Base regression for dynamic parametric heterogeneity
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Figure 10.2 Rolling window coefficient estimate of I

significant amount of dynamic parametric heterogeneity by recognizing 
areas whereby the upper bound of the 90 percent confidence interval falls 
below the lower bound of the same interval, and of course vice versa. In 
Figure 10.2 we see this occur around the years 2002 and 2003. I men-
tioned that there is “some” evidence of heterogeneity as it is only the esti-
mate in 2002 that causes this occurrence. Therefore, in this case, I would 
be inclined to ignore this instability—it simply doesn’t last long enough to 
justify changing our model. Now we move on to the coefficient for FDI.
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When viewing Figure 10.3, the coefficient estimate for FDI seems 
to be very stable over time. With the exception of a large amount of 
variation around the beginning of globalization in the early 1990s, FDI ’s 
effect on economic growth remains very consistent, although highly 
insignificant. Moving on to the coefficient for School in Figure 10.4, we 
find something quite interesting. Even though the static estimate from 
Figure 10.1 is about –0.004 and highly insignificant with a p-value  
of 0.609, there exists a statistically significant structural change in the 
coefficient’s standard errors at about the year 2006. But, this is not enough 
to be captured by modeling this shift in the conditional mean. Interacting 
dummy variables that designate the periods before 2006 and from 2006 
onward with the schooling variable still resulted in insignificance for the 
later period. We have to remember that the data has been smoothed out 
over a five-year period. This narrowing of the standard errors could be due 
to a one-period shock in the errors, which is not captured appropriately 
by the rolling window. And even though dummying out for the single 
year 2008 did produce statistical significance in the negative coefficient 
estimate, modeling a shock of just one period is inappropriate as you 
would be essentially modeling noise and not an empirical regularity. A 
researcher using later period data, however, would want to keep an eye on 

Figure 10.3 Rolling window coefficient estimate of FDI
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this outcome. As more of these periods are added to the data, it could be 
the case that significance could be observed.

Evaluating the coefficient estimate for Trade in Figure 10.5, it’s clear 
that the driving forces behind the significant coefficient in Figure 10.1 are 
the first 5 or 6 years of data. After that the coefficient estimate converges 
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Figure 10.4 Rolling window coefficient estimate of School

Figure 10.5 Rolling window coefficient estimate of Trade
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toward zero, but for the most part remains significant. And even though 
it appears that many times after 1997, the lower bound of the 90 percent 
confidence interval is below zero implying insignificance, again, these are 
5-year smoothed estimates; hence, we cannot be completely sure of sig-
nificance until we actually model that area of the plot.

Modeling this area of heterogeneity by including a dummy variable 
into the regression that separates the years 1989 through 1994, from the 
remainder of the time period produces an estimate for the earlier period 
of 0.027 and a p-value of 0.000; and for the period 1995 to 2008 we get 
an estimate of 0.018 and a p-value of 0.000. Looking again at the plot, 
it seems as though the earlier period estimate should be even larger, but 
again, we can’t see what the estimates where prior to the five-year average 
coefficient estimate beginning at 1992. They may be considerably lower 
pulling that periods’ estimate downward. But are the coefficients we just 
estimated different from one another in a statistically significant sense? 
That is a completely separate question. Performing a test for the equality 
of the two estimates produces a p-value of 0.074 indicating that they are 
significantly different from one another and should be modeled as such.

Moving on to the coefficient for Pop, in Figure 10.6 we find rela-
tively good stability from about 1995 onward. Furthermore, there is only 

Figure 10.6 Rolling window coefficient estimate of Pop
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one small area whereby the lower bound crosses the upper bound, and 
that is around the period 1993 through 1994. When delineating this 
in our regression we get two coefficients estimates that are over 0.400 
apart; however, when testing whether this difference is significant, we get 
a p-value of 0.112 indicating that even though a large separation in mag-
nitude exists, it is not a statistically significant one. Therefore, we must 
deem this coefficient to be a stable coefficient.

And finally we come to the rolling window estimation for the coef-
ficient of G. The rolling window plot in Figure 10.7 shows substantial 
instability. Like the others, there is no real trending going on here, but 
simply structural shifts in estimates over time. It seems as though prior  
to 1998, the relationship between G and Growth is definitely negative. 
But then something occurs that reduces the coefficient estimate in abso-
lute value, driving it toward zero. The bottom line is that one can obvi-
ously see that there is a difference in estimates over time. To once again 
highlight the deception that could occur by relying solely on the plot, 
however, placing a breakpoint anywhere other than at 1993/1994 results 
in nearly identical estimates of the two periods. Only when a dummy var-
iable separating the period 1989 through 1993, from 1994 onward do we 
get a significantly different result. The coefficient estimate for the earlier 

Figure 10.7 Rolling window coefficient estimate of G
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Figure 10.8 Regression correcting for dynamic parametric  
heterogeneity

period is –0.128, and for the latter period it is –0.088; a p-value testing 
the equality of the two coefficients is 0.053 indicating that the estimates 
for these periods are statistically different from one another.

It is at this point that we need to respecify our model and compare 
it to the results in Figure 10.1. In Figure 10.8, the Trade and G coeffi-
cients represent the effect these variables have on Growth for the periods 
1995 onward and 1994 onward, respectively. The coefficient estimates in  
Figure 10.8 pertaining to Trade_D89_94 and G_D89_93 are the differ-
ences from the latter period estimates. The reader can see that they are 
both highly significant differences. But we also see that correcting for 
dynamic parametric heterogeneity more accurately models the data we 
have. The best indication of this is the fact that the adjusted R2 for the 
model in Figure 10.1 was 0.076, but this same value for the model that 
generated the results in Figure 10.8 is nearly double that at 0.143! As  
the name of this book implies, this is a “better” model than it would 
have been had we ignored the misspecification of dynamic parametric 
heterogeneity.



Conclusion

It is quite apparent that if someone performed the typical sort of regression 
analysis whereby a researcher runs a simple linear regression, the inference 
they would draw from their models would be substantially different from 
the inference drawn from models that have been respecified as outlined 
in this book. This is even true when we only corrected for the basic mis-
specification issues outlined in items 1 through 5 in Chapter 1. This is 
perhaps why it has always bothered me why these topics are ignored by 
a large portion of the empirical research community; items 1 through 5 
are so easy to test for and resolve that there is no reason to ignore them. 
Furthermore, in every case, the model that resulted after respecification 
fits the data better than before respecification. In other words, we ended 
up with a better model.

Again, I don’t want to lose complete faith in the empirical research 
community, so I’ll simply assume that there are good reasons why research-
ers do not broach these topics. But let’s hope it’s not because they are 
simply unaware of them (which means that their instructors weren’t very 
thorough either), or are mining their results by relying on  misspecified 
models simply because they give them the results they want.

Perhaps the most important objective that has been accomplished in 
this book, however, is the fact that all of our final models are “better” than 
our beginning models. They make sense within the context of the disci-
pline, they fit the data better, and we didn’t have to worry about issues 
specific to any discipline such as theoretical omitted variable bias. To this 
end, I hope that I have influenced the researchers who read this book to 
take the time and try to find a better model using this methodology; it has 
always worked for me and I’m sure it will work for you.
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