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Circuit Analysis1

Electric circuits are the foundation on which the study of most electrical 
phenomena are based. Generally, electric circuits involve networks with voltages, 
currents, resistances, capacitances, inductances etc. Before considering methods 
of network analysis, we shall review some basics of electric currents in the 
following sections.

1.1 OHM’S LAW, RESISTIVITY AND CONDUCTIVITY

 Ohm’s Law This law applies to electric current through good conductors and may 
be stated as follows.

 The ratio of potential difference (V) between any two points on a conductor 
to the current flowing between them is constant, provided, the temperature of the 
conductor does not change.

i.e.,    V __ 
I
   = constant ∫ R

the resistance of the conductor between the two points considered. The 
resistance R

 (i) varies directly as length l of the conductor

 (ii) varies inversely as cross-section A

 (iii) depends on the nature of the material

 (iv) depends on the temperature of the conductor

 If temperature is kept constant, we can say

  R μ   l __ 
A

   or R = r   l __ 
A

  

where r is a constant depending on the nature of the material and in knows as its 
 resistivity. The unit of resistivity is ohm-metre (W-m) or ohm-cm (W-cm).

 Conductance G is reciprocal of resistance.* Whereas  resistance of a conductor 
measures the opposition to the flow of current, the  conductance measures the 
inducement which it offers to the flow.

* In a.c. circuits, it is defined slightly differently
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  R = r   l __ 
A

  ; G =   1 __ 
R

   =   A __ 
rl

   = sA/l

where s is the  conductivity of the conductor. The unit of conductance is 
Siemens (S). Earlier this unit was called mho.

 Conductivity s = G   l __ 
A

   =   G Siemens × l metre  _________________  
A metre2

  

   = G   l __ 
A

   Siemens × metre or G   l __ 
A

   (S/m).

1.2 RESISTANCES IN SERIES

Figure 1.1 shows three resistances R1, R2 and R3 
in series. There is a progressive fall in potential 
as we go from point A to D.

  V = V1 + V2 + V3

or  IR = IR1 + IR2 + IR3

(from Ohms law)

or  R = R1 + R2 + R3 (R is the equivalent resistance)

 Also   1 __ 
G

   =   1 ___ 
G1

   +   1 ___ 
G2

   +   1 ___ 
G3

   (i.e. resistances are additive)

 According to voltage divider rule, various voltage drops are

  V1 = V   
R1 ___ 
R

  , V2 = V   
R2 ___ 
R

  ; V3 = V   
R3 ___ 
R

  

1.3 RESISTANCES IN PARALLEL

Figure 1.2 shows three resistances R1, R2, R3 in 
parallel:

 Total current I = I1 + I2 + I3

or    V __ 
R

   =   V ___ 
R1

   +   V ___ 
R2

   +   V ___ 
R3

  

\    1 __ 
R

   =   1 ___ 
R1

   +   1 ___ 
R2

   +   1 ___ 
R3

  

where R is the equivalent resistance between A and 
B. Also

  G = G1 + G2 + G3

i.e., conductances are additive.

A B C DR1 R2 R3

+   –
V

V1 V2 V3
I

Fig. 1.1

+ –

V

I1

I2

I3

R1

R2

R3

A B

I I

Fig. 1.2
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1.4 DIVISION OF CURRENT IN PARALLEL CIRCUITS

Figure 1.3, two resistances are joined in parallel 
across a voltage V. The current in each branch as 
given by Ohm’s law is

  I1 =   V ___ 
R1

  , I2 =   V ___ 
R2

  

\    
I1 __ 
I2

   =   
R2 ___ 
R1

  

 As   1 ___ 
R1

   = G1 and   1 ___ 
R2

   = G2

\    
I1 __ 
I2

   =   
G1 ___ 
G2

  

i.e., the division of current in the branches of a 
parallel circuit is directly proportional to the ratio of 
the conductances and inversely proportional to the 
resistances. We may also express the branch currents 
in terms of the total current:

  I1 + I2 = I,

\  I2 = I – I1

or    
I1 _____ 

I – I1
   =   

R2 ___ 
R1

  

or  I1 R1 = R2 (I – I1)

or  I1 (R1 + R2) = R2 I

or  I1 = I .   
1/G2 _______ 

  1 ___ 
G1

   +   1 ___ 
G2

  
   =   

G1 G2 _____ 
G2

     1 _______ 
G1 + G2

  

or  I1 = I   
G1 _______ 

G1 + G2
  

and  I2 = I – I1 = I  [ 1 –   
G1 _______ 

G1 + G2
   ] 

or  I2 = I   
G2 _______ 

G1 + G2
  

 This current divider rule has direct application in solving electric circuits by 
Norton’s theorem.

 Now, consider the case of three resistors in parallel connected across a 
voltage V (Fig. 1.4).

+ –

V

I1 R1

I I
I2 R2

Fig. 1.3

+ –

V

I1 R1

I II3 R3

I2 R2

Fig. 1.4
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 Total current I = I1 + I2 + I3. Let the equivalent resistance be R. Then

  V = IR

 Also V = I1 R1

\  IR = I1 R1

or    I __ 
I1

   =   
R1 ___ 
R

  

or  I1 =   IR ___ 
R1

   (1.1)

 Now,   1 __ 
R

   =   1 ___ 
R1

   +   1 ___ 
R2

   +   1 ___ 
R3

  

or  R =   
R1 R2 R3  __________________  

R2 R3 + R3 R1 + R1 R2
  

 Using Eq. (1.1)

  I1 = I  (   R2 R3  __________________  
R1 R2 + R2 R3 + R3 R1

   ) 
   = I   

G1 ___________  
G1 + G2 + G3

  

 Similarly, 

  I2 = I  (   R1 R3  __________________  
R1 R2 + R2 R3 + R3 R1 

   ) 
   = I   

G2 ___________  
G1 + G2 + G3

  

  I3 = I  (   R1 R2  __________________  
R1 R2 + R2 R3 + R3 R1 

   ) 
   = I   

G3 ___________  
G1 + G2 + G3

  

1.5 DUALITY BETWEEN SERIES AND
 PARALLEL CIRCUITS

There is a certain peculiar pattern of relationship between series and parallel 
circuits. For instances, in a series circuit, current is the same whereas in a parallel 
circuit, voltage is the same. Also, in a series circuit, individual voltages are added 
and in a parallel circuit, individual currents are added. Thus, while comparing 
series and parallel circuits, we see that voltage takes the place of current and 
current takes the place of voltage. Such a behaviour is known as  duality and the 
two circuits are said to be duals of each other. (see Table 1.1).
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Table 1.1

 Series Circuit  Parallel Circuit

 I1 = I2 = I3 = …  V1 = V2 = V3 = …

 VT = V1 + V2 + V3 + …  IT = I1 + I2 + I3 + …

 RT = R1 + R2 + R3 + …  GT = G1 + G2 + G3 + …

 I =   
V1 __ 
R1

   =   
V2 __ 
R2

   =   
V3

 __ 
R3

   = …  V =   
I1 __ 
G1

   =   
I2 __ 
G2

   =   
I3

 __ 
G3

   = …

 Voltage Divider Rule:  Current Divider Rule:

 V1 = VT   
R1 __ 
RT

  , V2 = VT   
R2 __ 
RT

   etc.  I1 = IT   
G1 ___ 
GT

  , I2 = IT   
G2 ___ 
GT

   etc.

1.6 DUALITY IN A.C. CIRCUITS

Ordinarily a voltage is considered the driving force, and a current the response of 
the circuit. However, except for a mental difficulty induced by habit, there is no 
reason why a current cannot be considered the driving force, and a voltage the 
response. The reversal of philosophy here is merely that due to the interchange of 
the dependent and independent variables in the problem, and leads to the concept 
of duality in networks.

I Y1 Y2 Y3 EZ3

(a) (b)

E

+
I

Z1 Z2

Fig. 1.5 Dual networks

 Some dual relations involving exchange of current for voltage are illustrated 
by the following pairs of equations:

  e = Ri i = Ge

  e = L di/dt i = C de/dt

  e =   1 __ 
C

   Ú i dt i =   1 __ 
L

   Ú e dt

 These show that resistance and conductance, inductance and capacitance, 
also have dual relationships. Duality also appears as a relation between networks. 
Referring to the simple circuit of Fig. 1.5(a), the loop equation is

  I (Z1 + Z2 + Z3) = E (1.2)
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whereas the node voltage equation for (b) in

  E (Y1 + Y2 + Y3) = I (1.3)

 Since these relations are of identical mathematical form, but with interchanged 
dependent and independent variables, they are  dual networks. Because of the 
identical mathematical form they must have identical forms of solutions. That 
is, (a) will behave with respect to element voltage as (b) does with respect to 
element current.

 The voltage drops in one circuit are analogous to the branch currents in 
the other circuit. In one case network equations may be most easily written by 
summation of voltage drops, and in the other case the equations are lost easily 
written by summing the currents at the junctions. Thus it can be seen that the 
property of duality actually comes from, and is contained in, Kirchhoff’s two 
circuit laws (Section 1.9).

 The circuit-dual concept can be carried further by referring to the circuits of 
Fig. 1.6, where it can be shown that a parallel GLC circuit driven by a current 
source is the dual of a series RLC circuit excited by a voltage source. The meals 
equation for the series case may be written

  Ri + L   di __ 
dt

   +   1 __ 
C

   Ú i dt = e (1.4)

and for the dual parallel circuit,

  Ge + C   de ___ 
dt

   +   1 __ 
L

   Ú e dt = i (1.5)

i1 i2 i3

G L C ee
i

(a) (b)

i

Fig. 1.6 Series and parallel networks as dual

illustrating the various dual relations.

 It should be emphasized that duals are not equivalent in performance. Duality 
implies only that the equations of circuit performance are similar in mathematical 
form, and will behave similarly, but with interchanged variables. For instance, 
in (a) of Fig. 1.6, the sum of the voltages across L and C will go to zero at 
resonance; in (b) the sum of the currents i2 and i3 into the L and C branches will 
go to zero at parallel resonance.

 Further cases of duality will be discussed as they arise.



Circuit Analysis 1.7

1.7 STAR-DELTA CONNECTION

Like series and parallel connections, the resistances may be connected in ‘ star’ 
(or Y) and ‘ delta’ (D)  connection as shown in Fig. 1.7(a) and 1.7(b).

Rx

RyRz N

z y

x x

yz

R3 R1

R2

(a) Star connection (b) Delta connection

Fig. 1.7 Connection of resistances in star and delta connection

 Circuits shown in Figs. 1.7(a) and (b) are identical provided their respective 
resistances from the terminals XY, YZ and ZX are equal.

 In the star connection,

  RX – Y = RX + RY

  RY – Z = RY + RZ

and  RZ – X = RZ + RX (1.6)

 Similarly, in delta connection, the resistance seen from the terminals XY, YZ 
and ZX are respectively.

  RX – Y = R1 || (R2 + R3) =   
R1 (R2 + R3)  ___________  
R1 + R2 + R3

  

  RY – Z = R2 || (R1 + R3) =   
R2 (R1 + R3)  ___________  
R1 + R2 + R3

    (1.7)

  RZ – X = R3 || (R1 + R2) =   
R3 (R1 + R2)  ___________  
R1 + R2 + R3

  

 Next, we equate the resistance in star and delta across appropriate terminals. 
We get

  RX + RY =   
R1 (R2 + R3)  ___________  
R1 + R2 + R3

   (1.8)

  RY + RZ =   
R2 (R1 + R3)  ___________  
R1 + R2 + R3

   (1.9)

  RZ + RX =   
R3 (R1 + R2)  ___________  
R1 + R2 + R3

   (1.10)
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 Subtracting Eq. (1.9) from Eq. (1.8), we get

  RX – RZ =   
R1 R2 + R1 R3  ___________  
R1 + R2 + R3

   –   
R2 R1 + R2 R3  ___________  
R1 + R2 + R3

   (1.11)

 Then, adding Eq. (1.10) to Eq. (1.11)

  2RX =   
R1 R2 + R1 R3 – R2 R1 – R2 R3 + R3 R1 + R3 R2    _____________________________________   

(R1 + R2 + R3)
  

   =   
2 (R1 R3) ___________  

R1 + R2 + R3
  

\  RX =   
R1 R3 ___________  

R1 + R2 + R3
  

 In a similar way,

  RY =   
R1 R2 ___________  

R1 + R2 + R3
  

and  RZ =   
R2 R3 ___________  

R1 + R2 + R3
  

 Thus, we see, if the resistances in D connected resistive network are known, 
we can find the equivalent star network when

  RX =   
R1 R3 ___________  

R1 + R2 + R3
  

  RY =   
R1 R2 ___________  

R1 + R2 + R3
    (1.12)

  RZ =   
R2 R3 ___________  

R1 + R2 + R3
  

 RX, RY and RZ being the equivalent resistances in the star network of the 
resistances connected in delta network and designated as R1, R2 and R3.

 Let us now multiply each two Eqs. of (1.12) and add the three. We get

  RX RY + RY RZ + RZ RX =   
R1

2 R2 R3 + R2
2 R1 R3 + R3

2 R1 R2   ___________________________   
(R1 + R2 + R3)

2
   (1.13)

 Let the Eq. (1.13) be divided by RX. Then we get

  RY + RZ +   
RY RZ _____ 

RX
   =   

R1 R2 R3 (R1 + R2 + R3)  ___________________  
RX (R1 + R2 + R3)

2
  

   =   
R1 R2 R3  _______________  

(R1 + R2 + R3) RX
  

or  RY + RZ +   
RY RZ _____ 

RX
   =   

R1 R2 R3 ____________  
(R1 + R2 + R3)

   ×   
(R1 + R2 + R3)  ____________ 

R1 R3
  

   = R2 [Substituting the value of RX from Eq. (1.12)]



Circuit Analysis 1.9

 In a similar way, dividing Eq. (1.13) by RY we get

  RX + RZ +   
RZ RX _____ 

RY
   = R3

and  RY + RX +   
RX RY _____ 

RZ
   = R1

 Thus, we get find R1, R2 and R3 (i.e. the equivalent D network provided RX, 
RY and RZ are known in a given star network.

 The equations are given as

  R1 = RX + RY +   
RX RY _____ 

RZ
  

  R2 = RY + RZ +   
RY RZ _____ 

RX
    (1.14)

  R3 = RX + RZ +   
RX RZ _____ 

RY
  

Example 1.1 With reference to Fig. 1.8 convert P connected resistors to 
equivalent T connection.

Solution Figure 1.8 represents the P connection 
of three resistors. The component resistors of 
equivalent T connection (Fig. 1.9) are shown below 
following the principle of D to star conversion.

 Here, RX =   10 × 5 _________ 
10 + 5 + 3

   = 2.78 W;

  RY =   10 × 3 _________ 
10 + 5 + 3

   = 1.67 W;

  RZ =   5 × 3 _________ 
10 + 5 + 3

   = 0.83 W.

 It may be noted that star connection is 
frequently called as Y (Yve) connection while delta 
connection is also called as mesh connection. In 
case, the resistances are replaced by impedances, 
the result remains the same i.e., only the resistances 
in the Eqs. (1.12) and (1.14) are to be replaced by 
respective impedances.

 Also, observing Figs. 1.10(a) and (b), it may be indicated in this context 
that the star connection may also be termed as  T connection while the delta 
connection can be termed as P ( pie) connection.

1

3

2

3¢

10 W

5 W 3 W

Fig. 1.8

1

3

2

3¢

Rx Ry

Rz

Fig. 1.9
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 There are certain theorems, which when applied to solve electric networks, 
either simplify the network itself or render their analytical solution very easy. 
These theorems can also be applied to an ac system with the only difference 
that impedances replace the ohmic resistances of dc system. Before discussing 
network analysis it is desirable to introduce certain network definitions which are 
described below.

1.8 NETWORK DEFINITIONS

 1. Circuit A  circuit is closed conducting path through which an electric 
current either flows or is intended to flow.

 2. Circuit Elements or Parameters Any individual circuit component 
(inductor, resistor, capacitor, generator, etc.) with two terminals by which 
it may be connected to other electric components is called a  circuit 
element or parameter (These parameters may be lumped or distributed).

 3.  Lumped Networks One in which physically separate resistors, inductors, 
capacitors can be represented.

 4.  Distributed Network A network in which the resistors, inductors, 
capacitors, cannot be electrically separated and individually isolated as 
separate elements. A transmission line is such a network.

 5.  Branch A group of elements, usually in series and having two 
terminals.

1

3

2

3

Rx
Ry

Rz

1 2

3

Rx Ry

Rz

Fig. 1.10 (a) T connection

R3

R1

R2

1 2
1

3

2

3

R1

R3 R2

Fig. 1.10 (b) Pie connection
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 6.  Potential Source A hypothetical generator which maintains its value 
of potential independent of the output current. As an ac source, it will be 
indicated by a circle enclosing a wavy line.

 7.  Current Source A hypothetical generator which maintains an output 
current independent of the voltage across its terminals. The current source 
will be indicated by a circle enclosing an arrow, the arrow indicating the 
assumed reference current direction.

 8.  Linear Circuit A linear circuit is one whose parameters are constant 
i.e., they do not change with voltage or current.

 9.  Non-linear Circuit It is that circuit whose parameters change with 
voltage or current.

 10.  Bilateral Circuit A bilateral circuit is one whose properties or 
characteristics are the same in either direction. The usual transmission 
line is bilateral, because it can be made to perform its function equally 
well in either direction.

 11.   Unilateral Circuit It is that circuit whose properties or characteristics 
change with the direction of its operation. A diode rectifier is a unilateral 
circuit, because it cannot perform rectification in both directions.

 12.  Network An electric network is any inter-connection of circuit elements 
or branches. In Fig. 1.11(a), is shown a complicated network of elements 
or impedances and sources, where each branch may include R L C or other 
types of elements. Such a network having two distinct pairs of terminals 
is called a four-terminal network. If one of the 1, 1 terminals is common 
to the 2, 2 pair, as at (b), the circuit is a three-terminal network, and if the 
2, 2 terminals are short circuited, it becomes a two-terminal network.

1

1

2

2

Z1 Z2

Z3

Z4

Z5 Z6

1

1

Z7

Z8 Z10 Z13

Z9

2

2

Z12
Z11

Z14

(a) (b)

Fig. 1.11 Possible forms of networks: (a) a four-terminal network; (b) a three-terminal 
network

 13.  Passive Network A network containing circuit elements without energy 
sources.
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 14.  Active Network A network containing generators or energy sources as 
well as other elements.

 15.  Linear Element A circuit element is linear if the relation between 
current and voltage involves a constant coefficient as in

   e = Ri,  e = L .   di __ 
dt

  , e =   1 __ 
C

   Ú i dt

  Iron-cored reactors and incandescent lamps are examples of elements that 
are not linear, or in which the coefficient is a function of current.

 16.  Linear Networks Linear networks are those in which the differential 
equation relating the instantaneous current and voltage is a linear equation 
with constant coefficients.

 17.  Node (or Junction) A terminal of any branch of network, or a terminal 
common to two or more branches.

 18.  Loop A closed path in a circuit in which no element or node is 
encountered more than once.

 19.  Mesh It is a loop that contains no other loop within it. For example, the 
circuit of Fig. 1.12 has seven branches, six nodes, three loops and two 
meshes.

1 32

6 5 4

R1 R2

R6 R5

V R3i1 i2 R4

Fig. 1.12

 We will now discuss various network theorems which are of great help in 
solving complicated networks (A network is said to be completely solved when 
all voltages and all currents in its different elements are determined). There are 
two general approaches to network analysis:

 (i) Direct Method Here, the network is left in its original form while 
determining its different voltages and currents. Such methods are usually 
restricted to fairly simple circuits and include Kirchhoff’s laws, Loop-
analysis, superposition theorem, Nodal analysis, Reciprocity theorem 
etc.

 (ii) Network Reduction Method Here, the original network is converted 
into a much simpler equivalent circuit for rapid calculation of different 
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quantities. This method can be applied to simple as well as complicated 
networks. Examples of this method are Delta/Star and Star/Delta 
conversions, Thevenin’s Theorem and Norton’s Theorem etc.

1.9 KIRCHHOFF’S LAWS 

These laws are more comprehensive than Ohm’s law and are used for solving 
electrical networks which may not be readily solved by Ohm’s law. There are 
two Kirchhoff’s laws, the first law deals with flow of current and is popularly 
known as Kirchhoff’s current law (KCL) while the second one deals with voltage 
drop in a closed network and is known as Kirchhoff’s voltage law (KVL).

1.9.1 Kirchhoff’s Current Law

The algebraic sum of currents at any node of a circuit is 
zero. In Fig. 1.13 as per KCL

  i1 + i2 – i3 – i4 – i5 = 0

(the direction of incoming currents to a node being positive, 
the outgoing currents should be taken negative).

 Thus i1 + i2 = i3 + i4 + i4

i.e., the algebraic sum of currents entering a node must be 
equal to the algebraic sum of currents leaving a node.

Example 1.2 Find the magnitude and direction of 
the unknown currents in Fig. 1.14. Given i1 = 10 A, 
i2 = 6 A, i5 = 4 A.

Solution By observation, it is evident that

  i1 = i7

\  i7 = 10 A

 At node A, from KCL,

  i1 = i2 + i4

or  10 = 6 + i4

or  i4 = 4 Amp.

 At node B, utilizing KCL,

  i2 = i3 + i5

or  i3 = i2 – i5 = 6 – 4 = 2 Amp

 Similarly, at node C,

  i7 = i5 + i6

i5 i1

i2
i3

i4

Fig. 1.13

A

D

C

B

i2 i5

i6i4
i3

i1 i7

E

Fig. 1.14
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\  i6 = i7 – i5

   = 10 – 4

or  i6 = 6 Amp

 Thus, all the unknown currents of the problem have been determined. Then, 
branch currents are

  i1 = i7 = 10 A

  i2 = 6 A

  i3 = 2 A

  i4 = 4 A

  i5 = 4 A

  i6 = 6 A

 Note that the same problem can be solved with the assumed direction of 
currents reversed, and it would not influence the final magnitude and direction 
of currents.

Current Division

A parallel circuit acts as a current divider as the current 
divides in all branches in a parallel circuit. In Fig. 1.15, 
the current I has been divided into I1 and I2 in two parallel 
branches with resistances R1 and R2 while V represents the 
drop across R1 or R2.

 Obviously I1 =   V ___ 
R1

   and I2 =   V ___ 
R2

  . Let R represents the total 

resistance and is given by

    1 __ 
R

   =   1 ___ 
R1

   +   1 ___ 
R2

  

or  R =   
R1 R2 _______ 

R1 + R2
  

 Also I = V/R =   
V(R1 + R2) _________ 

R1 R2
   (1.15)

 But V = I1 R1 = I2 R2

\  I =   
I1 R1 (R1 + R2)  ____________ 

R1 R2
   =   

I1 ___ 
R2

   (R1 + R2) (1.16)

 Also I =   
I2 R2 (R1 + R2)  ____________ 

R1 R2
   =   

I2 ___ 
R1

   (R1 + R2) (1.17)

V

I

I

I1 I2

R2R1

Fig. 1.15
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 Thus Eq. (1.16)

  I1 = I  (   R2 _______ 
R1 + R2

   )  (1.18)

and Eq. (1.17)

  I2 = I  (   R1 _______ 
R1 + R2

   )  (1.19)

 Thus, it may be said that the current in any of the parallel branches is equal 
to the ratio of opposite branch resistance to the total resistance multiplied by the 
total current.

Example 1.3 In Fig. 1.16, find “v” and the magnitude and direction of the 
unknown currents in the branches xn, yn and zn.

x y z

ix iy iz

5 W 2 W 4 W2 A

n

10 A v
+

–

Fig. 1.16

Solution Let the unknown currents in branches xn, yn and zn be ix, iy and iz 
respectively and their directions have been shown in Fig. 1.16.

 At node “y” form KCL,

  10 + ix + iz = iy + 2

or  iz – iy + iz = – 8 (i)

 Again, from Ohm’s Law,

  ix =   v __ 
5
   A,

  iy = –   v __ 
2
   A

and  iz =   v __ 
4
   A

 Then, from (i),

    v __ 
5
   +   v __ 

2
   +   v __ 

4
   = – 8.

or  v = – 8 ×   20 ___ 
19

   = – 8.42 V

[– ve sign of v indicates node n to be + ve and at higher potential]
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\  v = – 8.42 V

  ix = –   8.42 ____ 
5
   = – 1.684 A

(i.e. current flows from “n” to “x”)

  iy = –   
(– 8.42)

 _______ 
2
   = 4.21 A

(i.e. current flows from “n” to “y”)

  iz = –   8.42 ____ 
4
   = – 2.1 A

(i.e. current flows from “n” to “z”)

 Figure 1.17 represents actual direction of currents in the redrawn circuit.

x y z

5 W 2 W 4 W2 A

n

10 A v
+

–

1.684 A 4.21 A 2.1 A

Fig. 1.17

Example 1.4 What is the power absorbed in the resistors of Fig. 1.18? Assume 
i0 = 1 A.

 Also find the current from 2 V source.

2 W+
–

i

2 V 1 W 5 W i0

Fig. 1.18

Solution Let us redraw the circuit as shown in Fig. 1.19 with the currents i1, i2, 
and i5 as assumed through the respective resistances.

2 W+
–

i

2 V 1 W 5 W i0

x

r1 r2 r5

i1 i2 i3

Fig. 1.19
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 Obviously, i1 =   2 __ 
1
   = 2 A; i2 =   2 __ 

2
   = 1 A; i5 =   2 __ 

5
   = 0.4 A.

 Also the powers absorbed by the respective resistors are as follows:

 for 1 W resistor: p1 = i1
2 × r1 = 4 W

 for 2 W resistor: p2 = i2
2 × r1 = 2 W

 for 5 W resistor: p5 = i5
2 × r5 = 0.8 W

 Then the total power absorbed in the circuit is (4 + 2 + 0.8) W or 6.8 W.

 Again, applying KCL at node “x”,

  i + i0 = i1 + i2 + i5 = 3.4 A.

 As it is, given that i0 = 1 A, hence,

  i = 3.4 – i0 = 2.4 A.

\ We finally obtain the power absorbed in resistors as follows:

  p1 = 4 W, p2 = 2 W

and  p5 = 0.8 W while the voltage source current is 2.4 A.

[Check: the power delivered by the voltage source is vi i.e., 4.8 W. The power 
delivered by the current source is vi0, i.e., 2 W. The total source power is then 
4.8 + 2.0 = 6.8 W while the net power consumed has been obtained as 6.8 W. 
This shows conservation of power].

1.9.2  Kirchhoff’s Voltage Law (KVL)

The algebraic sum of voltages (or voltage drops) 
in any closed path of network that is traversed 
in a single direction is zero.

 Both the figures (Fig. 1.20 and Fig. 1.21) 
show closed circuits (also termed as mesh). As 
per KVL, in Fig. 1.20

  – V1 + (– V2) + iR1 + iR2 = 0 (1.20)

[Here, the assumed current i causes a 
+ ve drop of voltage when flowing from 
+ ve to – ve potential while the current 
flowing from – ve to + ve potential]

or  i (R1 + R2) = V1 + V2

giving i =   
V1 + V2 ________ 
(R1 + R2)

  

+

–

+

–

V volts2

V volts1

i+ –R1

+

–
R2

Fig. 1.20 Application of KVL with 
series connected voltage sources

Fig. 1.21 Application of KVL while voltage 
sources are connected in opposite polarity
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 On the other hand in Fig. 1.21, from KVL, with assumed direction of the 
circuit current i,

  – V1 + iR1 + V2 + iR2 + iR3 = 0 (1.21)

or  i (R1 + R2 + R3) = V1 – V2

giving i =   
V1 – V2 ___________  

R1 + R2 + R3
  

 It may be noted that the voltage V1 is – ve in both the Eqs. (1.20) and (1.21) 
while V2 is – ve in Eq. (1.20) but + ve in Eq. (1.21). This is because of the fact that 
in Fig. 1.20 and in Fig. 1.21, with assumed directions of current, the current in the 
source (V1) flows from – ve to + ve polarity while for V2, the current flows from 
– ve to + ve polarity in Fig. 1.20 and from + ve to – ve polarity in Fig. 1.21.

 In this context it may be noted that for dependent sources in that circuit, 
KVL can also be applied. In case of calculation of power of any source, when the 
current enters the source, the power is absorbed by the source while the source 
delivers the power if the current is coming out of the source.

1.9.3 Voltage Division in Series Circuits

Let us consider a voltage source E with resistance r1 and 
r2 in series across it (Fig. 1.22).

 Obviously, the current in the loop will be

  i =   E ______ r1 + r2
  

and voltage across r1 = i r1 =   
Er1 ______ r1 + r2

  

while voltage across r2 = i r2 =   
Er2 ______ r1 + r2

   (1.22)

 Thus, the voltage across a resistor in series circuit is equal to the value of 
that resistor times the total impressed voltage across the series elements divided 
by the total resistance of the series elements.

Example 1.5 Design a voltage divider circuit with two 
resistances r1 and r2 such that the drop v1 (drop across r1) is 
twice the drop v2 (drop across r2) in the circuit of Fig. 1.23.

Solution Using Ohm’s Law,

  (r1 + r2) = rt =   10 ___ 
2.5

   = 4 W

[  v = 10 volts, i = 2.5 Amps.]

 Since v1 = 2v2,

  r1 = 2r2

E

+ –

+

–

r1

r2i+
–

Fig. 1.22

+
–

r1

r2

+

–

+

–

v1

v1

2.5 A

10 V

Fig. 1.23
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 Hence, rt = r1 + r2

   = 2r2 + r2 = 3r2

 However, rt being 4 W,

  r2 =   4 __ 
3
   = 1.33 W

and  r1 = 2r2 = 2.66 W

\  r1 = 2.66 W while r2 = 1.33 W

[Check: with r1 = 2.66 W, v1 = 2.5 × 2.66 = 6.65 V and v2 = 1.33 × 2.5 = 3.325 V. 
It is then evident that v1 = 2v2]

1.10 REDUCTION OF A COMPLICATED NETWORK

Many circuits will be found complicated and difficult to analyse. If they can 
be reduced or simplified it is frequently possible better to understand their 
performance. This reduction can be accomplished through use of certain types 
of simple networks that are equivalent in performance.

 One passive network is said to be equivalent to a second network if the second 
can be substituted for the first without change in currents and voltages appearing 
at the network terminals. It must be emphasized that an equivalent network is not 
identical internally but has only identical values of external voltages and currents 
at the terminals. Thus two networks are equivalent if each can be placed in a box 
with terminals and if the boxes can be substituted one for the other in a circuit 
without change in the circuit operation. Thus it may be possible to find a simple 
network which may be substituted for a more complicated network.

 Assume that the box of Fig. 1.24(a) contains a linear passive electric network, 
no matter how complicated in internal connection. Certain external terminals 
may be designated 1,1 and 2,2; and impedance measurements may be made at 
these terminals. The input impedance may be measured at either pair of terminals 
with any selected value of impedance connected to the other pair. Convenient 
impedance values which may be chosen are open circuit and short-circuit. The 
impedance measured across 1,1 terminals with the 2,2 terminals open-circuited 
may be designated Z1oc.

 Likewise, the measurement at the 1,1 terminals with the 2,2 terminals short-
circuited might be called Z1sc. Similar measurements taken at the 2,2 terminals 
would result in Z2oc and Z2sc, giving four such possible measurements.

 Since these are measurements of terminal impedance, any other network 
which can be found with identical measurements should be equivalent. The 
simplest form for a network equivalent to the one in the box may now be 
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considered. There are eight quantities, the magnitudes and phase angles of V1, 
V2, I1, and I2, which must be established by the new network, in order that the 
conditions for equivalence be satisfied. However, if a load be connected to the 
2,2 terminals and called ZR, then

  V2 = I2 ZR

so that although there are apparently four phase angles and four magnitudes 
to be specified, only six of these are functions of the network, one magnitude 
and one phase angle being determined by the load impedance ZR. With three 
magnitudes and three phase angles to be determined, a minimum of three 
adjustable impedances is needed to set up a network which may be equivalent 
to that in the box. Only two arrangements of three-element circuits are possible; 
these are shown at (b) and (c) of Fig. 1.24 as the  T (Y) and p (delta) networks.

I1 I2

V1 V2

1

1

2

2

(a)

1

1

2

2

(b)

Z1 Z2

Z3

1

1

2

2

(c)

ZA

ZB

ZC

Fig. 1.24 (a) Any complicated network, with terminal voltages and currents indicated;
(b) a T network which may be made equivalent to the network in the box of (a);

(c) a p network equivalent to (b) and (a).

 Consider the T network of (b), Fig. 1.24 as a possible simplified circuit, that 
by proper selection of values of Z1, Z2, and Z3 might be made to have the same 
external currents and voltages as the original network of (a). The T network 
would then be said to be equivalent to the network at (a). If the T section is 
equivalent, the open- and short-circuit measurements must be identical. If these 
measurements are made on the T circuit, the results will be

  Z1oc = Z1 + Z3 (1.23)

  Z1sc = Z1 +   
Z2 Z3 ______ 

Z2 + Z3
   (1.24)
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  Z2oc = Z2 + Z3 (1.25)

  Z2sc = Z2 +   
Z1 Z3 ______ 

Z1 + Z3
   (1.26)

 A T equivalent for any passive network having a given set of open and short-
circuit measurements can then be found by solving the above equations for Z1, 
Z2, and Z3. Since there are four equations and only three unknowns, one equation 
and one measurement are not needed.

 Subtracting Eq. (1.24) from Eq. (1.25),

  Z1oc – Z1sc = Z3 –   
Z2 Z3 ______ 

Z2 + Z3
   =   

Z3
2

 ______ 
Z2 + Z3

  

 After recognition that the denominator is Z2oc, from Eq. (1.25), there results

  Z3 = ±  ÷ 
______________

   Z2oc (Z1oc – Z1sc)  

 Use of the above equation leads to

  Z1 = Z1oc – Z3 (1.27)

  Z2 = Z2oc – Z3 (1.28)

  Z3 = ±  ÷ 
______________

  Z2oc (Z1oc – Z1sc)   (1.29)

as the values for a T networks which will be equivalent in performance to the 
original network. Choice of the + or – sign on the radical of Z3 will lead to two 
different T networks. These will be equivalent as to current and voltages under 
the definition of equivalence, except for an ambiguity of 180° in output phase 
angle. That this is inherent in the method is illustrated by the simple expedient 
of reversing the output leads of the network in Fig. 1.24(a). The open and short-
circuit impedances will remain unchanged, but there will be a change of 180° 
in the output phase conditions. Thus the method cannot resolve this ambiguity 
without additional data as to the phase relations of the original network.

 If it is desired to find an equivalent p section, the same three measurements 
on the p circuit of (c), Fig. 1.24 would be

  Z1oc =   
ZA (ZB + ZC)

  ___________  
ZA + ZB + ZC

   (1.30)

  Z2oc =   
ZC (ZA + ZB)

  ___________  
ZA + ZB + ZC

   (1.31)

  Z1sc =   
ZA ZB _______ 

ZA + ZB
   (1.32)

 Multiplying Eqs. (1.31) and (1.32) gives

  Z2oc Z1sc =   
ZA ZB ZC ___________  

ZA + ZB + ZC
   (1.33)
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and subtracting Eq. (1.32) from Eq. (1.30);

  Z1oc – Z1sc =   
ZC ZA

2

  ____________________   
(ZA + ZB + ZC) (ZA + ZB)

  

 Use of Eq. (1.31) leads to

  Z2oc (Z1oc – Z1sc) =   
ZA

2 ZC
2

 _____________  
(ZA + ZB + ZC)2

   (1.34)

 Values may then be obtained for the three p-secion branches as

  ZA =   
Z2oc Z1sc  ____________________   

Z2oc –  ÷ 
______________

  Z2oc (Z1oc – Z1sc)  
   (1.35)

  ZB =   
Z2oc Z1sc  _______________  

 ÷ 
______________

  Z2oc (Z1oc – Z1sc)  
   (1.36)

  ZC =   
Z2oc Z1sc  ____________________   

Z1oc –  ÷ 
______________

  Z2oc (Z1oc – Z1sc)  
   (1.37)

 These three equations permit designing a p network equivalent to any 
complicated network.

 The results of the preceding paragraphs may now be summarized as 

follows:

 Any linear, bilateral, passive electrical network can be represented, at a 

single frequency by a T or p network.

1.11 CONVERSIONS BETWEEN T AND p SECTIONS

It is convenient to be able to make conversions directly from T to equivalent p 

sections or vice versa, without the necessity of employing the external open- and 

short-circuit measurements of Section 1.10. For the T and p sections of (a) and 

(b), Fig. 1.25, these measurements are

 T Section p Section

  Z1oc = Z1 + Z3 Z1oc =   
ZA (ZB + ZC)

  ___________  
ZA + ZB + ZC 

  

  Z2oc = Z2 + Z3 Z2oc =   
ZC (ZA + ZB)

  ___________  
ZA + ZB + ZC 
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  Z1sc = Z1 +   
Z2 Z3 ______ 

Z2 + Z3
   Z1sc =   

ZA ZB _______ 
ZA + ZB

  

 If the two circuits are to be equivalent, the external measurements must be 
equivalent. If the two networks were placed in boxes and only the terminals 
brought out, it would then be impossible to distinguish the T from the p circuit 
at a given frequency. Equating the measurements leads to

  Z1 + Z3 =   
ZA (ZB + ZC)

  ___________  
ZA + ZB + ZC

   (1.38)

  Z2 + Z3 =   
ZC (ZA + ZB)

  ___________  
ZA + ZB + ZC

   (1.39)

  Z1 +   
Z2 Z3 ______ 

Z2 + Z3
   =   

ZA ZB _______ 
ZA + ZB

   (1.40)

 Subtracting Eq. (1.40) from Eq. (1.38) yields

  Z3 –   
Z2 Z3 ______ 

Z2 + Z3
   =   

ZA (ZB + ZC)
  ___________  

ZA + ZB + ZC
   –   

ZA ZB _______ 
ZA + ZB

   

    
Z3

2

 ______ 
Z2 + Z3

   =   
ZA

2 ZC  ____________________   
(ZA + ZB + ZC) (ZA + ZB)

  

 Equation (1.39) should be inserted for the denominator of the left-hand term, 
giving a value for Z3. All branches of the T network follow as

  Z1 =   
ZA ZB ___________  

ZA + ZB + ZC
   (1.41)

  Z2 =   
ZB ZC ___________  

ZA + ZB + ZC
   (1.42)

  Z3 =   
ZA ZC ___________  

ZA + ZB + ZC
   (1.43)

 If the impedances of the p circuit are known, the above equations may be 
used to determine the equivalent T network.

1

1

2

2

(a)

Z1 Z2

Z3

1

1

2

2

(b)

ZA

ZB

ZC

Fig. 1.25 (a) A T network; (b) a p network which may be made equivalent to the
T network of (a)
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 The inverse transformation from T to p can be obtained if Eq. (1.39) is 
substituted in Eq. (1.40), resulting in

  Z1 Z2 + Z2 Z3 + Z3 Z1 =   
ZA ZB ZC ___________  

ZA + ZB + ZC
   

 Successive use of Eqs. (1.43), (1.41), and (1.42) in the right-hand side gives

  ZA =   
Z1 Z2 + Z2 Z3 + Z3 Z1  _________________ 

Z2
   (1.44)

  ZB =   
Z1 Z2 + Z2 Z3 + Z3 Z1  _________________ 

Z3
   (1.45)

  ZC =   
Z1 Z2 + Z2 Z3 + Z3 Z1  _________________ 

Z1
   (1.46)

thus permitting a p circuit equivalent to a given T network to be designed.

 The various relations for transformation between T and p networks can be 
summarized through Fig. 1.26. The impedance for a T arm may be obtained 
from the p by noting that the T impedance is calculated by using the product 
of the two adjacent p network impedances divided by the sum of all three p 
impedances. Likewise, a p-section impedance can be found by use of the sum of 
the double products of the T branches divided by the impedance of the T branch 
opposite the desired p arm.

ZCZA

ZB

Z1 Z2

Z3

2

2

1

1

Fig. 1.26 A diagram for use in remembering the T-to-p and the p-to-T
transformation relations

 If Eqs. (1.41), (1.42), (1.43) for the branches of the T are written in terms of 
admittances, the following are obtained:

  Y1 =   
YA YB + YB YC + YC YA  __________________  

YC
   (1.47)

  Y2 =   
YA YB + YB YC + YC YA  __________________  

YA
   (1.48)

  Y3 =   
YA YB + YB YC + YC YA  __________________  

YB
   (1.49)
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 Comparison of these equations with those for the branches of the p network 
in Eqs. (1.44), (1.45), (1.46) is interesting, and shows that the p and T networks 
are duals. This is further reinforced if Eqs. (1.44), (1.45) and (1.46) are rewritten 
in terms of admittances, when dual equations for the T network are obtained.

Example 1.6 Determine the value of R and current through it in Fig. 1.27(a), 
if current through branch AO is zero.

Solution The given circuit can be redrawn as shown in Fig. 1.27(b). As seen, it 
is nothing else but wheatstone bridge circuit. As we know, when current through 
branch AO is zero, the bridge is said to be balanced. In that case, products of 
resistances of opposite arms of the bridge become equal.

\  4 × 1.5 = 1 × R

or  R = 6 W.

1
x

1.5

210 V
B C

4 R

1 1.5

X

4 R
0

10 V 2

A

B C

1 1.5

4 R
0

10 V 2

A

B C

( + )x y( + )x y

(a) (b) (c)

A

0

x
yy

x

Fig. 1.27

 Under condition of balance, it makes no difference if resistance X is removed 
thereby giving us the circuit of Fig. 1.27(c). Now, there are two parallel paths 
between points B and C of resistances (1 + 1.5) = 2.5 W and (4 + 6) = 10 W.

\  RBC = 10 || 2.5 =   10 × 2.5 _______ 
10 + 2.5

  

   =   25 ____ 
12.5

   = 2 W

 Total circuit resistance = 2 + 2 = 4 W

 Total circuit current =   10 ___ 
4
   = 2.5 A.

 This current gets divided into two parts at point B. The current through R is

  y = 2.5 ×   2.5 ____ 
12.5

   = 0.5 A.

Example 1.7 In the circuit shown in Fig. 1.28, calculate the value of the 
unknown resistance R and the current flowing through it when the current in 
branch OC is zero.
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Solution if current through R-ohms is I amp, 
AO branch carries the same current, since, 
current through the branch CO is zero. This 
also means that the nodes C and O are at the 
equal potential. Then equating voltage-drops, 
we have

  VAO = VAC.

 This means branch AC carries a current of 
4 I. This current of 4 I also flows through the 
branch CB. Equating the voltage-drops in branches OB and CB,

  1.5 × 4 I = R I

\  R = 6 W

 At node A, applying KCL, a current of 5 I flows through the branch BA from 
B to A.

 Applying KVL around the loop BAOB,

  I = 0.5 Amp.

Example 1.8 Obtain the branch currents in the 
unbalanced bridge circuit of Fig. 1.29. Also determine 
the voltage drop across AC and the equivalent resistance 
between terminals A and C in the bridge.

Solution The assumed directions of currents have been 
shown in Fig. 1.29.

 Applying KVL, in loop ABDA,

  2i1 + 6i3 – 4i2 = 0

or  i1 + 3i3 – 2i2 = 0

i.e.,  i1 – 2i2 + 3i3 = 0 (i)

 From loop BCDB, application of KVL yields

  4 (i1 – i3) – 3 (i2 + i3) – 6i3 = 0

or  4i1 – 3i2 – 13i3 = 0 (ii)

 Also, using KVL, from loop ABCEA,

  2i1 + 4 (i1 – i3) + 2 (i1 + i2) – 4 = 0

or  8i1 + 2i2 – 4i3 = 4

i.e.,  4i1 + i2 – 2i3 = 2 (iii)

Fig. 1.28

i3

i2

G
2 W

4 W

3 W

i1

4 W

B

A C

D
( + )i i2 3

( + )i i1 2( + )i i1 2

rint = 2 W

E
4 V

+ –

(6 W)

( – )i i1 3

Fig. 1.29
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 Solving these Eqs. (i), (ii) and (iii), we get

  i1 = 451.64 mA

  i2 = 322.58 mA

  i3 = 64.51 mA

and  (i1 + i2) = i = 774.19 mA.

 Then the branch currents are as follows:

 Current in branch AB (i1) = 451.61 mA

 Current in branch AD (i2) = 322.58 mA

 Current in branch BD (i3) = 64.51 mA

 Current in branch BC (i1 – i3) = 387. 1 mA

 Current in branch DC (i2 + i3) = 387.09 mA

 Current in external circuit (i1 + i2) = 774.19 mA

 Again, the internal voltage drop of the cell being [rint (i1 + i2)], its value 
comes out to be (2 × 774.10) 10–3 i.e., 1.55 V.

 Equivalent resistance between A and C being given by the ratio of p.d. 
between point A and C to the current between these two points, the numerical 
value of the equivalent resistance becomes

  requiv. (AC) =   2.452 _______ 
0.77419

   = 3.17 W

1.12 THEVENIN’S THEOREM

This theorem is possibly the most extensively used network theorem. It is 
applicable where it is desired to determine the current through or voltage across 
any one element in a network without going through the rigorous method of 
solving a set of network equations.

1.12.1 Statement of  Thevenin’s Theorem*

Any two terminal bilateral linear d.c. circuit can be replaced by an equivalent 
circuit consisting of a voltage source and a series resistor.

* A more general statement of Thevenin’s theorem is that any linear active network consisting of impendent 
and or dependent voltage and current source (S) and linear bilateral network elements can be repl;aced by 
an equivalent circuit consisting of a voltage source in series with a resistance, the voltage source being 
the open circuited voltage across the open circuited load terminals and the resistance being the internal 
resistance of the source network looking through the open circuited load terminals.
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1.12.2 Explanation

Let us consider a simple d.c. circuit as shown in Fig. 1.30(a). We are to find IL 
by Thevenin’s theorem.

+
– VS

r1 r2

r3 IL rL

(a)

+
– VS

r1 r2

r3

(b)

Vo c/

r1 r2

r3

(c)

RTh

+
–

RTh

Vo c/

(d)

Source network

rLIL

I

Fig. 1.30 (a) A simple d.c. circuit, (b) finding of Vo/c, (c) finding of Rth (d) finding of IL
forming Thevenin equivalent circuit.

 In order to find the equivalent voltage source, rL is removed (Fig. 1.30(b)) 
and Voc is calculated.

  Voc = I r3 =   
VS ______ r1 + r3

   . r3.

 Next, to find the internal resistance of the network (Thevenin’s resistance 
or equivalent resistance) in series with Voc, the voltage source is removed 
(deactivated) by a short circuit (as the source does not have any internal resistance 
as shown in Fig. 1.30(c).

 As per Thevenin’s theorem, the equivalent being Fig. 1.30(c),

  IL =   
Voc _______ 

RTh + rL
   A.

1.12.3 Steps for Solving a Network Using Thevenin’s Theorem

Step I Remove the load resistor (RL) and find the open circuit voltage (Voc) 
across the open circuited load terminals.

Step 2 Deactivate the constant sources (for voltage source, remove it by internal 
resistance and for current source, delete the source by open circuit) and find the 
internal resistance. (Thevenin’s resistance) of the source side looking through the 
open circuited load terminals. Let this resistance be Rth.
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Step 3 Obtain Thevenin’s equivalent circuit 
(Fig. 1.31) by placing Rth in series with Voc.

Step 4 Reconnect RL across the load terminals as 
shown in Fig. 1.31.

 Obviously I (the load current)

   =   
Voc ________ 

RTh + RL
  

1.12.4 Different Methods of Finding Rth

( Thevenin’s equivalent resistance or Internal impedance)

 (a) For impendent sources. The most common method of finding RTh, the 
internal resistance of any linear, bilateral network containing independent 
current or voltage sources is to deactivate the source by internal resistance 
i.e., for independent current source, deactivate it by removing the source 
and for voltage source, deactivate it by shorting it (assuming the internal 
resistance of the voltage source being zero). Then find the internal 
resistance of the network looking through the load terminals kept open 
circuited. This method is illustrated in the following examples.

 (b) For the circuits containing dependent sources in addition to or in absence 
of independent source.

1st Method Find Voc across the open circuited load terminals by conventional 
network analysis. Next, short the load terminals and find the short-circuit (Isc) 
through the shorted terminals.

 The internal resistance of the source network is then obtained as

  RTh =   
Voc ___ 
Isc

  

2nd Method Remove the load resistance and apply a d.c. driving voltage vdc at the 
open-circuited load terminals. Keep the other independent sources deactivated 
during this time (i.e. short the voltage source terminals and open the current 
source terminals). A d.c. driving current idc will flow in the circuit from the load 
terminals due to application of vdc.

 The internal resistance of the source network is then obtained as

  RTh =   
vdc ___ 
idc

  

 Both the two methods highlighted above have been illustrated in the following 
examples.

Example 1.9 In the network of Fig. 1.32, find the current through the 10 W 
resistor Thevenin’s Theorem.

+
–

RTh

Vo c/

Equilvalent source

RLI

Fig. 1.31 Thevenin’s 
equivalent network
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Solution Let the resistance r4 (10 W) be removed and the circuit is exhibited in 
Fig. 1.32(a).

 At node C, application of KCL yields

  I1 + I3 – I2 = 0

or    
V1 – Voc _______ r1

   +   
V3 – Voc _______ r3

   –   
Voc – V2 _______ r2

   = 0

[assuming the open-circuit voltage across the terminals x – y in Fig. 1.32(a) to 
be Voc; abviously, the potential at C node is Voc]

i.e.,    
10 – Voc _______ 

2
   +   

20 – Voc _______ 
1
   –   

Voc + 12
 _______ 

5
   = 0

or  – 0.5 Voc – Voc – 0.2 Voc = 2.4 – 20 – 5

or  1.7 Voc = + 22.6 V

\  Voc = 13.29 V.

 Next, the independent voltage source are removed by short-circuits 
(Fig. 1.32(b)).

r1 r3

+

–
r2 r4

V2 = 12 V

V3 = 20 V

–
+

2 W

5 W

1 W
V1 = 10 V

(b)

(c)(a)

I1

+

–
r2

V2

V3

–
+

c I3

r1 r3

+ x
vo c/

y

b fd

a e

+

–

I2

V1 +
– Vo c/ r4ITh

RTh +

–

Fig. 1.32

 Here,   1 ___ 
RTh

   =   1 __ 
2
   +   1 __ 

5
   +   1 __ 

1
  

or  RTh =   10 ___ 
17

   W.
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Example 1.10 Thevenize the bridge circuit across a-b in Fig. 1.33.

+
– E

r1 r2

r4 r3

ra b +
– E

r1 r2

r4 r3

I1

I3

I2

I4

a b

Fig. 1.33(a)

Solution Let rL be removed and the branch currents be named. Figure 1.33(a) 
represents the circuit configuration.

 With terminals a-b open circuited,

  I1 = I2  and I3 = I4

 Also, I1 =   E ______ r1 + r4
  ; (i)

and  I3 =   E ______ r2 + r3
  ; (ii)

 Again, Va – b (= Voc) = I3 r2 – I1 r1 (iii)

 Substitution of Eqs. (i) and (ii) in Eq. (iii) yields

  Voc =   E ______ r2 + r3
   r2 –   E ______ r1 + r4

   r1

   =   
 Er2 (r1 + r4) – Er1 (r2 + r3)   _______________________  

(r2 + r3) (r1 + r4)
  

   =   
E (r1 r2 + r4 r2 – r1 r2 – r1 r3)   _________________________  

(r2 + r3) (r1 + r4)
  

or  Voc =   
E (r4 r2 – r1 r3)  ______________  
(r2 + r3) (r1 + r4)

   (iv)

 Voc in Eq. (iv) represents the Thevenin voltage across a-b. Next, the voltage 
source is deactivated such that Figs. 1.33(b) and (c) represent the circuit 
configuration.

 Obviously, r1 || r2 and r3 || r4.

\ the resistance through a-b is

  Rab = (r1 || r2) + (r3 || r4)

   =   
r1 r2 ______ r1 + r2

   +   
r3 r4 ______ r3 + r4
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   =   
r1 r2 (r3 + r4) + r3 r4 (r1 + r2)   _________________________  

(r1 + r2) (r3 + r4)
  

   =   
r1 r2 r3 + r1 r2 r4 + r3 r4 r1 + r3 r4 r1    ______________________________   

(r1 + r2) (r3 + r4)
  

\ In the given bridge circuit,

  Voc =   
E (r4 r2 – r1 r3)   ______________  
(r2 + r3) (r1 + r4)

  

and  Rint =   
r1 r2 r3 + r1 r2 r4 + r3 r4 r1 + r3 r4 r2    ______________________________   

(r1 + r2) (r3 + r4)
  

1.13 NORTON’S THEOREM

Norton Theorem is converse of Thevenin’s theorem. It consists of equivalent 
current source instead of equivalent voltage source as done in Thevenin’s theorem. 
The determination of internal resistance of the source network is identical in both 
the theorems. However, in final stage, i.e., in the Norton equivalent circuit, the 
current generator is placed in parallel to the internal resistance unlike to that in 
Thevenin’s theorem where the equivalent voltage source was placed in series 
with the internal resistance.

1.13.1 Statement of  Norton’s Theorem

A linear active network consisting of independent and or dependent voltage and 
current sources and linear bilateral network elements can be replaced by an 
equivalent circuit consisting of a current source in parallel with a resistance, the 
current source being the short circuited current across the load terminal and the 
resistance being the internal resistance of the source network looking through 
the open-circuited load terminals.

Fig. 1.33
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1.13.2 Explanation

In order to find the current through rL, the load resistance (Fig. 1.34(a)) by 
Norton’s theorem, let us replace rL, by short-circuit (Fig. 1.34 (b)).

Fig. 1.34 (a) A simple d.c. network; (b) finding of is/c; (c) Finding of Rth (or Rint);
(d) Norton’s equivalent circuit

 Obviously i =   
Vs __________ 

r1 +   
r2 r3 ______ r2 + r3

  
   and isc = i   

r3 ______ r3 + r2
  

 Next, the short-circuit is removed and the independent source is deactivated 
as done in Thevenin’s theorem (Fig. 1.34(c)).

 Here, Rint = r2 +   
r1 r3 ______ r1 + r3

  .

 As per Norton’s theorem, the equivalent source circuit would contain a current 
source in parallel to the internal resistance, the current source being the short-
circuited current across the shorted terminals of the load resistor (Fig. 1.34 (d)).

 Obviously, IL = isc   
Rint _______ 

Rint + rL
  .

 It may be noted here that determination of Rint for the source system in 
Norton Theorem is identical to that of Thevenin’s theorem already described.

1.13.3 Steps for Solving a Network Utilising Norton’s Theorem

Step 1 Remove the load resistor and find the internal resistance of the source 
network by deactivating the constant sources. This procedure is exactly same as 
described for Thevenin’s theorem. Let this resistance be Rint.
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Step 2 Next, short the load terminals and find the short-circuit current flowing 
through the shorted load terminals using conventional network analysis. Let this 
current be isc.

Step 3 Norton’s equivalent circuit is drawn by keeping Rint in parallel to isc as 
shown in Fig. 1.34(d).

Step 4 Reconnect the load resistor (RL) across the load terminals and the current 
through it (IL) is then given by

  IL = isc   
Rint ________ 

Rint + RL
  .

Example 1.11 Find Norton’s equivalent circuit to the 
left of terminals x-y in the network of Fig. 1.35.

Solution Let us first short the terminals x-y (Fig. 1.35(a))

 Here, Isc is the current through the 5 W resistor.

\  Isc = 10 ×   10 ______ 
10 + 5

   = 6.67 A

[by current divider rule]

 To determine the equivalent resistance of the circuit of Fig. 1.35 looking 
through x-y, the constant source is deactivated as shown in Fig. 1.35(b).

5 W 10 W

10 A x

y

Fig. 1.35

5 W 10 W

10 A x

y

5 WIS C/

IS C/

10 A 10 W

5 W 10 W I IS C N/ (= )
Rint

Rint

x

y

(a)

(b) (c)

Fig. 1.35(a), (b), (c)

 Here, Rint = 10 + 5 = 15 W

 Norton’s equivalent circuit has been shown in Fig. 1.35(c).

 Here, IN = 6.67 A; Rint = 15 W
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1.14 SUPERPOSITION THEOREM

This theorem finds use in solving a network where two or more sources are 
present and connected not in series or in parallel.

1.14.1 Statement of  Superposition Theorem

If a number of voltage or current sources are acting simultaneously in a linear 
network, the resultant current in any branch is the algebraic sum of the currents 
that would be produced in it, when each source acts alone replacing all other 
independent sources by their internal resistances.

1.14.2 Explanation

In Fig. 1.36 to apply superposition theorem, let us first take the source V1 alone 
at first replacing V2 by short-circuit (Fig. 1.36(a)).

+
– V1

r1 r2

r3
+
– V2

+
– V2

r1 r2

r3

i1¢ i2¢

i3¢

+
– V2

r1 r2

r3

i1¢¢ i2¢¢

i3¢¢

(a) (b)

Fig. 1.36

 Here, i1¢ =   
V1 __________ 

  
r2 r3 ______ r2 + r3

   + r1

  

  i2¢ = i1¢   
r3 ______ r2 + r3

  

and  i3¢ = i1¢ – i2¢

 Next, removing V1 by short-circuit, let the circuit be energized by V2 only 
(Fig. 1.36(b)).

 Here, i2≤ =   
V2 __________ 

  
r1 r3 ______ r1 + r3

   + r2

  

and  i1≤ = i2≤   
r3 ______ r1 + r3
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 Also, i3≤ = i2≤ – i1≤.

 As per superposition theorem,

  i3 = i3¢ + i3≤

  i2 = i2¢ – i2≤

  i1 = i1¢ – i1≤

[it may be noted that during application of superposition, the direction of currents 
calculated for each source should be taken care of].

1.14.3 Steps for Solving a Network using the Principle
 of Superposition

Step 1 Take only one independent source of voltage/current and deactivate the 
other independent voltage/current sources. (For voltage sources, remove the 
source and short circuit the respective circuit terminals and for current sources, 
just delete the source keeping the respective circuit terminals open). Obtain 
branch currents.

Step 2 Repeat the above step for each of the independent sources.

Step 3 To determine the net branch current utilising superposition theorem, just 
add the currents obtained in step-1 and step-2 for each branch. If the currents 
obtained in step-1 and step-2 are in same direction, just add them; on the other 
hand, if the respective currents are directed opposite in each step, assume the 
direction of the clockwise current to be +ve and subtract the current obtained in 
the next step from the original current. The net current in each branch is then 
obtained.

Example 1.12 In Fig. 1.37 when V0 = 0, I = 2 A; find I when V0 = 10 V.

+
–

2 W 2 W

2 WIo Vo

I

2 W 2 W

2 WIo Vo = 0

I A= 2

2 W 2 W

2 W Vo = 10 V

I

+
–

(a) (b)

Fig. 1.37
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Solution When V0 = 0, the circuit will look like that shown in Fig. 1.37(a). This 
time it is evident that I = 2 A.

 Next, V0 = 10 V is applied.

 Utilising the concept superposition, the circuit diagram is shown in Fig. 1.37(b) 
for the voltage source alone. This time I = 10/(2 + 2) = 2.5 A.

\ Net current through the required resistor i.e., I = 2 + 2.5 = 4.5 A as per 
superposition theorem.

Example 1.13 In the circuit of Fig. 1.38, find the current through the 5 W 
resistor using the principle of superposition.

Solution Setting the voltage source deactivated first, current through 5 W resistor 
is zero.

[\ With reference to Fig. 1.38(a), the current source will pass the entire current 
through the shorted path i.e. the deactivated voltage source path and no current 
would flow through 5 W resistor]

i.e.,  I¢ = 0.

+
– 5 W

1A10 V
5 W

1A

+
– 5 W2A

10 V

I = 0¢

1A

I ¢¢

(a) (b)

Fig. 1.38

 Next, deactivating the current source, the current through the 5 W resistor is 
only 10/5 (= 2) A (= I≤).

 Using the principle of superposition, I, the current through the 5 W resistor 
is

  I¢ + I≤ = 0 + 2 = 2 A.

Example 1.14 Find I in the circuit shown in Fig. 1.39.

3 W1 W +
–

I

1 volt

1 W

1 A 3 W1 W +
–

I1

1 V

1 W 2 W

IS

Fig. 1.39(a)
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Solution Principle of superposition is applied by taking 1 V source only at first 
(Fig. 1.39(a)).

  IS =   1 V ____________  
[(1 + 2) || 3] W

   = (1/1.5) A

  I1 = IS   
3 ________ 

3 + 2 + 1
  

   =   1 ___ 
1.5

   ×   3 __ 
6
   =   1 __ 

3
   A [by current division formula]

 Next, let us assume the current source only (Fig. 1.39(b)),

  I2 = 1 ×   1 _____ 
1 + 2

   =   1 __ 
3
   A [by current division formula]

 It may be observed that utilising the principle of superposition, the net 
response, when both the sources (1 A and 1 V) are present, the current through 
2 W resistor is

  I = (I1 – I2)

   =   1 __ 
3
   –   1 __ 

3
   = 0 [I1 and I2 being directed reverse]

Example 1.15 Find v by Superposition Theorem (Fig. 1.40).

Solution Taking the 10 V source only, with reference to Fig. 1.40(a),

  v1 = 10 × i

   = 10   10 ______ 
5 + 10

  

   = 6.67 V.

 Taking the 5 A source only, with reference 
to Fig. 1.40(b),

  i10 = 5   5 ______ 
5 + 10

   = 1.67 A

3 W1 W

I2

1 W 2 W

1 W

1 W 2 W

I21 A

Fig. 1.39(b)

10 W

5 W

+
–

+
–10 V v

+

–
Io = 5 A

Fig. 1.40
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\  v2 = 1.67 × 10 = 16.70 V

 By Superposition Theorem,

  v = v1 + v2 = 6.67 + 16.70 = 23.37 V.

1.15 MAXIMUM POWER TRANSFER THEOREM

This theorem is used to find the value of load resistance for which there would 
be maximum amount of power transfer from source to load.

1.15.1 Statement of  Maximum Power Transfer Theorem

A resistance load, being connected to a d.c. network, receives maximum power 
when the load resistance is equal to the internal resistance (Thevenin’s equivalent 
resistance) of the source network as seen from the load terminals.

1.15.2 Explanation

A variable resistance RL is connected to a d.c. source network as shown in 
Fig. 1.41(a) while Fig. 1.41(b) represents the Thevenin voltage V0 and Thevenin 
resistance RTh of the source network. The aim is to determine the value of RL 
such that it receives maximum power from the d.c. source.

5 W

+
– 10 V v1

+

–
10 W

5 W

+
–v2

+

–
5 A10 Wi

i10

(a) (b)

Fig. 1.40 (a), (b)

d.c.
source
network

x

y

I

RL
+
–

y

I

Vo

Thevenins equiv.
of d.c. source network

x

RTh

RL

Fig. 1.41 (a) Load connected to the d.c. source network; (b) Equivalent source
network and load
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 With reference to Fig. 1.41(b),

  I =   
V0 ________ 

RTh + RL
  

while the power delivered to the resistive load is

  PL = I2 RL =   (   V0 ________ 
RTh + RL

   )  2  × RL

 PL can be maximized by varying RL and hence, maximum power can be 
delivered when (dPL/dRL) = 0.

 However,   
dPL ____ 
dRL

   =   1 ____________  
[(RTh + RL)2]2

  

  [ (RTh + RL)2   d ____ 
dRL

   (V0
2 RL) – V0

2 RL   d ____ 
dRL

   (RTh + RL)2 ] 
   =   1 __________ 

(RTh + RL)4
   [(RTh + RL)2 V0

2 – V0
2 RL × 2 (RTh + RL)]

   =   
V0

2 (RTh + RL – 2RL)
  _________________  

(RTh + RL)3
   =   

V0
2 (RTh – RL)

  ____________  
(RTh + RL)3

  

 But   
dPL ____ 
dRL

   = 0

\ Finally,

    
V0

2 (RTh – RL)
  ____________  

(RTh + RL)3
   = 0

which gives (RTh – RL) = 0

or  RTh = RL

 Hence, it has been proved that power transfer from a d.c. source network to 
a resistive network is maximum when the internal resistance of the d.c. source 
network is equal to the load resistance.

 Again, with RL = RTh, the system being perfectly matched for load and 
source, the power transfer becomes maximum and this amount of power (Pmax)
can be obtained as

  Pmax =   
V0

2 RTh ___________  
(RTh + RTh)

2
   =   

V0
2

 _____ 
4 RTh

  

(it may be noted that this is the power consumed by the load).

 Obviously, the power transfer by the source would be also   
V0

2

 _____ 
4 RTh

  , the load 

power and source power being the same.
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 The total power supplied is thus

  P = 2   
V0

2

 _____ 
4 RTh

   =   
V0

2

 _____ 
2 RTh

  

 During maximum power transfer the efficiency h becomes

  h =   
Pmax ____ 

P
   × 100 = 50%

 The concept of maximum power transfer by making the source resistance 
equal to the load resistance has wide application in communication circuits 
where the magnitude of power transfer is sufficiently small. To achieve maximum 
power transfer, then the source and load resistances are matched and with flow 
of maximum power from source to load, low efficiency of 50% is tolerated. 
On the other hand in electric power transmission systems, the load resistance 
being sufficiently greater than the source resistance, it is difficult to achieve the 
condition of maximum power transfer ordinarily. Moreover, in power system, 
emphasis is given to keep voltage drops and line losses to a minimum value and 
hence operation of the power system, operating with bulk power transmission 
capability, becomes uneconomical if it be operated with only 50% efficiency just 
for the sake of maximum power transfer. Hence in power transmission systems 
this criterion of maximum power transfer is seldom realized.

1.15.3 Steps to Solve Problems Relating Maximum
 Power Transfer Theorem

Following steps may be executed to solve the problems relating to maximum 
power transfer theorem.

Step 1 Remove the load resistance and find Thevenin’s resistance (RTh) of the 
source network looking through the open-circuited load terminals.

Step 2 As per maximum power transfer theorem, this RTh is the load resistance 
of the network i.e., RL = RTh that allows maximum power transfer.

Step 3 Find the Thevenin’s voltage (V0) across the open-circuited load 
terminals.

Step 4 Maximum power transfer is given by   
V0

2

 _____ 
4 RTh

  .

Example 1.16 Find the value of R in the 
circuit of Fig. 1.42 such that maximum power 
transfer takes place. What is the amount of 
this power?

Solution Let R be replaced first and the 
open-circuit voltage be Voc (Fig. 1.42(a)).

1 W1 W R W4 V+
–

+ –

6 V

1 W 5 W

Fig. 1.42
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 Here, I =   4 V  _________________  
[{(5 + 1) || 2} + 1] W

  

   =   4 __ 
  5 __ 
2
  
   =   8 __ 

5
   A

\  I2 = I   2 ________ 
2 + 5 + 1

   =   8 __ 
5
   ×   1 __ 

4
   =   2 __ 

5
   A

 The drop across a-b branch is then 

  Va-b =   2 __ 
5
   × 1 =   2 __ 

5
   V

 Obviously, Voc = Va-b + 6 V =   2 __ 
5
   + 6 =   32 ___ 

5
   V

or  Voc = 6.4 V

 To find internal resistance of the circuit across x-y, with reference to 
Fig. 1.42(b),

  RTh = {1 || 2 + 5} || 1 =   17 ___ 
3
   || 1 =   17 ___ 

20
   W

   = 0.85 W

 As per maximum power transfer theorem,

  R = RTh = 0.85 W

and  Pmax (max. power) =   
 V oc  

2
  
 ___ 

4 R
   =   

(6.4)2

 _______ 
4 × 0.85

   = 12 W

Example 1.17 Determine the branch currents in the network of Fig. 1.43, 
when the value of each branch resistance is 1 W.

Solution Let the current directions be as shown in Fig. 1.43.

 Apply Kirchhoff’s Second law to the closed-circuit ABDA, we get

  5 – x – z + y = 0 or x – y + z = 5 (i)

1 W2 W+
–

I2

1 W 5 W

I

+

Voc

b
+ –

6 V

x

y

+

4 V

I1

1 W2 W

1 W 5 W
x

y

RTh

(a) (b)

Fig. 1.42
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 Similarly, circuit BCDB gives

  – (x – z) + 5 + (y + z) + z = 0

or  x – y – 3z = 5 (ii)

 Lastly, from circuit ADCEA, we get

  – y – (y + z) + 10 – (x + y) = 0

or  x + 3y + z = 10 (iii)

 From Eq. (i) and (ii), we get,

  z = 0

 Substituting z = 0 either in Eq. (i) or (ii) and in 
Eq. (iii), we get

  x – y = 5 (iv)

  x + 3y = 10 (iv)

 Subtracting Eq. (v) from (iv), we get

  – 4y = – 5

or  y = 5/4 = 1.24 A

 Equation (iv) gives x = 25/4 A = 6.25 A

 Current in branch AB = current branch BC = 6.25 A

 Current in branch BD = 0; current in branch AD = current in branch 
DC = 1.25 A; current in branch CEA = 6.25 + 1.25 = 7.5 A.

Example 1.18 By using Superposition Theorem, find the current in resistance 
R shown in Fig. 1.44(a)

  R1 = 0.005 W, R2 = 0.004 W, R = 1 W, E1 = 2.05 V, E2 = 2.15 V

 Internal resistances of cells are negligible.

1 W 1 W

B

5 V
x

A

1 W 1 W

1 W

z

C
( – )x y

( + )y z

y

D
( + )x y ( + )x y

E 10 V

5 V

1 W

Fig. 1.43

0.05 B 2.05 V

E1

0.04 2.15 V

R = 1

D

(a)

0.05 B 2.05 V

E1

0.04

1

D

(b)

0.05

B

0.04 2.15 V

i

D

(c)

A C A C

I

I1

I
E2 I2

E2R2

A C

Fig. 1.44

Solution In Fig. 1.44(b), E2 has been removed. Resistances of 1 W and 0.04 W 
are in parallel across points A and C. RAC = 1 || 0.04 = 1 × 0.04/1.01 = 0.038 W. 
This resistance is in series with 0.05 W. Hence, total resistance offered to battery 
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E1 = 0.05 + 0.038 = 0.088 W. I = 2.05/0.088 = 23.3 A. Current through 1 W 
resistance, I1 = 23.3 × 0.04/1.04 = 0.896 A from C to A.

 When E1 is removed, circuit becomes as shown in Fig. 1.44(c). Combined 
resistance of paths CBA and CDA is = 1 || 0.05 = 1 × 0.05/1.05 = 0.048 W. Total 
resistance offered to E2 is = 0.04 + 0.048 = 0.088 W. Current I = 2.15/0.088 = 
24.4 A. Again I2 = 24.4 × 0.05/1.05 = 1.16 A.

 The current through 1 W resistance when both batteries are present

   = I1 + I2 = 0.896 + 1.16 = 2.056 A.

Example 1.19 Use Superposition theorem to find current I in the circuit shown 
in Fig. 1.45(a). All resistances are in ohms.

120 A

50 150

40 A 120 A

50 150 50 150

40 A

10 V
– +

I

(a) (b)

I1

(c)

I2

(d)

I3

50 150

10 V
– +

Fig. 1.45

Solution In Fig. 1.45(b), the voltage source has been replaced by a short and the 
40 A current sources by an open. Using the current-divider rule, we get

  I1 = 120 × 50/200 = 30 A.

 In Fig. 1.45(c), only 40 A current sources has been considered. Again, using 
current-divider rule

  I2 = 40 × 150/200 = 30 A.

 In Fig. 1.45(d), only voltage source has been considered. Using Ohm’s law,

  I3 = 10/200 = 0.05 A

 Since I1 and I2 cancel out,

  I = I3 = 0.005 A

Example 1.20 Use Superposition Theorem to find I in the circuit of 
Fig. 1.46.

Solution At a time, one source acts and the other is de-activated, for applying 
Superposition theorem. If I1 represents the current in 5 ohm resistor due to 20 V 
source, and I2 due to 30 V source,

  I = I1 + I2
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 Due to 20 V source, current into node B

   = 20/(20 + 5/6) = 0.88 amp

 Out of this, I1 = 0.88 × 6/11 = 0.48 amp

 Due to 30 V source, current into node B

   = 30/(6 + 5/20) = 3 amp

 Out of this, I2 = 3 × 20/25 = 2.4 amp

 Hence, I = 2.88 amp

 Alternatively, Thevenin’s theorem can be applied at nodes BD after removing 
5 ohms resistor from its position. Following the procedure to evaluate VTh and 
RTh.

 Thevenin voltage,

  VTh = 27.7 volts

and  RTh = 4.62 ohms

 Current, I = 27.7/(4.62 + 5) = 2.88 amp

Example 1.21 A bridge network ABCD has arms AB, BC, CD and DA of 
resistances 1, 1, 2 and 1 ohm respectively. If the detector AC has a resistance of 
1 ohm, determine by star/delta transformation, the network resistance as viewed 
from the battery terminals.

Solution As shown in Fig. 1.47(b), delta DAC has been reduced to its equivalent 
star.

  RD =   2 × 1 ________ 
2 + 1 + 1

   = 0.5 W,

  RA =   1 __ 
4
   = 0.25 W,

  RC =   2 __ 
4
   = 0.5 W

+

–
V

20 W

100 W

A

I

5 W

6 W

C

30 V
+

–
O

Fig. 1.46
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 Hence, the original network of Fig. 1.47(a) is reduced to the one shown 
in Fig. 1.47(d). As seen, there are two parallel paths between points N and B, 
one of resistance 1.25 W and the other of resistances 1.5 W. Their combined 
resistance is

   =   1.25 × 1.5 _________ 
1.25 + 1.5

   =   15 ___ 
22

   W

 Total resistance of the network between points D and B is

   = 0.5 +   15 ___ 
22

   =   13 ___ 
11

   W

Example 1.22 A network of resistances is formed as follows as in Fig. 1.48(a) 
AB = 9 W; BC = 1 W; CA = 1.5 W forming a delta and AD = 6 W; BD = 4 W and 
CD = 3 W forming a star. Computer the network resistance measured between 
(i) A and B (ii) B and C and (iii) C and A.

Solution The star of Fig. 1.48(a) may be converted into the equivalent delta and 
combined parallel with the given delta ABC. Using the rule given in Section 1.11 
the three equivalent delta resistance of the given star becomes as shown in 
Fig. 1.48(b).

 When combined together, the final circuit is as shown in Fig. 1.48(c).

1 W
1 W

A

1 W

2 W
2 W

C

BD D

1 W

2 W

1 W

0.5 W
0.2

5 W

0.5 W

RC

RA

D
0.5 W

0.2
5 W

0.5 W

1 W

1 W

A

C

N

B

A

C

ND

(a) (b)

(c) (d)

A

C

Fig. 1.47
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 (i) As seen, there are two parallel paths across points A and B.

 (a) one directly from A to B having a resistance of 6 W and 

 (b) the other via C having a total resistance

    =  (   27 ___ 
20

   +   9 ___ 
10

   )  = 2.25 W

  \ RAB =   6 × 2.25 _________ 
(6 + 2.25)

   =   18 ___ 
11

   W

 (ii)  RBC =   
  9 ___ 
10

   ×  ( 6 +   27 ___ 
20

   ) 
  ____________  

 (   9 ___ 
10

   + 6 +   27 ___ 
20

   ) 
  

    =   441 ____ 
550

   W

 (iii)  RCA =   
  27 ___ 
20

   ×  ( 6 +   9 ___ 
10

   ) 
  ____________  

 (   9 ___ 
10

   + 6 +   27 ___ 
20

   ) 
  

    =   621 ____ 
550

   W

Example 1.23 With the help of Norton’s theorem, find V0 in the circuit shown 
in Fig. 1.49(a). All resistances are in ohms.

Solution For solving this circuit, we will Nortonise the circuit to the left to the 
terminals 1-1¢ and to the right of terminals 2-2¢, as shown in Figs. 1.49(b) and 
(c) respectively.

 The two equivalent Norton circuits can now be put back across terminals 1-1¢ 
and 2-2¢, as shown in Fig. 1.50(a).

A

B C

9 W 1.5 W

D
4 W 3 W

1 W

A

18
W

13.5

9 W

1 W
B C

6 W 27
20 W

9
10 W

(a) (b) (c)

1.5 W
6 W

A

B C

9 W

Fig. 1.48
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 The two current sources being in parallel, can be combined into a single 
source of 7.5 + 2.5 = 10 A. The three resistors are in parallel and their equivalent 
resistances is 2 || 4 || 4 = 1 W. The value of V0 as seen from Fig. 1.50(b) is

  V0 = 10 × 1 = 10 V.

Example 1.24 For the circuit shown in Fig. 1.51(a), calculate the current in 
the 6 W resistance by using Norton’s theorem.

15 A

1

41 10 V

1 2

V0

4

+

1¢ 2¢

(a)

7.5 A

42 2.5 A

(b)

1¢ 2¢

1 2

Fig. 1.49

7.5 A

2 4 4 2.5 A

1¢ 2¢

10 A

1

(a) (b)

21

V0V0

Fig. 1.50

4 2 4 V

4

5 V

6

A

B

3 V

4 2 4 V

4

5 V

A

B

3 V
I1 I2 IN

5
4 A 4 6

B

A

(a) (b) (c)

Fig. 1.51
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Solution We replace the 6 W resistance by a short-circuit as shown in Fig. 1.51(b). 
Now, we have to find the current passing through the short-circuited terminals A 
and B. For this purpose we will use the mesh analysis by assuming mesh currents 
I1 and I2.

 From mesh (i), we get

  3 – 4 I1 – 4 (I1 – I2) + 5 = 0

or  2 I1 – I2 = 2 (i)

 From mesh (ii), we get

  – 2 I2 – 4 – 5 – 4 (I1 – I2) = 0

or  4 I1 – 6 I2 = 9 (ii)

 From (i) and (ii) above, we get

  I2 = – 5/4

 The negative sign shows that the actual direction of flow of I2 is opposite to 
the shown in Fig. 1.51(b). Hence, Ish = IN = I2 = – 5/4 A i.e., current flows from 
point B to A.

 After the terminals A and B are open-circuited and the three batteries are 
replaced by short-circuits (since their internal resistances are zero), the internal 
resistance of the circuit, as viewed from these terminals is

  Ri = RN = 2 + 4 || 4 = 4 W

 The Norton’s equivalent circuit consists of a constant current source of 5/4 A 
in parallel with a resistance of 4 W as shown in Fig. 1.51(c). When 6 W resistance 
is connected across the equivalent circuit, current through it can be found by the 
current-divider rule.

 Current through 6 W resistor = 5/4 × 4/10 = 0.5 from B to A.

Example 1.25 In the network shown in Fig. 1.52(a), find the value of RL such 
that maximum possible power will be transferred to RL. Find also the value of the 
maximum power and the power supplied by source under these conditions.

3 2 A

15 V 3 RL

I B

(a)

3 2 A

15 V 3

I B

(b)

7.5 V Vth

4.5

RL

A

B
(c)

Fig. 1.52
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Solution We will remove RL and find the equivalent Thevenin’s source for the 
circuit to the left terminals A and B. As seen from Fig. 1.52(b) Vth equals the 
drop across the vertical resistor of 3 W because no current flows through 2 W 
and 1 W resistors. Since 15 V drops across two series resistors of 3 W each, Vth = 
15/2 = 7/5 V. Thevenin’s resistance can be found by replacing 15 V source with a 
short-circuit. As seen from Fig. 1.52(b), Rth = 2 + (3 || 3) + 1 = 4.5 W. Maximum 
power transfer to the load will take place when RL = Rth = 4.5 W.

 Maximum power drawn by

  RL =  V th  
2
  /4 × RL = 7.52/4 × 4.5

   = 3.125 W.

 Since same power is developed in Rth, power supplied by the source

   = 2 × 3.125 = 6.250 W.

1.16 WHEATSTONE BRIDGE

The   Wheatstone bridge (Fig. 1.53) consists of four 
resistances – three known P, Q, R in which R is continuously 
variables and one unknown resistance X.

 The galvanometer G has a resistance by Rg. The battery 
is of emf e and assumed to have zero internal resistance. To 
obtain the balanced condition of the bridge, we first derive 
an expression for the current through the galvanometer 
when the bridge is slightly out of balance.

 Applying KCL, we get the following junction equa-
tions

 Junction A : i – i1 – i3 = 0

 Junction B : i1 – i2 – ig = 0

 Junction D : i3 + ig – i4 = 0

 Applying KVL, we get the following loop equations

 Loop a : X i3 + R i4 = e

 Loop b : P i1 + Rg ig – X i3 = 0

 Loop c : Q i2 – R i4 – Rg ig = 0

 To find out the galvanometer current ig, we reduce the above six equations to 
the following three equations:

Gb c

ig
Q

i2

P

i1

X R

i4

A

B

C

D

a

i i
i3

e

Fig. 1.53
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  X (i – i1) + R (i – i2) = e

  P i1 + Rg (i1 – i2) – X (i – i1) = 0

  Q i2 – R (i – i2) – Rg (i1 – i2) = 0

or

  i (X + R) – i1 X – i2 R = e

  i X – i1 (P + X + Rg) + i2 Rg = 0

  i R + i1 Rg – i2 (Q + R + Rg) = 0

 In matrix-form, this system of linear equations is written as

  [  X + R
 

  
 X    

R
     

– X
 

    
  – (P + X + Rg)       

Rg

     
– R
 

    
 Rg       

– (Q + R + Rg)

  ]   [   i   i1   
i2

  ]  =  [   e 
 
 0   

0
  ] 

or in compact form as

  AX = Y

where A is the coefficient matrix, X is the unknown parameter-matrix and Y is 
the column matrix of constants.

 This matrix equation can be solved by using Cramer’s rule. If |A| π 0, the 
system AX = Y has the unique solution

   x1 = i =   
|A1| ___ 
|A|

  ;

  x2 = i1 =   
|A2| ___ 
|A|

  ;

  x3 = i2 =   
|A3| ___ 
|A|

  

 To find ig = i1 – i2, we need to know only i1 and i2 i.e., |A|, |A2| and |A3|. 
Now

  |A| =  |  X + R
 

  
 X    

R
     

– X
 

    
  – (P + X + Rg)       

Rg

     
– R
 

    
 Rg       

– (Q + R + Rg)

  | 
   = (X + R) {(P + X + Rg) (Q + R + Rg) –  R g  

2 } +

    X {– X (Q + R + Rg) – R Rg} – R {XRg + R (P + X + Rg)}

   = (PQR + QRX + RXP + XPQ) + Rg (PX + QX + PR + QR)

   = D + Rg (P + Q) (X + R)

where D = PQR + QRX + RXP + XPQ
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  |A2| =  |  X + R
 

  
 X    

R
     

e
 

 
 0   

0
    

– R
 

    
 Rg       

– (Q + R + Rg)

  | 
   = (– 1)1 + 2 . e  |    X   

R
 
 
   

 
 

Rg
   

– (Q + R + Rg)
 
 
  | 

   = e [RRg + X (Q + R + Rg)]

  |A3| =  |  X + R
 

  
 X    

R
     

– X
 

    
  – (P + X + Rg)       

Rg

     
e
 

 
 0   

0
  | 

   = (– 1)1 + 3 . e  |    X   
R

 
 
   

 
 
– (P + X + Rg)

   
Rg

 
 
  | 

   = e [XRg + R (P + X + Rg)]

\  i2 =   
|A3| ___ 
|A|

   =   
e [X Rg + R (P + X + Rg)]

   _____________________   
D + Rg (P + Q) (X + R)

  

and  i1 =   
|A2| ___ 
|A|

   =   
e [R Rg + X (Q + R + Rg)]

   _____________________   
D + Rg (P + Q) (X + R)

  

 Thus the current through the galvanometer is given by

  ig = i1 – i2 =   
e (QX – PR)

  ___________________  
D + Rg (P + Q) (X + R)

  

 In the balanced condition of the bridge, there is no current through the 
galvanometer and hence ig = 0. Then, we have

  QX = PR or   P __ 
Q

   =   X __ 
R

  

 This is the condition of balance in a Wheatstone bridge. The balance condition 
is independent of the battery and the galvanometer.

1.17 ALTERNATING CURRENTS

When a battery is connected in series with a resistance the resulting current flows 
always in the same direction. This is because the battery maintains the same 
polarity of the output voltage. On the other hand an alternating voltage source 
reverses or alternates the polarity at a constant rate or frequency. For example, 
the current in a household electric circuit reverses direction 50 times per second. 
Most electronic circuits include both d.c. and a.c. voltages. The following table 
shows the comparison between d.c. and a.c. voltages.
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d.c. voltage a.c. voltage

Polarity fixed Polarity reverses

Magnitude may be constant or variable Magnitude varies periodically

Cannot be stepped up or stepped down by 
a transformer

Can be stepped up or down by a 
transformer

Easier to measure Easier to amplify

Heating effect is the same for both d.c. and a.c. currents.

 The usual sources of a.c. voltage are the generator and oscillator.

1.18 SINUSOIDAL WAVEFORM

The basic waveform for a.c. variations is the sine wave. The output of a generator 
is proportional to the sine of the angle of rotation of the coil. Electronic oscillator 
circuits containing capacitance and inductance also produce sine wave variations. 
A sine wave can be derived from a circular motion. Consider a vector rotating 
in the anticlockwise direction with a uniform angular velocity w as shown in 
Fig. 1.54. If the vertical component of the vector is plotted against time we get 
the time curve shown in the figure.

B

C A

D

p /2

2p
0

3 /2p

p
A p /2 p

B

C
3 /2p

A
VP

wt
p /2

w

D

T

Fig. 1.54

 One complete revolution of the vector is called a cycle. This corresponds 
to one complete set of changes from A to D in the waveform. The time taken 
for one cycle is called the period T. The number of cycles per second is called 
frequency f. The frequency is obviously the reciprocal of the period. One complete 
revolution covers 2p radian and this requires T second. Hence it follows that the 
angular frequency w = 2pf. If the length of the rotating vector is VP then the 
instantaneous value of the vertical component at any instant of time t is VP sin 
wt. Here VP is the maximum or peak value. It is the amplitude of the sine wave.

 If two sinusoidal waveforms have the same frequency but pass through zero 
value at different instants of time then they are said to be out of phase. The 
angle between the corresponding rotating vectors is called the  phase angle. For 
example the sine wave voltage v1 in Fig. 1.55 is leading the sine wave voltage 
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v2 because it passes through the zero values earlier than v2. The phase difference 
between the two waves is the angle f.

 A sinusoidal voltage is described by its amplitude and frequency. The most 
general equation for a sine wave is

  v = VP sin (wt + f) (1.50)

 It must be noted that capital letters are used to denote constant or d.c. values 
and lower case letters are used to denote time-dependent voltages and currents.

1.19 RMS VALUE

It is sometimes necessary to compare the magnitude of a sinusoidal current with 
a direct current. This is done by comparing the heating effect produced by the 
sinusoidal and direct currents. To find the heating effect of a sinusoidal current 
the I2R loss in a resistor is averaged over one complete cycle. Thus the average 
power of a sinusoidal current is given by

  P =   1 __ 
T

    Ú 
0
   

T

  I2  Rdt =   1 __ 
T

    Ú 
0
   

T

   I P  2
    R sin2 wt dt 

   =   
 I P  2

   R
 ____ 

T
    Ú 

0
   

T

    1 + cos 2 wt  __________ 
2
   dt 

   =   
 I P  2

   R
 ____ 

T
     [   t __ 

2
   +   sin 2 wt _______ 

4 w
   ]  0  

T
 

   =   
 I P  2

   R
 ____ 

2
   (1.51)

 The direct current which produces the same heating effect as an alternating 
current is called the effective value of the alternating current. If therefore the 
effective current is Ie

   I e  
2  R =   

 I P  2
   R
 ____ 

2
   (1.52)
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\  Ie =   
IP ___ 
 ÷ 

__
 2  
   (1.53)

 The effective value is usually called the root mean square or  rms value. a.c. 
voltmeters and ammeters are almost universally calibrated in terms of rms values. 
This enables easy comparison with the readings of d.c. meters. Unless stated 
otherwise a.c. voltages and currents are characterized by their rms values.

1.20 AVERAGE VALUE

In an attempt to find the average value of a sinusoidal voltage if we consider a 
full cycle the average comes out to be zero. So we take half a cycle and find the 
average. Thus if the average value of an ac voltage is Va.

  Va =   2 __ 
T

    Ú 
0
   

T/2

  VP  sin wt dt

   =   2 __ 
T

     [ VP   cos wt ______ – w   ]  0  
T/2

 

   =   2 __ 
T

     [ VP cos   
 (   2pt ___ 

T
   ) 
 _____ – w   ]  

0
  

T/2

 

   =   
2VP ____ 
wT

   [1 + 1]

   =   
2VP ______ 

 (   2p ___ 
T

   )  T
   × 2 =   

2VP ____ p   (1.54)

 Similarly the average current is given by

  Ia =   
2IP ___ p   (1.55)

1.20.1 Power Factor

The current and voltage in any part of an electronic circuit may or may not be in 
phase. If in general the phase difference between the voltage and current in any 
part of a circuit is f we can represent the current and voltage by the equations

  i = IP sin wt

and  v = VP sin (wt + f) (1.56)

 The instantaneous power is therefore

  p = vi = VP IP sin (wt) sin (wt + f) (1.57)

 Thus, the instantaneous power in any part of a circuit varies with time. It 
may even become negative as shown in Fig. 1.56.
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 The meaning of negative and positive power 
is understood as follows. When the power is 
positive in a certain part of the circuit the rest 
of the circuit delivers power to that part. When 
the power is negative that part gives up power 
to the rest of the circuit.

 The average power is found by averaging 
the instantaneous power given by Eq. (1.56) 
over one complete cycle. Thus

  P =   1 __ 
T

    Ú 
0
   

T

  vi  dt =   
VP IP _____ 

T
    Ú 

0
   

T

  sin wt sin (wt + f) dt 

   =   
VP IP _____ 

T
    Ú 

0
   

T

  sin wt {sin wt cos f + cos wt sin f) dt 

   =   
VP IP _____ 

T
    Ú 

0
   

T

  (sin2 wt cos f + sin wt cos wt sin f) dt 

   =   
VP IP _____ 

T
    [  Ú 

0
   

T

    1 – cos 2 wt  __________ 
2
    cos f dt +  Ú 

0
   

T

    sin 2 wt _______ 
2
    sin f dt ] 

   =   
VP IP cos f

 _________ 
T

     [   t __ 
2
   –   sin 2 wt _______ 

2w
   ]  0  

T
  +   

VP IP sin f
 _________ 

T
     [   – cos 2 wt _________ 

2w
   ]  0  

T
 

   =   
VP IP _____ 

2
   cos f =   

VP ___ 
 ÷ 

__
 2  
     

IP ___ 
 ÷ 

__
 2  
   cos f

   = VI cos f (1.58)

where V and I are the effective or rms values.

 The product VI is called the  apparent power. The factor cos f is called the 
 power factor. The real power is VI cos f. Hence

  Real power = (apparent power) (power factor) (1.59)

 It must be noted that when the phase angle is 90° the power factor is zero. 
Then no useful electric power is delivered. It is therefore possible for the current 
and voltage to have large magnitudes and hence the instantaneous power may 
be large. But the average power will be zero if the phase angle is 90°. When the 
voltage and current are in phase the power factor is 1. The average power is then 
equal to the product of the voltage and current as in the dc circuits.

1.21 UNITS OF FREQUENCY AND PERIOD

The unit of frequency is 1 cycle per second. This unit is called the hertz (Hz). 
In electronics we often come across very large frequencies. To measure such 
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frequencies we use larger units such as the kilohertz (103 Hz), megahertz (106 Hz) 
and the gigahertz (109 Hz). The unit of period is the second(s). Very often we 
have to deal with time intervals which are much smaller than the second. For 
measuring such small intervals of time we use units such as the ms (10–3 s), ms 
(10–6 s) and ns (10–9 s).

1.22 PHASORS

In the analysis of ac networks it often becomes necessary to add sinusoidal 
voltages and currents. One method of doing this is to plot the given voltages along 
the same axis. Then at each point along the axis the magnitudes of the individual 
waves are added algebraically. These algebraic sums are then plotted along the 
same axis. Figure 1.57 illustrates this method in the case of two waves. This 
method is very laborious and has limited accuracy. A shorter method involves 
the use of a rotating vector.

v

v1

v v v= +1 2

v2

t

Fig. 1.57

 We may recollect that in mechanics the concept of a plane vector is useful 
in solving problems. For example, a vector representation of forces enables 
the use of graphical methods for the composition and resolution of forces. In 
a similar way the use of phase diagrams enables us to get a good insight into 
the voltage and current relations in electronic circuits. A rotating vector that 
represents a sinusoidally varying quantity is called a  phasor. Its length represents 
the amplitude of the quantity. It is imagined to rotate with an angular velocity 
equal to the angular frequency of the quantity. The instantaneous value of the 
quantity is represented by the projection of the phasor in a fixed direction.

 To illustrate the use of phasors to add two sinusoidal voltages refer to 
Fig. 1.57. The two vectors OA and OB represent two sinusoidal voltages v1 and 
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v2. At t = 0, the voltage v1 is along the vertical projection of v1 is along the 
horizontal axis and v2 is at right angles to this axis. At this instant the vertical 
projection of v1 is 0 and that of v2 has reached it’s a maximum or peak value. 
Complete the parallelogram OACB. Then the diagonal OC represents the resultant 
of v1 and v2.

B
C

q
v2

0 v1 A 0

v

v V t= sin( + )rn w q

v V1 1= sinm tw

v V t2 2= sin( + 90°)m w

w1

Fig. 1.58

 The entire figure is now assumed to rotate in the anticlockwise direction with 
an angular velocity equal to the angular frequency of the two voltages. then the 
vertical projection of OC gives the instantaneous value of the resultant of the two 
given voltages. The waveform of this resultant is shown at the right of Fig. 1.57. 
The amplitude of the resultant is given by

  v =   (  v 1  
2  +  v 2  

2  )  1/2  (1.60)

 The phase angle q is given by

  q = tan–1 (v2/v1)

1.23 COMPLEX NOTATION OF PHASORS

It would be convenient to have an operator which when applied to a phasor rotates 
it through 90° in the anticlockwise direction without altering its magnitude. Such 
as operator is the  j operator. Consider a phasor P along the X-axis. If this phasor 
is multiplied by j we get the phasor jP along the Y-axis (Fig. 1.59). if the j 
operator is applied to jP we get the phasor j2P along the negative X-axis. Thus 
the phasor P and the phasor j2P are both of the same magnitude but opposite in 
direction.

\  j2P = – P

or  j2 = – 1

or  j =  ÷ 
___

 – 1   (1.61)
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 Thus in Cartesian form the phasor P can be 
written as

  P = a + jb (1.62)

where a represents the x component and b the 
y component of the phasor P. Going back to 
Fig. 1.57 we can write

  v = v1 + jv2 (1.63)

1.24  POLAR NOTATION
 OF PHASORS

In polar notation the phasor P can be written in the form

  P = p cos q + jp sin q

   = p (cos q + j sin q) (1.64)

 Thus, cos q + j sin q is an operator which when applied to a phasor along the 
X-axis rotates it though an angle q from its initial position in the counterclockwise 
direction.

 In a similar way cos q – j sin q is an operator when applied to a phasor along 
the X-axis turns it through an angle q in the clockwise direction. It can be shown 
that the above rotation is independent of the initial position of the phasor.

 The above results can be expressed in exponential form also. As cos q + j sin 
q = eiq we can write

  P = pe+jq (1.65)

Example 1.26 Two voltage sources represented by v1 = 10 sin (6t) and v2 = 
15 sin (6t + 90°) are connected in series. Find the equivalent voltage source.

Solution As the two voltages are 90° out of phasor one of them can be the x 
component and the other the y component of the resultant. Hence in complex 
notation the resultant can be written as 

  V = a cos q + ja sin q

where a cos q = peak value of v1 = 10 and a sin q = peak value of v2 = 15 and 
tan q = 15/10

\  Peak value of V =  ÷ 
________

 102 + 152   = 18.03

  q = tan–1 (15/10) = 56.31° = 56°19¢

\  Resultant voltage = 18.03 sin (6t + 56°19¢)

jp

j p
3

j p
2

= –p p = j p
4

Fig. 1.59
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 The basic elements of an a.c. circuit are resistance, inductance and capacitance. 
When an a.c. voltage is placed in series with a circuit element the element offers 
some opposite to the flow of current. This opposition depends on the nature of 
the circuit element and also in some cases on the frequency of the a.c.

 Using the basic equations for an inductor and for a capacitor and ohm’s 
law we first study the response of the individual basic elements to an applied 
sinusoidal voltage. Then we study the response of combinations of these elements 
to sinusoidal voltages.

1.25 A.C. VOLTAGE APPLIED TO A PURE RESISTANCE

In the range of frequencies that we come across in electronics the resistance of a 
resistor is for all practical purposes independent of frequency. Therefore, we can 
apply Ohm’s law to a resistor treating its resistance as constant. Figure 1.60(a) 
shows a pure resistance R to which an a.c. voltage vR = Vm sin (wt) is applied.

Vm

Imi

p
2

vc

0
p
2

p 3p
2

2pV V tR m= sinw C

i I tc m= sin ( + /2)w p

(a) (b)

Fig. 1.60

 If the current through the resistance is iR then we have by Ohm’s law

  iR =   
vR __ 
R

   =   
Vm sin wt

 ________ 
R

  

   =  (   Vm ___ 
R

   )  sin wt = Im sin wt (1.66)

where Im =   
Vm ___ 
R

   (1.67)

 For a given value of iR

  VR = iR R = (Im sin wt) R

   = (Im R) sin wt = Vm sin wt (1.68)

 Figure 1.60(b) shows the plot of the voltage across a pure resistance and the 
current through it as functions of time. It is clear from the above that the current 
through a resistance is in plase with the voltage across it.
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1.26 A.C. VOLTAGE APPLIED TO A PURE INDUCTANCE

Suppose a current iL = Im sin wt is flowing through an inductance L (Fig. 1.61(a)). 
Then the voltage across the inductance is the induced voltage in it which is given 
by

  vL = L   
diL ___ 
dt

   = L   d __ 
dt

   (Im sin wt) = wL Im cos wt

   = wL Im sin  ( wt +   p __ 
2
   ) 

   = Vm sin  ( wt +   p __ 
2
   )  (1.69)

where Vm = wL Im (1.70)

Im

Vm

V iL Lor

vL

iL

p
2

p 3p
2

2p
v VL m= sin

wt +
p
2

i I tL m= sinw

L

p
2

0

(a) (b)

Fig. 1.61

 We see from the above that the peak value of the voltage is directly dependent 
on the frequency of the ac and the inductance. Figure 1.61(b) shows a plot of 
the voltage across the current through the inductance as a function of time. 
Equation (1.69) and the voltage and current graphs shown in Fig. 1.6(b) show 
that the voltage across an inductance leads the current through it by p/2 or 90°. 
The quantity wL in Eq. (1.70) is analogous to the resistance R in Eq. (1.67). This 
is what opposes the flow of current through the inductance. This quantity wL is 
called the  reactance of the inductance. It is denoted by XL. Thus

  XL = wL = 2pfL (1.71)

1.27 A.C. VOLTAGE APPLIED TO A CAPACITANCE

The basic equation for a capacitance is

  q = Cv.

 As current is rate of flow of charge we get for the current

  iC =   
dq

 ___ 
dt

   = C   
dvC ___ 
dt
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 Suppose we apply an a.c. voltage vc = Vm sin (wt) to a capacitor of the 
capacitance C. Then we get from the above equation

  iC = C   d __ 
dt

   (Vm sin wt) = wC Vm cos wt

   = wC Vm sin  ( wt +   p __ 
2
   ) 

   = Im sin  ( wt +   p __ 
2
   )  (1.72)

where Im = wC Vm (1.73)

 Figure 1.62 shows the relevant circuit and the plots of the voltage and current 
as functions of time.

V iR Rand
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Vm

Im
iR

0 p
2

p 3
2
p 2p

wte V t= sinm w

i I tR m= sinw

R

(a) (b)

Fig. 1.62

 We see from Eq. (1.72) and also from the graphs that the current in a 
capacitive circuit leads the voltage by p/2 or 90°. We see from Eq. (1.73) that 
the quantity (1/wC) is analogous to resistance in Eq. (1.67). This is what opposes 
the flow of current. It is called  capacitive reactance. It is denoted by XC.Thus

  XC =   1 ___ 
wC

   =   1 _____ 
2pfC

   (1.74)

1.28 FREQUENCY RESPONSE OF
 THE BASIC ELEMENTS

We have seen above that the resistance of a resistor is 
independent of frequency in the range of frequencies that 
we meet with in electronics. Therefore, the frequency 
response curve for a resistor is a straight line parallel to 
the frequency axis as shown in Fig. 1.63

 Equation (1.71) shows that the reactance of an inductor 
is directly proportional to the angular frequency. The 
angular frequency w = 2pf. Hence the reactance of an 

Frequency

R

Fig. 1.63
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inductor is directly proportional to the frequency of the 
applied a.c. The frequency response curve of an inductor 
is therefore a straight line as shown in Fig. 1.64. Larger 
the inductance greater the slope of the straight line 
graph.

 Equation (1.74) indicates that the reactance of a 
capacitor is inversely proportional to the frequency of 
the applied a.c. Hence the frequency response curve 
of a capacitor is a rectangular hyperbola as shown in 
Fig. 1.65.

1.29 A.C. POWER IN THE BASIC
 CIRCUIT ELEMENTS

We have seen earlier that the average power in an a.c. 
circuit is given by

  P = VI cos f

 In the case of a resistor as the current and voltage 
are in phase f = 0. Hence the power dissipated in a pure 
resistor is 

  P = VI = I2 R

   = V2/R (1.75)

 In an inductor the voltage is 90° ahead of the current. 
Hence f = 90°. Hence the power factor cos f = 0 and the average power = 0. 
Thus an ideal inductor does not dissipate any energy. If there is any dissipation 
of energy in an inductor it is due to the associated resistance in it.

 In a capacitor the current leads the voltage by 90°. Hence here also the power 
factor is zero. Thus there is no power dissipation in a capacitor.

1.30 IMPEDANCE

We have seen above that the voltage across a 
resistance is in phase with the current, that in 
an inductance is 90° ahead of the current and 
that in a capacitance it is 90° behind the current. 
We can therefore treat resistance, inductive 
reactance and capacitive reactance as phasors 
and draw a phasor diagram. For any network 
the resistance will always be along the positive 
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X-axis of the phasor diagram. The inductive reactance will appear along the 
positive imaginary axis. The capacitive reactance will be along the negative 
imaginary axis (Fig. 1.66).

 In an a.c. circuit we may have resistance, inductive reactance or capacitive 
reactance or combinations of these. Any one of these three elements or their 
combination in an a.c. circuit is called the  impedance of the circuit. The 
impedance is a measure of the extent to which the circuit impedes or hinders the 
flow of current in the circuit. Figure 1.66 is called an  impedance diagram. The 
symbol for impedance is Z. For the individual elements the impedance can be 
represented as follow 

 Resistance Z = R = R –0° = R + j0 (1.76)

 Inductance Z = XL = XL –90° = 0 + jXL (1.77)

 Capacitance Z = XC = XC –– 90° = 0 – jXC (1.78)

 The impedance diagram is a very useful tool. It enables the quick analysis of 
circuit elements connected in series and parallel.

1.31 SERIES CONNECTION OF BASIC ELEMENTS

As in d.c. series circuits, in series a.c. circuits also the main property is that the 
current is the same through all the series elements. The total impedance of the 
series circuit is the sum of the individual impedance (Fig. 1.67).

i i i

i

z1 z2 z3 zn

Fig. 1.67

 Thus, ZT = Z1 + Z2 + Z3 + … (1.79)

 The impedance have to be added vectorially. The method of doing this will 
become clear in the examples to follow. 

 Both reactance and impedance are measured in the same unit as resistance 
viz., the ohm.

1.32 RESISTANCE AND INDUCTANCE IN SERIES

Figure 1.68 shows a resistance R and an inductance L connected in series with 
an a.c. voltage source. Let the voltage of the source be v = Vm sin wt. If the 
instantaneous value of the current in the circuit is i then the back e.m.f. in 
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the inductance is L   di __ 
dt

  . The potential Ri across the 

resistance will be the difference between the voltae 
of the source and the back e.m.f.

\  Ri = Vm sin wt – L   di __ 
dt

  

or  L   di __ 
dt

   + Ri = Vm sin wt (1.80)

 Let us assume that the solution of this equation is 

  i = Im sin (wt + q) (1.81)

where the amplitude lm and the phase angel q are constants to be determined. 
Differentiating Eq. (1.81) we have

    di __ 
dt

   = Im w cos (wt + q)

 Substituting for i and   di __ 
dt

   in Eq. (1.80) we have 

  L Im w cos (wt + q) + R Im sin (wt + q) = Vm sin wt

\  L Im w cos wt cos q – L Im w sin wt sin q + R Im sin wt cos q
    + R Im cos wt sin q = Vm sin wt

\  cos wt {L Im w cos q + R Im sin q} + sin wt {R Im cos q – L Im w sin q}
   = Vm sin wt

 This result must be true at all instants of time.

 When t = 0 we have cos wt = 1 and sin wt = 0

\  L Im w cos q + R Im sin q = 0

or  tan q = –   wL ___ 
R

   (1.82)

 When wt =   p __ 
2
   we have cos wt = 0 and sin wt = 1

\  R Im cos q – L Im w sin q = Vm (1.83)

 We have from Eq. (1.82)

  sin q =   – wL __________ 
 ÷ 

_________

 R2 + w2L2  
  

and  cos q =   R __________ 
 ÷ 

_________

 R2 + w2L2  
  

R L

v V t= sinm w

Fig. 1.68
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 Substituting in Eq. (1.83)

   {   R2
 __________ 

 ÷ 
_________

 R2 + w2L2  
   +   w2L2

 __________ 
 ÷ 

_________

 R2 + w2L2  
   }  Im = Vm

\  Im =   
Vm __________ 

 ÷ 
_________

 R2 + w2L2  
   (1.84)

 Hence the instantaneous current is given by

  i =   
Vm __________ 

 ÷ 
_________

 R2 + w2L2  
   sin (wt + q) (1.85)

where q = tan–1  (   – wL _____ 
R

   ) 
 The phase angle q is obviously negative. Hence it is more convenient to write 
Eq. (1.85) in the form

  i =   
Vm __________ 

 ÷ 
_________

 R2 + w2L2  
   sin (wt – q) (1.86)

where q = tan–1  (   wL ___ 
R

   ) 
 The impedance and phase angle 
can be calculated in a simple way by 
making use of an impedance diagram. 
Figure 1.69(a) shows the impedance 
or phasor diagram for the LR circuit.

 The impedance can be written as

  Z = R –0° + X –90°

   = R + j XL

   = R + j wL

\ Magnitude Z of the impedance is 
given by

  Z2 = R2 + (wL)2

   = R2 + w2L2 (1.87)

 Phase angle  q = tan–1   wL ___ 
R

   (1.88)

 If the input voltage is v = Vm sin wt then the current I in the circuit is 
given by

  i =   v __ 
Z

   =   
Vm sin (wt – q)

  _____________  
 ÷ 

_________

 R2 + w2 L2  
   (1.89)

Fig. 1.69
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 Sometimes the impedance diagram is drawn as shown in Fig. 1.69(b). Such 
a diagram is called an impedance triangle.

 It is clear from the above discussion that the current in an LR circuit lags 
behind the voltage or that the voltage leads the current.

1.33 RESISTANCE AND CAPACITANCE IN SERIES

Figure 1.70 shows a resistance R and a capacitance C 
in series with an a.c. voltage source v = Vm sin wt. If 
the instantaneous value of the charge on the capacitor 
plates is q then the potential across the plates is q/C. The 

instantaneous value of the current is i =   
dq

 ___ 
dt

  . The potential 

across the capacitor is equal to the difference between the 
source voltage and the potential drop across the resistor. Hence

    
q
 __ 

C
   = Vm sin (wt) – R   

dq
 ___ 

dt
  

or  R   
dq

 ___ 
dt

   +   
q
 __ 

C
   = Vm sin (wt) (1.90)

 Let us assume that the solution of this equation is 

  q = Qm cos (wt + q) (1.91)

 Then   
dq

 ___ 
dt

   = – Qm w sin (wt + q)

 Substituting for q and dq in Eq. (1.90) we get

  – RQm w sin (wt + q) +   
Qm ___ 
C

   cos (wt + q) = Vm sin wt

\  – RQm w {sin wt cos q + cos wt sin q} +   
Qm ___ 
C

   {cos wt cos q

    – sin wt sin q} = Vm sin wt

 This result must be true at all instants of time.

 At t = 0 we have cos wt = 1 and sin wt = 0

\  – RQm w sin q +   
Qm ___ 
C

   cos q = 0

\  tan q =   1 _____ 
RC w

   (1.92)

 When wt = p/2 we have cos wt = 0 and sin wt = 1

\  – RQm w cos q –   
Qm ___ 
C

   sin q = Vm

R C

v V t= sinm w

Fig. 1.70
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or  – CRQm w cos q – Qm sin q = CVm (1.93)

 We have from Eq. (1.92)

  sin q =   1 ____________  
 ÷ 

___________

  1 + R2 C2 w2  
  

and  cos q =   RCw ____________  
 ÷ 

___________

  1 + R2 C2 w2  
  

    
– R2 C2 w2 Qm  ____________  
 ÷ 

___________

  1 + R2 C2 w2  
   –   

QM ____________  
 ÷ 

___________

  1 + R2 C2 w2  
   = VmC

or  –  ÷ 
___________

  1 + R2 C2 w2   Qm = VmC

or  Qm = –   C ____________  
 ÷ 

___________

  1 + R2 C2 w2  
   Vm (1.94)

 Substituting in Eq. (1.91)

  q =   
– VmC
 ____________  

 ÷ 
___________

  1 + R2 C2 w2  
   cos (wt + q) (1.95)

 Differentiating, we get

  i =   
dq

 ___ 
dt

   =   
wCVm ____________  

 ÷ 
___________

  1 + R2 C2 w2  
   sin (wt + q)

   =   
Vm ___________  

 ÷ __________

 R2 +   1 _____ 
w2 C2

    
   sin (wt + q) (1.96)

or  i = Im sin (wt + q) (1.97)

where Im =   
Vm ___________  

 ÷ __________

 R2 +   1 _____ 
w2 C2

    
   sin (wt + q) (1.98)

and  q = tan–1  (   1 _____ 
RCw

   )  (1.99)

 We see from Eq. (1.97) that the current in an RC circuit leads the voltage or 
that the voltage lags behind the current.

 The impedance and the phase lag can be determined easily using the 
impedance diagram. Figure 1.71(a) shows the impedance diagram for a CR 
circuit.

 In phasor language we can write

 impedance = Z = R –0° + XC ––90° = R – jXC
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 Magnitude of the impedance

  Z =  ÷ 
___________

  R2 + (1/wC)2  

   =  ÷ 
__________

  R2 + 1/w2C2   (1.100)

and phase angle q = – tan–1   1 _____ 
wCR

   (1.101)

 Thus if the current in the circuit is

  i = Im sin wt (1.102)

then the voltage will be

  v = Zi =  ÷ 
____________

  R2 + (1/w2C2)   Im sin (wt – q) (1.103)

   = Vm sin (wt – q)

where q is given by Eq. (1.101).

 Conversely if the applied voltage is

  v = Im sin (wt)

then i = Im sin (wt + q)

 Figure 1.71(b) shows the impedance triangle for a CR circuit. From this 
triangle also we can obtain expressions for the impedance and the phase angle.

1.34 INDUCTANCE AND CAPACITANCE
 IN SERIES

Figure 1.72 shows an inductance L and a capacitance C 
in series with an ac voltage source v = Vm sin wt. If the 
instantaneous charge on the capacitor plates is q then the 
equation for the circuit is

+

–j

Z

q

R R B

C

A

1
wC

1
wC

Z
R

=

+
2

1 w2
2 C

(a) (b)

Fig. 1.71

L
C

v V t= sinm w

Fig. 1.72
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  L   di __ 
dt

   +   
q
 __ 

C
   = Vm sin wt

 Since i =   
dq

 ___ 
dt

   we get

  L   
d2q

 ___ 
dt2

   +   
q
 __ 

C
   = Vm sin wt (1.104)

 Let us assume the solution of this equation to be

  q = Qm cos (wt + q) (1.105)

 Differentiating twice we get

    
d2q

 ___ 
dt2

   = – Qm w2 cos (wt + q)

 Substituting in Eq. (1.104), we get

  – L w2 Qm cos (wt + q) +   
Qm ___ 
C

   cos (wt + q) = Vm sin wt (1.106)

 This equation must be true at all instants of time. Hence at t = 0 we have

  (– Qm w2L + Qm/C) cos q = 0

\  cos q = 0 or q = p/2

 Writing q = p/2 in Eq. (1.106), we have

  Vm = Qm  (   1 __ 
C

   – w2L )  (1.107)

 Substituting for Qm from Eq. (1.107) in Eq. (1.105), we get

  q =   
Vm _______ 

  1 __ 
C

   – w2L
   cos  ( wt +   p __ 

2
   ) 

   =   
– Vm _______ 

  1 __ 
C

   – w2L
   sin wt

   =   
Vm _______ 

w2L –   1 __ 
C

  
   sin wt

 Differentiating we get

  i =   
dq

 ___ 
dt

   =   
w Vm _______ 

w2L –   1 __ 
C

  
   cos wt

   =   
Vm _________ 

wL –   1 ____ 
wC 

  
  cos wt (1.108)
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 Writing   
Vm ________ 

wL –   1 ___ 
wC

  
   = Im we get

  i = Im cos wt (1.109)

 Since v = Vm sin wt it follows that the current in an LC circuit is at all 
instants of time 90° out of phase with the applied voltage. The power factor of 
an LC circuit is therefore zero.

 In phasor language we have

 impedance = Z = XL –90° + XC –– 90° = jwL – j/wC

\ Magnitude of the impedance

  Z = wL –   1 ___ 
wC

   (1.110)

 The phase angle will be + 90° if the inductive reactance is more than the 
capacitive reactance. Then the voltage leads the current by p/2. It will be – 90° 
if the capacitive reactance is more than the inductive reactance. Then the voltage 
lags behind the current by p/2.

1.35 RESISTANCE, INDUCTANCE AND CAPACITANCE
 IN SERIES

Figure 1.73 shows a resistance R, an inductance L 
and a capacitance C connected in series with an a.c. 
voltage v = Vm sin wt. The equation for this circuit 
is

  L   di __ 
dt

   + iR +   
q
 __ 

C
   = Vm sin wt (1.111)

 Since i =   
dq

 ___ 
dt

   we get

  L   
d2q

 ___ 
d2t

   + R   
dq

 ___ 
dt

   +   
q
 __ 

C
   = Vm sin wt (1.112)

 Let us assume the solution of this equation to be

  q = Qm cos (wt + q) (1.113)

 Then   
dq

 ___ 
dt

   = – w Qm sin (wt + q)

and    
d2q

 ___ 
d2t

   = – w2 Qm cos (wt + q)

L
C

v V t= sinm w

R

Fig. 1.73
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 Substituting in Eq. (1.112) we get

  – w2 L Qm cos (wt + q) – wR Qm sin (wt + q) +   
Qm ___ 
C

   cos (wt + q)

   = Vm sin wt (1.114)

 This equation must be true at all instants of time. Hence writing t = 0 
we get

  – w2 L Qm cos q – w R Qm sin q +   
Qm ___ 
C

   cos q = 0

or  tan q =   
  1 ___ 
wC

   – wL
 ________ 

R
   (1.115)

 From this we can deduce 

  sin q =   
  1 ___ 
wC

   – wL
  ________________  

 ÷ _______________

  R2 +   (   1 ___ 
wC

   – wL )  2   
  

and 

  cos q =   R ________________  

 ÷ _______________

  R2 +   (   1 ___ 
wC

   – wL )  2   
  

 Writing wt = p/2 in Eq. (1.114) and simplifying we get

  Qm =   
– Vm  __________________  

w  ÷ _______________

  R2 +   ( wL –   1 ___ 
wC

   )  2   
   (1.116)

 Substituting in Eq. (1.113)

  q =   
Vm  __________________  

w  ÷ _______________

  R2 +   ( wL –   1 ___ 
wC

   )  2   
   cos (wt + q) (1.117)

 Differentiating we get the instantaneous value of the current. Thus

  i =   
Vm ________________  

 ÷ _______________

  R2 +   ( wL –   1 ___ 
wC

   )  2   
   sin (wt + q) (1.118)

 Writing 

    
Vm ________________  

 ÷ _______________

  R2 +   ( wL –   1 ___ 
wC

   )  2   
   = Im (1.119)

we get i = Im sin (wt + q) (1.120)
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where the phase angle q is given by Eq. (1.115).

 We have seen in the case of simpler circuits that the effect of inductance is 
to make the voltage lead the current and that of capacitance to make the voltage 
lag behind the current. We see from Eq. (1.115) that if the capacitive reactance is 
more than the inductive reactance, q is positive. Then the current leads the voltage. 
If the capacitive reactance is less than the inductive reactance, q is negative. Then 
the voltage leads the current. The impedance of the circuit is Z given by

  Z =  ÷ _______________

  R2 +   ( wL –   1 ___ 
wC

   )  2    (1.121)

 As in the earlier cases in this case also we 
can obtain expressions for the impedance and 
phase angle by using the impedance diagram 
(Fig. 1.74).

 Now

  Z = R –0° + XL –90°

    + XC –– 90°

   = R + jXL – jXC

   = R + j (XL – XC)

\ Magnitude of the impedance

  Z =  ÷ _______________

  R2 +   ( wL –   1 ___ 
wC

   )  2    (1.122)

and phase angle

   = q = tan–1  (   wL –   1 ___ 
wC

  
 ________ 

R
   ) 

 The voltage leads the current by this angle.

1.36 ADMITTANCE AND SUSCEPTANCE

In dc circuits the reciprocal of resistance was called  conductance G measured in 
the unit Siemens. When a number of conductors were connected in parallel the 
total conductance was equal to the sum of the conductances of the individual 
branches. In an ac circuit the reciprocal of impedance is called  admittance. It is 
denoted by Y and is measured in the unit Siemens. Admittance is a measure of 
how well an ac circuit admits current to flow through it. For a given potential, 
therefore, the larger the admittance heavier the current that flows through the 
circuit. Figure 1.75 shows a number of impedances connected in parallel.

+j

0 R

–j

+

1
wC

Z
{ {wL – 1

wC

wL

Fig. 1.74
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 The total admittance of this circuit is given by

  Y = Y1 + Y2 + Y3 + … (1.123)

 If the impedances of the individual branches are Z1, Z2, Z3, … then

    1 __ 
Z

   =   1 __ 
Z1

   +   1 __ 
Z2

   +   1 __ 
Z3

   + … (1.124)

 The reciprocal of reactance is called  susceptance. It is also measured in 
Siemens. It is represents by the capital letter B. Thus for an inductor

  Y =   1 ___ 
XL

   =   1 ________ 
XL –90°

   =   1 ________ 
wL –90°

   =   1 ___ 
wL

   –90° (1.125)

 We define susceptance as

  BL =   1 ___ 
XL

   (1.126)

 Then

  BL = BL – – 90° (1.127)

 For a capacitor

  Y =   1 ___ 
XC

   =   1 _________ 
XC – –90°

   =   1 ___________  
(wC) – – 90°

  

   = wC –90° (1.128)

 If we define

  BC =   1 ___ 
XC

   (1.129)

then BC = BC –90° (1.130)

 For an inductance an increase is frequency or inductance will result in a 
decrease in a susceptance and hence in admittance.

 For a capacitor an increase in frequency or capacitance will result in an 
increase in a susceptance and hence in admittance.

 The results for ac circuits may be summarized as follows:

 Resistance: 

  Y =   1 __ 
R

   = G = G –0° = G + j0 (1.131)

Y1 = 1
Z1

Y2 = 1
Z2

Y3 =
1
Z3

Yn = 1
Zn

Fig. 1.75
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 Inductance:

  Y =   1 ___ 
XL

   = BL = BL –– 90° = 0 – jBL (1.132)

 Capacitance:

  Y =   1 ___ 
XC

   = BC = BC –90° = 0 + jBC (1.133)

 We have seen how impedance diagram enable 
easy analysis of series a.c. circuits. In a similar 
way for parallel ac circuits we can use admittance 
diagrams. Figure 1.76 shows how an admittance 
diagram is to be drawn. Like resistance, conductance 
G is on the positive real axis. Inductive susceptance 
BL appears along the negative imaginary axis. 
Capacitive susceptance appears along the positive 
imaginary axis.

Example 1.27 An a.c. voltage of 300 sin wt is 
applied to a resistance of 50 ohm. Using phasor 
algebra find the current flowing in the resistor.

Solution We are given v = 300 sin wt. The rms value of this voltage is 300/ ÷ 
__

 2   
= 212.2 V. Therefore in phasor language the given voltage is

  V = 212.2 –0°

\ Current = I =   V __ 
R

   =   212.2 –0° _________ 
50 –0°

   = 4.244 –0°

\  Peak value of current = 4.244 –2 = 6

\  i = 6 sin wt.

Example 1.28 A current i = 6 sin (wt 
+ 60°) is flowing through a resistance of
4 ohm. Using phasor algebra find the 
voltage across the resistance. Draw the 
phasor diagram.

Solution RMS value of the current

   = 6/ ÷ 
__

 2   = 4.243.

\ In phasor form current = 4.243 –60°.

\  V = IR

   = (4.243 –60°) (4 –0°)

   = 16.97 –60°.

 Figure 1.77 shows the corresponding phasor diagram.

+j

–j

+

BL

BC

G

Fig. 1.76

–j

+j

24

V

1

60°
+

Fig. 1.77
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Example 1.29 A voltage of 18 sin (wt) is applied to an inductance of 6 ohm. 
Using phasor algebra find the current through the inductance.

Solution RMS value of voltage = 18/ ÷ 
__

 2   = 12.73. Hence in phasor language

 Applied voltage V = 12.73 –0°

 Current = I =   V ___ 
XL

   =   12.73 –0° _________ 
6 –90°

   = 2.12 –– 90°

\  i =  ÷ 
__

 2   (2.12) sin (wt – 90°)

   = 3 sin (wt – 90°)

Example 1.30 A current i = 6 sin (wt + 60°) is flowing through an inductance 
of 10 ohm. Find the voltage across the inductance. Also draw the phasor diagram 
for the circuit.

Solution RMS value of current = 6/ ÷ 
__

 2   = 4.243. Therefore in phasor language

  I = 4.243 sin –60°

  V = IXL = (4.243 sin –60°) (10 –90°)

   = 42.43 –150°

\  v =  ÷ 
__

 2   (42.43 –150°) = 60 sin (wt + 150°)

 Figure 1.78 shows the phasor diagram for the circuit.

150°

60°
6

I

I j+

+

V

60

–j

Fig. 1.78

Example 1.31 An a.c. voltage 60 sin (wt) is applied to a resistance of 6 ohm 
and an inductance of 8 ohm in series. Draw the impedance diagram. Calculate 
the current in the circuit and the phase angle.

Solution In complex notation

  Z = Z1 + Z2 = 6 + j8
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\  Z = (62 + 82) = 10 ohm

  Phase angle = tan–1 (8/6) = 53°8¢

 Figure 1.79 shows the impedance diagram. The current lags behind the 
voltage by 53°8¢. Hence the current is given by

  i =   V __ 
Z

   sin (wt – 53°8¢)

   =   60 ___ 
10

   sin (wt – 53°8¢)

   = 6 sin (wt – 53°8¢)

 The rms value of the current is 6  ÷ 
__

 2   = 4.243. Hence in phasor language

  I = 4.243 –– 53°8¢.

Example 1.32 A current of i = 70 sin (wt + 60°) is flowing in a circuit having 
a resistance of 3 W and a capacitance of 6 W. Find the voltage drop across the 
resistance and capacitance.

Solution Impedance Z = 3 + 6j

\ Magnitude of impedance

  Z = (32 + 62)1/2 = 6.71 ohm

 Phase angle q = tan–1 (6/3) 63°26¢.

 The voltage across the resistance is in phase with the current.

\  Voltage across resistance = (resistance) (current)

   = 3 × 70 sin (wt + 60°)

   = 210 sin (wt + 60°)

Fig. 1.79
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 The voltage across the capacitor lags behind the current by 63°26¢

\  voltage across capacitor = 6 × 70 sin (wt + 60° – 63°26¢)

   = 420 sin (wt – 3°26¢)

1.37 KIRCHHOFF’S LAWS FOR A.C. NETWORKS

The statements of Kirchhoff’s laws are similar to those for d.c. networks except 
that instead of algebraic sum of currents and voltages, we take phasor or vector 
sums for a.c. networks.

 1.  Kirchhoff’s Current Law. According to this law, in any electrical 
network, the phasor sum of the currents meeting at a junction is zero.

  In other words, S I = 0 … at a junction

  Put in another way, it simply means that in any electrical circuit the phasor 
sum of the currents flowing towards a junction is equal to the phasor sum 
of the currents going away from that junction.

 2.  Kirchhoff’s Voltage Law. According to this law, the phasor sum of the 
voltage drops across each of the conductors in any closed path (or mesh) 
in a network plus the phasor sum of the e.m.fs. connected in that path is 
zero.

  In other words S IR + S e.m.f. = 0 … round a mesh

Example 1.33 Use Kirchhoff’s laws to find the current flowing in each branch 
of the network shown in Fig. 1.80.

Solution Let the current distribution be as shown in Fig. 1.80(b). Stating from 
point A and applying KVL to closed loop ABEFA, we get

  – 10 (x + y) – 20x + 100 = 0

or  3x + y = 10 (i)

100 0– 50 90°–

20

10

5

(a)

+

–
100 0°– 50 90°–

20

10

5

(b)

+

–

F E D

A B Cx y

+

–

( + )x y

Fig. 1.80
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 Similarly, considering the closed loop BCDEB and starting from point B, 
we have

  – 50 –90° + 5y + 10 (x + y) = 0

or  2x + 3y = j10 (ii)

 Multiplying Eq. (i) by 3 and subtracting from Eq. (ii) we get

  7x = 30 – j10

or  x = 4.3 – j1.4 = 4.52 –– 18°

 Substituting this value of x in Eq. (i), we get

  y = 10 – 3x = 5.95 –119.15°

   = – 2.9 + j5.2

  x + y = 4.3 – j1.4 – 2.9 + j5.2

   = 1.4 + j3.8

1.38  SUPERPOSITION THEOREM (FOR A.C. NETWORKS)

As applicable to ac networks, it states as follows:

 In any network made up of linear impedances and containing more than 
one source of e.m.f., the current flowing in any branch is the phasor sum of the 
currents that would flow in that branch if each source were considered separately, 
all other e.m.f. sources being replaced for the time being, by their respective 
internal impedances (if any).

Note. It may be noted that independent sources can be ‘killed’ i.e., removed leaving 
behind their internal impedances (if any) but dependent sources should not be killed.

Example 1.34 Use Superposition theorem to find the voltage V in the network 
shown in Fig. 1.81.

Fig. 1.81

Solution When the voltage source is killed, the circuit becomes as shown in the 
Fig. 1.81(b). Using current-divider rule,
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  I = 10 –0° ×   
– j4
 __________  

(3 + j4) – j4
  

 Now, V¢ = I (3 + j4)

\  V¢ = 10   
– j4 (3 + j4)

  __________ 
3
   = 53.3 – j40

 Now, when current source is killed, the circuit becomes as shown in 
Fig. 1.81(c), Using the voltage-divider rule, we have

  V≤ = 50 –90° ×   
(3 + j4)

 __________  
(3 + j4) – j4

  

   = – 66.7 + j50

\ drop V = V¢ + V≤

   = 53.3 – j40 (– 66.7 + j50)

   = – 13.4 + j10 = 16.7 –143.3° V

1.39  THEVENIN’S THEOREM (FOR A.C. NETWORKS)

As applicable to a.c. networks, this theorem may be stated as follows:

 The current through a load impedance ZL connected across any two terminals 
A and B of a linear network is given by Vth/(Zth + ZL) where Vth is the open-
circuit voltage across A and B and Zth is the internal impedance of the network 
as viewed from the open-circuited terminals A and B with all voltage sources 
replaced by their internal impedances (if any) and current sources by infinite 
impedance.

Example 1.35 In the network shown in Fig. 1.82.

 Z1 = (8 + j8) W; Z2 = (8 – j8) W; Z3 = (2 + j20); V = 10 –0°

and ZL = j10 W
 Find the current through the load ZL using Thevenin’s theorem.

Fig. 1.82

Solution When the load impedance ZL is removed, the circuit becomes as shown 
in Fig. 1.82(b). The open-circuit voltage which appears across terminals A and 
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B represents the Thevenin voltage Vth. This voltage equals the drop across Z2 
because there is no current flow through Z3.

 Current flowing through Z1 and Z2 is

  I = V(Z1 + Z2) = 10 –0° [(8 + j8) + (8 – j8)]

   = 10 –0°/16 = 0.625 –0°

  Vth = IZ2 = 0.625 (8 – j8) = (5 – j5)

   = 7.07 –– 45°

 The Thevenin impedance Zth is equal to the impedance as viewed from open 
terminals A and B with voltage source shorted.

\  Zth = Z3 + Z1 || Z2

   = (2 + j20) + (8 + j8) || (8 – j8)

   = (10 + j20)

 The equivalent Thevenin circuit is shown in Fig. 1.82(c) across which the 
load impedance has been reconnected. The load current is given by

\  IL =   
Vth _______ 

Zth + ZL
  

   =   
(5 – j5)

  ________________  
(10 + j20) + (– j10)

   = – j/2

1.40  NORTON’S THEOREM (FOR A.C. NETWORKS)

As applied to ac networks, this theorem can be stated as follows:

 Any two terminal active linear network containing voltage sources and 
impedances when viewed from its output terminals is equivalent to a constant 
current source and a parallel impedance. The constant current is equal to the 
current which would flow in a short-circuit placed across the terminals and the 
parallel impedance is the impedance of the network when viewed from open-
circuited terminals after voltage sources have been replaced by their internal 
impedances ( if any) and current sources by infinite impedance.

Example 1.36 Find the Norton’s equivalent of the circuit shown in Fig. 1.83. 
Also find the current which will flow through an impedance of (10 – j20) W 
across the terminals A and B.

Solution As shown in Fig. 1.83(b), the terminals A and B have been short-
circuited.

\  ISC = IN = 20/(10 + j20) = 25/22.36 –63.4°

   = 1.118 –– 63.4°



1.82 An Introduction to Electronics

 When voltage source is replaced by a short, then the internal resistance of 
the circuit, as viewed from open terminals A and B, is RN = (10 + j20) W. Hence, 
Norton’s equivalent circuit becomes as shown in Fig. 1.83(c).

 When the loaf impedance of (10 – j20) is applied across the terminals A and 
B, current through it can be found with the help of current-divider rule.

\  IL = 1.118 –– 63.4° ×   
(10 + j20)

  ___________________  
(10 + j20) + (10 – j20)

  

   = 1.25 A

1.41 MAXIMUM POWER TRANSFER THEOREMS –
 GENERAL CASE (FOR A.C. NETWORK)

We will consider the following  maximum power transfer theorems when the 
source has a fixed complex impedance and delivers power to a load consisting 
of a variable resistance or a variable complex impedance.

Case I When load consists only for a variable resistance RL (Fig. 1.84(a)). The 
circuit current is

  I =   
Vg
 ______________  

 ÷ 
_____________

  (Rg + RL)2 +  X g  
2   
  

 Power delivered to RL is

  PL =   
 V g  

2  RL
 _____________  

(Rg + RL)2 +  X g  
2 
  

 To determine the value of RL for maximum transfer of power, we should set 
the first derivative dPL/dRL to zero.

    
dPL ____ 
dRL

   =   d ____ 
dRL

     
 V g  

2  RL
 _____________  

(Rg + RL)2 +  X g  
2 
  

   =   
 V g  

2  [(Rg + RL)2 +  X g  
2 ] – RL (2)(Rg + RL)

    _______________________________   
[(Rg + RL)2 +  X g  

2 ]2
   = 0

Fig. 1.83
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or   R g  
2  + 2Rg RL +  R L  2

   +  X g  
2  – 2RL Rg – 2 R L  2

   = 0

and   R g  
2  +  X g  

2  =  R L  2
  

\  RL =  ÷ 
_______

  R g  
2  +  X g  

2    = |Zg|

 It means that with a variable pure resistive load, maximum load, maximum 
power is delivered across the terminals of an active network only when the load 
resistance is equal to the absolute value of the impedance of the active network. 
Such a match is called magnitude match.

 Moreover, if Xg is zero, then for maximum power transfer

  RL = Rg

Case 2 Load impedance having both variable resistance and variable reactance 
(Fig. 1.84(b)).

 The circuit current is

  I =   
Vg
  ____________________   

 ÷ 
___________________

  (Rg + RL)2 + (Xg + XL)2  
  

 The power delivered to the load is

  PL = I2 RL =   
 V g  

2  RL
  ___________________  

(Rg + RL)2 + (Xg + XL)2
  

 Now, if RL is held fixed, PL is maximum when Xg = – XL. In that case

  PLmax =   
 V g  

2  RL
 _________ 

(Rg + RL)2
  

 If on the other hand, RL is variable then, as in Case 1 above, maximum power 
is delivered to the load when RL = Rg. In that case if RL = Rg and XL = – Xg, then 
ZL = Zg. Such a match is called conjugate match.

Fig. 1.84
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B

(a)

A

B

(b) (c)
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RL

XL

A

B

R Xg g+ j R Xg g+ j

Zg Zg

XL

RL

l



1.84 An Introduction to Electronics

 From the above, we come to the conclusion that in the case of a load 
impedance having both variable resistance and variable reactance, maximum 
power transfer across the terminals of the active network occurs when ZL equals 
the complex conjugate of the network impedance Zg i.e., the two impedances are 
conjugately matched.

Case 3 ZL with variable resistance and fixed reactance (Fig. 1.84(c)). The 
equations for current I and power PL are the same as in Case 2 above except 
that we will consider XL to remain constant. When the first derivative of PL with 
respect to RL is set equal to zero, it is found that

   R L  2
   =  R g  

2  + (Xg + XL)2

and  RL = |Zg + jZL|

 Since Zg and XL are both fixed quantities, these can be combined into a single 
impedance. Then with RL variable, Case 3 is reduced to Case 1 and the maximum 
power transfer takes place when RL equals the absolute value of the network 
impedance.

Summary

The above facts can be summarized as under:

 1. When load is purely resistive and adjustable, MPT is achieved when RL = 

|Zg| =  ÷ 
_______

  R g  
2  +  X g  

2   .

 2. When both load and source impedances are purely resistive (i.e., XL = 
Xg = 0), MPT is achieved when RL = Rg.

 3. When RL and XL are both independently adjustable, MPT is achieved 
when XL = – Xg and RL = Rg.

 4. When XL is fixed and RL is adjustable, MPT is achieved when RL =  

÷ 
______________

  [ R g  
2  + (Xg + XL)2]  

Example 1.37 In the circuit of Fig. 1.85 
which load impedance of p.f. = 0.8 lagging when 
connected across terminals A and B will draw the 
maximum power from the source. Also find the 
power developed in the load and the power loss 
in the source.

Solution For maximum power transfer

  |ZL| = |Z1|  ÷ 
________

 (32 + 52)  

   = 5.83 W.

Fig. 1.85
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 For p.f. 0.8, cos f = 0.8 and sin f = 0.6.

\  RL = ZL cos f = 5.83 × 0.8 = 4.66 W

  XL = ZL sin f = 5.83 × 0.6 = 3.5 W

 Total circuit impedance

  Z =  ÷ 
____________________

   [(R1 + RL)2 + (X1 + XL)2]  

   =  ÷ 
____________________

   [(3 + 4.66)2 + (5 + 3.5)2]   = 11.44 W

\  I = V/Z = 20/11.44 = 1.75 A.

 Power in the load =

  I2 RL = 1.752 × 4.66 = 14.3 W

 Powre loss in the source = 1.752 × 3 = 9.2 W

1.42 A.C. BRIDGES

Resistances can be measured by direct-current Wheatstone bridge, shown in 
Fig. 1.86(a) for which the condition of balance is that

    
R1 ___ 
R2

   =   
R4 ___ 
R3

  

or  R1 R3 = R2 R4
*

G

D

A

B

C

R1 R2

R4 R3

E

(a)

D

D

A

B

C

Z1 Z2

Z4 Z3

(b)

Fig. 1.86

 Inductances and capacitances can also be measured by a similar four-arm 
bridge, as shown in Fig. 1.86(b); instead of using a source of direct current, 
alternating current is employed and galvanometer is replaced by a vibration 

* Products of opposite arm resistances are equal.
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galvanometer (for commercial frequencies or by telephone detector if frequencies 
are higher (500 to 2000 Hz)).

 The condition for balance is the same as before but instead of resistances 
impedances are used i.e.,

  Z1/Z2 = Z4/Z3

or  Z1 Z3 = Z2 Z4

 But there is one important difference i.e., not only should there be balance 
for the magnitudes of the impedances but also a phase balance. Writing the 
impedances in their polar form, the above condition becomes

  Z1 –f1 . Z3 –f3 = Z2 –f2 . Z4 –f4

or  Z1 Z3 –f1 + f3 = Z2 Z4 –f2 + f4

 Hence, we see that, in fact, there are two balance conditions which must be 
satisfied simultaneously in a four-arm a.c. impedance bridge.

 (i) Z1 Z3 = Z2 Z4 … for magnitude balance

 (ii) f1 + f3 = f2 + f4 … for phase angle balance

 Now, we will consider a few bridge circuits used for the measurement of 
self-inductance, capacitance and mutual inductance, choosing as examples, some 
bridges which are more common.

1.43  MAXWELL’S INDUCTANCE BRIDGE

The bridge circuit is used for medium inductances and can be arranged to yield 
results of considerable precision. As shown in 
Fig. 1.87 in the two arms, there are two pure 
resistances so that for balance relations, the 
phase balance depends on the remaining two 
arms. If a coil of an unknown impedances Z1 
is placed in one arm, then its positive phase 
angle f1 can be compensated for in either of the 
following two ways:

 (i) A known impedance with an equal 
positive phase angle may be used in either 
of the adjacent arms (so that f1 = f3 or 
f2 = f4), remaining two arms have zero 
phase angles (being pure resistances). 
Such a network is known as Maxwell’s 
a.c. bridge or L1/L4 bridge.

 (ii) Or an impedance with an equal negative 
phase angle (i.e., capacitance) may be used in opposite arm (so that f1 + 

A C

B

D

L1

R1I1

L4

R4

I4

R2

R3

I2

I3

V

Z1

Z4

Fig. 1.87
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f3 = 0). Such a network is known as Maxwell-Wien bridge (Fig. 1.90) or 
Maxwell’s L/C bridge.

 Hence, we conclude that an inductive impedance may be measured in terms 
of another inductive impedance (of equal time constant) in either adjacent arm 
(Maxwell bridge) or the unknown inductive impedance may be measured in 
terms of a combination of resistance and capacitance (of equal time constant) in 
the opposite arm (Maxwell-Wien bridge). It is important, however, that in each 
case the time constants of the two impedances must be matched.

 As shown in Fig. 1.87

  Z1 = R1 + jX1 = R1 + jwL1 … unknown;

  Z4 = R4 + jX4 = R4 + jwL4 … known

  R2, R3 = known pure resistance;

  D = detector

 The inductance L4 is a variable self-inductance of 
constant resistance, its inductance being of the same 
order as L1. The bridge is balanced by varying L4 and 
one of the resistances R2 or R3.

 Alternatively, R2 and R3 can be kept constant and 
the resistance of one of the other two arms can be 
varied by connecting an additional resistance in that 
arm (Fig. 1.86).

 The balance condition is that

  Z1 Z3 = Z2 Z4

\  (R1 + jwL1) R3 = (R4 + jwL4) R2

 Equating the real and imaginary parts on both sides, we have

  R1 R3 = R2 R4

or  R1/R4 = R2/R3*
*

(i.e., products of the resistances of opposite arms are equal).

and  wL1 R3 = w L4 R2

or  L1 = L4   
R2 ___ 
R3

  

 We can also write that

* or   
L1 ___ 
R1

   =   
L4 ___ 
R4

   i.e., the time constants of the two coils are matched.

Fig. 1.88
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  L1 = L4 .   
R1 ___ 
R4

  

 Hence, the unknown self-inductance can be measured in terms of the 
known inductance L4 and the two resistors. Resistive and reactive terms balance 
independently and the conditions are independent of frequency. This bridge is 
often used for measuring the iron losses of the transformers at audio frequency.

 The balance condition is shown vectorially in Fig. 1.88. The currents I4 and 
I3 are in phase with I1 and I2. This is, obviously, brought about by adjusting the 
impedances of different branches, so that these currents lag behind the applied 
voltage V by the same amount. At balance, the voltage drop V1 across branch 1 
is equal to that across branch 4 and I3 = I4. Similarly, voltage drop V2 across 
branch 2 is equal to that across branch 3 and I1 = I2.

Example 1.38 The arms of an a.c. Maxwell bridge are arranged as follows: 
AB and BC are non-reactive resistors of 100 W each, DA is a standard 
variable reactor L1 of resistance 32.7 W and 
CD comprises a standard variable resistor R 
in series with a coil of unknown impedance. 
Balance was obtained with L1 = 47.8 mH and 
R = 1.36 W. Find the resistance and inductance 
of the coil.

Solution The a.c. bridge is shown in 
Fig. 1.89.

 Since the products of the resistances of 
opposite arms are equal

\  32.7 × 100 = (1.36 + R4)100

\  32.7 = 1.36 + R4

or  R4 = 32.7 – 1.36 = 31.34 
W
 Since L1 × 100 = L4 × 100

\  L4 = L1 = 47.8 mH

or because time constants are the same, hence

  L1/32.7 = L4/(31.34 + 1.36)

\  L4 = 47.8 mH

1.44 MAXWELL-WIEN BRIDGE OR  MAXWELL’S
 L/C BRIDGE

As referred to in Fig. 1.43, the positive phase angle of an inductive impedance 
may be compensated by the negative phase angle of a capacitive impedance put 
in the opposite arm. The unknown inductance then becomes known in terms of 
this capacitance.

B

A

C

R2

R3

I3

V

D

32.7 W
R1

47.8 mH

L1

L4

R4

R

COIL

1.36 W

100 W

Fig. 1.89



Circuit Analysis 1.89

 Let us first find the combined impedance of 
arm 1.

    1 __ 
Z1

   =   1 ___ 
R1

   +   1 _____ 
– jXC

  

   =   1 ___ 
R1

   +   
j
 ___ 

XC
  

   =   1 ___ 
R1

   + jwC =   
1 + jwCR1 _________ 

R1
  

\  Z1 =   
R1 _________ 

1 + jwCR1
  ;

  Z2 = R2

  Z3 = R3 + jwL3

and  Z4 = R4

 Balance condition is

  Z1 Z3 = Z2 Z4

or    
R1 (R3 + jwL3)  ____________  

1 + jwCR1
   = R2 R4

or  R1 R3 + jwL3 R1 = R2 R4 + jwCR1 R2 R4

 Separating the real and imaginaries, we get

  R1 R3 = R2 R4

and  L3 R1 = CR1 R2 R4;

  R3 =   
R2 R4 _____ 

R1
  

and  L3 = CR2 R4

Example 1.39 The arms of an a.c. Maxwell 
bridge are arranged as follows: AB is a non-
inductive resistance of 1,000 W in parallel 
with a capacitor of capacitance 0.5 mF, BC is 
a non-inductive resistance of 600 W, CD is an 
inductive impedance (unknown) and DA is a 
non-inductive resistance of 400 W. If balance 
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A C

D

R1 R2

R3R4

Fig. 1.90
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is obtained under these conditions, find the value of the resistance and the 
inductance of the branch CD.

Solution The bridge is shown in Fig. 1.91. The condition of balance have 
already been derived in Fig. 1.44 above.

 Since R1 R3 = R2 R4

\  R3 = R2 R4/R1

\  R3 =   600 × 400 _________ 
1000

   = 240 W

 Also L3 = CR2 R4

   = 0.5 × 10–6 × 400 × 600

   = 12 × 10–2 = 0.12 H

1.45  ANDERSON BRIDGE

It is a very important and useful modification of the Maxwell-Wien bridge 
described in Fig. 1.44. In this method, the unknown inductance is measured in 
terms of a known capacitance and resistance, as shown in Fig. 1.92.
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(a)
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D

L1

R1

R2

E

R4

(b)

ZOE ZOC

ZOD

O

Fig. 1.92

 The balance conditions for this bridge may be easily obtained by converting 
the mesh of impedances C, R5 and R3 to an equivalent star with star point O by 
D/Y transformation. As seen from Fig. 1.92(b).

  ZOD =   
R3 R5 _______________  

(R3 + R5 + 1/jwC)
  ;
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  ZOC =   
R3/jwC

  _______________  
(R3 + R5 + 1/jwC)

   = Z3

 With reference to Fig. 1.92(b) it is seen that

  Z1 = (R1 1/jwL1) Z2 = R2; Z3 = ZOC

and  Z4 = R4 + ZOD

 For balance Z1Z3 = Z2Z4

\ (R1 + jwL1) × ZOC = R2 (R4 + ZOD)

\ (R1 + jwL1)   
R3/jwC

  _______________  
(R3 + R5 + 1/jwC)

   = R2  ( R4 +   
R3R5 ______________  

R3 + R5 + 1/jwC
   ) 

 Further simplification leads to R2R3R4 + R2R4R5 – j   
R2R4 _____ 
wC

   + R2R3R5

– j   
R1R3 _____ 
wC

   +   
R3L1 ____ 

C
  

\    
– jR2R4 _______ 

wC
   = –   

jR1R3 _____ 
wC

  

or  R1 = R2R4/R3

 Also   
R3L1 ____ 

C
   = R2R3R4 + R2R3R5 – R2R4R5

\  L1 = CR2  ( R4 + R5 +   
R4R5 _____ 
R3

   ) 
 This is method is capable of precise measurements of inductances over a 
wide range of values from a few micro-henrys to several henrys and is one of 
the commonest and the best bridge methods.

1.46  DE SAUTY BRIDGE

With reference to Fig. 1.93, let

  C2 = capacitor whose capacitance is to be measured

  C3 = a standard capacitor

  R1, R2 = non-inductive resistors

 Balance is obtained by varying either R1 or R2. For balance, points B and D 
are at the same potential.

\  I1 R1 = I2 R2

and  (– j/wC2) . I1 = (– j/wC3) . I2
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 Dividing one equation by the other, we get

    
R1 ___ 
R2

   =   
C2 ___ 
C3

  ;

  C2 = C3   
R1 ___ 
R2

  

 The bridge has maximum sensitivity when 
C2 = C3. The simplicity of this method is offset 
by the impossibility of obtaining a perfect 
balance if both the capacitors are not free from 
the dielectric loss. A perfect balance can only 
be obtained if air capacitors are used.

1.47  SCHERING BRIDGE

It is one of the very important and useful methods of measuring the capacitance 
and dielectric loss of a capacitor. In fact, it is a device for comparing an imperfect 
capacitor C2 in terms of a loss-free standard capacitor C1 (Fig. 1.94(a)). The 
imperfect capacitor is represented by its equivalent loss-free capacitor C2 in 
series with a resistance r (Fig. 1.94(b)).
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Fig. 1.94
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 For high voltage applications, the voltage is applied at the junction shown 
in the figure. The junction between arms 3 and 4 is earthed. Since capacitor 
impedances at lower frequencies are much higher than resistances, most of the 
voltage will appear across capacitors. Grounding of the junction affords safety to 
the operator from the high-voltage hazards while making balancing adjustment 
in arms 3 and 4.
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 Now, Z1 =   
– j

 ____ 
wC1

  ; Z2 = r –   
j
 ____ 

wC2
  ;

  Z3 = R3; Z4 =   1 ____________  
(1/R4) + jwC4

   =   
R4 __________ 

1 + jwC4 R4
  

 For balance, Z1 Z3 = Z2 Z4

or    
– jR3 _____ 
wC1

   =  ( r –   
j
 ____ 

wC2
   ) ;  (   R4 ___________  

1 + jw C4 R4
   ) 

or    
– jR3 _____ 
wC1

   (1 + wa C4 R4) = R4  ( r –   
j
 ____ 

wC2
   ) 

 Separating the real and imaginaries, we have

  C2 = C1 (R4/R3)

and  r = R3 (C4/C1).

 The quality of a capacitor is usually expressed in terms 
of its phase defect angle or dielectric loss angle which is 
defined as the angle by which current departs from exact 
quadrature from the applied voltage i.e., the complement 
of the phase angle. If f is the actual phase angle and d the 
defect angle, then f + d = 90°. For small values of d, tan 
d = sin d = cos f (approximately). Tan d is usually called 
the  dissipation factor of the R-C circuit. For low power 
factors, therefore, dissipation factor is approximately equal 
to the power factor.

 As shown in Fig. 1.95,

  Dissipation factor = power factor = tan d

   =   r ___ 
XC

   =   r ______ 
1/wC2

  

   = wrC2

 Putting the value of rC2 from above,

  Dissipation factor = wrC2 = wC4 R4

   = power factor.

 The balance conditions may be obtained in the 
usual way. For balance

  R1 = R2 R4/R3

and  C1 = C4 (R3/R2)

F

d
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r

Fig. 1.95
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1.48  WIEN PARALLEL BRIDGE

It is also a ratio bridge used mainly as the feedback 
network in the wide-range audio-frequency R-C 
oscillators. It may be used for measuring audio-
frequencies although it is not as accurate as the 
modern digital frequency meters.

 The bridge circuit is shown in Fig. 1.97. In the 
simple theory of this bridge, capacitors C1 and C2 are 
assumed to be loss-free and resistances R1 and R2 are 
separate resistors.

 The usual relationship for balance gives

  R4  ( R1 –   
j
 ____ 

wC1
   ) 

   = R3  (   R2 __________ 
1 + jwC2 R2

   ) 
or  R4  ( R1 –   

j
 ____ 

wC1
   )  (1 + jwC2 R2) = R2 R3

 Separating the real and imaginary terms, we have

  R1 R4 + R2 R4   
C2 ___ 
C1

   = R2 R3

or    
C2 ___ 
C1

   =   
R3 ___ 
R4

   =   
R1 ___ 
R2

   (1.134)

and  wC2 R2 R4 –   
R4 ____ 

wC1
   = 0

or  w2 =   1 __________ 
R1 R2 C1 C2

   (1.135)

or  f =   1 ______________  
2p  ÷ 

__________
 R1 R2 C1 C2  
   Hz

Note. Equation (1.135) may be used to find angular frequency w of the source if 
terms are known. For such purposes, it is convenient to make C1 = 2C2, R3 = R4 
and R2 = 2R1. In that case, the bridge has equal ratio arms so that Eq. (1.134) will 
always be satisfied. The bridge is balanced simultaneously by adjusting R2 and 
R1 (though maintaining R2 = 2R1). Then, as seen from Eq. (1.135) above

  w2 = 1/(R1 . 2R1 . 2C2 . C2)

or  w = 1/(2R1 C2)

Example 1.40 The arms of a four-arm bridge ABCD, supplied with a 
sinusoidal voltage, have the following values:

Fig. 1.97
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Fig. 1.98

 AB : 200 ohm resistance in parallel with 1 mF 
capacitor; BC : 400 ohm resistance; CD : 1000 ohms 
resistance and DA : resistance R in series with a 2 mF 
capacitor.

 Determine (i) the value of R and (ii) the supply 
frequency at which the bridge will be balanced.

Solution The bridge circuit is shown in Fig. 1.98.

 (i) As discussed in Fig. 1.48, for balance we 
have

     
C2 ___ 
C1

   =   
R3 ___ 
R4

   –   
R1 ___ 
R2

  

  or   2 __ 
1
   =   1000 _____ 

4000
   –   

R1 ____ 
200

  

  \ R1 = 200 × 0.5 = 100 W

 (ii) The frequency at which bridge is balanced is given by

   f =   1 ______________  
2p  ÷ 

__________
 R1 R2 C1 C2  
   Hz

    =   106

  ___________________  
2p  ÷ 

_______________
  100 × 200 × 1 × 2  
  

    = 796 Hz

Questions
 1.1 What do you understand by the terms ‘node’, ‘mesh’, branch’, ‘linear’ 

and ‘bilateral’ as applied to networks.

 1.2 State and explain Kirchhoff’s Voltage Law and Kirchhoff’s Current Law.

 1.3 Distinguish between T and P networks. Outline the modalities of 
converting a P network into a T network.

 1.4 Transform a T network into a P network.

 1.5 State and explain the Superposition theorem.

 1.6 Write short note on Thevenin’s theorem.

 1.7 State and explain Norton’s theorem.

 1.8 State and prove the maximum power transfer theorem. What is the 
maximum power developed?

 1.9 Write a short note on Wheatstone bridge.

 1.10 What is a phasor? Explain its polar notation.
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 1.11 With the help of an example each, show how Kirchhoff’s voltage and 
current laws can be applied to a.c. circuits.

 1.12 Write a note on:

 (a) Superposition theorem

 (b) Thevenin’s theorem

 (c) Norton’s theorem

 (d) Maximum power transfer theorem

  as applied to ac networks.

 1.13 Write notes on:

 (a) Anderson Bridge

 (b) De Sauty Bridge

 (c) Schering Bridge

 (d) Wien Bridge
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2.1 SEMICONDUCTORS

We are familiar with conductors and insulators. Conducting materials (e.g. 
silver, copper, aluminium and gold etc.) are good conductors of electricity and 
are characterized by a large electrical conductivity and small electrical resistivity. 
Insulating material (e.g., porcelain, glass, quartz, rubber etc.) are characterized 
by poor electrical conductivity and are used to block electric current from 
flowing where it is not to pass. Yet, there is another group of materials (e.g., 
germanium, silicon, selenium) which are neither good conductors nor good 
insulators. At room temperature, such materials have conductivities considerably 
lower than that of conductors and much higher than those of insulators. Such 
materials are called the  semiconductors. Their resistivities lie in a range from 
10–4 W-m to about 0.5 W-m. (The resistivities of conductors and insulators are, 
respectively, of the order of 10–8 W-m and 1012 W-m). An advantageous property 
of semiconductors is that their resistance depends largely on various factors and 
therefore can be controlled.

 Unlike conductors (metals), semiconductors have a negative temperature 
coefficient of resistance (i.e. their resistance decreases with the increase in 
temperature). As a result, the semiconductors behave like insulators at very low 
temperature but act as conductors at high temperatures.

 The resistivity of semiconductors depends on the magnitudes of the electric 
field in the semiconductor, consequently, the current in it is not proportional to 
the voltage, as with conductors that obey Ohm’s law, but increases by far more 
than the voltage i.e., semiconductors are  non-linear resistors.

 The semiconductors have another important property – the conductivity can 
be altered considerably by adding minute amounts of certain other elements 
called the impurities. (This process is known as  doping). Thus introduction of 
certain impurities may even change the mechanism of electrical conduction in 
the semiconductor and certain physical phenomena begin to occur at the junction 
between sections of the semiconductors having different impurities. This enables 
us to fabricate important semiconductor devices such as diodes, transistor, SCRs, 
UJTs, varistors and thermistors.
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2.2 FORMATION OF ENERGY BANDS IN SOLIDS

Most metals and semiconductors are crystalline in structure and a crystal is made 
up of a space array of atoms (a regular repetition in three dimensions of some 
fundamental structural unit). For a gaseous element, the electronic energy levels 
are the same as for a single free atom because the individual atoms are well 
far apart and have negligible influence on each other. However, in a crystal, 
the individual atoms are so closely packed that the resulting energy levels are 
modified because of interaction between the atoms. When atoms form a crystal, 
the energy levels of the inner-shell electrons are not appreciably affected. 
However, the energy levels of the outer shell electrons are altered considerably 
as these electrons are shared by adjacent atoms in the crystal. As a result, the 
coupling between the outer shell electrons of the atoms results in a band of 
closely spaced energy states instead of the widely separated energy levels of the 
isolated atoms. Thus, in a solid, a large number of atoms is involved, and their 
interaction with one another leads to a splitting of each of their energy levels 
e.g., for a solid having N atoms, each of the levels splits into closely spaced 
N levels (called a qhasi-continuous energy band) i.e., energy bands are formed 
as depicted in Fig. 2.1.

3s

2p
2s
1s

3p

(a) An atom

3p

3s
3p
2s

1s

} Forbidden band

(b) A solid

Fig. 2.1 Allowed energy levels for (a) bound electrons in an atom (b) electrons in a solid

 The bands formed may overlap in some materials whereas they may not 
overlap in some other materials. The space between the bands are called forbidden 
energy gaps, since electrons in the solid may not have these energies. The energy 
of the highest filled level is called the Fermi energy (EF). At OK all states up to 
EF are full and all above EF are empty. Because of the Pauli exclusion principle, 
each s-band of a crystal, consisting of N atoms, has space for 2N electrons (i.e., 
for two electrons per atom). If the highest filled s-band of a crystal is occupied 
by two electrons per atom (i.e., completely filled), then the electrons cannot drift 
within the crystal on application of an external electric field. Solids in which the 
highest filled band is completely occupied by electrons are therefore insulators.

2.3 ENERGY BANDS IN DIAMOND

Consider the case of diamond. The isolated carbon atoms have the electronic 
configuration 1s2, 2s2, 2p6. However, in the diamond crystal, as a result of the 
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formation of sp3 hybrid (a mixture of 2s- and 2p-wave functions with covalent 
tetrahedral bonding), there is modification of the s- and p-levels (Fig. 2.2).

 As the interatomic spacing is decreased, the 6N states of the upper band and 
the 2N states of the lower band merge to give a wider energy band with 8N states 
and 4N electrons. With still further reduction in interatomic separation (i.e., at 
the equilibrium separation), the 2N states in the 2s subshell and the filled 2N 
states in the 2p subshell come together and spread into a band of 4N states, all 
of which are occupied by electrons. The remaining 4N empty states in the 2p 
subshell spread into another band, which is separated from the completely filled 
lower band by a forbidden energy region (energy gap = Eg). The completely filled 
lower band contains the valence electrons and is known as a  valence band. The 
upper band is termed as the conduction band because the excitation of electrons 
from the lower valence band into this band may cause electrical conduction.

 For diamond, the sp3 hybrid stems from the 2s and 2p3 atomic states, for 
silicon from the 3s and 3p3 states, whereas for germanium from the 4s and 4p3 
states. Eg = 5.5 eV for Ge (at 0 K) and 1.2 eV for Si (at 0 K). Diamond is an 
insulator whereas Ge and Si are semiconductors.

2.4 ENERGY BANDS IN METALS, INSULATORS
 AND SEMICONDUCTORS

Within any given material, there are two distinct energy bands in which electrons 
may exist. These are the valence band and the  conduction band and are separated 
by an energy gap in which no electron can normally exist (known as the  forbidden 
gap (EG)).

Fig. 2.2 Development of energy bands in a diamond crystal
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 The energy band of interest is the highest energy band which are occupied 
by bound electrons. Electrons in the valence band are usually in normal orbit 
around the nucleus and normally electrons do not have energies to orbit in the 
forbidden region. If a sufficient amount of energy is given to an electron in the 
valence band (≥ EG), the electron is free from the atomic structure and goes into 
the conduction band. Such free electrons can more readily under the influence of 
an external electric field.

 In case of solids, the forbidden energy gap may be large small or non-existent. 
The distinction between conductors, insulators and semiconductors is largely 
concerned with the relative widths of the forbidden energy gaps. As illustrated 
in Fig. 2.3 (a), (b) and (c), there is a wide forbidden gap (> 5 eV) for insulators, 
narrow forbidden gap (~0.5 to 3 eV) in case of semiconductors and no forbidden 
gap in case of conductors (metals). In case of insulators, there is practically 
no electron in the conduction band and the valence band is filled i.e., all the 
permissible energy levels in the valence band are occupied by the electrons and 
these are bound electrons. Thus, an electron in a completely filled band cannot 
contribute to an electric current. Furthermore, for an insulator, the forbidden gap 
between valence band and conduction band is so large (~5 eV) that at normal 
temperature (27°C), the energy which can be supplied to an electron from an 
applied electric field is too small to carry the electron from the filled band to the 
vacant (conduction) band). Since the electron cannot acquire externally applied 
(electrical) energy, conduction is impossible. But, at very high temperatures, or 
under high external electric field, the electrons can jump the gap resulting in 
breakdown of the insulating material.
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Fig. 2.3 Energy band structure

 For semiconductors, at absolute zero temperature (0° K or – 273.15°C), the 
valence band is completely full and the conduction band is completely empty. 
No current can flow at absolute zero and semiconductor behaves as an insulator. 
However, the band gap EG is small (~1 eV) and an electron can be lifted from the 
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valence band to the conductor band by imparting some energy to it (This energy 
must be greater than or equal to EG). The energy imparted by heat at room 
temperature makes some electrons jump from valence band to the conduction 
band. This semiconductors are capable of conducting some electric current even 
at normal ambient temperature.

 In case of conductors (metals), there is no forbidden gap, the valence 
and conduction bands overlap each other. An electron in the conduction band 
experiences almost negligible nuclear attraction as it does not belong to any 
particular atom. Due to availability of vacant states in the conduction band, s sight 
potential difference across the conductor causes the free electrons to constitute 
an electric current.

2.5 INTRINSIC SEMICONDUCTORS

Semiconductors may be classified into two types viz., intrinsic (or pure) 
semiconductors and extrinsic (or impure) semiconductors.

 An  intrinsic semiconductor is one which is made of material in its extremely 
pure form. A semiconductor is not truly intrinsic unless its impurity content is 
less than one part in 100 million parts of semiconductor. (It is to be noted here 
that the addition of one part impurity (of the proper type) per million in a wafer 
of silicon material (a semiconductor) can change that material from a relatively 
poor conductor to a good conductor of electricity)

 There are many semiconductor materials such as Ge (germanium), Si (silicon), 
grey crystalline tin (Sn), Se (selenium), Te (tellurium), B (boron) etc. available, 
but Si and Ge are the two most widely used materials in electronics. The reason is 
that the energy required to break the covalent bonds (EG) i.e., the energy required 
to release an electron from their valence bands is very small (1.12 eV for Si 
and 0.72 eV for Ge). Both elements have the same crystal structure and similar 
characteristics (both belong to group IV of the periodic table). When an electron 
jumps from valence band to the conduction band, it leaves behind a hole in the 
valence band, which acts as a positive charge carrier. Thus, under the influence 
of an electric field, both electrons (in the conduction band) and holes (in the 
valence band) take part in conduction.

 An intrinsic semiconductor is one in which the concentration of charge 
carriers is the characteristic of the material itself and charge carriers are equally 
divided between electrons and holes. Ge and Si are typical examples and both 
crystallize in diamond structure.

 Consider a pure crystal of Si containing no impurities and no lattice defects. 
Figure 2.4 shows a two-dimensional representation of such a crystal. In the two 
dimensional array, each Si atom is surrounded by four other Si atoms and bonded 
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by covalent bonds, each (bond) formed by sharing of two (outermost) electrons, 
one from each atom in a pair.

 In the figure, the circles represent the atom – cores with four positive charges 
and dots represent the valence electrons. At 0°K all the electrons are lightly 
bound in the bonds, but at higher temperatures some of the bound electrons 
require sufficient energy leaving the bond and more freely inside the crystal. 
The Fig. 2.4(a) illustrates the formation of an electron – hole pair by thermal 
generation.

 In Fig. 2.4(b), as a result of thermal motion, an electron in a covalent bond 
at B adjacent to the hole jumps into the original vacant site A, thus transferring 
the location of the hole to the site (B) from where the electron came (A). In this 
way, the motion of the hole can be regarded as the transfer of ionization from 
one atom to next by the jumping of the bound electron from a covalent bond 
to a neighbouring vacant site. This process does not affect the motion of a free 
electron. Thus conduction electrons and holes in the valence band can move 
freely independent of each other.

 If p and n represents the hole and electron concentrations respectively, then

  p = n = ni 

 For an intrinsic semiconductor, the pair – concentration (ni) varies with 
temperature and is different for different semiconductors. (There is a recombination 
of electron – hole at the same rate at which they are generated. The generation 
rate increases with the rise in temperature, and a new carrier concentration ni is 
established such that the higher recombination rate just balances generation).

Fig. 2.4 A two-dimensional schematic representation of silicon crystal showing the
atom cores and valence electrons (a) thermal generation of an electron-hole pair

and (b) motion of a hole from location A to B
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2.6 EXTRINSIC SEMICONDUCTORS

The characteristics of semiconductor materials can be altered significantly by the 
addition of certain impurity atoms into the intrinsic materials. These impurities, 
although added to nearly 1 part in 10 million, can alter the band structure 
sufficiently to totally change the electrical properties of the material.

 A semiconductor material that has been subjected to the doping process is 
called an  extrinsic semiconductor.

 There are two extrinsic types of semiconductors which are of immense 
importance to semiconductor device fabrication: N-type and P-type.

2.6.1 N-type Semiconductor

The N-type semiconductor is created by introducing those impurity elements that 
have five valence electrons (substitutional impurity) such as phosphorous, arsenic 
or antinomy. (These belong to group V of the periodic table). The effect of this 
addition is indicated in Fig. 2.5. There are still four covalent bonds. However, 
there is an extra electron per impurity atom available for conduction. This fifth 
electron which is unassociated with any covalent bond is loosely bound to its 
parent (As) atom and is relatively free to move within the newly formed n-type 
material. The substituted impurity atom thus donates a relatively free-electron 
to the structure consequently, diffused impurities with 5 valence electrons are 
called  donor atom.

 The effect of the doping process can be described by the use of energy-band 
diagram (Fig. 2.5(b)). A discrete energy level called the donor level appears in 
the forbidden band near the conduction band edge with an Eg significantly less 
than that of the intrinsic material. As a result, free electrons have less difficulty in 
absorbing a sufficient thermal energy to move into the conduction band, at room 
temperature. (Electrons are majority carriers and holes the minority carriers).
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Fig. 2.5 (a) n-type semiconductor. Note that although free carriers have been established
in the material, still it is electricity neutral (since As is As+5). (b) Energy band

diagram of n-type semiconductor (creation of a donor level)
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2.6.2 P-type Semiconductor

The P-type material is formed by doping a pure Ge or Si crystal with impurity 
atoms having three valence electrons. The elements used for this purose are 
boron, gallium or indium. (These belong to Group III of the periodic table). The 
effect of this substitution (for 1 atom of Ge) is indicated in Fig. 2.6.
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Fig. 2.6 (a) P-type semiconductor. Although free carriers (holes) have been established, the 
material as a whole is electrically neutral, because ‘ln’ which has three valence

electrons acquires one negative charge, contributing a positive charged hole
(b) energy band diagram of p-type semiconductor

 There is now an insufficient number of electrons to complete the covalent 
bonds. The resulting vacancy is called a hole and is represented by a small 
circle. Since the resulting vacancy will readily accept a free electron, the diffused 
impurities with three valence electrons. (In behaves as ln+3) are called  acceptor 
atoms (one electron is missing). A discrete energy level called the  acceptor-level 
appear in the forbidden energy gap near the valence band edge. In this case, 
holes are the majority carriers and electrons, the minority carriers.

2.7  MASS ACTION LAW

The concentration of free electrons and holes is always equal in an intrinsic 
semiconductor. When N-type impurity is added to an intrinsic semiconductor, 
the concentration of free electrons is increased (or the concentration of holes is 
reduced below the intrinsic value). Similarly, addition of P-type impurity results 
in reduction of free electrons below the intrinsic value. Theoretically, it has 
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been found that under thermal equilibrium, the product of concentration of free 
electrons and concentration of holes is contant (= ni

2) i.e.,

  np = ni
2 (2.1)

and is independent of the amount of doping by donor or acceptor impurities. 
Here ni is the intrinsic concentration and is a function of temperature. For an 
intrinsic semiconductor,

  n = p = ni

 This law is very important as it enables us to determine minority carries 
concentration. According to this law, the addition of impurities to an intrinsic 
semiconductor increases the concentration of one type of carriers, which 
consequently become majority carriers and simultaneously decreases the 
concentration of the other carriers which, as a result, become minority carriers.

2.8 CHARGE DENSITIES IN AN EXTRINSIC
 SEMICONDUCTORS

Equation np = ni
2 gives relationship between the electron and hole concentrations 

n and p respectively.

 If ND is the concentration of donor atoms, there will be ND immobile 
positive charges per unit volume contributed by donor ions as the donor atoms 
are ionized. The positive charge density will be ND + p. (where p is the hole 
density). Similarly as the acceptor atoms are ionized at room temperature, there 
will be NA immobile negative charges per unit volume and total negative charge 
density will be NA + n, where NA is the concentration of acceptor atoms (and 
n is the electron density). Since the semiconductors is electrically neutral, the 
magnitude of positive charge density will be equal to the magnitude of negative 
charge density i.e.,

  ND + p = NA + n (2.2)

 In N-type semiconductors, there is no acceptor doping i.e., NA = 0. Also, the 
number of electrons is much greater than the number of holes i.e., n >> p. So

  n ª ND (2.3)

i.e., in N-type semiconductors, the free electron concentration is approximately 
equal to the density of donor atoms.

 Now, the concentration of holes in N-type semiconductors will be given by 
the equation

  p =   
ni

2

 ___ n   =   
ni

2

 ___ 
ND

   (2.4)
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 Similarly, in case of P-type semiconductors

  p ª NA (2.5) 

and  n =   
ni

2

 ___ 
NA

   (2.6)

2.9 DRIFT AND DIFFUSION CURRENTS

The two basic processes which cause electrons and holes to move in a 
semiconductor are: (i)  drift, which is the movement caused by electric fields, and 
(ii)  diffusion, which is the flow caused by variations in the concentration, i.e., 
concentration gradients. Such gradients can be caused by a non-homogeneous 
doping distribution, or by injection of a quantity of electrons or holes into a 
region.

2.9.1 Drift Current

When a steady electric field E volts/metre is applied to a metal, the electrons 
move to the positive terminal of the applied voltage. In their way, they continually 
collide with the atoms and rebound in a random fashion, as illustrated in Fig. 2.7. 
Each collision being inelastic i.e., the electrons lose some kinetic energy. After 
the collision, the electrons are accelerated and gain certain component of velocity 
in the direction opposite to that of applied electric field (– E) and lose their 
energy at the next collision. Thus, 
the applied electric field does not 
stop collisions and random motion 
but makes the electrons to drift 
towards the positive terminal. 
Consequently, the electrons 
gain average drift velocity v in 
the direction opposite to that of 
the applied electric field. It is 
observed that the drift velocity 
v is proportional to the applied 
electric field E, 

i.e.,  v a E or v = meE (2.7)

where me is called the electron  mobility* and is expressed in m2/V-s.

 This steady-state drift velocity is superimposed on the random motion of 
free electrons caused by thermal agitation. This steady flow of electrons in one 
direction caused by the applied electric field constitutes an electric current, called 
the  drift current.

* Mobility is defined as the steady-state drift velocity per unit electric field.
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2.9.2 Diffusion Current

A second type of current, called the  diffusion current, also exists in a 
semiconductor. The diffusion of charge carriers is as a result of a gradient of 
carrier concentration (i.e. the difference of carrier concentration from one region 
to another). In this case concentrations of charge carriers (either electrons or 
holes) tend to distribute themselves uniformly throughout the semiconductor 
crystal. This movement continues until all the carriers are evenly distributed 
throughout the material. This type of movement of charge carriers is called the 
diffusion current.

 Diffusion current occurs when charge carriers diffuse from a point of 
concentration, to spread uniformly throughout the volume of a piece of material, 
as illustrated in Fig. 2.8.
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Fig. 2.8 Flow of particles from a region of high concentration to a region
of low concentration

 Both drift and diffusion occur simultaneously in a semiconductor device.

2.10 FERMI LEVEL IN AN INTRINSIC SEMICONDUCTOR

Electrons and holes in a semiconductor are Fermions and obey Fermi-Dirac 
statistics. The  Fermi-Dirac energy distribution function enables us to find the 
fraction of electrons having energy E (eV) which are occupied under condition 
of thermal equilibrium. This Fermi-Dirac probability function is given by

  f (E) =   1 ___________  
1 +  e (E – EF)/kT 

  

where EF is the Fermi energy (i.e. energy of the Fermi level) k is the Boltzmann 
constant (k = 8.62 × 10–5 eV/K) and T is the absolute temperature of the 
semiconductor. For E = EF,

      f (E) |  E = EF
  =   1 _______ 

1 + eo/kT
   =   1 _____ 

1 + 1
   =   1 __ 

2
  

 Thus, the Fermi level has the probability of 50% of being occupied by an 
electron.
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 In case of a semiconductor, the  Fermi level is a reference energy level. It is 
the energy level at which the probability of finding an electron n energy units 
above it (in the conduction band) is equal to the probability of finding a hole (in 
the valence band) n energy units below it in an intrinsic semiconductor.

 Let at any temperature T °K,

 number of electrons in the conduction band = nc

 number of electrons in the valence band = nv

and total number of electrons n = nc + nv

 Let (for make of reference), the zero-
energy level be taken at the top of the valence 
band (Ev = 0) and energy at the bottom of the 
conductive band EC = EG (Fig. 2.9).

 Then, number of electrons in the conductive 
band

  nc = n f (EG)

where f (EG) is the probability of an electron having energy EG.

\  f (EG) =   1 ____________  
1 +  e (EG – EF)/kT 

  

and  nc =   n ____________  
1 +  e (EG – EF)/kT 

   (2.8)

 The number of electrons in the valence band

  nv = n f (o)

  f (o) =   1 ___________  
1 +  e (o – EF)/kT 

   =   1 _________ 
1 +  e – EF/kT 

  

\  nv =   n _________ 
1 +  e – EF/kT 

   (2.9)

 Now, total number of electrons in both bands

  n = nc + nv

or  n =   n ____________  
1 +  e (EG – EF)/kT 

   +   n _________ 
1 +  e – EF/kT 

  

or  1 –   1 _________ 
1 +  e – EF/kT 

   =   1 ____________  
1 +  e (EG – EF)/kT 

  

or  EF =   1 __ 
2
   EG.

i.e., in an intrinsic semiconductor, the Fermi level lies midway between the 
conduction and valence bands.

EC
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2.11 FERMI LEVEL IN AN EXTRINSIC SEMICONDUCTOR

The equation for f(E) specifying the fraction of all states at energy E (electron 
volts) occupied under conditions of thermal equilibrium is called the Fermi-Dirac 
probability function and is given as

  f(E) =   1 ___________  
1 +  e (E – EF)/kT 

   (2.10)

where k is Boltzmann constant in eV/K, T is temperature in K and EF is the 
Fermi level or characteristic energy for crystal in eV.

 Concentrations of free electrons n and concentration of holes p are given as

  n = nC  e – (EC – EF)/kT  (2.11)

and  p = nV  e – (EF – EV)/kT  (2.12)

where nC is the number of electrons in conduction band, nV is the number of 
electrons in the valence band, EC is the lowest energy in the conduction band in 
eV and EV is the maximum energy of valence band in eV.

 The only parameter that changes with the addition of impurity in Eqs. (2.11) 
and (2.12) is the Fermi level.

Fermi Level in N-type Extrinsic Semiconductor In case of an intrinsic semiconductor, 
EF lies in the middle of the energy gap, indicating equal concentrations of free 
electrons and holes.

 When a donor type impurity is added to 
the crystal, then, at a given temperature and 
assuming all donor atoms are ionized, the 
first ND states in the conduction band will 
be filled. Hence it will be more difficult for 
the electrons from the valence band to bridge 
the energy gap by the thermal agitation. 
Consequently the number of electron-hole 
pairs thermally generated for that temperature 
will be decreased. Since the Fermi level is a 
measure of the probability of occupancy of 
the allowed energy states, it is clear that EF 
must be more closer to the conduction band to 
indicate that many of the energy states in that 
band are filled by the donor electrons, and fewer holes exist in the valence band. 
This situation is illustrated in Fig. 2.10, for an N-type extrinsic semiconductor.

 The same kind of argument leads to the conclusion that EF must move from 
the centre of the forbidden gap closer to the valence band for a P-type extrinsic 
semiconductor (Fig. 2.11).
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 Exact position of the Fermi level in 
an N-type extrinsic semiconductor can be 
determined by substituting n = ND in Eq. (2.11) 
and thus we have

  ND = nC  e – (EC – EF)/kT  (2.13)

 Taking logarithm we have, 

  loge ND = loge nC –   
(EC – EF)

 ________ 
kT

   

 Solving the above equation we have,

  EF = EC – kT loge   
nC ___ 
ND

   (2.14)

 Similarly for the P-type extrinsic semiconductor,

  EF = EV + kT loge   
nV ___ 
NA

   (2.15)

2.12 CURRENT IN A SEMICONDUCTOR
 (CONDUCTIVITY AND MOBILITY)

As already mentioned in Section 2.9, conduction through a semiconductor is due 
to two mechanisms viz., drift and diffusion.

 The movement of charge carriers (electrons and holes) under the influence 
of an applied electric field E is termed as the  drift current.

 The conductivity se of the semiconductor due to electrons in the conduction 
band is given as

  se = neme (2.16)

where n is the number of electrons per unit volume of the conductor (i.e., electron 
density), e is the electronic charge and me is the electron mobility. Similarly, 
conductivity due to holes

  sh = pemh (2.17)

where p is the number of holes per unit volume and mh is the hole mobility.

 Since in semiconductors the conduction is by free electrons as well as by 
holes, total conductivity is

  s = se + sh = e (n me + p mh) (2.18)

 Current Density J = sE (2.19)

 In case of N-type semiconductor, hole concentration is negligible and electron 
concentration nn = ND (density of donor atoms). So conductivity
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  sn = e ND me (2.20)

 Similarly, in case of P-type semiconductor, electron concentration is negligible 
and hole concentration

  ph = NA (density of acceptor atoms)

and conductivity

  sh = e NA mh (  hole charge = +e) (2.21)

 Total current density due to drift of electron and holes on application of 
electric field E

  J = Current density due to hole drift Jh

    + current density due to electron drift Je

   = Ee (pmh + nme) (2.22)

 Now, the carrier currents are also due to concentration gradients in the doped 
material which leads to diffusion of carriers from high concentration region to 
low concentration region. The current due to this process is called the diffusion 
current (Fig. 2.12).
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Fig. 2.12

 Let us assume that at reference plane x, the density of holes is p per m3. Let 
the carriers have a mean free path Dx and mean free time Dt between collisions. 
Assuming uniform density gradient of holes as – dp/dx, the average density of 
holes in the region x – Dx and x is 

   =   1 __ 
2
    [ p + p –   

dp
 ___ 

dx
   Dx ]  = p –   1 __ 

2
     
dp

 ___ 
dx

   Dx (2.23)

 Flow of holes to the right per unit time

  p1 =   1 __ 
2
    [ p –   1 __ 

2
     
dp

 ___ 
dx

   Dx ]    Dx ___ 
Dt

   (2.24)
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 Left directed hole flow across reference plane x per unit time

  p2 =   1 __ 
2
    [ p +   1 __ 

2
     
dp

 ___ 
dx

   Dx ]    Dx ___ 
Dt

   (2.25)

 The net rate of flow of holes is to the right and is given as

  p = p1 – p2

   =   1 __ 
2
    [ p –   1 __ 

2
     
dp

 ___ 
dx

   Dx ]    Dx ___ 
Dt

   –   1 __ 
2
    [ p +   1 __ 

2
     
dp

 ___ 
dx

   Dx ]    Dx ___ 
Dt

   

   = –   1 __ 
2
   Dx   Dx ___ 

Dt
     
dp

 ___ 
dx

   ∫ – Dh   
dp

 ___ 
dx

   (2.26)

where Dh =   1 __ 
2
   Dx   Dx ___ 

Dt
   =   1 __ 

2
     Dx2

 ___ 
Dt

   m2/s is called the  diffusion constant due to holes.

 The current density due to diffusion of holes is given as 

  Jh = – e Dh   
dp

 ___ 
dx

   (2.27)

 Similarly, current density due to diffusion of electrons is given as

  Je = e De   
dn ___ 
dx

   (2.28)

Total Current

It is possible that a potential gradient and a concentration gradient may exist 
simultaneously within a semiconductor. In such a case, the total current is the 
sum of drift current due to potential gradient and the diffusion current due to 
charge carrier concentration gradient. Thus,

  Jh = E e p mh – e Dh   
dp

 ___ 
dx

   (2.29)

  Je = E e n me + e De   
dn ___ 
dx

   (2.30)

 The various constants for silicon and germanium are given in Table 2.1.

Table 2.1 Properties of Si and Ge

 Property  Silicon  Germanium
 Atomic number  14  32

 Atomic weight  28.1  72.6

 Density  2,330 kg/m3  5,320 kg/m3

 Dielectric constant  12  16

Contd..
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 Atoms/m3  5.0 × 1028  4.4 × 1028

 EG0 at 0K  1.21 eV  0.785 eV

 EG at 300K  1.12 eV  0.72 eV

 Intrinsic concentration ni at 300 K  1.5 × 1016/m3  2.5 × 1019/m3

 Intrinsic resistivity ri at 300 K  2,300 W-m  0.45 W-m

 Electron mobility, me  0.13 m2/V-s  0.38 m2/V-s

 Hole mobility, mh  0.05 m2/V-s  0.18 m2/V-s

 Diffusion constant, De  0.0034 m2/s  0.0099 m2/s

 Diffusion constant, Dh  0.0013 m2/s  0.0047 m2/s

2.13 EINSTEIN RELATIONSHIP

Diffusion constant D and mobility m are statistical thermodynamics phenomena 
and are, therefore, not independent of each other. The diffusion constants Dh and 
De, and mobility mh and me are related by Einstein’s equation:

    
Dh ___ mh

   =   
De ___ me

   = VT

where VT is the  volt-equivalent of temperature.

2.14 THE CONTINUITY EQUATION

The continuity equation is one of the most important and fundamental equations 
in fluid mechanics and electrostatics. In the case of flow of an incompressible 
fluid, the continuity equation states that the rates of flow of an incompressible 
fluid entering into and coming out from an elementary volume must be equal 
provided there is no source or sink of the fluid in that volume. So far as the 
charge carriers (e.g. free electrons and holes) in a semiconductor are concerned, 
the situation is slightly more complicated due to the following three processes. 
Firstly, electrons and positive holes are being continuously generated due to 
thermal excitation and, at the same time, they recombine with each other after 
an average time T known as the life time of the charge carriers. Secondly, the 
charge carriers in a semiconductor can move with a drift velocity when they 
come under the influence of an electric field. Thirdly free electrons and holes can 
also move when there is a concentration gradient along the length of the sample. 
These three processes may even occur simultaneously. Thus, in order to describe 
the behaviour of excess carriers in a semiconductor, the effects of these three 
processes must be combined to form the continuity equation which is extremely 
important in the study of properties of semiconductor diodes and transistors.

Contd..
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(a) The Generation and Recombination of Free Electrons and Holes

Free electrons and holes are generated by thermal excitation and, in equilibrium, 
they recombine at the same rate as they are generated so that their density 
remains constant. But in the non-equilibrium condition, the rate of increase of 

positive hole density   
dp

 ___ 
dt

   with time is equal to the difference between the rate 

of generation due to thermal excitation   
po __ 
Tp

   and the rate of recombination   
p
 __ 

Tp
   

provided only these two mechanisms are present. It may, thus, be expressed by

    
dp

 ___ 
dt

   =   
po – p

 _____ 
Tp

   (2.31)

where po is the equilibrium density of holes in the semiconductor, p is the density 
of holes at any time t and Tp is the lifetime of holes.

 By a similar argument,

    dn ___ 
dt

   =   
no – n

 _____ 
Tn

   (2.32)

where no is the density of the free electrons in the equilibrium condition n is the 
density of free electrons in the semiconductor, at any time t and Tn is the lifetime 
of electrons.

 These two equations account for the increase of density of charge carriers 
due to generation and recombination.

(b) The Drift of Charge Carriers in a Uniform Field of F Volt/cm
 Applied along the Sample

When an electric field F is applied along the X-axis of the semiconductor sample 
containing free carriers such as free electrons and holes, the holes move in the 
X-direction with an average drift velocity Vdp where

  Vdp = mp F (2.33)

and mp is the mobility of holes in the semiconductor. This movement of holes 
constitutes a current density J1p in the X-direction; the hole current density J1p 
is given by

  J1p = pe Vdp = pe mp F (2.34)

where p is the density of holes in the semiconductor and e is the electronic 
charge. Similarly, the electron current density J1n is given by

  J1n = ne mn F (2.35)

where n is the density of free electrons in the semiconductor and mn is the mobility 
of free electrons. The stream of electrons move opposite to the X-direction, while 
the current due to electrons flows in the X-direction.
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(c) The Diffusion of Charge Carriers in a Semiconductor Sample having
 Concentration Gradient along its Length

The charge carriers (free electrons or holes) can move in a semiconductor sample 
due to diffusion and their motion is independent of the electric field. Diffusion 
occurs whenever there is a non-uniform density of charge carriers. Thus, the 
charge carriers such as free electrons or holes move from a region of higher 
concentration to a region of lower concentration. Suppose the hole density is 
one region in a semiconductor sample is increased by some external means. 
The excess of holes produced will move from the region of higher density of 
holes to a region of lower density so that the density of holes in the material 
becomes more uniform in the sample. Diffusion is the flow of charge carriers in 
the direction of decreasing carrier concentration regardless of the nature of the 
electric charge on the carriers.

 The number of holes Np diffusing per unit area per second in the X-direction 

is proportional to the negative gradient of hole density in the X-direction  ( –   
dp

 ___ 
dz

   ) . 
Thus

  Np = – Dp   
dp

 ___ 
dz

   (2.36)

where DP is the diffusion constant for holes in the semiconductor sample.

 The current density due to diffusion of holes J2p is 

  J2p = eNp = – eDp   
dp

 ___ 
dx

   (2.37)

 The total current density Jp due to the movement of holes can be found by 
adding the two components of the hole current densities due to the drift and 
diffusion of holes. Thus, Jp is given by

  Jp = J1p + J2p = pempF – eDp   
dp

 ___ 
dz

   (2.38)

 The number of free electrons Ne diffusing per unit area per second in the 
X-direction is proportional to the negative gradient of electron density in the 

X-direction  ( –   dn ___ 
dz

   ) . Thus

  Ne = – Dn   
dn ___ 
dx

   (2.39)

where Dn is the diffusion constant for free electrons in the semiconductor sample. 
The current J2n due to diffusion of free electrons is 

  J2n = – eDn  ( –   dn ___ 
dx

   )  = eDn   
dn ___ 
dx

   (2.40)

since the free electrons carry negative charge.
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 When the drift and diffusion current densities of free electrons are considered, 
the total electron current Jn is given by

  Jn = J1n + J2n = nemn F + eDn   
dn ___ 
dx

   (2.41)

(d) Derivation of the Continuity Equation 

Figure 2.13 shows a volume element in a semiconductor. In this three-dimensional 
volume element the area in the Y-Z plane is equal to unity (dy.dz = 1) and the 
length of the volume element in the X-direction is dx. The total volume of the 
volume element dV = dxdydz = dx (since dy.dz = 1). We shall derive the continuity 
equation for the positive holes.

p

x dx+x

J
J dJ+

Unit area

n

x dx+x

J
J dJ+

Unit area

dx

Fig. 2.13 Volume element used in the derivation of the continuity equation for holes

 Suppose the average density of holes in the volume element at any time t is 
p per unit volume. Considering only the one-dimensional case, we assume that 
the density of hole current due to both drift and diffusion of holes, entering into 
the volume element by the left hand face is Jp and the current density leaving 
the volume element through the right hand face is (Jp + dJp). The difference 
between these two current densities indicates that an amount dJp of hole current 

is lost in the volume element. In other words,   
dJp

 ___ e   number of positive holes are 

being removed from the volume element every second by the hole current flow 

on account of drift and diffusion.   
dp

 ___ 
dt

   denotes the rate of increase of positive 

hole density due to drift and diffusion. Thus, the increase of positive holes in 

the volume element may be obtained by multiplying   
dp

 ___ 
dt

   by the volume of the 

element, dx. The rate of increase of the total number of positive holes in the 

volume element is equal to   
dp

 ___ 
dt

  .dx where dx is the volume of the element. If the 

net current flow is responsible for this change in the number of holes contained 
in the volume element, we may write
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dp

 ___ 
dt

  .dx = –   
dJp

 ___ e  

or    
dp

 ___ 
dt

   = –   1 __ e     
dJp

 ___ 
dx

   (2.42)

 This equation takes account of the drift and diffusion currents. When the 
generation and recombination processes are also simultaneously considered, the 
continuity equation for the holes becomes

    
∂p

 ___ 
∂t

   =   
po – p

 _____ 
Tp

   –   1 __ e     
dJp

 ___ 
dx

   (2.43)

 On substitution of the value of Jp from Eq. (2.38) in Eq. (2.43) the continuity 
equation for the holes becomes

    
∂p

 ___ 
∂t

   =   
po – p

 _____ 
Tp

   – mp   
∂(pF)

 _____ 
dx

   + DD   
d2p

 ___ 
dx2

   (2.44)

 In order to derive the continuity equation for free electrons an elementary 
volume as in Fig. 2.13 is considered so that an electric current Jn enters through 
the left hand face and (Jn + dJn) leaves the right hand face of the volume element, 
where Jn is the current density due to the drift and diffusion of free electrons. 
Using the argument as before, we can sho that

    ∂n ___ 
∂t

   =   1 __ e     
dJn ___ 
dx

   (2.45)

 In this case we find that there is a positive sign before  (   1 __ e   ) , because the free 

electron carries a negative charge and the direction of flow of the conventional 
current is opposite to the direction of the flow of electrons.

 If we now consider the change in the density of free electrons due to 
generation and recombination and substitute the value of Jn from Eq. (2.41) in 
Eq. (2.45), the continuity equation for free electrons may be written as

    ∂n ___ 
∂t

   =   
no – n

 _____ 
Tn

   + mn   
∂(nF)

 _____ 
∂x

   + Dn   
d2n ___ 
dx2

   (2.46)

 Equations (2.44) and (2.46) are the  continuity equations for holes and free 
electrons respectively and in deriving these equations all the three processes, 
generation and recombination, drift and diffusion, of the charge carriers have 
been considered.

2.15 SATURATION OF DRIFT VELOCITY

Current density due to drift in presence of an electric field E is given as

  J = sE (Ohm’s law) (2.47)

where the conductivity 

  s = en me
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e is the electronic charge, n the electron density and me is the electron mobility, 
given by

   (   ne2t ____ m   ∫ s )  me =   et ___ me
   (2.48)

t represents the mean time between scattering events and is called the mean free 
time.

 In the above equation, it has been assumed that Ohm’s law is valid in the 
carrier drift process, i.e., it has been assumed that the drift current is proportional 
to the electric field and that, the proportionality constant s is not a function of 
the field. This assumption is valid over a wide range of E. However, large electric 
fields (> 103 V/cm) can cause the drift velocity and therefore the current

  J = – en vd (2.49)

to exhibit a sublinear dependence on the 
electric field. This dependence of s upon E 
is an example of a  hot carrier effect, which 
implies that the carrier drift velocity vd is 
comparable to the thermal velocity vth.

 In many cases, an upper limit is reached 
for the carrier drift velocity in a high field. 
This limit occurs near the mean thermal 
velocity (ª 107 cm/s) and represents the point 
at which added energy imparted by the field is 
transferred to the lattice rather than increasing 
the carrier velocity. The result of this scattering 
limited velocity is a fairly constant current at 
high field. This behaviour is typical of Si, Ge 
and some other semiconductors (Fig. 2.14).

 However, there are other important effects in some other semiconductors, 
for example, there is a decrease in electron velocity at high fields for GaAs (and 
certain other materials) which results in negative conductivity.

2.16 FABRICATION OF P-N JUNCTIONS

Most semiconductors devices contain one or more than one junction between 
P-type and N-type material. These P-N junctions are fundamental to the 
performance of variety of functions such as rectification, amplification, switching 
and other operations in electronic circuits. In this chapter, we will restrict 
ourselves to a (single) P-N junction. Before investigating its electrical properties, 
we shall discuss how P-N junctions are made. Without going into the detailed 
manufacturing techniques, we will consider some of the more basic methods 
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of forming junctions. The type of junction we seek is a change from N-type to 
P-type material within a single crystal.* Therefore, we may change the dopant 
from donors to acceptors during the growth of the crystal. Alternatively, we may 
introduce impurities of one type into regions of a crystal which was grown with 
higher doping of the opposite type. In either case, there are no gross changes in 
the lattice structure of the crystal. There are basically following four methods 
employed for fabrication of P-N junctions.

 1. Grown junctions

 2. Alloyed junctions

 3. Diffused junctions

 4. Epitaxial grown or planar diffused diode

2.16.1 Grown Junction Diode

Diodes of this type are formed during 
the crystal pulling process. P- and 
N-type impurities can be alternately 
added to the molten semiconductor 
material in the crucible, which results 
in a P-N junction, as illustrated in 
Fig. 2.15 when crystal is pulled. 
After slicing, the larger area device 
can then be cut into a large number 
(say in thousands) of smaller area 
semiconductor diodes. Though such 
diodes, because of larger area, are capable of handling large currents but larger 
area also introduces more capacitive effects, which are undesirable. Such diodes 
are used for low frequencies.

2.16.2 Alloy Type or Fused Junction Diode

Such a diode is formed by first 
placing a P-type impurity (a tiny 
pellet of aluminium or some other 
P-type impurity) into the surface of 
an N-type crystal and heating the two 
until liquefaction occurs where the two 
materials meet. An alloy will result that 
on cooling will give a P-N junction at 
the boundary of the alloy substrate. 

* A crystal is a solid having a structure formed by a regular three dimensional periodic array of atoms 
in space. The repeat unit is called a unit cell which is characterized by a basis (i.e. an atom or a group 
of atoms).

Fig. 2.15

Fig. 2.16
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Similarly, an N-type impurity may be placed into the surface of a P-type crystal 
and the two are heated until liquefaction occurs. The process is illustrated in 
Fig. 2.16.

 Alloy type diodes have a high current rating and large PIV (peak inverse 
voltage) rating. The junction capacitance is also large, due to the large junction 
area.

2.16.3 Diffused Junction Diode

Diffusion is a process by which a heavy concentration of particles diffuse into 
a surrounding region of lower concentration. The main difference between the 
diffusion and alloy processes is the fact that liquefaction is not reached in the 
diffusion process. In the diffusion process heat is applied only to increase the 
activity of elements involved.

 For formation of such diodes, either solid or gaseous diffusion process can 
be employed.

 The process of solid diffusion starts with formation of layer of an acceptor 
impurity on an N-type substrate and heating the two until the impurity diffuses 
into the substrate to form the P-type layer, as illustrated in Fig. 2.17(a). A large 
P-N junction is divided into parts by cutting process. Metallic contacts are made 
for connecting anode and cathode leads.

Fig. 2.17 Diffusion process
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 In the process of gaseous diffusion instead of layer formation of an acceptor 
impurity, an N-type substrate is placed in a gaseous atmosphere of acceptor 
impurities and then heated. The impurity diffuses into the substrate to form 
P-type layer on the N-type substrate. The process is illustrated in Fig. 2.17(b).

 Though, the diffusion process requires more time than the alloy process but 
it is relatively inexpensive, and can be very accurately controlled. The diffusion 
technique leads itself to the simultaneous fabrication of many hundreds of diodes 
on one small disc of semiconductor material and is most commonly used in 
the manufacture of semiconductor diodes. This technique is also used in the 
production of transistors and ICs (integrated circuits).

2.16.4  Epitaxial Growth or Planar Diffused Diode

The term ‘epitaxial’ is derived from the Latin terms epi meaning ‘upon’ and taxis 
meaning ‘arrangement’.

 To construct an epitaxially grown diode, a very thin (single crystal) layer 
of semiconductor material (silicon or germanium) is grown on a heavily doped 
substrate (base) of the same material. This complete structure then forms the 
N-region on which P-region is diffused. SiO2 layer is thermally grown on the 
top surface, photo-etched and then aluminium contact is made to the P-region. A 
metallic layer at the bottom of the substrate forms the cathode to which lead is 
attached. (Fig. 2.18)

 This process is usually employed in the fabrication of IC chips.

Fig. 2.18 Epitaxially grown or planar diffused diode

2.17 BASIC STRUCTURE OF P-N JUNCTION

Most semiconductor devices employ one or more P-N junctions. The P-N junction 
is the control element for the performance of all semiconductor devices such as 
rectifiers, amplifiers, switching devices, linear and digital integrated circuits. The 
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P-N junction is produced by placing a layer of P-type semiconductor next to the 
layer of N-type semiconductor. The interface separating the N and P-regions is 
referred to as the  metallurgical junction.

 Figure 2.19 represents two blocks of semiconductor material, one P-type, 
and the other N-type. The P-type semiconductor block has mobile holes (shown 
by small circles) and the same number of fixed negative acceptor ions (shown 
by encircled minus sign). Similarly, the N-type semiconductor block has mobile 
or free electrons (shown by dots) and the same number of fixed donor positive 
ions. Normally, the holes, which are the majority charge carriers in P-type 
of material, are uniformly distributed throughout the volume of that material. 
Similarly, the electrons, which are the majority charge carriers in N-type of 
material, are uniformly distributed throughout the volume of that material. Each 
region is electrically neutral because each of them carries equal positive and 
negative charges.

Fig. 2.19

 On the formation of P-N junction some of the holes from P-type material 
tend to diffuse across the boundary into N-type material and some of the free 
electrons similarly diffuse into the P-type material, as illustrated in Fig. 2.20. 
This happens due to density gradient (as concentration of holes is higher on 
P-side than on N-side and concentration of electrons is higher on N-side than 
that on P-side). This process is known as  diffusion.

 The doping profile of an ideal uniformly doped P-N junction is depicted in 
Fig. 2.21.

 As a result of the displacement of the charges, an electric field appears across 
the junction. Equilibrium is established when the field becomes large enough to 
restrain the process of diffusion. The general shape of the charge distribution 
may be as illustrated in Fig. 2.20(b). The electric charges are confined to the 
neighbourhood of the junction, and consists of immobile ions.

 We see that the free electrons crossing the junction create negative ions on 
the P-side by giving some atoms one more electron than their total number of 
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protons. The electrons also leave positive ions (atoms with one fewer electron 
than the number of protons) behind them on the N-side. As negative ions are 
created on the P-side of the junction, the P-side acquires a negative potential, as 

Fig. 2.20 A schematic diagram of a P-N junction, including charge density, electric field 
intensity, and potential-energy barriers at the junction (not to scale)
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illustrated in Fig. 2.20(e). Similarly, the positive ions are created on the N-side 
and the N-side acquires a positive potential as illustrated in Fig. 2.20(d). The 
negative potential on the P-side prevents the migration of any more electrons 
from the N-type material to the P-type material. Similarly, the positive potential 
on the N-side prevents any further migration of holes across the boundary. Thus, 
the initial diffusion of charge carriers creates a barrier potential at the junction.

 The region around the junction is completely ionized. As a result, there are 
no free electrons on the N-side, nor holes on the P-side. Since the region around 
the junction is depleted of mobile charges it is called the  depletion region, the 
 space-charge region, or the  transition region. The thickness of the depletion 
region (or layer) is of order of 1 micron (10–6 m).

 The electric field intensity in the neighbourhood of the junction is illustrated 
in Fig. 2.20(c). The electrostatic potential variation in the depletion region is 
shown in Fig. 2.20(d), and is the negative integral of the function E of Fig. 2.20(c). 
The variation constitutes a potential-energy barrier against the further diffusion 
of holes across the barrier. The form of potential-energy barrier against the flow 
of electrons from the N-side across the junction is shown in Fig. 2.20(e). It is 
similar to that shown in Fig. 2.20(d), except that it is inverted, since the charge 
on electron is negative.

2.18 BUILT IN POTENTIAL BARRIER

We consider here the case of a step junction in thermal equilibrium where no 
currents exist when no external bias (voltage) is applied. Then, the Fermi energy 
level is constant throughout the specimen. The valence and conduction bands 
energies bend while going across the space charge region, because the relative 
positions of these bands with respect to the Fermi energy changes between P- 
and N-regions. (Fig. 2.22)

 We have seen how a potential barrier develops at the metallurgical junction 
in a P-N diode in article 2.17. This potential barrier is known as the   built in 
potential barrier. Electrons in the conduction band of the N-region face this 

NA

NDHole
diffusion

Electron
diffusion

x = 0

Fig. 2.21 Doping profile of an ideal uniformly doped P-N junction
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barrier potential VB when moving into the conduction band of the P-region. The 
built in potential barrier maintains equilibrium between majority carrier electrons 
in the N-region and minority carrier electrons in the P-region. It also maintains 
equilibrium between majority carries holes in the P-region and minority carrier 
holes in the N-region. As this condition pertains to equilibrium, no current is 
caused to flow. The intrinsic Fermi-level is equidistant from the conduction band 
edge through the junction.

 In order to derive the expression for VB, we first consider N- and 
P-semiconductors separately. Figure 2.23(a) shows the position of the Fermi 
level and (b) the density of carriers in an N-type semiconductor.

EC
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Built-in
potential
barrierEFi
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efFn

Efi
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Fig. 2.22 Energy band diagram of a P-N junction in thermal equilibrium with
zero applied bias

Density of states A function that gives the number of available electron states per unit volume in an 
energy interval between E and E + dE is designated by D(E)dE, where D(E) is known as the density of 
states function and represents the number of states per unit volume per electron volt.

Fig. 2.23 Fermi level and carrier density in N-type semiconductor (a) shows the position of 
Fermi level and (b) carrier density in P-type semiconductor
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 The Fermi-level is at an energy DE (above the centre of the gap) near 
the conduction band. The total number of electrons in the conduction band is 
given by

  n = ni exp  (   DE ___ 
kT

   )  (2.50)

where ni is the carrier density for the intrinsic case.

 The Fermi-level is at an energy DE¢ below the centre of the gap. The total 
number of holes in the valence band is given by

  p = ni exp   DE¢ ____ 
kT

   (2.51)

 When the junction is formed, due to the barrier voltage, conduction band on 
P-side is higher by an amount eVB from the conduction band on N-side i.e., if 
Ep and En are the energy levels of the bottom of the conduction bands on P-side 
and N-side respectively, then

  Ep – En = eVB (2.52)

 Further, the Fermi levels on the two sides coincide as shown in Fig. 2.25.

  nn = Nd = ni exp  (   DE ___ 
kT

   ) 
and  np =   

ni
2

 ___ 
Na

   = ni exp  ( –   DE¢ ____ 
kT

   )  (2.53)

where Nd and Na are the donor and acceptor ion concentrations on N- and P-sides 
respectively.

  DE + DE¢ = eVB (2.54)

 Thus,

    
nn __ np

   = exp  (   DE + DE¢ ________ 
kT

   )  = exp  (   eVB ____ 
kT

   )  (2.55)
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or

  VB =   kT ___ e   loge  (   nn __ np
   )  =   kT ___ e   loge  (   Nd Na _____ 

ni
2
   )  (2.56)

 The quantity (kT/e) is called  thermal voltage.

Example 2.1 A sample of Ge is made p-type by adding acceptor atoms at a 
rate of one atom per 4 × 10 8 Ge atoms. ni = 2.5 × 1019/m3 at 300 K and all the 
acceptor atoms are ionized at 300 K. The density of germanium is 4.4 × 10 28 
atoms/m3. Compare the density of electrons with intrinsic charge carriers.

Solution For 4 × 108 Ge atoms, one acceptor atom is added. For 4.4 × 1028 Ge 
atoms, the acceptor atoms added will be 1.1 × 1020.

 Now

  ni
2 = np,  n = np and p = Na

\  np =   
ni

2

 ___ 
Na

   =   
(2.5 × 1019)2

  ___________ 
1.1 × 1020

   = 5.7 × 1018

fi    
np

 __ ni
   =   5.7 × 1018

 _________ 
2.5 × 1019

   = 0.22

 Figure 2.27 shows the plots of (b) space charge, (c) electric field and 
(d) barrier potential at an abrupt P-N junction.

2.19 TRANSITION (OR SPACE-CHARGE) CAPACITANCE

When a P-N junction is reverse biased, the depletion region acts like an insulator 
or dielectric material while the P- and N-type regions on either side have a low 
resistance and act as the plates. The P-N junction may be considered a parallel 
plate capacitor. The junction capacitance is termed as space charge capacitance 
or transition capacitance or  depletion region capacitance and is denoted by CT.
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Fig. 2.25 Energy band diagram for P-N function
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 As mentioned earlier, a reverse bias causes majority carriers to move away 
from the junction, thereby uncovering more immobile charges. So the thickness 
W of the depletion layer increases with the increase in reverse bias voltage. 
This increase in uncovered charge with applied voltage may be considered a 
capacitive effect. The incremental capacitance CT may be defined as

  CT =  |   dQ
 ___ 

dV
   |  (2.57)

where dQ is the increase in charge due to increase in voltage, dN.

 But i =   
dQ

 ___ 
dt

   = CT   dV ___ 
dt

   (2.58)

 Since the depletion region increases with the increase in reverse-bias potential, 
the resulting transition capacitance decreased as shown in Fig. 2.26.
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Fig. 2.26

 The fact that the capacitance depends on the applied reverse bias, but 
application in a number of electronic systems.

 Step Graded Junction A junction is said to be step graded if there is an abrupt 
change from acceptor ion concentration on the P-side to donor ion concentration 
on the N-side. Such a junction gets formed in alloyed junction or fused junction 
diode. Usually the acceptor density NA and the donor density ND are kept unequal. 
Figure 2.27 shows the charge density as a function of distance from an alloy 
junction in which acceptor impurity density is assumed to be much larger than 
the donor concentration. Since the net charge is zero,

  eNAWp = eNDWn (2.59)

 When NA is much larger than ND, the Wp << Wn and Wn ª W.
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 The relationship between potential and charge density is given by the 
Poisson’s equation,

    d
2V ____ 

dx2
   =   

– eND _____ e   (2.60)

where e is the permittivity of the semiconductor and is given as e = ere0 where 
er is the relative permittivity of the dielectric and e0 is the permittivity of free 
space.

 The electric lines of flux start on the positive donor ions and terminate on 
the negative acceptor ions. So there are no flux lines to the right of the boundary 

x = Wn in Fig. 2.27 and field intensity e =   dV ___ 
dx

   = 0

at  x = Wn ª W.

 Integrating Eq. (2.60) subject to these boundary conditions, we have

    dV ___ 
dx

   =   
– eND _____ e   (x – W) = – e (2.61)

 Neglecting the small voltage drop across Wp, we may arbitrarily choose 
V = 0 at x = 0.
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Fig. 2.27 Charge density, field intensity and potential variation with distance x
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 Integrating Eq. (2.61) subject to these conditions

  V =   
– eND _____ 

2e
   (x2 – 2Wx) (2.62)

 The linear variation in field intensity and the quadratic dependence of 
potential upon distance are plotted in Figs. 2.27(c) and (d).

 At x = W, V = VB, the barrier height. Thus

  VB =   
eNDW2

 ______ 
2e

   (2.63)

 Here VB = V0 – V where V is the negative number for an applied reverse bias 
and V0 is the contact potential.

 Hence, the width of depletion layer increases with applied reverse bias and 
varies as  ÷ 

___
 VB  .

 The total charge of N-type material with area of junction A is given by

  Q = eNDWA

 The transition capacitance CT, given by Eq. (2.57), is

  CT =  |   dQ
 ___ 

dV
   |  = eNDA  |   dW ____ 

dVB
   | 

 From Eq. (2.63),  |   dW ____ 
dVB

   |  =   e _____ 
sNDW

  , and therefore,

  CT =   eA ___ 
W

   (2.64)

where e is the absolute permittivity of the semiconductor medium, A is the cross-
sectional area of the junction and W is the width of the depletion layer and is 
given as

  W2 =  [   2eVB _____ e   ]   [   1 ___ 
NA

   +   1 ___ 
ND

   ]  (2.65)

or  W =  ÷ _____

   
2eVB _____ 
eND

      when NA >> ND (2.66)

 So CT = eA  ÷ _____

   
eND _____ 
2eVB

     = A  ÷ ___

   
ND ___ 
VB

     ◊  ÷ ___

   ee __ 
2
     (2.67)

 Thus in a step graded junction, CT is inversely proportional to the square root 
of the junction voltage VB where VB is given as

  VB = V0 – VR (2.68)

where VR is a negative number indicating the applied reverse bias and V0 is the 
contact potential.
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2.20 A PN-JUNCTION UNDER FORWARD AND REVERSE
 BIAS (DIODE CHARACTERISTICS)

When a voltage is applied to a P-N semiconductor junction, the voltage current 
characteristics is found to be non-linear. If the P-type material is made positive 
with respect to the N-type, the junction is said to be forward biased. In this case 
the device resistance is low and a large (forward) current flows readily across 
the P-N junction. When the N-type is made positive with respect to P-type, the 
junction is said to be reverse biased and its resistance is high. (Fig. 2.28)

Fig. 2.28 (a) A P-N-junction forward and reverse biased, (b) its I-V characteristics

 In case of forward bias, many electrons from the negative terminal of battery 
enter the N-side. The life story of a single electron is as under:

 1. After leaving the negative terminal, it enters the right end of the crystal.

 2. It travels through the N-region as a free electron.

 3. Near the junction it recombines and becomes a valence electron.

 4. It travels through the P-region as a valence electron.

 5. After leaving the left end of the crystal, it flows into the positive source 
terminal.

 Thus, forward bias produces a large forward current.

 In case of reverse bias, conduction band electrons and valence band holes 
move away from the junction, the depletion layer gets wider, until its potential 
difference equals the supply voltage. Under this condition, free electrons and 
holes stop moving. However, because of thermal generation, a small current due 
to minority carriers exists in the circuit. This reverse current caused by minority 
carriers is called the saturation current (because we cannot get more of this 
current by increasing the reverse voltage unless we increase the temperature).
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2.21 THE ENERGY BAND DIAGRAMS

When only a small current is flowing in a typical P-N-junction, there is negligible 
voltage drop in the bulk material itself, and all the applied voltage is dropped 
across the junction. The presence of an applied voltage across the junction adds 
to (for reverse bias) or subtracts from (for forward bias) the barrier voltage VB.

 Under the forward bias V, when an electron passes across the junction from 
the N- to the P-type material, it is moving in the same direction as the force 
due to the applied electric field. As a result, the potential energy in the P-type 
material is less than what would have been in an unbiased junction by an amount 
V electron volts. Thus, the conduction and valence bands on the P-side are 
lowered by this value. (Figs. 2.29 and 2.30)
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Fig. 2.29 Energy-band diagram for a forward biased P-N-junction
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Fig. 2.30 Energy band diagram for a reverse biased P-N-junction
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2.22 CURRENT FLOW MECHANISM: THE RECTIFIER
 EQUATION FOR A FORWARD BIASED DIODE

Consider Fig. 2.31, which shows the energy bands of a P-N-junction. In the 
diagram, a forward bias (V volts)has been applied. As a result, the Fermi level 
on n side Efn is higher than that on the P-side by the value eV.
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Conduction band

Valence band

Fig. 2.31 Energy band diagram of a P-N-junction, forward biased by V-volts. Superscript + 
refers to hole current and – to electron current

 There are four possible components of current flowing across the junction 
(Fig. 2.31). (In the figure, suffixes 1 and 2 represent the majority and minority 
carriers respectively). In the valence band, holes can flow to the right or to the 
left (indicated by J1

+ and J2
+). In the conduction band, electrons can flow to the 

right or to the left. Due to the negative charge, a flow of electrons to the left 
produces a conventional current to the right therefore arrows in conduction band 
indicate the direction of flow of electrons and a negative signs is placed before 
the current density.

 Thus current density J1
– is flowing to the right and current density J2

– is 
flowing to the left. This mean that the current densities J1

– and J1
+ add together 

in the right hand direction and current densities J2
– and J2

+ add together in the 
left hand direction. The net current flowing to the right is

  J = (J1
– + J1

+) – (J2
– + J2

+) (2.69)

 Here J2
– is the minority carrier electron current drifting from P-side to N-side. 

It is independent of the applied voltage V (provided V < VB). It is known as 
saturation current density. Similarly J2

+ is minority carrier hole current drifting 
from N-side to P-side (also saturation current).

 In the conduction band, J1
– is the majority carrier electron current diffusing 

from N-side to P-side. Provided the current is not excessive, the only restriction 
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to flow of this current is the barrier potential VT = VB – V. For potential of height 
VT, the number of electrons which are available source of current is proportional 
to exp (– eVT/kT).

 Thus

  J1
– = C1 exp  ( –   

eVT ____ 
kT

   )  (2.70)

where C1 is a constant to be determined. Since holes carry a positive sign, 
holes flowing downward in the figure are effectively flowing up the barrier. The 
majority carrier hole current diffusing from P-side to N-side is given by

  J1
+ = C2 exp  ( –   

eVT ____ 
kT

   )  (2.71)

where C2 is another constant. 

 Since there is no net current flow across the junction when applied V = 0 (or 
VT = VB) then,

  J1
– – J2

– = 0 (net electron current in conduction band).

and 

  J1
+ – J2

+ = 0 (net hole current in valence band). (2.72)

(because the current flow in one band is independent of flow in the other).

fi  C1 exp  ( –   
eVB ____ 
kT

   )  – J2
– = 0

or  C1 = J2
– exp  (   eVB ____ 

kT
   )  (2.73)

 Similarly,

  C2 = J2
+ exp  (   eVB ____ 

kT
   )  (2.74)

\  J1
– = J2

– exp  [   e(VB – VT)
 _________ 

kT
   ]  (2.75)

and

  J1
+ = J2

+ exp  [   e(VB – VT)
 _________ 

kT
   ]  (2.76)

fi  J = (J1
+ + J1

–) – (J2
+ + J2

–)

or

  J = (J2
– + J2

+)  [ exp  (   eV ___ 
kT

   )  – 1 ]  (2.77)

or

  J = J2  { exp  (   eV ___ 
kT

   )  – 1 }  (2.78)



Semiconductor Diodes 2.39

where J2 = J2
– + J2

+ is the sum of two 
saturation current densities. This equation 
is known as the  rectifier equation and is 
plotted in Fig. 2.32.

 If forward bias V >>   4kT ____ e   (kT/e = 
0.0259 V at room temperature), then

  exp  (   eV ___ 
kT

   )  >> 1

and  J ª J2 exp  (   eV ___ 
kT

   ) 
 When a reverse bias is applied such that – V ≥ 4kT/e, then exp (eV/kT) << 1 
(exponential term approaches zero), and

  J ª – J2, (2.79)

that is, current at reverse bias remains constant at the saturation current.

2.23 APPLICATION OF THE CONTINUITY EQUATIONS
 TO THE ABRUPT P-N JUNCTION WITH
 CONSTANT CURRENT

Let us apply the continuity equation for holes to the case of a forward biased 
P-N junction where the P-region is positive with respect to the N-region by Ef 
volts. Suppose the injected hole density into the N-region at a distance x from 
the junction is pn. We shall investigate the variation of the injected hole density 
with distance x from the junction. We can make the following simplifying 
assumptions.

 (a) The current flow due to the injected holes in the N-region is simply due to 
the diffusion of holes. The hole component of the current due to the drift 
of the hole on account of the applied field is absent, because the voltage 
drop across the bulk material is practically zero and almost the entire 
applied voltage drops across the junction.

  Thus   
∂(pF)

 _____ 
dx

   = 0 (2.80)

 (b) The continuity equation may easily be solved in the case of a P-N junction 
with a constant current flowing across the junction. If the applied forward 
bias voltage is constant (d.c.) the total current density of a P-N junction 
diode is constant and the electrons and hole densities in the two regions 
are also constant with respect to time. Thus, for a P-N junction operating 
with a constant current it may be assumed that

–V +V4 kT/e

Forward biasReverse bias
~J2

–J

+J
– ( / )J exp eV kT2

Fig. 2.32 V-J characteristics curve of 
a P-N-diode
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∂p

 ___ 
dt

   =   ∂n ___ 
dt

   = 0 (2.81)

  Under the above two restricted conditions, the continuity equation 
becomes

     
∂2p

 ___ 
dx2

   =   
p – po _____ 
Dp Tp

   =   
p – po _____ 

Lp
2
   for holes (2.82)

  where (Dp Tp)
1/2 = Lp = diffusion length of holes in the N-region.

  and   d
2n ___ 

dx2
   =   

n – no _____ 
Dn Tn

   =   
n – no _____ 

Lp
2
   for the free electrons (2.83)

  where (Dn Tn)
1/2 = Ln = diffusion length of free electrons

     in the P-region.

 Let us consider the solution of the continuity equation for holes. Eq. (2.82) in 
N-type material where holes are the minority carriers and the additional subscript 
“n” is put with p to indicate the hole density in the N-type material so that pn is 
the density of holes at a distance x from the edge of the depletion layer and pno is 
the equilibrium hole density in the N-type material. Thus, the continuity equation 
for holes in an N-type material is

    
d2pn ____ 
dx2

   =   
pn – pno _______ 

Lp
2
   (2.84)

 The solution of the continuity equation for holes (Eq. 2.84) is of the form

  pn – pno = A exp  (   – x ___ 
Lp

   )  + B exp  (   x __ 
Lp

   )  (2.85)

where A and B are arbitrary constants and are to be determined by the boundary 
conditions. At a larger distance from the junction the hole density should approach 
the equilibrium value pno in the bulk material. By a large distance we mean that 
the distance should be at least five times larger than Lp. Hence when x tends to 
be infinite,

  pn = pno

and so 0 = B exp  (   x __ 
Lp

   ) 
giving B = 0 (2.86)

 The solution is, therefore,

  pn – pno = A exp  (   – x ___ 
Lp

   )  (2.87)
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 The value of the constant A is to be determined by assuming a second 
boundary condition. If we assume that pn* is the density of holes at the edge 
of the depletion layers near the N-region, the density pn* is far greater than 
the equilibrium density pno in the case of a forward P-N junction where hole 
injection takes place from the P-region to the N-region even when the forward 
biased voltage is greater than 0-1 volt. In the reverse biased case where the 
reverse biased voltage is greater than 0.1 volt, the value of pn* is practically 
zero.

 At x = X2, pn = pn*.

 On substitution of the above values in Eq. (2.87)

  pn* – pno = A exp  (   – X2 ____ 
Lp

   ) 
or  A = (pn* – pno) exp   

X2 ___ 
Lp

   (2.88)

 Thus Eq. (2.87) becomes

  pn* – pno = (pn* – pno) exp –  (   x – X2 _____ 
LD

   )  (2.89)

where (pn* – pno) is the value of the excess holes injected from the P-region 
to the N-region at the edge of the depletion layer near the N-region where 
x = X2 (Fig. 2.33) and pn – is its value at a distance x from the depletion layer 
in the N-region. When the distance (x – X2) is equal to the diffusion length Lp, 
the density of injected holes becomes 37% (1/e) of its value at the edge of the 
depletion layer due to recombination. The square of the diffusion length Lp of 
holes in the N-region is equal to the square root of the product of the diffusion 
constant Dp of holes and the life time of holes in the N-region (Tp).

 Using a similar argument, assuming the boundary condition that

at x = – X1, np = np*

and when x = – • np = npo

and solving Eq. (2.83) we can show that the excess of electron density in the 
P-region due to injection from the N-region is

  np – npo = (np* – npo) exp  (   X1 + x
 ______ 

Ln
   )  (2.90)

where np* is the electron density at the edge of the depletion layer near the 
P-region, npo is the equilibrium electron density in the P-region so that (np* – npo) 
is the number of excess electrons injected from the N-region at the edge of 
the depletion layer near the P-region. Ln = (Dn Tn)

1/2 is the diffusion length of 
electrons in the P-region so that at a distance Ln from the edge of the depletion 
layer near the P-region the injected electron density becomes 37% of its value at 
the edge of the depletion layer (z = – X1).
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2.24 CHARGE CARRIER DISTRIBUTION AND CURRENT
 DENSITY IN A FORWARD BIASED P-N JUNCTION

If ppo is the equilibrium density of holes in the P-region, pno is the equilibrium 
density of holes in the N-region of an unbiased P-N junction and VB is the barrier 
potential developed across the junction, these three quantities are related by 
equation (as can be shown from Eq. (2.91)).

  pno = ppo exp –  (   eVB ____ 
kT

   )  (2.91)

where k is the Boltzmann constant and T is the absolute temperature.

 If the P-N junction is forward biased by Ef volts, the net potential barrier will 
decrease and become equal to (VB – Ef). Due to this reduced potential barrier a 
considerable number of electrons will be injected into the P-region, while a large 
number of holes will be injected into the N-region. Naturally the density of the 
holes at the edge of the depletion layer near the N-region is so adjusted that the 
modified potential barrier VB – Ef, the hole density in the P-region, pp, and the 
increased hole density at the edge of the depletion layer in the N-region due to 
injection, pn* are related as

 Thus, pn* = pp exp  [   – e (VB – Ef)
  ___________ 

kT
   ] 

   = pp exp  (   – eVB _____ 
kT

   )  exp  (   eEf
 ___ 

kT
   ) 

   = pno exp  (   eEf
 ___ 

kT
   )  (2.92)

 On substitution of the value of pn* from Eq. (2.81) in Eq. (2.89) of 
Section 2.23, we get

  pn – pno =  [ pno exp  (   eEf
 ___ 

kT
   )  – pno ]  exp –   

(x – X2) _______ 
Lp

  

   =  [ pno exp  (   eEf
 ___ 

kT
   )  – 1 ]  exp –   

(x – X2) _______ 
Lp

   (2.93)

 Considering the equilibrium density of electrons in the N-region and the 
P-region and the potential barrier developed, we can show in a similar way 
that,

  np* = nn exp –   
e (VB – Ef)

 _________ 
kT

  

   = npo exp –   
eEf

 ___ 
kT

   (2.94)
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where nn is the density of free electrons in the N-region, np* is the density of 
electrons due to injection in the P-region near the depletion layer and Ef is the 
forward bias voltage. On substitution of the value of np* from Eq. (2.94) in 
Eq. (2.90) of Section 2.23, we get

  np – npo = npo  [ exp   
eEf

 ___ 
kT

   – 1 ]  exp   
(X1 + x)

 _______ 
Ln

   (2.95)

 The distribution of free 
electrons and hole densities along 
the length of the P-N junction 
biased in the forward direction is 
shown in Fig. 2.33. The distribution 
curves are plotted with the help of 
Eq. (2.93) and Eq. (2.95). At this 
stage it is worthwhile to have some 
idea of the values of the diffusion 
lengths. For example, in germanium 
of 00 microsecond carrier life time, 
the diffusion length for electrons is 
about 0.1 cm, while for holes it is 
about 0.07 cm. The corresponding 
values for silicon are even smaller 
due to the smaller values of diffusion 
coefficients and typically low carrier 
lifetimes in this material.

 It is already mentioned that almost the entire current flow in a forward biased 
P-N junction is due to the diffusion of free electrons from the N-region to the 
P-region and the diffusion of holes from the P-region to the N-region. The current 
density J2p, due to the diffusion of holes is given by

  J2D = – eDp   
d (pn – pno) __________ 

dx
  

   =   
eDp

 ____ 
Lp

   pno  ( exp   
eEf

 ___ 
kT

   – 1 )  exp –   
(x – X2) _______ 

LD
   (2.96)

 This component of current density at the edge of the depletion layer near the 
N-region where x is equal to X2, is given by

      J2p |  x = X2
  = J2po =   

eDp pno
 _______ 

Lp
    ( exp   

eEf
 ___ 

kT
   – 1 )  (2.97)
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Fig. 2.33 (a) A forward biased P-N junction with 
(b) distribution of minority carriers and

(c) distribution of the current densities along
the length of the P-N junction
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 This component of electric current, J2po, flows from the left to the right 
(Fig. 2.33). The current density J2n, due to the diffusion of free electrons from 
the N-region to the P-region, is given by

  J2n = eDn   
d (np – npo)

 __________ 
dx

  

   = –   
eDn ____ 
Ln

   npo  ( exp   
eEf

 ___ 
kT

   – 1 )  exp (X1 + x)/Ln (2.98)

 This current density at the edge of the depletion layer near the P-region, 
where x is equal to – X1, may be given by

  J2nx = – X1 = J2no =   
eDn npo

 _______ 
Ln

    ( exp   
eEt ___ 
kT

   – 1 )  (2.99)

 The current density J2no owes its origin to the diffusion of free electrons 
which flow from the right to the left and thus the conventional current J2no flows 
from left to the right (Fig. 2.33). Thus the total current flow due to diffusion of 
both holes and free electrons at the junction J2o can be shown to be 

  J2o = J2po + J2no =  (   eDp pno
 _______ 

Lp
   +   

eDn npo
 _______ 

Ln
   )   ( exp   

eEf
 ___ 

kT
   – 1 )  (2.100)

 This is the junction current density in the forward biased P-N junction. The 

value of   kT ___ e   at the room temperature (300 K) is equal to   1 ___ 
40

   volt and even when 

the applied forward biased voltage is greater than 0.1 volt, exp   
eEf

 ___ 
kT

   is much 

greater than 1. Therefore, in this condition the forward biased current density at 
the junction, J2o, is given by

  J2o =  [   eDp pno
 _______ 

Lp
   +   

eDn npo
 _______ 

Ln
   ]  exp  (   eEf

 ___ 
kT

   )  (2.101)

 The ratio of electron and hole components of the current densities in the 
forward biased P-N junction is given by

    
J2no ____ 
J2po

   =   
Dn Lp npo

 ________ 
Dp Ln pno

   (2.102)

 Since, according to the Einstein relation,   
Dn ___ 
Dp

   =   
mn ___ mp

  , where mn and mp are the 

electron mobilities.

 Suppose npo and pno are the equilibrium electron and hole densities in the 
P-region and the N-region respectively, while nno and ppo are the corresponding 
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equilibrium electron and hole densities in the N-region and P-region 
respectively.

 Then npo ppo = nno pno = ni
2 (2.103)

where ni is the equilibrium density of electron-hole pairs in the intrinsic 
semiconductor. With the help of Eq. (2.103) and Einstein relation, it can be 
shown that

    
J2no ____ 
J2po

   =   
mn npo Lp

 ________ 
mp pno Ln

   =   
mn nno Lp

 ________ 
mp ppo Ln

   =   
sn Lp

 _____ 
sp Ln

   (2.104)

 Thus, the ratio of electron and hole currents in a forward biased P-N junction 

is determined by the ratio   
Lp

 __ 
Ln

   (which may be slightly less than unity) and the 

ratio between the conductivity sn of the N-region and the conductivity sp of the 
P-region. Suppose the conductivity sp of the P-region is 50 times larger than that 
of the N-region sn, then the electron current is less than 2% of the total current, 
while the hole current is more than 98% of the total P-N junction current. This 
idea is useful in understanding the transistor action.

2.25 JUNCTION BREAKDOWN

When an ordinary P-N junction diode is reverse biased, normally only very small 
reverse saturation current flows. This current is due to movement of minority 
carriers. It is almost independent of the voltage applied. However, if the reverse 
bias is increased, a point is reached when the junction breaks down and the 
reverse current increases abruptly, as shown in Fig. 2.34. This current could be 
large enough to destroy the junction. If the reverse current is limited by means 
of a suitable series resistor, the power dissipation at the junction will not be 
excessive, and the device may be operated continuously in its breakdown region 
to its normal (reverse saturation) level. It is found that for a suitably designed 
diode, the breakdown voltage is very stable over a wide range of reverse currents. 
This quality gives the breakdown diode many useful applications as a voltage 
reference source.

 The critical value of the voltage, at which the breakdown of a P-N junction 
diode occurs is called the breakdown voltage. The breakdown voltage depends 
on the width of the depletion region, which in turn, depends on the doping level. 
The junction offers almost zero resistance at the breakdown point.

 There are two mechanisms by which breakdown point at a reverse biased 
P-N junction: avalanche breakdown and zener breakdown.

 The minority carriers, under reverse biased conditions, flowing through the 
junction acquire a kinetic energy which increases with the increase in reverse 
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voltage. At a sufficiently high reverse voltage (say 5 V or more), the kinetic 
energy of minority carriers becomes so large that they knockout electrons from 
the covalent bonds of the semiconductor material. As a result of collision, the 
liberated electrons in turn liberate more electrons and the current become very 
large leading to the breakdown of the crystal structure itself. This phenomenon 
is called the  avalanche breakdown. The breakdown region is the ‘knee’ of the 
characteristic curve. Now the current is not controlled by the junction voltage but 
rather by the external circuit.

 Under a very high reverse voltage, the depletion region expands and the 
potential barrier increases leading to a very high electric field across the junction. 
The electric field will break some of the covalent bonds of the semiconductor 
atoms leading to a large number of free minority carriers, which suddenly 
increase the reverse current. This is called the  zener effect. The breakdown 
occurs at a particular and constant value of reverse voltage called the breakdown 
voltage. It is found that zener breakdown occurs at electric field intensity of 
about 3 × 107 V/m.

 Either of the two (zener breakdown or avalanche breakdown) may occur 
independently, or both of these may occur simuntaneously. Diode junctions 
that breakdown below 5 V are caused by zener effect. Junctions that experience 
breakdown above 5 V are caused by avalanche effect. Junctions that breakdown 
around 5 V are usually caused by combination of two effects. The zener 
breakdown occurs in heavily doped junctions (P-type semiconductor moderately 
doped and N-type heavily doped), which produce narrow depletion layers. The 

Fig. 2.34
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avalanche breakdown occurs in lightly doped junctions, which produce wide 
depletion layers.

 With the increase in junction temperature zener breakdown voltage is 
reduced while the avalanche breakdown voltage increases. The zener diodes 
have a negative temperature coefficient while avalanche diodes have a positive 
temperature coefficient. Diodes that have breakdown voltages around 5 V have 
zero temperature coefficient.

 The breakdown phenomenon is reversible and harmless so long as the safe 
operating temperature is maintained.

 Despite the fact that avalanche and zener constitute two types of breakdown 
diode, the name zener is commonly applied to both types of diodes.

2.26 THE  IDEAL DIODE

We have seen that a diode has a very important property. It permits only 
unidirectional conduction. It conducts well in the forward direction and poorly 
in the reverse direction. It would have been ideal if a diode acted as a perfect 
conductor (with zero voltage across it) when forward biased, and as a perfect 
insulator (with no current through it) when reverse biased. The V-I characteristics 
of such as ideal diode would be as shown in Fig. 2.35(a). An ideal diode acts like 
an automatic switch. When the current tries to flow in the forward direction, the 
switch is closed. On the other hand, when the current tries to flow the other way 
(against the direction of the diode arrow) the switch is open.

V

Forward

Reverse

(a)

I

In forward bias
C

Open

In reverse bias

(b)

Ideal diode

Close

Fig. 2.35 (a) Ideal-diode characteristics; (b) Switch analogy

2.27 STATIC AND DYNAMIC RESISTANCE OF A DIODE

No diode can act as an ideal diode. An actual diode does not behave as a perfect 
conductor when forward biased, and as a perfect insulator when reverse biased. 
It does not offer zero resistance when forward biased. Also its reverse-resistance, 
through very large, is not infinite.
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 Figure 2.36 shows the forward characteristics of a typical silicon diode. This 
diode may be connected in a d.c. circuit. When forward biased, it offers a definite 
resistance in the circuit. This resistance is known as the d.c. or static resistance 
(RF) of the diode. It is simply the ratio of the d.c. voltage across the diode to the 
d.c. current flowing through it. For instance, if the d.c. voltage across the diode 
is 0.7 V, the current through it can be found from Fig. 2.36. The operating point 
of the diode is at point P, and the corresponding current can be read as 14 mA. 
The static resistance of the diode at this operating point will be given as

  RF =   OA ___ 
AP

   =   0.7 V ______ 
14 mA

   = 50 W

 In general, the static resistance is given by the cotangent of the angle a. 
That is

  RF =   OA ___ 
AP

   = cot a (2.105)

 If the characteristic is linear, this ratio OA/AP will be a constant quantity. 
But, in case the characteristic is nonlinear, the dc resistance will vary with the 
point of measurement.

 In addition to 14 mA of d.c. current, small ac current may be superimposed 
in the circuit. The resistance offered by the diode to this a.c. signal is called 
its dynamic or ac resistance. The ac resistance of a diode, at a particular d.c. 
voltage, is equal to the reciprocal of the slope of the characteristic at that point, 
i.e.,

  rf =   
change in voltage

  ______________________   
resulting change in current

   =   DV ___ 
DI

   (2.106)

[Note: The Greek letter D(delta) means “a change of”, wherever it appears in 
formulae. So, DI is a change in current. Generally, it indicates a small-scale (or 
incremental) change].

Fig. 2.36 Calculation of static and dynamic resistance of a diode
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 We can calculate the ac resistance of a diode as follows:

 Around the operating point P, take two points M and N very near to it, as 
shown in Fig. 2.36. These two points will then indicate incremental changes in 
voltage and current. The dynamic resistance is related to the slope of the line MN 
and is calculated as follows.

  rf =   DV ___ 
DI

   =   
(0.73 – 0.66) V

  _____________  
(17.5 – 10) mA

  

   =   0.07 V _______ 
7.5 mA

   = 9.46 W (2.107)

 The smaller the incremental changed DV and DI, the closer is the above 
result to the exact value of the dynamic resistance. For making these incremental 
values smaller, the points M and N have to be closer. It then becomes difficult to 
read the voltage and current values accurately from the graph. We can circumvent 
this difficulty if we remember that as DV becomes smaller and smaller, the slope 
of the line MN becomes the same as that of the tangent to the curve at point P. 
In this alternative approach, we first draw a tangent to the curve at point P. This 
tangent meets the x-axis at point B (see Fig. 2.36). The dynamic resistance of the 
diode is then given as

  rf =   BA ___ 
AP

   = cot b (2.108)

 From the graph, we can calculate the dynamic resistance as

  rf =   BA ___ 
AP

   =   
(0.7 – 0.57) V

  ____________ 
14 mA

  

   =   0.13 V ______ 
14 mA

   = 0.3 W (2.109)

 This may be seen to be almost the same as the value obtained earlier.

 Now look at the reverse characteristic of the PN-junction diode (Fig. 2.32). 
We find that ever for a large reverse voltage (but below breakdown) the current is 
very small. The reverse current may be 1 mA at a voltage of 5 V. Then the static 
resistance of the diode is

  RR =   5 V _____ 
1 mA

   = 5 MW (2.110)

 This is sufficiently high. It is much higher than the forward resistance 
RF. Since the diode curve in the reverse bias is almost horizontal, its dynamic 
resistance rr will be extremely high in this region of operation.

Example 2.2 Why is Si preferred over Ge in the manufacture of semiconductor 
devices?
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Solution The silicon semiconductor devices have, in general, higher PIV and 
current ratings and wider temperature range than germanium semiconductor 
devices and therefore, silicon is preferred over germanium in the manufacture of 
semiconductor devices.

Example 2.3 What is a step-graded junction?

Solution A junction is said to be step-graded if there is an abrupt change from 
acceptor ion concentration on the P-side to donor ion concentration on the N-side 
such as alloyed or fused junction.

Example 2.4 What is a linear graded junction?

Solution A junction is said to be linearly graded if the charge concentration varies 
gradually with the distance in its transition region such as a grown junction.

2.28  LOAD LINE CONCEPT

Kirchhoff’s voltage law is applicable both to 
linear and nonlinear circuits, so we may write 
(Fig. 2.37)

  V = VD + Vout

   = VD + IRL (2.111)

where I is the circuit current

or  I =   V ___ 
RL

   –   
VD ___ 
RL

   (2.112)

 The above equation gives a linear relation between the diode or circuit current 
I and the diode voltage VD for a given input voltage V and load resistance RL. 
This equation is referred to as the circuit load line, and is usually plotted on 
graph with the current I as the vertical axis and the voltage VD as the horizontal 
axis. (Fig. 2.38). From Eq. (2.112), we see that for current I = 0, VD = V which 

is the horizontal axis intercept. Also from this equation, if VD = 0, then current 

I =   V ___ 
RL

   which is the vertical axis intercept. The load line can be drawn between 

these two points. The slope of the load line is determined by RL, the negative 

value of the slope is equal to   1 ___ 
RL

  .

 The intersection of load line with the static characteristic of diode provides 
the operating point, sometimes referred to as quiescent or  Q point. The d.c. load 
line illustrates all d.c. conditions that could exist within the circuit for given 
supply voltage V and load resistance RL.

VD

V

+

–

I

RL
Vout

+ –

I

Fig. 2.37 Basic diode circuit
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2.29 DYNAMIC CHARACTERISTICS

Now let a variable voltage vin be applied to a 
diode circuit, depicted in Fig. 2.39. A plot of 
current i vs input voltage vin is called the dynamic 
characteristic. The curve is drawn for different 
values of input voltage vin.

 Figure 2.40 depicts the load lines for two 
voltages vin and v¢in. It is observed from Fig. 2.40 
that the load lines drawn for the two input 
voltages vin and v¢in are parallel to each other. 
This is because slope of the load line does not 
vary with the change in input voltage since RL 
is constant. The load lines intersect the static characteristics at points A and A¢ 
respectively. Now, vertical lines are drawn from vin and v¢in and horizontal lines 
are drawn from points A and A¢ respectively. A curve drawn passing through 
B¢BO is known as  dynamic characteristic.

2.30 TRANSFER CHARACTERISTIC

The curve that relates the output voltage vout to the input voltage vin of any circuit 
is known as the  transfer or  transmission characteristic. Figure 2.41 illustrates 
the graphical method for determination of output voltage waveform for a given 
input voltage waveform (say, sinusoidal waveform) using transfer characteristic. 

V
RL
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of diode
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rr
en
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Q. Operating or
Quiescent point

VD

VD Vout

Diode voltage, in VoltsVD

Fig. 2.38 The diode and load line characteristics for the circuit given in Fig. 2.37

VD

i

RL Voutvin

Fig. 2.39 Basic diode circuit
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The input signal waveform is drawn with its time axis vertically downward, so 
that the voltage axis is horizontal. The different input voltages are at different 
time instants t1, t2, t3 etc., and corresponding vertical lines are drawn to meet the 
transfer curve. Now horizontal lines are drawn from the intersection points on 
transfer curve to provide the output voltage corresponding to time instants t1, t2, 
t3 etc. Thus output voltage waveform can be obtained by joining these points. 
From Fig. 2.41, it can be visualized that (i) the output voltage is distorted at the 
start due to nonlinear transfer characteristic and (ii) for vin < Vr, the diode acts as 
a clipper and a portion of the input signal does not appear at the output.

2.31 CLIPPERS

There are a variety of diode networks called  clippers that have the ability to 
“clip” off a portion of the input signal without distorting the remaining part of 
the alternating waveform.

 There are two general categories of clippers: series and parallel. The series 
configuration is defined as one where the diode is in series with the load, while 
the parallel variety has the diode in a branch parallel to the load.

2.31.1 Series

The response of the series configuration of Fig. 2.42(a) to a variety of altering 
waveforms is provided in Fig. 2.42. Although first introduced as a half-wave 
rectifier (for sinusoidal waveforms), there are no boundaries on the type of 
signals that can be applied to a clipper. The addition of a d.c. supply such as 
shown in Fig. 2.43 can have a pronounced effect on the output of a clipper.

 There is no general procedure for analyzing networks such as the type in 
Fig. 2.43, but there are a few thoughts to keep in mind as you work toward a 
solution.
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A
I

Dynamic
characteristic

curve

Diode voltage in voltsVD

Fig. 2.40 Dynamic characteristic
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1. Make a mental sketch of the response of the network based on the direction of 
the diode and the applied voltage levels.

 For the network of Fig. 2.43, the direction of the diode suggests that the 
signal vi must be positive to turn it on. The d.c. supply further requires that the 
voltage vi be greater than V volts to turn the diode on. The negative region of the 
input signal is “pressuring” the diode into the “off” state, supported further by 
the d.c. supply. In general, therefore, we can be quite sure that the diode is an 
open circuit (“off” state) for the negative region of the input signal.

Transfer
characteristic

curve

v o
ut

Output
voltage

Input voltage

0

0t1
t2

t3

Vr

v o
ut

t10 t2 t3 t

t

vin

Fig. 2.41 Graphical method for obtaining output voltage waveform using transfer curve
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2. Determination the applied voltage (transition voltage) that will cause a change 
in state for the diode.

For the ideal diode the transition between states will occur at the point on the 
characteristics where vd = 0 V and id = 0 A. Applying the condition id = 0 at 
vd = 0 to the network of Fig. 2.43 will result in the configuration of Fig. 2.44 
where it is recognized that the level of vi that will cause a transition in state is

  vi = V (2.113)

Vi

+

–

+

–

VoR

(a)

vi

V

t

V
v0

t

V V

V–

t

v0

0

V–

(b)

vi

Fig. 2.42 Series clipper

vi

+

–

+

–

voR

V

vi

Vm

0 TT
2

t

Fig. 2.43 Series clipper with a d.c. supply

vi

+

–

+

–

v = i R = i R = (0)R = 0 Vo R dR

V vd = 0 V
+ – id = 0 A

Fig. 2.44 Determining the transition level for the circuit of Fig. 2.68
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 For an input voltage greater than V volts the diode is in the short-circuit 
state, while for input voltages less than V volts it is in the open-circuit or “off” 
state.

3. Be continually aware of the defined 
terminals and polarity of vo.

When the diode is in the short-circuit state, 
such as shown in Fig. 2.45, the output voltage 
vo can be determined by applying Kirchhoff’s 
voltage law in the clockwise direction:

  vi – V – vo = 0 (CW direction)

and  vo = vi – V (2.114)

4. It can be helped to sketch the input signal 
above the output and determine the output at 
instantaneous values of the input.

It is then possible that the output voltage can 
be sketched from the resulting data points of 
vo as demonstrated in Fig. 2.46. Keep in mind 
that at an instantaneous value of vi the input 
can be treated as a dc supply of that value and 
the corresponding dc value (the instantaneous 
value) of the output determined. For instance, 
at vi = Vm for the network of Fig. 2.43, the 
network to be analyzed appears in Fig. 2.47. 
For Vm > V the diode is in the short-circuit state 
and vo = Vm – V, as shown in Fig. 2.46.

+

–

Vi
R

+

–

v0

KVL

V
+ –

Fig. 2.45 Determining vo

vi

Vm

T
2

T
2

T t0

v0

T t0

Vm –V

Fig. 2.46 Determining levels of vo

+

–
R

+

–

v0

V
+ –

v = Vi m

Fig. 2.47 Determining vo when vi = Vm

 At vi = V the diodes change state and at vi = – Vm, vo = 0 V, and the complete 
curve for vo can be sketched as shown in Fig. 2.48.
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Example 2.5 Determine the output waveform for the network of Fig. 2.49.

T
2

T t0

v0

Vm –V

v = Vi (diodes change state)

T
2

T t0

vi

Vm

V

Fig. 2.48 Sketching vo

T
2

T t0

20 V

vi

vi

+

–

+

–

v0

+–

R

V = 5 V

Fig. 2.49 Series clipper for Example 2.5

Solution Experience suggests that the diode 
will be in the “on” state for the positive region of 
vi — expecially when we note the aiding effect of 
V = 5 V. The network will then appear as shown in 
Fig. 2.50 and vo = vi + 5 V. Substituting id = 0 at 
vd = 0 for the transition levels, we obtain the network 
of Fig. 2.51 and vi = – 5 V.

R

+

–

vi v0

+ +–

–

5 V

Fig. 2.50 vo with diode in 
the “on” state

+ +

–– –

R

vd = 0 V+–

5 V id = 0 A

vi v v i R i R R0 R R d= = = = (0) = 0 V

Fig. 2.51 Determining the transition level for the clipper of Fig. 2.49

 For vi more negative than –5V the diode will enter its open-circuit state, 
while for voltage more positive than –5V the diode is in the short-circuit state. 
The input and output voltages appear in Fig. 2.52.
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2.31.2 Parallel

The network of Fig. 2.53 is the simplest of parallel diode configurations with the 
output for the same inputs of Fig. 2.42 (The analysis of parallel configurations is 
similar to that applied to series configuration).

vi

v0

TT
2

t

20

5 V–

Transition
voltage

T
2

T t0

5 V

vi + 5V = 20V + 5V = 25V

v0 = 0V + 5V = 5V

v =    5 v + 5 V = 0V0 –

Fig. 2.52 Sketching vo for Example 2.5

Fig. 2.53 Response to a parallel clipper
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+

–

+

–

v0

R

0 0

V

V– V–

t t

vi vo

0 0

V

V–V–

t

vi vo

t

 A variety of series and parallel clippers with the resulting output for the 
sinusoidal input are provided in Fig. 2.54. In particular, note the response of the 
last configuration, with its ability to clip off a positive and a negative section as 
determined by the magnitude of the d.c. supplies.
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Fig. 2.54 Clipping circuits
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2.31.3 Clipping at Two Levels

Two clipper diodes may be used in one clipper circuit to perform clipping at 
two independent levels. The following combinations of the two clipping diodes 
are possible: (a) both diodes is series arm (b) both diodes in shunt arms and 
(c) one diode in series arm and the other in shunt arm. Figure 2.55(a) shows a 
parallel arrangement. Figure 2.55(b) shows the corresponding piecewise linear 
transmission characteristics and also the output waveform for sinusoidal input.

Fig. 2.55 A  double-diode clipper which clips at two independent levels
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 It may be seen from Fig. 2.55 that the transfer curve has two break points 
one at vo = vi =  V R1

  and the other at vo = vi =  V R2
 . Then for  V R2

  >  V R1
  >> Vo and 

RF << R, the transfer curve has the following characteristics:

 Input vi Output vo Diode states

 vi <<  V R1
  vo =  V R1

  D1 ON, D2 OFF

  V R1
  < vi <  V R2

  vo = vi D1 OFF, D2 OFF

 vi ≥  V R2
  vo =  V R2

  D1 OFF, D2 ON

 The double-diode clipper of Fig. 2.55(a) is of often called a slicer since the 
output is nothing but a slice of the input between two reference levels  V R1

  and  
V R2

 .

Fig. 2.56 A double-ended clipper using two zener diodes and its transfer characteristics

 The double-diode clipper circuit of Fig. 2.55(a) is used for converting a 
sinusoidal waveform into a square waveform. However, in order to generate a 
symmetrical square wave  V R1

  and  V R2
  are made equal and opposite in sign. In 

that case, the transfer characteristic passes through the origin and the sinusoidal 
waveform gets clipped symmetrical at the top and at the bottom. The clipped 
waveform so obtained at the output is not square waveform. However, if the 
amplitude of the sinusoidal waveform is large in comparison with the difference 
in the reference levels, then the output waveform is almost square waveform.

 Figure 2.56(a) shows a double-diode clipper using two zener diode series 
opposition. On using diodes with identical characteristics, symmetrical limiter 
operation is achieved. The transfer characteristic is shown in Fig. 2.56(b), where 
Vz is the breakdown (zener) voltage and Vv is the cutin voltage of the diode.

2.32  CLAMPERS

The clamping network is one that will “clamp” s signal to a different d.c. level. 
The network must have a capacitor, a diode, and a resistive element, but it can 
also employ an independent d.c. supply to introduce an additional shift. The 
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magnitude of R and C must be chosen such that the time constant t = RC is 
large enough to ensure that the voltage across the capacitor does not discharge 
significantly during the interval the diode is nonconducting. Throughout the 
analysis we will assume that for all practical purposes the capacitor will fully 
charge or discharge in five time constants.

 The network of Fig. 2.57 will clamp the input signal to the zero (for ideal 
diodes). The resistor R can be the load resistor or a parallel combination of the 
load resistor and a resistor designed to provide the desired level of R.

vo

–

+

Rvi

–

+

T
2

T t0

V

V–

vi
C

Fig. 2.57 Clamper

Fig. 2.58 Diode “on” and the capacitor 
charging to V volts

 During the interval 0 Æ T/2 the 
network will appear as shown in Fig. 2.58, 
with the diode in the “on” state effectively 
“shoring out” the effect of the resistor R. 
The resulting RC time constant is so small 
(R determined by the inherent resistance of 
the network) that the capacitor will charge 
to V volts very quickly. During this interval 
the output voltage is directly across the 
short circuit and vo = 0 V.

 When the input switches to the – V state, the 
network will appear as shown in Fig. 2.59, with the 
open-circuit equivalent for the diode determined 
by the applied signal and stored voltage across the 
capacitor—both “pressuring” current through the 
diode from cathode to anode. Now that R is back 
in the network the time constant determined by 
the RC product is sufficiently large to establish a 
discharge period 5t much greater than the period T/2 Æ T and it can be assumed 
on an approximate basis that the capacitor holds onto all its charge and therefore 
voltage (since V = Q/C)during this period.

 Since vo is in parallel with the diode and resistor, it can also be drawn in the 
alternative position shown in Fig. 2.59. Applying Kirchhoff’s voltage law around 
the input loop will result in

R

+

– V

V

+ – +

–

vo

C

+

–

vo

Fig. 2.59 Determining vo with 
the diode “off”
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  – V – V – vo = 0

and  vo = – 2V

 The negative sign resulting from the fact 
that the polarity of 2V is opposite to the polarity 
defined for vo. The resulting output waveform 
appears in Fig. 2.60 with the input signal. The 
output signal is clamped to 0 V for the interval 
0 to T/2 but maintains the same total swing 
(2V) as the input.

 For a clamping network:

 The total swing of the output is equal to the 
total swing of the input signal.

 This fact is an excellent checking tool for 
the result obtained.

 In general, the following steps may be 
helpful when analyzing clamping networks:

 1. Start the analysis of clamping networks 
by considering that part of the input 
signal that will forward bias the diode.

  The statement above may require skipping an interval of the input signal 
(as demonstrated in an example to follow), but the analysis will not be 
extended by an unnecessary measure of investigation.

 2. During the period that the diode is in the “on” state, assume that the 
capacitor will charge up instantaneously to a voltage level determined by 
the network.

 3. Assume that during the period when the diode is in the “off” state the 
capacitor will hold on to its established voltage level.

 4. Throughout the analysis maintain a continual awareness of the location 
and reference polarity for vo to ensure that the proper levels for vo are 
obtained.

 5. Keep in mind the general rule that the total swing of the total output must 
match the swing of the input signal.

Example 2.6 Determine vo for the network of Fig. 2.61 for the input 
indicated.

Solution Note that the frequency is 1000 Hz, resulting in a period of 1 ms 
and an interval of 0.5 ms between levels. The analysis will begin with the 
period t1 Æ t2 of the input signal since the diode is in its short-circuit state 
as recommended by comment 1. For this interval the network will appear as 

T
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T t

V

2V–

T

V–
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0 t

T
2

0

vo

Fig. 2.60 Sketching vo for the 
network of Fig. 2.92
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+
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–

vi

V 5V
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0 t1 t2 t3 t4 t
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vi

10
f = 1000 Hz

T

Fig. 2.61 Applied signal and network for Example 2.6

shown in Fig. 2.62. The output is across R, 
but it is also directly across the 5 V battery 
if you follow the direct connection between 
the defined terminals for vo and the battery 
terminals. The result is vo = 5 V for this 
interval. Applying Kirchhoff’s voltage law 
around the input loop will result in

  – 20 V + VC – 5V = 0

and  VC = 25 V

 The capacitor will therefore charge up to 
25 V, as stated in comment 2. In this case the 
resistor R is not shorted out by the diode but 
a Thevenin equivalent circuit of that portion of 
the network which includes the battery and the 
resistor will result in RTh = 0 W with ETH = V = 5 
V. For the period t2 Æ t3 the network will appear 
as shown in Fig. 2.63.

 The open-circuit equivalent for the diode 
will remove the 5 V battery from having any 
effect on vo, and applying Kirchhoff’s voltage 
law around the outside loop of the network will result in

  + 10 V + 25 V – vo = 0

and  vo = 35 V

2.33 P-N DIODE APPLICATIONS

An ideal P-N junction diode is a two terminal polarity sensitive device that has 
zero resistance (diode conducts) when it is forward biased and infinite resistance 
(diode does not conduct) when reverse biased. Because of this property, the P-N 
diode finds use in many applications as enumerated on next page.
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Fig. 2.62 Determining vo and VC 
with the diode in the “on” state
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Fig. 2.63 Determining vo with the 
diode in the “off” state
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 (i) As rectifiers in d.c. power supplies.

 (ii) In demodulation or detector circuits.

 (iii) In clamping networks in TV receivers and voltage multipliers.

 (iv) In clipping circuits used as wave shaping circuits in computers, radars, 
radio and TV receivers.

 (v) As switches in digital logic circuits.

 A homo junction (i.e. P and N of same material) but with different doping 
concentrations finds special applications as follows:

 (i) As zener diodes in voltage regulators, peak clippers and in switching 
operation.

 (ii) As tunnel diode as a relaxation oscillator at microwave frequencies.

 (iii) As light emitting diodes (LEDs) in digital displays.

 (iv) As LASER diodes in optical communications.

 (v) As varactor diodes in tuning sections of radio and TV receivers.

 (vi) As detectors (PIN photodiode) in optical communication circuits.

Questions
 2.1 Explain why the discrete energy levels of an isolated atom split into a 

band of energy when atoms combine together to form a crystal.

 2.2 Explain the formation of energy bands in diamond.

 2.3 Explain the difference in conductors, insulators and semiconductors using 
the energy band diagrams.

 2.4 Sketch the two dimensional crystal structure of intrinsic silicon at the 
absolute zero of temperature. Also sketch its energy-band diagram. Sketch 
the same crystal structure at room temperature. Also sketch its energy 
band diagram.

 2.5 Explain the reason why the conductivity of germanium is more than that 
of silicon at room temperature. (Hint: see Table 2.1).

 2.6 Explain why a pentavalent impurity atom is known as donor-type 
impurity.

 2.7 Of what polarity are the impurity ions in N-type and P-type semiconductors? 
Justify your answer in brief (5-6 lines).

 2.8 What is a Fermi level. Prove that it lies at half the energy-gap in case of 
an intrinsic semiconductor.

 2.9 What is P-N junction diode? How potential barrier is formed in a P-N 
junction diode? Derive an expression for the constant potential.
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 2.10 What is transition or space charge capacitance for a P-N junction? Derive 
an expression of transition capacitance for a step-graded junction.

 2.11 Draw the energy band diagram for a P-N junction under open-circuited 
condition. Clearly indicate various energy levels in P-region, depletion 
region and N-region. How will it be modified if P-N junction is forward 
biased? Derive the diode equation for a forward biased diode.

 2.12 Discuss behaviour of P-N junction diode under forward and reverse 
biasing, with reference to energy band diagrams.

 2.13 Draw sketches to show the method of fabricating alloy diodes and diffused 
diodes. Briefly explain.

 2.14 Explain the breakdown mechanism in a diode.

 2.15 Explain how the process of avalanche breakdown occurs in a P-N junction 
diode. How is it different from zener breakdown?

 2.16 What is meant by static and dynamic resistance of a diode?

 2.17 What is hot carrier effect? Explain saturation of drift velocity at high 
electric fields for Si.

 2.18 Draw the diagrams of a diode (i) series clipper (ii) parallel clipper.

 2.19 Draw the four typical diode clipping circuits. Assuming ideal diode and 
sinusoidal input, draw the output waveforms.

 2.20 Draw the circuit of a double-diode clipper with both diodes in shunt arms. 
Draw the piecewise linear transmission characteristics assuming ideal 
diodes.



Two Terminal Devices 
and their Applications3

3.1 INTRODUCTION (D.C. POWER SUPPLY)

The electrical power is almost exclusively generated, transmitted and distributed 
in the form of a.c. because of economical consideration but, for operation of most 
of the electronic devices and circuits, d.c. power supply is required. Dry cells 
and batteries can be used for this purpose. No doubt, they have the advantages 
of being portable and ripple-free but their voltages are low, they need frequent 
replacement and are expensive in comparison to convenient dc power supplies.

 Now-a-days, almost all electronic equipment include a circuit that converts 
a.c. supply into d.c. supply. The part of equipment that converts a.c. into d.c. is 
called the d.c. power supply. In general, at the input of the power supply, there 
is a power transformer. It is followed by a rectifier (a diode circuit), a smoothing 
filter, and then a voltage regulator circuit. A block diagram of such a power 
supply is given in Fig. 3.1.

Transformer Rectifier Filter
Voltage

regulator

Regulated d.c.
output voltage

a.c. Input signal

Fig. 3.1 Block diagram of a d.c. Power supply

 As obvious from this diagram, the basic power supply is constituted by four 
elements viz., a transformer, a rectifier, a filter and a regulator put together. The 
output of the d.c. power supply is used to provide a constant d.c. voltage across 
the load. Now, let us briefly outline the function of each of the elements of the 
d.c. power supply.

 Transformer is used to step-up or step-down (usually to step-down) the 
supply voltage as per need of the devices and circuits to be supplied by the d.c. 
power supply. It can provide isolation from the supply line – an important safety 
consideration.
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 Rectifier is a device which converts the sinusoidal a.c. voltage into either 
positive or negative pulsating d.c. P-N junction diode, which conducts when 
forward biased and practically does not conduct when reverse biased, can be 
used for rectification i.e., for conversion of a.c. into d.c. The rectifier typically 
needs one, two or four diodes. Rectifiers may be either halfwave or fullwave 
(centre-tap or bridge-) type.

 The output voltage from a rectifier circuit has a pulsating character i.e., it 
contains unwanted a.c. components (components of supply frequency f and its 
harmonics) along with d.c. component. To reduce ac components, a filter circuit 
is required. A filter is a device which passes d.c. component to the load and 
blocks a.c. components of the rectifier output. A filter is typically formed from 
reactive circuit elements such as capacitor and/or inductors and resistors.

 The magnitude of output d.c. voltage may vary with the variation of either 
the input a.c. voltage or the magnitude of load current. So, at the output of a 
rectifier-filter combination, a voltage regulator is required as shown in Fig. 3.1, to 
provide an almost constant d.c. voltage at the output of the regulator. The voltage 
regulator may be constructed from a zener-diode and/or discrete transistors, and/
or integrated circuits (ICs). Its main function is to maintain a constant d.c. output 
voltage. However, it also rejects any a.c. ripple voltage that is not removed by 
the filter. The regulator may also include protective devices such as short-circuit 
protection, current-limiting, thermal shut down, or overvoltage protection.

3.2 RECTIFIERS

Rectifiers may be put into the following two categories depending upon the 
period of conduction:

 (a) Halfwave Rectifiers A halfwave rectifiers is one which converts an a.c. 
voltage into a pulsating voltage using only one half-cycle of the applied 
a.c. voltage. The rectifying diode conducts during one half-cycle only.

 (b) Fullwave Rectifiers A fullwave rectifiers is one which converts an a.c. 
voltage into a pulsating voltage using both half-cycles of the applied a.c. 
voltage. It typically uses two diodes, one of which conducts and provides 
output during (say) the positive half-cycle while the other diode conducts 
during the negative half-cycle.

3.3 HALFWAVE RECTIFIERS

Figure 3.2(a) gives the basic circuit of  halfwave rectifier. The ac voltage to be 
rectified is applied to the input of the power transformer and the voltage across 
the secondary is available for rectification. Let this voltage vi at the input of the 
rectifier be sinusoidal and given by,

  vi = Vm sin wt (3.1)
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 Let the peak value Vm be very large as compared with the cut-in voltage Vv of 
the diode. Accordingly we assume here that Vv = 0. Further let diode be idealized 
with resistance Rf in the ON state and open-circuit (Rr = •) in the OFF state. 
Then the current i in the diode or the load resistance RL is given by,

  i = Im sin a for 0 £ a £ p (3.2a)

and  i = 0 for p £ a £ 2p (3.2b)

where Im is the peak current and is given by

  Im ∫   
Vm ______ 

Rf + RL
   (3.3)

 Figure 3.2(b) shows the voltage vi while Fig. 3.2(c) shows the current i 
flowing through the diode and the load resistor RL. It may be noted that this 
current i is a unidirectional current. The average current Idc is then given by,

  Idc =   1 ___ 
2p

    Ú 
0
   

2p

  i dx  (3.4)

where i is given by Eqs. (3.2a) and (3.2b). No current flows during the interval 
p to 2p.

 Hence, Idc =   1 ___ 
2p

    Ú 
0
   

p

  Im  sin adx =   
Im __ p   (3.5)

   =   
Vm _________ 

p (Rf + RL)
   (3.6)

Fig. 3.2 Halfwave rectifier
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3.3.1 The d.c. Output Voltage

The d.c. output voltage is given by,

  Vdc = Idc . RL =   
Im RL _____ p   (3.7)

   =   
Vm _________ 

p  ( 1 +   
Rf

 ___ 
RL

   ) 
   (3.8)

3.3.2 The Diode Voltage

The instantaneous voltage across the diode is i.R, 
where R is the diode resistance and equals Rf during 
the ON state and a in the OFF state. Accordingly the 
instantaneous voltage v across the diode is as shown in 
Fig. 3.3.

 The d.c. voltage Vdc across the diode is obtained on 
integration and is given by

  V¢dc =   1 ___ 
2p

    [  Ú 
0
   

p

  Im  Rf sin a da +  Ú 
p
  

2p

  Vm  sin a da ]  (3.9)

   =   1 __ p   [Im Rf – Vm] (3.10)

   =   1 __ p   [Im Rf – Im (Rf + RL)]

or  V¢dc = –   
Im RL _____ p   (3.11)

 Thus V¢dc comes out to be negative. This signifies that the cathode is positive 
with respect to the anode.

 From Eqs. (3.7) and (3.11) we conclude that the d.c. diode voltage is negative 
of the d.c. voltage across the load resistor RL. This is to be expected since the 
sum of the two d.c. voltages around the complete circuit must add up to zero.

3.3.3 RMS Current and Voltage

The square of the r.m.s. value of a periodic function of time is, as per definition, 
given by the area of one full cycle of the cycle of the curve representing the 
square of the function, divided by the base. Thus mathematically r.m.s. value is 
given by,

  Irms =   [   1 ___ 
2p

    Ú 
0
   

2p

  i2  da ]  1/2

  (3.12)

2� ��

v

0

I R
m f

sin �

V
m

sin �

Fig. 3.3 Instantaneous 
voltage across the diode
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 Making use of Eqs. (3.11) and (3.12), we get

  Irms =   [   1 ___ 
2p

    Ú 
0
   

 p

  Im2  sin2a da ]  1/2

  =   
Im __ 
2
   (3.13)

   =   
Vm _________ 

2(Rf + RL)
   (3.14)

 An rms ammeter (or voltmeter) is constructed such that it indicates the 
effective or rms current (or voltage). However, most a.c. meters are of the rectifier 
type, instead of being true rms reading instruments.

 RMS voltage across the load is,

  Vrms = Irms RL =   
Vm __________  

2(1 + Rf/RL)
   (3.15)

3.3.4 Frequency Components of Rectified Output

Fourier analysis of the current waveshape of a halfwave rectifier gives the 
following frequency components:

  i = Im  [   1 __ p   +   1 __ 
2
   sin wt –   2 ___ 

3p
   cos 4wt –   2 ____ 

15p
   cos 4wt – … ]  (3.16)

 It is assumed that the diode conducts during the first half of the ac cycle 
so that Eq. (3.1) applies. The first term of the series gives the dc or the average 
component and is the same as given by Eq. (3.5). The second term has its 
frequency same as the supply frequency and its peak value is Im/2. The effective 
or the r.m.s. value of I1 of this fundamental frequency component is given by

  I1 =   Peak value _________ 
 ÷ 

__
 2  
   =   

Im/2
 ____ 

 ÷ 
__

 2  
   =   

Im ____ 
2  ÷ 

__
 2  
   (3.17)

 The third term gives the second harmonic term. Its r.m.s. value I2 is given 
by,

   ÷ 
__

 2   I2 =   2 ___ 
3p

   Im

 Hence I2 =   
 ÷ 

__
 2   Im _____ 

3p
   (3.18)

 Similarly the rms value of the rest of the terms may be calculated. These 
terms are found to be of continuously diminishing values.

3.3.5 Rectifier Efficiency

In a rectifier the useful power output is the d.c. power Pdc developed across the 
load and is given by,

  Pdc =  I dc  
2
   RL =   

 I m  2
   RL _____ 
p2

  

   =   
 E m  2

  
 ________ 

(Rf + RL)
   .   

RL ___ 
p2

   (3.19)
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 Out of the total power from the a.c. voltage source, a portion Pa is dissipated 
at the junction of the diode and the rest Pr is dissipated in the load resistance RL. 
Since the rectifier itself is assumed to be ideal, the dissipation is assumed to take 
place in the resistance Rf . Then, we get

  Pa =  I rms  
2
   Rf =   

 I m  2
  
 __ 

4
   Rf (3.20)

  Pr =  I rms  
2
   RL =   

 I m  2
  
 __ 

4
   RL (3.21)

 Hence total input power is,

  Pin = Pa + Pr =   
 I m  2

  
 __ 

4
   (Rf + RL) (3.22)

 Efficiency of the rectifier is defined as the ratio of the d.c. output power Pdc 
to the a.c. input power Pin. Hence the rectifier efficiency h is given by,

  h =   
Pdc ___ 
Pin

   =   
 I m  2

   RL/p2

 _____________  
( I m  2

  /4) (Rf + RL)
  

   =   (   2 __ p   )  2  .   RL ______ 
Rf + RL

  

   =   0.406 ________ 
1 + Rf/RL

   (3.23)

 Percentage rectifier efficiency

   =   40.6 ________ 
1 + Rf/RL

   (3.24)

 From Eq. (3.23) we find that the rectifier efficiency increases as the ratio 
Rf /RL reduces. Theoretically the maximum value of rectifier efficiency of a 
halfwave rectifier is 40.6% corresponding to value of Rf/RL equal to zero.

3.3.6 Ripple Factor

The  ripple factor is defined as the ratio of the effective value of the a.c. component 
of voltage or current to the direct or average value.

 Thus the ripple factor gives an idea about the waviness of the rectified 
voltage. For a voltage or current consisting of a d.c. component, the fundamental 
and a number of harmonic terms, the effective value is given by the square root 
of the sum of the squares of the effective values of those components. Thus the 
effective value of current is given by,

  I =  ÷ 
___________________

   I dc  
2
   + I1

2 + I2
2 + I3

2 + …  

   =  ÷ 
_______

  I dc  
2
   +  I ac  

2
     (3.25)
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where I1, I2 etc., are the r.m.s. values of the fundamental, second harmonic 
etc., terms and  I ac  

2
   is the sum of the squares of the r.m.s. values of the a.c. 

components.

 Then the ripple factor g is given by

  g =   
Iac ___ 
Idc

   =   
 ÷ 

______

 I2 –  I dc  
2
    
 _______ 

 ÷ 
___

  I dc  
2
    
  

   =  ÷ ________

   (   I ___ 
Idc

   )  2  – 1   (3.26)

 For a halfwave rectifier,

  I =   
Im __ 
2
   and Idc =   

Im __ p  

 Hence ripple factor

  g =  ÷ _______

   (   p __ 
2
   )  2  – 1   = 1.21 (3.27)

3.3.7 Regulation

By  regulation is meant the variation of d.c. output voltage with change in d.c. 
load current. Thus  percentage regulation is defined as,

 Percentage regulation

   =   
VnL – VL _______ 

VL
   × 100 (3.28)

where VnL is the no load d.c. output voltage i.e. with zero current and VL is the 
d.c. output voltage with normal load current.

 An ideal power supply should have zero percentage regulation i.e. the output 
voltage should be independent of the load current.

 For halfwave rectifier, combining Eqs. (3.6) 
and (3.7), we get

  Vdc =   
Vm RL _________ 

p (Rf + RL)
  

   =   
Vm ___ p    [ 1 –   

Rf
 ______ 

Rf + RL
   ] 

   =   
Vm ___ p   – Idc . Rf (3.29)

 Equation (3.29) suggests that the halfwave 
rectifier functions as if it were constant voltage source V = Vm/p in series with 
an internal resistance (output resistance Ro = Rf) as shown in Fig. 3.4 From 
this model, we find that Vdc equals Vm/p with no load (Idc = 0) and that the d.c. 

V
dc R

L

I
dc

R
O

V

Source

+
–

Fig. 3.4 Thevenin’s model for 
a rectifier
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output voltage decreases linearly with the increase of d.c. output current Idc. In 
a physical circuit, the resistance Ro of the transformer secondary comes in series 
with the diode so that in Eq. (3.29), Ro should be added to Rf .

 Now, according to Thevenin’s theorem, any two terminal linear network may 
be replaced by a voltage generator equal to the open circuit voltage between 
the terminals with a series resistance equal to the output impedance at the port. 
Obviously this Fig. 3.4 represents Thevenin’s model for the halfwave rectifier 
with V = Vm/p and Ro = Rf.

3.4  FULLWAVE RECTIFIER

Figure 3.5(a) gives the basic circuit of a fullwave rectifier. Making use of the 
centretapped secondary of the transformer, two equal and opposite voltages v1 
and v2 get available. During one half-cycle, diode D1 conducts and the input 
voltage v1 causes a current i1 though diode D1 and load resistor RL. Diode D2 
remains non-conducting. During the other half-cycle, diode D1 is non-conducting 
but diode D2 conducts and voltage v2 sends a current i2 through diode D2 and 
load resistor RL. Figure 3.5(b) shows waveforms of these voltages v1 and v2 
and currents i1 and i2. The total current flowing through RL is the sum of the 
individual currents i1 and i2. Thus,

  i = i1 + i2 (3.30a)

Fig. 3.5 Fullwave rectifier
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 Let the voltage v1 be given by,

  v1 = Vm sin wt = Vm sin a (3.30b)

 Let the peak voltage Vm be very large in comparison with the cutin voltage 
Vo. Then we may assume Vo = 0. Then each of the diodes may be idealized with 
resistance Rf in the ON condition and open circuit (Rr = •) in the OFF condition. 
The current i1 through diode D1 and the load resistor RL is as usual given by,

  v1 ∫ Im sin a for 0 £ a £ p (3.31)

  i1 = 0 for p £ a £ 2p (3.32)

where Im =   
Vm ______ 

Rf + RL
    (3.33)

 Similarly, i2 is given by

  i2 = 0, for 0 £ a £ p (3.34)

  i2 = Im sin a for p £ a £ 2p (3.35)

3.4.1 D.C. or Average Current

Since the current is of the same form in the two halves of the a.c. cycle,

  Idc =   1 __ p    Ú 
0
   

p

  i  da

   =   1 __ p    Ú 
0
   

p

  Im  sin a da =   
2Im ___ p   (3.36)

3.4.2 D.C. Output Voltage

  Vdc = Idc RL =   
2Im RL ______ p   (3.37)

 We note that this d.c. outout voltage is twice that in the halfwave rectifier.

3.4.3 RMS Current

  Irms =  ÷ 
_______

   1 __ p    Ú 
0
   

p

  i2  da   =  ÷ 
____________

    
Im

2

 ___ p    Ú 
0
   

p

  sin a  da   =   
Im __ p   (3.38)

3.4.4 RMS Voltage across the Load

  Vrms = Irms . RL =   
Im RL _____ p   (3.39)

3.4.5 Rectifier Efficiency

D.C. output power

  Pdc =  I dc  
2
   . RL =   

4Im
2

 ____ 
p2

   RL (3.40)
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 A.C. input power

  Pin =  I rms  
2
   (Rf + RL) =   

 I m  2
  
 __ 

2
   (Rf + RL) (3.41)

 Hence rectifier efficiency is given by

  h =   
Pdc ___ 
Pin

   =   

  
4 I m  2

  
 ___ 

p2
   RL

 __________ 

  
 I m  2

  
 __ 

2
   (Rf + RL)

  

   =   8 __ 
p2

   .   
RL ______ 

Rf + RL
   =   0.812 ______ 

1 +   
Rf

 ___ 
RL

  

   (3.42)

  Percentage efficiency =   81.2 ______ 

1 +   
Rf

 ___ 
RL

  

   (3.43)

 We note that fullwave rectifier has efficiency twice that of halfwave 
rectifier.

3.4.6 Frequency Components of Fullwave Rectifier

Fourier analysis of the waveform of current i1 yields,

  i1 = Im  [   1 __ p   +   1 __ 
2
   sin wt –   2 ___ 

3p
   cos 2 wt –   2 ____ 

15p
   cos 4 wt – … ]  (3.44)

 Current i2 is 180° out of phase with i1 and hence is given by,

  I2 = Im  [   1 __ p   –   1 __ 
2
   sin wt –   2 ___ 

3p
   cos 2 wt –   2 ____ 

15p
   cos 4 wt – … ]  (3.45)

 Hence the total current i, being the sum of i1 and i2 is given by,

  i = Im  [   2 __ p   –   4 ___ 
3p

   cos 2 wt –   4 ____ 
15p

   cos 4 wt – … ]  (3.46)

 It can be seen from Eq. (3.46) that the lowest frequency term in the rectified 
output of a fullwave rectifier is twice the supply frequency. This is twice the 
lowest frequency in the ripple voltage of halfwave rectifier. Hence in a fullwave 
rectifier, it is comparatively easy to filter the ripple voltage components from the 
rectified output voltage.

3.4.7 Ripple Factor

The form factor of the rectified output voltage of a fullwave rectifier is 
given by,

  F =   
Irms ___ 
Idc

   =   
Im/ ÷ 

__
 2  
 _____ 

2Im/p
   = 1.11
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 Hence  ripple factor

  v =  ÷ 
_________

 (1.11)2 – 1   = 0.48 (3.47)

3.4.8 Regulation

From Eqs. (3.33) and (3.37), we get

  Vdc =   
2Im RL ______ p   =   

2Vm RL _________ 
p (Rf + RL)

  

   =   
2Vm ____ p    [ 1 –   

Rf
 ______ 

Rf + RL
   ]  

or  Vdc =   
2Vm ____ p   – Idc Rf (3.48)

 Equation (3.48) leads to Thevenin’s model of Fig. 3.4 with

  V =   
2Vm ____ p   and Ro = Rf.

3.5 PEAK INVERSE VOLTAGE

Each rectifier circuit has a certain maximum voltage which it can withstand. 
This voltage is called the  peak inverse voltage since it occurs during that period 
of the cycle when the diode is non-conducting. From Fig. 3.2, it is evident that 
the halfwave rectifier has peak inverse voltage equal to Vm. It can be shown 
that fullwave rectifier has peak inverse voltage twice as large, i.e., 2Vm. Thus 
consider the time instant when v1 and v2 are at their peak values and diode 
D1 is conducting and diode D2 is non-conducting. On applying KVL along the 
outside loop and neglecting the small voltage drop across D1, we get 2Vm as the 
peak inverse voltage across diode D1. This is true irrespective of the nature of 
the load.

3.6 COMPARISON OF HALFWAVE AND
 FULLWAVE RECTIFIER

The following points are of significance in this connection:

 (i) In a halfwave rectifier, current flows through the secondary of the power 
transformer in the same direction always whereas in a fullwave rectifier 
equal currents flow through the two halves of the centre-tapped secondary 
of the power transformer in opposite directions. The d.c. saturation of 
the core of the transformer is thus avoided. The saturation of the core 
increases the magnetizing current and hysteresis losses and produces 
harmonics in the secondary output.
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 (ii) Halfwave rectifier has the chief advantage of simplicity and low cost 
compared with a fullwave rectifier.

 (iii) Halfwave rectifier gives high ripple amplitude and low ripple frequency 
which necessitates the use of comparative expensive smoothing filter.

 (iv) Halfwave rectifier has low output voltage and low transformer efficiency. 
Low transformer efficiency results because (a) the ripple voltages and 
currents are high and (b) the current flows through the secondary in the 
same direction and saturates the core.

 (v) Efficiency of fullwave rectifier is twice that of a halfwave rectifier.

3.7  BRIDGE RECTIFIER

In the bridge circuit four diodes 
are connected in the form of a 
Wheatstone bridge, two diametri-
cally opposite junctions of the 
bridge are connected to the second-
ary of a transformer and the other 
two are connected to the load, as 
shown in Fig. 3.6.

 When the upper end of the 
transformer secondary winding is 
positive, say during first half cycles 
of the input supply, diodes D1 and 
D3 are forward biased and current 
flows through arm AB, enters the 
load at positive terminal, leaves 
the load at negative terminal, and 
returns back flowing through arm 
DC. During this half of each input 
cycle, the diodes D2 and D4 are 
reverse biased and so the current 
is not allowed to flow in arms 
AD and BC. The flow of current 
is indicated by solid arrows in the 
figure. In the second half of the 
input cycle the lower end of ac 
supply becomes positive, diodes 
D2 and D4 become forward biased 
and current flows through arm 
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CB, enters the load at the positive terminal, leaves the load at negative terminal 
and returns back flowing through arm DA. Flow of current has been shown by 
dotted arrows in the figure. Thus the direction of flow of current through the 
load resistance RL remains the same during both half cycles of the input supply 
voltage.

Peak Inverse Voltage

Figure 3.6 shows a bridge rectifier circuit. Let us consider the instant the 
secondary voltage attains its positive peak value VS max. Now diodes D1 and D3 
are conducting whereas diodes D2 and D4 are non-conducting (being reverse 
biased). The conducting diodes D1 and D3 have almost zero resistance (i.e., 
zero voltage drop across them). Point B has the same potential as point A and 
similarly, point D has the same potential as point C. The entire voltage of the 
transformr secondary winding (VS max) is developed across the load resistance 
RL. The same voltage i.e., VS max acts across each of the non-conducting diodes 
D2 and D4. Thus

  PIV = VS max (3.49)

Circuit Analysis

As compared to fullwave rectifier circuit, in bridge rectifier circuit two diodes 
conduct during each half-cycle and forward – resistance becomes double 
(2RF) and in a bridge rectifier circuit, Vsmax is the maximum voltage across the 
transformer secondary winding across each half of the secondary winding in case 
of centre-tap fullwave rectifier.

1. Peak Current

Instantaneous value of voltage applied to the rectifier is given as

  vs = VS max sin wt (3.50)

 If the diode is assumed to have a forward resistance of RF ohms and reverse 
resistance equal to infinity, then current flowing through the load resistance is 
given as

  i1 = Imax sin wt

and  i2 = 0 for first half-cycle (3.51a)

and  i1 = 0

and  i2 = Imax sin wt for second half-cycle (3.51b)

 The total current flowing through the load resistance RL, being the sum of 
currents i1 and i2, is given as
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  i = i1 + i2

   = Imax sin wt for the whole cycle (3.52)

where peak value of current flowing through the load resistance RL is given as

  Imax =   
VS max _______ 

RF + RL
   in case of centre-tap rectifier (3.53)

and  Imax =   
VS max ________ 

2RF + RL
   in case of bridge rectifier (3.54)

2. Output Current

Since the current is the same through the load resistance RL in the two halves of 
the a.c. cycle, magnitude of direct current Idc, which is equal to the average value 
of alternating current, can be obtained by integrating the current i1 between 0 and 
p or current i2 between p and 2p.

 So, Idc =   1 __ p    Ú 
0
   

p

  i1  d(wt)

   =   1 __ p    Ú 
0
   

p

  Imax  sin wt d(wt) =   
2Imax _____ p   (3.55)

3. D.C. Output Voltage

Average or d.c. value of voltage across the load is given as

  Vdc = Idc RL =   2 __ p   Imax RL (3.56)

4. RMS Value of Current

RMS or effective value of current flowing through the load resistance RL is 
given as

   I rms  
2
   =   1 __ p    Ú 

0
   

p

   i 1  
2   d(wt)

   =   1 __ p    Ú 
0
   

p

   I max  
2
    sin2 wt d(wt) =   

 I max  
2
  
 ____ 

2
  

or  Irms =   
Imax ____ 
 ÷ 

__
 2  
   (3.57)

5. RMS Value of Output Voltage

RMS value of voltage across the load is given as

  VL rms = Irms RL =   
Imax ____ 
 ÷ 

__
 2  
   RL (3.58)



Two Terminal Devices and their Applications 3.15

6. Form Factor and Peak Factor

Form factor,

  Kf =   RMS value  ____________  
Average value

  

   =   
Irms ___ 
Idc

   =   
Imax/ ÷ 

__
 2  
 _______ 

2Imax/p
  

   =   p ____ 
2 ÷ 

__
 2  
   = 1.11 (3.59)

 Peak factor, Kp =   Peak value __________ 
RMS value

  

   =   
Imax _______ 

Imax/ ÷ 
__

 2  
   =  ÷ 

__
 2   (3.60)

7. Output Frequency

With a halfwave rectifier, the output frequency equals the input frequency. But 
the frequency of the fullwave signal is double the input frequency. A fullwave 
output has twice as many cycles as the sinewave input has. The fullwave rectifier 
inverts each negative half-cycle, so that we get the number of positive half-cycles. 
The effect is to double the frequency. Thus, for fullwave rectifier

  fout = 2fin (3.61)

8. Rectification Efficiency

Power delivered to load,

  Pdc =  I dc  
2
   RL =   (   2 __ p   Imax )  2  RL =   4 __ 

p2
    I max  

2
   RL (3.62)

 A.C. input power,

  Pac =  I rms  
2
   (RL + RF) =   

 I max   
2
  
 ____ 

2
   (RL + RF) (3.63)

 Rectification efficiency,

  h =   
Pdc ___ 
Pac

   =   

  4 __ 
p2

    I max  
2
   RL

  _____________  
  1 __ 
2
    I max  

2
   (RL + RF)

  

   =   8 __ 
p2

     1 ________ 

 ( 1 +   
RF ___ 
RL

   ) 
   =   0.812 ______ 

1 +   
RF ___ 
RL

  

   (3.64)
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 In case of bridge rectifier, rectification efficiency is given as

  h =   0.812 _______ 

1 +   
2RF ____ 
RL

  

   (3.65)

9. Ripple Factor

Form factor of the rectified output voltage of a fullwave rectifier is given as

  Kf =   
Irms ___ 
Iav

   =   
Irms  ÷ 

__
 2  
 _______ 

2 Imax/p
   =   p ____ 

2 ÷ 
__

 2  
   = 1.11

 Ripple factor is given as

  g =  ÷ 
______

  K f  
2  – 1   =  ÷ 

_________

 (1.11)2 – 1   = 0.482 (3.66)

10. Regulation

From Eq. (3.56)

  Vdc =   2 __ p   RL =   
2VS max RL __________ 
p (RF + RL)

  

   =   
2VS max ______ p    [ 1 –   

RF _______ 
RF + RL

   ] 
   =   

2VS max ______ p   – Idc RF (3.67)

 In case of a bridge rectifier,

  Vdc =   
2VS max ______ p   – 2Idc RF (3.68)

 Salient Features of a Bridge Rectifier

 (i) Current in both the primary and secondary of the supply transformer 
flows for the entire a.c. cycle and hence for a given power output, power 
transformer of a small size may be used in comparison with that in a full-
wave rectifier.

 (ii) No centre-tap is needed in the transformer secondary.

 (iii) Since two diodes are present in series in each conduction path, the peak 
inverse voltage is shared equally by the two diodes. Hence bridge rectifier 
is eminently suited for high voltage applications.

 Bridge rectifier, however, has the limitation that twice the number of rectifier 
elements are needed compared with a fullwave rectifier.

3.8 FILTER CIRCUITS

The output from any of the rectifier circuits just discussed is not purely d.c. but 
also has some a.c. components, called ripples, along it. The ripples are maximum 
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in the single phase halfwave rectifier and being reduced in fullwave rectifier and 
being reduced further with the increase in number of phases. Such supply is 
not useful for driving sophisticated electronic devices/circuits. Of course, for a 
circuit such as battery charger the pulsating nature of supply available from a 
rectifier is no great detriment as long as the d.c. level provided results in charging 
of battery. But for supply circuits to radio or tape recorder the pulsating d.c. results 
in 50 (or 100) Hz signal appearing in the output, thereby making the operation of 
the overall circuit poor. For such applications, as well as for many more, the 
output d.c. developed will have to be much steady or smoother than that of the 
pulsating dc obtained directly from halfwave or fullwave rectifier circuits.

 Hence, it becomes essential to reduce the ripples from the pulsating d.c. 
supply available from rectifier circuits to the minimum. This is achieved by using 
a filter or smoothing circuit which removes (or filters out) the a.c. components 
and allows only the d.c. component to reach the load. Obviously, a filter circuit 
should be placed between the rectifier and the load, as shown in Fig. 3.7.
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Fig. 3.7

 A  filter circuit is a device that converts pulsating output of a rectifier into 
steady d.c. level.

 A filter circuit is generally a combination of inductors L and capacitors C. 
The filtering action of L and C depends upon the facts that an inductor allows d.c. 
only and capacitor allows a.c. only to pass. So, a suitable L and C network can 
effectively filter out (or remove) the a.c. components from the rectified output.

 Commonly used filter circuits are (a) series inductor filter (b) shunt capacitor 
filter (c) choke input filter (d) capacitor input or p filter and (e) R-C filter. These 
will be discussed here in brief.

3.9 SERIES INDUCTOR FILTER

In this arrangement a high value inductor or choke L is connected in series with 
the rectifier element and the load, as illustrated in Fig. 3.8 (a). The filtering 
action of an inductor filter depends upon its property of opposing any change in 
the current flowing through it. When the output current of the rectifier increases 
above a certain value, energy is stored in it in the form of magnetic field and this 
energy is given up when the output current falls below the average value. Thus 
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by placing a choke coil in series with the rectifier output and load, any sudden 
change in current that might have occurred in the circuit without an inductor is 
smoothed out by the presence of the inductor L.

 The function of the inductor filter may be viewed in terms of impedances. 
The choke offers a high impedance to the ac components but offers almost zero 
resistance to the desired d.c. components. Thus ripples are removed to a large 
extent. Nature of the output voltage without filter and with choke filter are shown 
in Fig. 3.8 (b).

 For d.c. (zero frequency), the choke resistance RC in series with the 
load resistance RL forms a voltage divider and d.c. voltage across the load is 
given as

  VL = Vdc ×   
RL _______ 

RC + RL
   =   

Vdc ______ 

1 +   
RC ___ 
RL

  

   (3.69)

where Vdc is d.c. voltage output from a fullwave rectifier. Usually choke coil 
resistance RC is much smaller than RL and, therefore, almost entire of the d.c. 
voltage is available across the load resistance RL.

 Fourier series for the rectified output voltage is given as

  VL = VL max  [   2 __ p   –   4 ___ 
3p

   cos 2 wt –   4 ____ 
15p

   cos 4 wt – … ]  (3.70)

 Since the reactance of inductor increases with the increase in frequency, 
better filtering of the higher harmonic components take place, so effect of third 
and higher harmonic voltages can be neglected.

 As obvious form Eq. (3.69), if choke coil resistance RC is negligible in 
comparison to load resistance RL, then the entire dc component of rectifier output 

is available across RL and is equal to   2 __ p   VL max. The a.c. voltage partly drops across 

XL and partly over RL. Since choke and RL are connected in series, the maximum 
value of voltage drop across load resistance RL due to second harmonic voltage  

(   4 ___ 
3p

   VL max ) 

VLRL
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Fig. 3.8 Fullwave rectifier with series inductor filter
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  Vac max =   4 ___ 
3p

   VL max .   
RL ________ 

 ÷ 
_______

  R L  2
   +  X L  2

    
  

 RMS value of this a.c. voltage drop across load resistance RL is given as

  Vac rms =   4 _____ 
3p  ÷ 

__
 2  
   . VL max   

RL ________ 
 ÷ 

_______

  R L  2
   +  X L  2

    
  

 Ripple factor, g =   
Vac rms ______ 

Vdc
   =   

  4 _____ 
3p  ÷ 

__
 2  
   . VL max   

RL ________ 
 ÷ 

_______

  R L  2
   +  X L  2

    
  

   ____________________  
  2 __ p   VL max

  

   =   
 ÷ 

__
 2   RL __________ 

3  ÷ 
_______

  R L  2
   +  X L  2

    
   =   

 ÷ 
__

 2  
 _________ 

3  ÷ ______

 1 +   
 X L  2

  
 ___ 

 R L  2
  
    

  

 Since XL = 2wL

\ Frequency is doubled in fullwave rectifier

\  g =   
 ÷ 

__
 2  
 ____________  

3  ÷ _________

 1 +   4w2 L2

 ______ 
 R L  2

  
    

   (3.71)

 If 2wL >> RL. g =   
 ÷ 

__
 2   RL ________ 

3 × 2 wL
   =   

RL _______ 
3 ÷ 

__
 2   wL

   (3.72)

 It is seen that ripple decreases with the decrease in RL (or increase in load 
current I) so inductor filter is more efficient for high load current or small load 
resistance RL.

 In case the load resistance is infinite, i.e., the output is an open circuit, then 
ripple factor from Eq. (3.71)

  g =   
 ÷ 

__
 2  
 ___ 

3
   = 0.471 (3.73)

 This is slightly less than the value of 0.482. The difference being attributable 
to the omission of higher harmonics.

3.10 SHUNT CAPACITOR FILTER

This is the most simple form of the filter circuit and in this arrangement a high 
value capacitor C is placed directly across the output terminals, as shown in 
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Fig. 3.9(a). During the conduction period 
it gets charged and stores up energy in the 
electrostatic field and discharges through 
the load resistance RL delivering energy 
to it during non-conduction period. 
Through this process, the time duration 
during which current flows through the 
load resistance gets prolonged and ac 
components or ripples get considerably 
reduced. It is to be noted here that the 
capacitor C gets charged to the peak 
value of input voltage quickly because 
charging time constant is almost zero. 
It is so because there is no resistance 
(except the negligible forward resistance 
of diode) in the charging path. But the 
discharging time is quite large (roughly 
100 times more than the charging time 
depending upon the value of RL) because 
it discharges through load resistance RL.

 The function of the capacitor filter 
may be viewed in terms of impedances. 
The large value capacitor C offers a 
low impedance shunt path to the ac 
components or ripples but offers high 
impedance to the dc component. Thus 
ripples get bypassed through capacitor C 
and only dc component flows through the 
load resistance RL.

 Capacitor filter is very popular because of its low cost, small size, light 
weight and good characteristics. It is quite useful for load up to 50 mA as in 
transistor radio, battery eliminators.

3.10.1 Halfwave Rectifier with Shunt Capacitor Filter

The waveforms of ac input voltage, rectified and filtered output voltages and load 
current are shown in Figs. 3.9(b), (c) and (d) respectively.

 During the positive half cycle of the ac input, the diode of the rectifier is 
forward biased and so it conducts. This quickly charges the capacitor C to peak 
value of the supply voltage VS max because of almost zero charging time constant. 
This is shown by point b in Fig. 3.9(c). After being fully charged, the capacitor 

Fig. 3.9 Halfwave rectifier with shunt 
capacitor filter
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holds the charge till input ac supply to the rectifier goes negative. During the 
negative half cycle, the diode gets reverse biased and so stops conduction. So 
the capacitor C discharges through load resistance RL and losses charge. Voltage 
across RL (vL) or across C (vC), both being equal, decreases exponentially with 
time constant CRL along the curve bc, as illustrated in Fig. 3.9(c). Because of 
large discharge time constant CRL, the capacitor does not have sufficient time to 
discharge appreciably. Due to this fact the capacitor maintains a sufficiently large 
voltage across RL, even during the negative half cycle of the input supply. During 
the next positive half cycle, when the rectified voltage exceeds the capacitor 
voltage vC represented by point c in Fig. 3.9(c), the capacitor C again gets 
charged quickly to VS max (or VL max) as represented by point d in the figure. This 
process of charging and discharging of capacitor C is repeated for each cycle of 
input supply voltage. It is seen, from the figure, that nearly constant dc voltage 
appears across load resistance RL at all times and also the dc component of the 
output voltage is increased considerably.

 In case of a purely resistive load, the output current waveform is of the 
same nature as the waveform of output voltage. This is illustrated in Fig. 3.9(d). 
During the periods a¢ b¢ and c¢ d¢ the current is supplied by the diode and during 
periods b¢ c¢ and d¢ e¢ etc., by capacitor C.

 Diode current flows during short intervals of time ab and cd etc. in Fig. 3.9(c). 
During these time intervals, diode output voltage exceeds the capacitor (or load) 
voltage. Hence diode current is short-duration pulses (i.e. surging current). A 
small resistor, called the surge limiting resistor is, therefore, always connected 
in series with the diode to limit this surge current.

 The noteworthy points about shunt capacitor filter are:

 1. For a fixed-value filter capacitance larger the load resistance RL larger 
will be discharge time constant CRL and therefore, lower the ripples and 
more the output voltage. On the other hand lower the load resistance (or 
more the load current), lower will be the discharge time constant and 
therefore, more the ripples and lower the output voltage.

 2. Similarly smaller the filter capacitor, the less charge it can hold and more 
it will discharge. Thus the peak-to-peak value of the ripple will increase, 
and the average d.c. level will decrease. Larger the filter capacitor, the 
more charge it can hold and the less it will discharge. Hence the peak-
to-peak value of the ripple will be less, and the average dc level will 
increase. But, the maximum value of the capacitance that can be employed 
is limited by another factor. The larger the capacitance value, the greater 
is the current required to charge the capacitor to a given voltage. The 
maximum current that can be handled by a diode is limited by the figure 
quoted by the manufacturer. Thus the maximum value of the capacitance, 
that can be used in the shunt filter capacitor is limited.
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Approximate Analysis Total change in output voltage is equal to Vt, the ripple 
component of output voltage. The average or d.c. value of output voltage, Vdc is 
almost between the peak value VL max and the minimum value given by points b 
and c respectively in Fig. 3.9(c). Thus

  Vdc = VL max –   
Vr __ 
2
   (3.74)

 The total charge lost during non-conduction (or discharge) duration T2 
through load is given as

  Qdischarge = Idc T2 (3.75)

 This charge is replenished during time interval T1, in which voltage across 
the capacitor increases by Vr volts. So charge gained by capacitor,

  Qcharge = CVr (3.76)

 In steady-state,

  Qcharge = Qdischarge

or  CVr = Idc T2

or  Vr =   
Idc T2 _____ 

C
  

 Assuming T1 << T2,

  T2 = T =   1 __ 
f
  

 So, Vr =   
Idc ___ 
f C

   (3.77)

 Hence from Eq. (3.74)

  Vdc = VL max –   
Idc ____ 

2f C
   (3.78)

 From Eq. (3.77), it is revealed that ripple voltage varies directly with the load 
current Idc and inversely with the capacitance C.

Ripple Factor The r.m.s. value of the ripple component of almost triangular wave 
is independent of the slope or the length of the almost straight lines bc and cd 
but depends only on the peak value of Vr. The r.m.s. value is given as

  Vac rms =   
Vr ____ 

2 ÷ 
__

 3  
  

 Hence ripple factor,

  g =   
Vac rms ______ 

Vdc
   =   

Vr _________ 
2 ÷ 

__
 3   Idc RL
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   =   
Idc ____________  

2 ÷ 
__

 3   Idc RL f C
  

   =   1 _________ 
2 ÷ 

__
 3   f CRL

   (3.79)

3.10.2 Fullwave Rectifier with Shunt Capacitor Filter

The filtering action of shunt capacitor 
filter on a fullwave rectifier is shown 
in Fig. 3.10. In this case capacitance 
C discharges twice during one cycle. 
Because both the diodes conduct, non-
conduction period has reduced. The 
result is that ripple voltage Vr has 
been reduced to half and Vdc has been 
increased relative to halfwave rectifier.

 In this case because

  T2 =   T __ 
2
   = 1/2 f

 So Vr =   
Idc ____ 

2f C
   (3.80)

  Vdc = VL max –   
Vr __ 
2
   = VL max –   

Idc ____ 
4f C

   (3.81)

  Vac rms =   
Vr ____ 

2 ÷ 
__

 3  
  

 So, ripple factor,

  g =   
Vac rms ______ 

Vdc
   =   

Vr _________ 
2 ÷ 

__
 3   Idc RL

   =   1 _________ 
4 ÷ 

__
 3   f CRL

   (3.82)

 Voltage regulation in this case is better than that in halfwave rectifier.

3.11 CHOKE-INPUT OR L-SECTION FILTER

A simple series inductor reduces both the peak and effective values of the output 
current and output voltage. On the other hand simple shunt capacitor filter 
reduces the ripple voltage but increases the diode current. The diode may get 
damaged due to large current and at the same time it causes greater heating of 
supply transformer resulting in reduced efficiency.

 In an inductor filter, ripple factor increases with the increase in load resistance 
RL while in a capacitor filter it varies inversely with load resistance RL.
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Fig. 3.10 Rectified and filtered output 
voltage waveform from fullwave rectifier 

with shunt filter capacitor
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 From economical point of view also, neither series inductor nor shunt 
capacitor type filters are suitable.

 Practical filter-circuits are derived by combining the voltage stabilizing 
action of shunt capacitor with the current smoothing action of series choke coil. 
By using combination of inductor and capacitor ripple factor can be lowered, 
diode current can be restricted and simultaneously ripple factor can be made 
almost independent of load resistance (or load current). Two types of most 
commonly used combination are choke-input or L-section filter and capacitor-
input or p-filter. Choke-input filter is explained below.

 Choke-input filter consists of a choke L connected in series with the rectifier 
and a capacitor C across the load, as shown in Fig. 3.11(a). This is also sometimes 
called the  L-section filter because in this arrangement inductor and capacitor are 
connected, as an inverted L. In Fig. 3.11(a) only one filter section is shown, but 
several identical sections are often employed to improve the smoothing action. 
The choke L on the input side of the filter readily allows dc to pass but opposes 
the flow of ac components because its dc resistance is negligibly small but ac 
impedance is large. Any fluctuation that remains in the current even after passing 
through the choke are largely bypassed around the load by the shunt capacitor 
because XC is much smaller than RL. Ripples can be reduced effectively by 
making XL greater than XC at ripple frequency. However, a small ripple still 
remains in the filtered output and this is considered negligible if it is less than 
1%. The rectified and filtered output voltage waveforms from a fullwave rectifier 
with choke-input filter are shown in Fig. 3.11(b).

Fig. 3.11

Regulation The output voltage of the rectifier is given as

  vL =   2 __ p   VL max –   4 ___ 
3p

   VL max cos 2 wt (3.83)

(refer to Eq. (3.70) Section 3.9.)

 Considering that the inductor has negligibly small (almost zero) resistance

  Vdc =   2 __ p   VL max (3.84)
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 If RC is the choke resistance, then

  Vdc =   2 __ p   VL max – Idc RC (3.85)

Ripple Factor The main object of the filter is to suppress the harmonic components 
in the system and for this it is necessary that reactance of the choke coil XL is 
made much greater than combined parallel impedance of the capacitor C and 
load resistor RL. The parallel impedance of capacitor C and load resistor RL can 
be made small by making the reactance of capacitor, XC much smaller than load 
resistor RL. Very little error is caused if it is assumed that the entire alternating 
current is flowing through the capacitor and none through the load resistor RL. 
Under these conditions the net impedance across the input terminals of the filter 
circuit is approximately XL = 2wL, the reactance of the inductor at the second 
harmonic frequency. A.C. current through the circuit is given as

  Iac rms =   
4VL max ________ 

3p  ÷ 
__

 2   XL

   =   
 ÷ 

__
 2  
 ___ 

3
   .   

Vdc ___ 
XL

   (3.86)

\  Vdc =   2 __ p   VL max

 The a.c. voltage across the load (the ripple voltage) is equal to the voltage 
across the capacitor so

  Vac rms = Iac rms XC =   
 ÷ 

__
 2  
 ___ 

3
   Vdc   

XC ___ 
XL

   (3.87)

where XC =   1 ____ 
2wC

  , the reactance of the capacitor at the second harmonic 

frequency.

 Ripple factor, g =   
Vac rms ______ 

Vdc
  

   =   
 ÷ 

__
 2  
 ___ 

3
     

XC ___ 
XL

   =   
 ÷ 

__
 2  
 ___ 

3
   .   1 ____ 

2wC
   .   1 ____ 

2wL
  

   =   1 _________ 
6 ÷ 

__
 2   w2 LC

   (3.88)

Critical Inductance During the above discussion it has been assumed that a current 
flows through the circuit at all times. In the absence of inductor, current flows 
through the diode circuit for a small portion of the cycle, and the capacitor is 
charged to the peak transformer secondary voltage in each cycle (neglecting diode 
forward and transformer resistance). When a small inductance is inverted in the 
circuit, the diode current will exist for a longer duration but cutout may still 
occur. With the continuous increase in inductance, a value is reached for which 
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diode current exists for the whole cycle. This value of inductance is referred to 
as the critical inductance LC.

 Current flowing through the load is made up of two components IC given 

as   
Vdc ___ 
RL

   and a.c. component of peak value   
4VL max ______ 
3pXL

  .

 For continuous flow of current through diode it is necessary that Idc should 
always exceed the negative peak value of a.c. component so

    
Vdc ___ 
RL

   ≥   
4VL max ______ 
3pXL

  

or  XL ≥   
2RL ____ 

3
    Vdc =   

3VL max ______ p  

or  LC ≥   
RL ___ 
3w

   (3.89)

 The L-C filter was filter popular at one time. Now, it is becoming obsolete in 
typical power supplies because of the size and cost of inductors. For low-voltage 
power supplies, the L-C filter has been replaced by IC voltage regulators, active 
filters that reduce ripple and hold the output d.c. voltage constant.

3.12 CAPACITOR-INPUT OR p-FILTER

Such a filter consists of a shunt capacitor C1 at the input followed by an L-section 
filter formed by series inductor L and shunt capacitor C2. This is also called the 
 p-filter because the shape of the circuit diagram for this filter appears like Greek 
letter p (pi) (Fig. 3.12(a)). Since the rectifier feeds directly into the capacitor so 
it is also called  capacitor input filter.

Fig. 3.12 Fullwave rectifier with capacitor input filter

 As the rectifier output is fed directly into a capacitor C1, such a filter can 
be used with a halfwave rectifier (series inductor and L-section filters cannot 
be used with halfwave rectifiers). Usually electrolytic capacitors are used even 
though their capacitances are large but they occupy minimum space. Usually both 
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capacitors C1 and C2 are enclosed in one metal container. The metal container 
serves as the common ground for the two capacitors.

 A capacitor-input or p-filter is characterized by a high voltage output at low 
current drains. Such a filter is used, if, for a given transformers, higher voltage 
than that can be obtained from an L-section filter is required and if low ripple than 
that can be obtained from a shunt capacitor filter or L-section filter is desired. 
In this filter, the input capacitor C1 is selected to offer very low reactance to 
the ripple frequency. Hence major part of filtering is accomplished by the input 
capacitor C1. Most of the remaining ripple is removed by the L-section filter 
consisting of a choke L and capacitor C2.

 The action of this filter can best be understood by considering the action of 
L-section filter, formed by L and C2, upon the triangular output voltage wave from 
the input capacitor C1. The charging and discharging action of input capacitor C1 
has already been given in Section 3.10. The output voltage is roughly the same 
as across input capacitor C1 less the d.c. voltage drop in inductor. The ripples 
contained in this output are reduced further by L-section filter. The output voltage 
of p-filter falls off rapidly with the increase in load-current and, therefore, the 
voltage regulation with this filter is very poor.

Ripple Factor From Eq. (3.89), the ripple voltage in case of a fullwave rectifier 
with shunt capacitor is given as 

  Vr =   
Idc _____ 

2f C1
     here C = C1 (3.90)

 The r.m.s. value of second harmonic voltage is given as

  Vac rms =   
Vr ____ 

p  ÷ 
__

 2  
   =   1 ____ 

p  ÷ 
__

 2  
   .   

Idc _____ 
2f C1

   =  ÷ 
__

 2   Idc  X C1
  (3.91)

where  X C1
  =   1 _____ 

2wC1
   =   1 ______ 

4pf C1
  , reactance of input capacitor C1 at second harmonic 

frequency.

 Now Vac rms is applied to L-section so the ripple voltage can be obtained by 
multiplying  X C2

 /XL i.e., 

   V ac rms  
¢  - = Vac rms ×   

 X C2
 
 ___ 

XL
   =  ÷ 

__
 2   Idc  X C1

  ×   
 X C2

 
 ___ 

XL
   (3.92)

 Now the ripple factor,

  g =   
 V ac rms  

¢  
 ______ 

Vdc
   =   

 ÷ 
__

 2   Idc  X C1
   X C2

 
  ____________ 

Vdc RL XL
   =   

 ÷ 
__

 2    X C1
   X C2

 
 _________ 

RL XL
    (3.93)

or  g =   
 ÷ 

__
 2  
 ___ 

RL
   .   1 _____ 

2wC1
   .   1 _____ 

2wC2
   .   1 ____ 

2wL
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   =   
 ÷ 

__
 2  
 ___________  

8w3C1C2LRL

   (3.94)

3.13 SALIENT FEATURES OF L-SECTION AND P-FILTERS

 1. In p-filter the dc output voltage is much larger than that can be had from 
an L-section filter with the same input voltage.

 2. In p-filter ripples are less in comparison to those in shunt capacitor 
or L-section filter. So smaller valued choke is required in a p-filter in 
comparison to that required in L-section filter.

 3. In p-filter, the capacitor is to be charged to the peak value hence the rms 
current in supply transformer is larger as compared in case of L-section 
filter.

 4. Voltage regulation in case of p-filter is very poor, as already mentioned. 
So p-filters are suitable for fixed loads whereas L-section filter can 
work satisfactorily with varying loads provided a minimum current is 
maintained.

 5. In case of a p-filter PIV is larger than that in case of an L-section filter.

3.14  ZENER DIODES

The current that flows under reverse breakdown is not necessarily destructive if 
the amount of current is limited to a value such that the diode does not become 
overheated. By suitably controlling the amount of impurity and making the P-N 
junction free from surface imperfections, the voltage at which breakdown takes 
place can be made to occur very distinctly and sharply, as shown in Fig. 3.13(a). 
This type of diode is called a Zener diode and is represented by the symbol shown 
in Fig. 3.13(b). Although the Zener diode is used in the reverse biased condition, 
the symbol is the same as for rectifying diodes. That is it is normally operated 

�VZ

�IZ

IZT

IZK

0VZ

1 V

– + + –

V

Anode Cathode

(a) (b)

Fig. 3.13 (a) Zener diode characteristics showing the sharp reverse breakdown;
(b) symbol for the Zener diode
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with the node negative and the cathode positive to provide the characteristics 
shown in the third quadrant of Fig. 3.13(a).

 Here it is seen that, once the diode has brokendown, very little change in 
voltage across the diode results from a change in current through the diode. Thus, 
a Zener diode of known breakdown voltage can be used as a reference voltage 
when operated in the reverse mode and can be used to regulate voltages.

3.15 ZENER DIODE SPECIFICATIONS

Zener Voltages

The manufacturers specify the value of break-down voltage known as the Zener 
voltage, VZ, at some value of test current, IZT. This is on the linear portion of 
the reverse characteristic and corresponds to approximately one-quarter of the 
maximum power dissipation capability of the diode. Values of VZ are available at 
various values from 2.4 to 200 V with accuracies between 5 and 20%, depending 
upon cost.

Power Dissipation

Power dissipation in the diode is the product of VZ and reverse current, IZ, with 
maximum power ratings ranging from 150 mW to 50 W.

Breakover Current

Since there is some curvature of the reverse characteristic at low values of 
IZ, there may be specified some value of current, IZK, in the neighborhood of 
the breakover knee, where the voltage across the diode starts to differ greatly 
from VZ.

Dynamic Impedance

There is another specification provided by the manufacturer, which helps to 
describe how “vertical” is the reverse characteristic shown in Fig. 3.13(a). This 
is called the Zener dynamic impedance, ZZ, and is defined as:

  ZZ =   
DVZ ____ 
DIZ

   (3.95)

 This impedance is usually evaluated in the region of the specified test current, 
IZT, and is the reciprocal of the slope of the reverse characteristic. Ideally, ZZ is 
zero for a perfectly vertical breakdown curve, but in practice may vary from 
several ohms to several hundred ohms, depending upon the particular Zener diode 
voltage and the operating current as shown in Fig. 3.14. Actually, the equation is 
more useful in the form:
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  DVZ = ZZ DIZ, (3.96)

since it gives the change in voltage that will occur across the diode due to a 
change in current through the diode.

 For example, a 12 V Zener diode operating at 5 mA has a ZZ of approximately 
25 ohms (from Fig. 3.14) and will have a change of 25 mV across it if the current 
changes by 1 mA, while at 40 mA operation the same diode will have only 
5 mV change for the same change in current. Evidently a Zener diode operated 
at a higher value of reverse current will have a more constant voltage across it 
in the face of any changes in diode current. This important property will now be 
illustrated in the design of a voltage regulator circuit.
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Fig. 3.14 Typical dynamic impedance vs. zener voltage as a function of zener current

3.16 ZENER DIODE EQUIVALENT CIRCUIT

The fact that the characteristic curve drops down and away from the horizontal 
axis rather than up and away for the characteristic positive VD region reveals 
that the current in the Zener region has a direction opposite to that of a forward 
biased diode.

 This region of unique characteristics is employed 
in the design of Zener diodes which have the 
graphic symbol appearing in Fig. 3.15. Both the 
semiconductor diode and zener diode are presented 
side by side in Fig. 3.15 to ensure that the direction 
of conduction of each is clearly understood together 
with the required polarity of the applied voltage. For 
the semiconductor diode the “on” state will support 
a current in the direction of the arrow in the symbol. 
For the Zener diode the direction of conduction is opposite to that of the arrow 
in the symbol as pointed out in the introduction to this section. Note also that the 
polarity of VD and VZ are the same as would be obtained if each were a resistive 
element.

+

–

VDVZ

+

–

IZ ID

(a) (b)

P N

Fig. 3.15 Conduction 
direction: (a) zener diode;
(b) semiconductor diode
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 The location of the Zener region can be controlled by varying the doping 
levels. An increase in doping, producing an increase in the number of added 
impurities, will decrease the Zener potential. Zener diodes are available having 
Zener potentials of 1.8 to 200 V with power ratings from 1/4 to 50 W. Because 
of its higher temperature and current capability, silicon is usually preferred in the 
manufacture of Zener diodes.

 The complete equivalent circuit of the Zener 
diode in the Zener region includes a small 
dynamic resistance and d.c. battery equal to the 
Zener potential, as shown in Fig. 3.16. For all 
applications to follow, however, we shall assume 
as a first approximation that the external resistors 
are much larger in magnitude than the Zener-
equivalent resistor and that the equivalent circuit 
is simply the one indicated in Fig. 3.16

3.17 THE VOLTAGE REGULATOR CIRCUIT

The way in which a Zener diode is used to regulate the voltage across a load in 
the face of supply voltage or load current variations is shown in Fig. 3.17.

VD

VZ

(a) (b)

rZ
VZ

Fig. 3.16 Zener equivalent 
circuit: (a) complete;

(b) approximate
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Iin
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–

VREG. RL

I I Iin = +Z L

Fig. 3.17 Circuit of a zener diode voltage regulator showing the series dropping resistor, R

 Note that the reverse characteristics of the Zener diode are being used. The 
symbol still points in the direction of conventional current flow in the forward-
biased connection, even though the diode is not used in this direction. The diode 
is selected with a VZ equal to the voltage desired across the load. The Zener 
diode acts as a “bypass valve,” through which more current can pass when an 
increase in input voltage or a decrease in load current occurs, maintaining the 
voltage at the output nearly constant at VZ. It should be noted that resistor R 
is the element that drops the excess voltage from the input to give the desired 
output across the load; hence this circuit cannot compensate for voltages on the 
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input that fall below the desired output. The selection of R is made according to 
the following equation:

  R =   
Vin – Vout ________ 

Iin
   (3.97)

where Iin = IZ + IL, using an average value for IL.

3.18 ZENER DIODE ANALYSIS

The analysis of networks employing Zener 
diodes is quite similar to that applied to 
the analysis of semiconductor diodes. First 
the state of the diode must be determined 
followed by a substitution of the appropriate 
model and a determination of the other 
unknown quantities of the network. Unless 
otherwise specified, the Zener model to 
be employed for the “on” state will be as 
shown in Fig. 3.18(a). For the “off” state as 
defined by a voltage less than VZ but greater than 0 V with the polarity indicated 
in Fig. 3.18(b), the Zener equivalent is 
the open circuit that appears in the same 
figure.

Vi and R Fixed

The simplest of Zener diode networks 
appears in Fig. 3.19. The applied d.c. 
voltage is fixed, as is the load resistor. 
The analysis can fundamentally be 
broken-down into two steps.

1. Determination the state of the Zener 
diode by removing it from the network 
and calculating the voltage across the 
resulting open-circuit.

Applying step 1 to the network of 
Fig. 3.19 will result in the network of 
Fig. 3.20, where an application of the 
voltage divider rule will result in

  V = VL =   
RL Vi ______ 

R + RL
   (3.98)

 If V ≥ VZ, the Zener diode is “on” 
and the equivalent model of Fig. 3.18(a) can be substituted. If V < VZ, the diode 
is “off” and the open-circuit equivalence of Fig. 3.18(b) is substituted.

VZ

(a) (b)

VZ
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–

+

–
VZ
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–

"on" ( > > 0 )
“off”

V V VZ

Fig. 3.18 Zener diode equivalent for 
the (a) “on” and “off” states
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Fig. 3.19 Basic zener regulator
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Fig. 3.20 Determining the state of the 
zener diode
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2. Substitute the appropriate equivalent 
circuit and solve for the desired 
unknowns.

For the network of Fig. 3.19 the “on” state 
will result in the equivalent network of 
Fig. 3.21. Since voltages across parallel 
elements must be the same, we find that

  VL = VZ (3.99)

 The Zener diode current must 
be determined by an application of 
Kirchhoff’s current law. That is,

  IR = IZ + IL

and  IZ = IR – IL (3.100)

where

  IL =   
VL ___ 
RL

  

and  IR =   
VR ___ 
R

   =   
Vi – VL ______ 

R
  

 The power dissipated by the Zener diode is determined by

  PZ = VZ IZ (3.101)

which must be less than the PZM specified for the device.

 Before continuing, it is particularly important to realize that the first step was 
employed only to determine the state of the Zener diode. If the Zener diode is the 
“on” state, the voltage across the diode is not V volts. When the system is turned 
on the Zener diode will turn “on” as soon as the voltage across the Zener diode 
is VZ volts. It will then “lock in” at this level and never reach the higher level of 
V volts.

 Zener diodes are most frequently used in regulator networks or as a reference 
voltage. Figure 3.19 is a simple regulator designed to maintain a fixed voltage 
across the load RL. For values of applied voltage greater than required to turn 
the Zener diode “on”, the voltage across the load will be maintained at VZ volts. 
If the Zener diode is employed as a reference voltage, it will provide a level for 
comparison against other voltages.

Fixed Vi , Variable RL

Due to the offset voltage VZ, there is a specific range of resistor values (and 
therefore load current) which will ensure that the Zener is in the “on” state. Too 

+

–

R

RLVi
VL

+

–

IR

IZ

VZ

PZM

IL

Fig. 3.21 Substituting the zener 
equivalent for the “on” situation
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small a load resistance RL will result in a voltage VL across the load resistor less 
than VZ and the Zener device will be in the “off” state.

 To determine the minimum load resistance of Fig. 3.19 that will turn the 
Zener diode on, simply calculate the value of RL that will result in a load voltage 
VL = VZ. That is,

  VL = VZ =   
RL Vi ______ 

RL + R
  

 Solving for RL, we have

   R Lmin
  =   

RVZ ______ 
Vi – VZ

   (3.102)

 Any load resistance value greater than the RL obtained from Eq. (3.102) will 
ensure that the Zener diode is in the “on” state and the diode can be replaced by 
its VZ source equivalent.

 The condition defined by Eq. (3.102) establishes the minimum RL, but in turn 
specifies the maximum IL as 

   I Lmax
  =   

VL ___ 
RL

   =   
VZ ____ 

 R Lmin
 
   (3.103)

 Once the diode is in the “on” state, the voltage across R remains fixed at

  VR = Vi – VZ (3.104)

and IR remains fixed at

  IR =   
VR ___ 
R

   (3.105)

 The Zener current

  IZ = IR – IL (3.106)

resulting in a minimum IZ when IL is a maximum and a maximum IZ when IL is 
a minimum value since IR is constant.

 Since IZ is limited to IZM as provided on the data sheet, it does affect the 
range of RL and therefore IL. Substituting IZM for IZ establishes the minimum 
IL as

   I Lmin
  = IR – IZM (3.107)

and the maximum load resistance as

   R Lmax
  =   

VZ ____ 
 I Lmin

 
   (3.108)

Fixed RL, Variable Vi

For fixed values of RL in Fig. 3.19, the voltage Vi must be sufficiently large to turn 
the Zener diode on. The minimum turn-on voltage Vi =  V imin

  is determined by
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  VL = VZ =   
RL Vi ______ 

RL + R
  

and   V imin
  =   

(RL + R)VZ _________ 
RL

   (3.109)

 The maximum value of Vi is limited by the maximum Zener current IZM. 
Since IZM = IR – IL,

   I Rmax
  = IZM + IL (3.110)

 Since IL is fixed at VZ/RL and IZM is the maximum value of IZ, the maximum 
Vi is defined by

   V imax
  =  V Rmax

  + VZ

   V imax
  =  I Rmax

  R + VZ (3.111)

3.19 DESIGN OF A VOLTAGE REGULATOR CIRCUIT

As an example, say Vin = 20 V, Vout required = 15 V over a load current range 
from 10 to 20 mA. Assume a 15 V Zener diode has been selected with an IZT of 
6 mA. Let us determine the value of R and the rating of the diode. Assuming an 
average load current of 15 mA, the total current Iin = IZ + IL = 6 + 15 = 21 mA, 
as shown in Fig. 3.22.

  R =   
Vin – Vout ________ 

Iin
   =   20 – 15 _______ 

21 mA
   =   5 ________ 

21 × 10–3
  

   =   5000 _____ 
21

   = 238 ohms.

  Resistor power rating =   V
2

 ___ 
R

   =   5
2

 ____ 
238

   =   25 ____ 
238

   = 0.1 W.

R

RLVin = 20 V

Iin = 21 mA IL = 15 mA

IZ = 6 mA

Vout = 15 V

+

–

Fig. 3.22 Condition in voltage regulator circuit at average load current

 Now let us examine the Zener diode current under minimum and maximum 
load current conditions, with the input voltage constant at 20 V. These conditions 
are depicted in Fig. 3.23.
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 Note that with this design, when the current to the load falls to 10 mA (from 
15 mA, average level used) an extra 5 mA will flow through the Zener diode, 
giving a total of 11 mA. Most likely, the Zener voltage will still be close to 
15 V. However, when the load increases to 20 mA, the extra 5 mA must be 
supplied from the diode, which means the Zener current must drop to 1 mA. It is 
doubtful the Zener voltage will still be 15 V at this low level of current and the 
voltage probably will be less than 15 V, since the “knee” of the curve is being 
approached.

 Before remedying this situation, let us get some idea of the voltage variation 
across the diode (and load) over the current variation of 10 mA. From Fig. 3.14, 
the impedance of the 15 V diode at an average Zener current of 6 mA is in the 
order of 40 ohms. Thus, assuming the “knee” of the curve is avoided, the change 
in voltage that occurs is:

  DVZ = ZZ DIZ = 40 × 10 × 10–3 volts = 0.4 V,

which corresponds to a voltage regulation of approximately 3%. Now let us see 
what the effect would be of selecting R so that more than the Zener test current 
IZT (at which VZ is specified to be 15 V) flows through the Zener diode when 
the average load current is 15 mA. Use a value of 10 mA for example, instead 
of 6 mA. Then

  Iin = IZ + IL = 10 + 15 = 25 mA

  R =   
Vin – Vout ________ 

Iin
   =   20 – 15 _______ 

25 mA
   =   5 ________ 

25 × 10–3
  

   =   5000 _____ 
25

   = 200 ohms.

  Resistor power rating =   V
2

 ___ 
R

   =   5
2

 ____ 
200

   =   25 ____ 
200

  

   = 0.125 watt.

Fig. 3.23 Voltage regulator circuit conditions for (a) minimum load current,
(b) maximum load current
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 Now, when IL increases to 20 mA, IZ will decrease only to 5 mA, at which 
point the Zener voltage will still be close to 15 V. If IL decreases to 10 mA, IZ 
will increase to 15 mA. This is the worst case of power dissipation in the diode 
and must be checked:

  Maximum dissipation = VZ IZ = 15 V × 15 mA

   = 225 mW.

 Many small glass Zener diodes have ratings of only 150 mW, so this is an 
important factor that must be checked.

 Since the Zener diode is now operating at a higher average value of current, 
its dynamic impedance is in the order of 10 ohms, so that the change in voltage 
that will occur across the load is now only 0.1 V. This corresponds to less than 
1% voltage regulation. Of course one could improve this voltage regulation even 
more by using a Zener diode whose value of VZ is 15 V at an IZT of 170 mA for 
example, where the dynamic impedance is only 3 ohms. But this would require 
a 10 watt rating for the diode, with its attendant increase in cost, and would also 
increase the “idling” current from the supply.

 Notice that no matter what the value of the resistor, in each of the resistor, 
in each of the above cases it is used to drop 5 V to give the desired output, 
independent of load current, since Iin is constant at 21 mA in the first case and 
25 mA in the second case. This is the condition where the input voltage remains 
constant, and only the load current varies.

3.20 ZENER DIODE APPLICATIONS

Zener diodes have numerous applications in transistor circuitry. Some of their 
common applications are explained below.

1. Zener Diode Shunt Regulator (or Voltage Regulation)

 Voltage regulation is a measure of a circuit’s 
ability to maintain a constant output voltage even 
when either input voltage or load current varies.

 Figure 3.24 shows how a Zener diode can be 
used as a voltage regulator to provide a constant 
voltage from a source whose voltage may vary 
appreciably. A resistor RS is necessary to limit the 
reverse current through the diode to safer value. 
The voltage source VS and the resistor RS are so selected that the diode operates 
in the breakdown region. The diode voltage in this region, which is also the 
voltage across the load RL, is called Zener voltage VZ and the diode current 
is called the Zener current IZ.The series resistor RS absorbs the output voltage 
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fluctuations so as to maintain voltage across the load constant. Zener diode is 
reverse connected across the input voltage whose variations are to be regulated.

 As long as voltage across the load RL is less than the breakdown voltage VZ, 
the zener diode does not conduct, the resistors RS and RL constitute a potential 
divider across VS. At an increased supply voltage VS, the voltage drop across load 
resistor (or zener diode) becomes greater than the Zener breakdown voltage. It 
then operates in its breakdown region. The series resistor RS limits the Zener 
current IZ from exceeding its rated maximum IZ max. Current through resistor RS 
is given as

  IS =   
VS – VZ _______ 

RS
   (3.112)

 The current from the power supply splits at the junction of Zener diode and 
the load resistor RL.

 So IS = IZ + IL (3.113)

 When the zener diode operates in its breakdown region, the voltage across 
it, VZ remains fairly constant even through the current IZ flowing through it may 
vary considerably.

 When the supply voltage VS increases, the current through both the zener 
diode and load resistor RL increases. At the same time, however, the zener 
diode resistor decreases and the current through the diode increases more than 
proportionately. As a result, a greater voltage drop will occur across the series 
resistor RS and the output voltage Vout (voltage across the diode or load resistor 
RL) will become very close to the original value. The reverse is also true. Thus a 
Zener diode can maintain the output voltage Vout within a fraction of a volt when 
the supply or input voltage VS may vary over a range of several volts. The Zener 
diode will maintain a constant voltage across the load as long as the supply 
voltage is more than the Zener voltage.

 Let us examine the other cause of the output voltage variation. When the load 
resistance RL decreases for constant input voltage VS, load current IL increases. 
This additional current is not supplied from the source of supply but the demand 
of additional load current is met by decrease in Zener current IZ. This keeps the 
voltage drop across series resistance RS constant and so the output voltage Vout. 
The worst case occurs for minimum source voltage and maximum load current 
because the Zener current reduces to a minimum. In such a case,

  IS min =   
VS min – VZ _________ 

RS max
  

or  RS max =   
VS min – VZ _________ 

IS min
   (3.114)

 From Eq. (3.113) IZ = IS – IL
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 In worst case, this may be written as

  IZ min = IS min – IL max

 The critical point occurs when IL max = IS min. At this point, the Zener current, 
IZ reduces to zero, and regulation is lost.

 By substituting IL max for IS min in Eq. (3.114), we have

  RS max =   
VS min – VZ _________ 

IL max
   (3.115)

where RS max is the critical value of series resistance, VS min is the minimum 
source voltage, VZ is Zener voltage and IL max is maximum load cuurret.

 The critical resistance, RS max is the maximum allowable series resistance. 
The series resistance RS must always be less than the critical value; otherwise; 
breakdown operation is lost, and the regulator stops its operation.

 The advantages of Zener diode voltage regulators over other voltage regulators 
are that they are smaller, lighter, more rugged and have a longer life. They are 
also simpler and inherently cheaper.

 Such regulators have the following drawbacks:

 1. Their efficiency is low for heavy load currents because there is a 
considerable power loss in series resistor RS and the diode.

 2. The output voltage varies slightly due to Zener impedance rZ.

 3. The output voltage cannot be choosen independently but depends upon 
the breakdown voltage of the Zener diode.

 This regulator is employed when there are small variations in load current 
and supply voltage.

2. Meter Protection

Figure 6.9 shows how does a Zener diode protect a meter (AVO meter or 
multimeter) movement or circuit against damage from an accidental application 
of excessive voltage. In this arrangement Zener diode is connected in parallel 
with the meter, as shown in Fig. 3.25. In case of accidental overload most of 
the current will pass through the Zener diode and so the meter movement will 
be saved from damage. Two Zener diodes connected, as shown in Fig. 3.26 can 
provide overload protection regardless of the applied polarity.

R Meter

Zener diode

+ –

Fig. 3.25 Fig. 3.26
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3. Zener Diode as a Peak Clipper

Zener diodes can be used for clipping off the input waveform in waveshaping 
circuits, as illustrated in Fig. 3.27.

VMAX

0

Input waveform

RL

R

D1

D2

VZ

VZ

Output waveform

Fig. 3.27

 Two similar Zener diodes D1 and D2 are shunted across the input sinusoidal 
voltage of peak value of Vmax volts. Let the Zener voltage of each of Zener 
diodes be VZ volts (VZ being lesser than Vmax.

 We have seen that a Zener diode acts like a ‘short’ (or very low resistance) 
when forward biased and ‘open’ (or very high resistance) when reverse biased 
till it goes into breakdown at VZ. The action of the circuit is explained below.

 For positive input half-cycle diode D1 is forward biased and acts like a ‘short’ 
while diode D2 acts like an open (being reverse biased) up to VZ. Thereafter 
diode D2 goes into breakdown and holds the output voltage constant at VZ till 
input voltage falls below VZ in the latter part of the positive half-cycle. This is 
because during this duration of time both of the diodes acts as ‘short’. When the 
supply voltage falls below VZ, diode D2 comes out of the breakdown and again 
acts as an open across the load circuit. During the negative input half-cycle, the 
actions of diodes D1 and D2 are reversed. The result is that the output voltage 
waveform is clipped off on both peaks, as illustrated in Fig. 3.27.

4. Switching Operations

Zener diode can produce a sudden change from low current to high current, so it 
is useful for switching operations. The use of Zener diode in switching operations 
has made possible as extremely fast performance in computer applications.

5. Zener Diode as a Reference Element

There are many applications in which it is desirable that a constant voltage is 
maintained between two points in a circuit, and use this voltage as reference for 
comparing other voltages against it. The difference between the two voltages 
(the voltage under comparison and reference voltage) is usually amplified 
and then used to perform some control function. Such an arrangement is 
employed in power supply voltage regulator circuits, measurement circuits and 
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servomechanism circuits. The constant 
voltage characteristic of a zener diode in 
its breakdown region makes it desirable 
for such an application.

 A circuit employing zener diode as a 
reference element is given in Fig. 3.28. 
The value of R is so chosen that the diode 
operates well within its breakdown region. 
Vref equals the Zener breakdown voltage 
Vz. The difference of input voltage Vin and 
reference voltage Vref (i.e., Vin – Vref) gives the control output. Obviously Vin 
should be more than Vref.

Example 3.1 For the Zener regulator shown in 
Fig. 3.29, find the maximum and minimum current 
flowing through the Zener diode.

Solution Load current,

  IL =   
Vout ____ 
RL

   =   
VZ ___ 
RL

  

   =   50 ______ 
10 kW

   = 5 mA

 Zener current will be maximum when input voltage is maximum i.e., 
125 V.

 Corresponding current through series resistance of 5 kW

  IS max =   
VS max – Vout  __________ 

RS
   =   125 – 50 ________ 

5 kW
   = 15 mA

 Corresponding zener current,

  IZ max = IS max – IL = 15 – 5 = 10 mA Ans.

 The zener current will be minimum when input voltage is minimum i.e., 
85 V. Corresponding current through series resistance (5 kW).

  IS min =   85 – 50 _______ 
5 kW

   = 7 mA

 Corresponding zener current,

  IZ min = IS min – IL = 7 – 5 = 2 mA Ans.

3.21 TUNNEL DIODE

A conventional P-N diode is doped by impurity atoms in the concentration 
1 part in 108.With this order of doping, the width of the depletion layer is of the 
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order of a micron. The potential barrier corresponding to this width of depletion 
layer restrains the flow of holes from P to N-region and electrons from N to 
P-region. Now if impurity concentration is greatly increased say to 1 part in 
103, (corresponding to impurity concentration exceeding 1019 per cm3), then the 
depletion layer width reduces to about 100 Å and the device characteristics get 
completely changed. Esaki in the year 1958 announced this new diode and gave 
appropriate theoretical explanation for its volt-ampere characteristic. This diode 
utilizes the phenomenon called tunneling and hence the diode is referred to as 
the  tunnel diode or  Esaki diode.

Tunneling Phenomenon

We know that the width of the junction barrier W varies inversely as the square 
root of the impurity concentration. Hence with large impurity concentration of 
the order of 1 part in 103, barrier width W reduces to less than 100Å. This width 
of 100 Å is very small, being only about one-fifth of the wavelength of visible 
light. As per classical theory, a particle must have an energy at least equal to the 
height of potential energy barrier in order to cross the junction. However, if the 
barrier is extremely thin, such as encountered in Esaki diode, the Schrodinger 
wave equation shows that there is non-zero probability that an electron may 
penetrate through the barrier. This behaviour is called the tunneling and hence 
the corresponding diode is called tunnel diode.

Energy Band Structure of a Highly Doped P-N Diode

We have seen that for tunneling to take place, the barrier thickness should be less 
than 100 Å. This condition is essential for tunneling but not sufficient condition. 
The additional requirement is that the occupied energy states exist on the side 
from which the electron tunnels and that allowed empty states exist on the other 
side at the same energy level. We now consider the energy band structure. In the 
energy band diagram for a lightly doped P-N junction the Fermi level EF lies 
inside the forbidden energy gap. We shall see shortly that in an extremely heavily 
doped diode, the Fermi level EF lies outside the forbidden band.

 We have*

  EF = EC – kT ln   
NC ___ 
ND

  

* Concentration of electrons in the conduction band is given by

  n = NC exp  [ –   
(EC – EF)

 ________ 
kT

   ] ;  NC = 2   (   2p me kT
 ________ 

h2
   )  3/2

 

where EC is the energy at the lower edge of the conduction band. For n-type semiconductor n ª ND

\    
NC ___ 
ND

   = exp  [   EC – EF _______ 
kT

   ]   or  kT ln  (   NC ___ 
ND

   )  = (EC – EF)

or  EC = EF + kT ln  (   NC ___ 
ND

   ) 
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 For a lightly doped n-type semiconductor, NC < ND, with the result that ln   
NC ___ 
ND

   

is positive and hence EF < EC signifying that the Fermi level lies inside the 
forbidden band as in Fig. 3.30. Taking N ª 1019/cm3, corresponding to doping 
exceeding 1 part in 103, the quantity ln NC/ND becomes negative so that EF > EC. 
Thus the Fermi level in the n-material lies in the conduction band. Following 
similar reasoning we find that for a heavily doped P-region, NA > NV so that the 
Fermi level EF lies in the valence band.* Now for Esaki diode E0 > EG, i.e., the 
contact potential energy E0 exceeds the forbidden energy gap energy EG. Hence 
for open-circuit condition, the band structure of a heavily doped P-N junction 
has to be as depicted in Fig. 3.30. The Fermi level EF in the P-region is at the 
same energy level as the Fermi level EF in the N-region. It may be seen from this 
diagram that there are no filled states on one side of the junction which are at the 
same energy level as the empty allowed states on the other side. Accordingly there 
result no flow of charge in either direction across the junction. The current flow 
through the diode is zero, as should be expected for open-circuited condition.

Volt-ampere Characteristics

To understand the tunneling phenomenon, let us ground the P-material and let 
a voltage be applied across the diode shifting the potential of N-side relative to 
that of the P-side. Thus with reverse-bias applied, the height of the barrier gets 
increased above its open circuit value E0. This requires that the N-side levels must 
shift downward with respect to the P-side levels by an amount corresponding to 
E0 plus applied reverse bias magnitude as shown in Fig. 3.31. The result of this is 
that now we have some energy states (shown heavily shaded in Fig. 3.31) in the 
valence band of the P-region which are at the same level as the allowed empty 

* (EF – EV) = kT ln   NV ___ 
NA
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Fig. 3.30 Energy band diagram in a heavily doped p-n diode under open-circuit condition
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states in the conduction band of the N-region. The electrons, therefore, tunnel 
from the P-region to the N-region, resulting in the reverse diode current. With the 
increase of the reverse bias, the heavily shaded region increases in size thereby 
causing increase in the reverse current as shown by region OA in Fig. 3.33.

Fig. 3.31 Energy band diagram in a heavily doped P-N diode with applied reverse bias

Fig. 3.32 Energy band diagram of heavily-doped P-N diode with a forward bias. Bias 
magnitude increases progressively from (a) to (d)
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 Next let a forward bias be applied to the diode. This causes the potential 
barrier to decrease below the value E0. To do so the N-side levels must shift 
upward relative to the levels on the P-side as shown in Fig. 3.32(a). Under this 
forwards bias condition, there exist occupied states in the conduction band of the 
N-material (shown heavily shaded) which are at the same energy as the allowed 
empty states (holes) in the valence band of the P-material. Electrons, therefore, 
tunnel from the N-region to the P-region resulting in the forward current shown 
by the region OB in Fig. 3.33.

 Let the magnitude of the forward bias be increased resulting in the condition 
shown in Fig. 3.32(b). Under this condition, the number of electrons that can 
leave the occupied states in the N-region and tunnel through the barrier to the 
empty states in the P-region is maximum. The heavily shaded region is maximum 
as shown in Fig. 3.32(b). This condition corresponds to the maximum forward 
current shown as Ip in Fig. 3.33. On still increasing the forward bias magnitude, 
the heavily shaded region decreases as shown in Fig. 3.32(c) and the tunneling 
current decreases as depicted by region BC in Fig. 3.33. For even larger value of 
forward bias, the heavily shaded region vanishes as shown in Fig. 3.32(d). Under 
this condition, there are no empty allowed states on one side of the junction at 
the same energy level as the occupied states on the other side. The tunneling 
current is, therefore, zero.

 The solid curve in Fig. 3.33(a) gives the tunneling current, as a function 
of applied voltage. In addition to this tunneling current, the usual P-N junction 
injection current (given by Eq.* ) also flows. This injection current is shown by 
dashed curve in Fig. 3.33(a). The total current in the tunnel diode is the sum of 
these two currents and is shown in Fig. 3.33(b).

* I0 = Aq  [   Dp
 _____ 

Lp ND
   +   Dn _____ 

Ln NA
   ]  ni

2

where ni
2 = A0T

3  e – EG0/kT 
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Discussion of the Tunnel Diode Volt-ampere Characteristic

From the V-I characteristic of Fig. 3.33(b) we observe that the tunnel diode 
has an excellent conduction in the reverse direction, i.e., with the P-side made 
negative with respect to the N-side. Further, for small forward voltages, up to 
about 50 mV for germanium diode, the forward resistance remains small, of 
the order of 5 W. At point B, the current is maximum and is indicated by Ip. 
This corresponds to the forward voltage Vp. At this point B, the slope dI/dV 
is zero. In the region BC immediately to the right of B, the diode exhibits a 
negative-resistance characteristics between the peak current Ip and the valley 
current (minimum current) Iv. The valley voltage Vv at which current I = Iv, 
again the slope of current-voltage curve is zero, i.e., the conductance dI/dV is 
zero. Beyond the point C, the current again reaches the value Ip at the so-called 
peak forward voltage VF. For sill greater forward voltages, the current exceeds 
the peak current Ip.

 It is evident from Fig. 3.33(b), that for current values lying between Iv and 
Ip, the curve is triple valued, i.e., each current value may be obtained for three 
different values of voltage V. This multi-valued feature of the I-V characteristic 
of tunnel diode makes the device useful in pulse and digital circuits.

C –Rn

RS LS

(a) Symbol (b) Small-signal model

Fig. 3.34 Symbol and small-signal model for a tunnel diode

 Figure 3.34(a) shows the circuit symbol for a tunnel diode while Fig. 3.34(b) 
shows its small-signal model for operation in the negative-resistance region. 
The negative resistance – Rn has a minimum value at some points between the 
values Ip and Iv, called the point of inflection. Resistance Rs represents the ohmic 
resistance of the device. The series inductance Ls of the device is caused by the 
lead length and by the geometry of the diode package. The magnitude of the 
junction capacitance C is a function of the bias. C is usually measured at the 
valley point. Typical values of the circuit parameters depend on the value of 
peak current. Thus for Ip = 10 mA; the typical values are: Rs = 1 W, Ls = 4 nH, 
C = 20 mF and – Rn = – 30 W.

Applications

Tunneling takes place at the speed of light, the transient response being limited 
only by the total shunt capacitance (junction capacitance C plus stray wiring 
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capacitance) and the peak driving current. Hence tunnel diode is, useful as a 
very high-speed switch, with switching time as low as 50 ps. However, typically 
a switching time of the order of a nano-second is used. Another application of 
the tunnel diode is as a microwave oscillator.

Typical Parameters

Commercial tunnel diodes are made from Ge and gallium arsenide. However, it 
is rather difficult to manufacture a silicon tunnel diode with the requisite high 
ratio of peak-to-valley current Ip/Iv. Table 3.1 gives the typical values of Ip/Iv, 
and voltages Vp, Vv, and VF. It may be seen from this table that Ip/Iv is highest 
for gallium arsenide tunnel diode. Similarly, the voltage swing (VF – VP) is about 
0.95 volt for GaAs as against 0.45 volt for germanium.

Table 3.1 Typical Tunnel Diode Parameters

 Parameter  Ge  GaAs  Si

 IP/IV  8  15  3.05

 VP (volts)  0.05  0.15  0.06

 VV (volts)  0.35  0.50  0.42

 VF (volts)  0.50  1.10  0.70

 The peak current Ip depends on the impurity concentration and the junction 
area. Tunnel diodes with Ip in the range of 1 to 100 mA are commonly used in 
computer applications. The peak point B(IP, VP) is not a very sensitive function 
of temperature. On the other hand, the valley point (VV, IV) which is influenced 
by the junction current, is quite temperature-sensitive.

Mertits and Drawbacks

The principal merits of the tunnel diode are its low cost, low noise, simplicity of 
construction, high speed of switching, low power and environmental immunity. 
The main drawback of tunnel diode is its low output voltage swing. The other 
drawback is the fact that it is a two terminal device so that there is no isolated 
between input and the output. This causes serious circuit design difficulties.

3.22 VARACTOR DIODE

The   varactor [also called the varicap, voltcap, epicap, VVC (voltage-variable 
capacitance) or tuning] diode is a semiconductor, voltage-dependent, variable 
capacitor. Basically, it is just a reverse-biased junction diode whose mode of 
operation is based on its transition capacitance, The P- and N-regions (away 
from the space-charge region) are essentially low resistance areas because of high 
concentration of majority carriers. The space-charge or depletion region, which is 
depleted of majority carriers, serves as a dielectric. The P- and N-regions act as 
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the plates of the capacitor and the depletion region acts as an insulating dielectric. 
The reverse-biased P-N junction thus possesses junction capacitance, called the 
 transition capacitance CT. The value of junction capacitance is given as

  CT =   eA ___ 
W

   (3.116)

where e is the permittivity of the semiconductor 
material, A is the area of the P-N junction and W 
is the width of the space-charge region.

 With the increase in reverse bias potential, 
the width of the space-charge region increases, 
which in turn reduces the transition capacitance 
CT. Figure 3.36 illustrates graphically how the 
capacitance of a varactor diode varies with the 
reverse bias voltage. The normal range of voltage 
VR for varactor diodes is limited to about 20 V. In 
terms of applied reverse bias VR,the transition capacitance is given approximately 
by the following equation

  CT = K/(VK + VR)n (3.117)

where K is a constant determined by the semiconductor material and fabrication 
technique, VK is the diode knee voltage or barrier potential, VR is the reverse 
bias applied in volts and n = 1/2 for alloyed junctions and 1/3 for diffused 
junctions.
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 In terms of the capacitance at zero-bias condition CT (0). The capacitance as 
a function of reverse bias voltage is given as

  CT =   
CT(0)
 ________ 

  ( 1 +   
VR ___ 
Vk

   )  
n

 

   (3.118)

where Vk is the diode barrier potential (e.g. 0.7 V for Si).
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 The systematic symbol and a simple equivalent circuit for a varactor diode are 
given in Fig. 3.37. The resistance RS represents the body (ohmic) series resistance 
of the diode. Typical values of CT and RS are 20 pF and 8.5 W, respectively at 
a reverse bias of 4 V. The reverse diode resistance r shunting CT is very large 
(exceeding 1 MW). To ensure that r is as large (for minimum leakage current) as 
possible, silicon is normally used in varactor diodes. The fact that the device is 
used at very high frequencies, series inductance LS is required to be inclined in 
the equivalent circuit, even though it is measured in nanohenries.

Fig. 3.37 Varactor diode

 The tuning range of a varactor diode depends on the doping level. 
Figure 3.38(a) shows the doping profile for an abrupt junction diode (ordinary 
type of diode). Note that the doping is uniform on both sides of the junction i.e., 
the number of free electrons and holes is equally distributed. The tuning range 
of an abrupt-junction diode is between 3:1 and 4:1.
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Fig. 3.38

 To get larger tuning ranges, some varactors have a hyper abrupt junction, 
whose doping profile appears like that shown in Fig. 3.38(b). In this case 
concentration of charge carriers increases as the distance from the junction 
reduces. The heavier concentration leads to a narrower depletion region and 
a larger capacitance. Such a varactor diode has a tuning range of about 10:1, 
enough to tune an AM radio through its frequency range (535 to 1.605 kHz).

 Varactor diodes possessing voltage controlled capacitance have replaced 
mechanically tuned capacitors in many applications such as television receivers 
and automobile radios. A varactor diode in parallel with an inductor gives a 
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resonant tank circuit, whose resonant frequency can easily be changed by 
varying the reverse bias voltage applied to the diode. These diodes find wide use 
in the high-frequency (as defined by the small capacitance levels) areas which 
may include FM modulators, automatic frequency control devices, adjustable 
bandpass filters and parametric amplifiers.

Varactor Diode in Tuning Circuit

Figure 3.39 depicts two varactor diodes 
D1 and D2 which provide total variable 
capacitances in a parallel resonant 
circuit. Here, VC is a variable d.c. voltage 
that controls the reverse bias and thus the 
capacitance of varactor diodes and L is 
the inductance of the resonant circuit 
in henry. The resonant frequency of the 
circuit shown in Fig. 3.39 is

  f0 =   1 ________ 
2p  ÷ 

____
 LCT  
   (3.119)

where CT =   
C1 C2 _______ 

C1 + C2
   if C1 and C2 be the maximum and minimum values of diode 

capacitances.

3.23 PHOTOCONDUCTIVITY

When excess electrons and holes are produced in a semiconductor, there is a 
corresponding increase in conductivity of a sample an indicated by the following 
equation

 Conductivity of semiconductor, 

  s =   J __ 
E

   = e (pmh + nme) (3.120)

 When the excess carries in a semiconductor are due to optical luminescence, 
the resulting conductivity is called  photoconductivity. This is an important effect, 
with useful applications in the analysis of semiconductor materials and in the 
operation of different types of devices.

 The photoconductive effect is explained as follows:

 The conductivity of a material is proportional to the concentration of charge 
carriers present, as indicated by Eq. (3.120). Radiant energy supplied to the 
semiconductor causes covalent bonds to be broken, and EHPs in excess of those 
generated thermally are produced. These increased current carriers reduce the 

D1

D2

R

+VC

Variable
d.c. voltage

Supply
voltage

VS

L

Fig. 3.39 Varactor diode in tuning circuit



Two Terminal Devices and their Applications 3.51

resistance of the material and therefore, such a device is called a  photoconductor 
or  photoresistor.

 Energy diagram of the semiconductor having both acceptor and donor 
impurities is given in Fig. 3.40. When this specimen is illustrated by photons of 
sufficient energies, the possible transitions are as follows:

 An EHP can be generated by a high energy photon, in what is called intrinsic 
excitation; a photon may excite a donor electron into the conduction band, or a 
valence electron may move into an acceptor state. The last two transitions are 
called the impurity excitations. Since the density of states in the conduction and 
valence bands greatly exceeds the density of impurity states, photoconductivity 
is due principally to intrinsic excitation.

Spectral Response

The minimum energy of a photon required for intrinsic excitation is the forbidden-
gap energy EG, in electron volts, of the semiconductor material. The long-
wavelength threshold of the material is defined as the wavelength corresponding 
to the energy gap EG and is given by Eq. 3.40.

  lC =   1.24 ____ 
EG

   microns (3.121)

 For silicon, EG = 1.1 eV and lC = 1.13 microns

whereas for germanium, EG = 0.72 eV and lC = 1.73 microns at room 
temperature.

 The spectral-sensitivity curves for silicon and germanium are given in 
Fig. 3.41. The noteworthy point is that the long-wavelength limit is slightly 
greater than the calculated values of lC. This is due to impurity excitations. With 
the decrease of the wavelength, the response increases and attains a maximum 
value.
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Photoconductive Current

The carriers generated by photoexcitation will move under the influence of an 
applied field. If they survive recombination, they will reach the ohmic contacts at 
the ends of the semiconductor bar, and thus the device current will be constituted. 
The current may be given by

  I =   
eGL t

 _____ tt
   (3.122)

where GL is the generation rate of excess carriers, in cm–3-s–1, produced by 
optical luminescence, t is the average lifetime of the newly generated carriers 
and tt is the average transit time for carriers to reach the ohmic contacts.

3.23.1 Photoconductor

Figure 3.42 depicts a semiconductor bar with ohmic contacts at each end 
and a voltage applied between the terminals. The initial thermal-equilibrium 
conductivity is given by

  so = e (no me + po mh) (3.123)
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 When the excess carriers are created in the semiconductor, the conductivity 
becomes

  s = e [(no + dn)me + (po + dp)mh] (3.124)

where dn and dp are the excess electron and hole concentration, respectively. 
Considering an N-type semiconductor, it can be assumed that dn = dp. Using dp 
as the concentration is given by 

  dp = GL th 

where GL is the generation rate of excess carriers and th is the lifetime of excess 
minority carriers.

 The conductivity from Eq. (3.124) can be written as

  s = e (me no + mh po) + edp (me + mh) (3.125)

 The change in conductivity due to the optical excitation, called a 
 photoconductivity, is then

  Ds = e d p (me + mh) (3.126)

 Applied voltage induces an electric field in the semiconductor and a current 
is caused by this electric field. The current density is given by

  J = (Jo + JL) = (so + Ds)E (3.127)

where J0 is the current density in the semiconductor prior to optical excitation 
and JL is the photocurrent density. The photocurrent density, JL = DsE. In case of 
uniform generation of excess electrons and holes throughout the semiconductor, 
photocurrent is given as

  IL = JL A = Ds . AE = eGL th (me + mh) AE (3.128)

where A is the cross-sectional area of the semiconductor device. The photocurrent 
varies directly as the excess carrier generation rate, which in turn is proportional 
to the incident photo flux.

 If excess carriers (electrons and holes) are not generated uniformly 
throughout the semiconductor material, then the total photocurrent is determined 
by integrating the photoconductivity over the cross-sectional area.

 Since meE is the electron drift velocity, the electron transit time (time required 
for an electron to flow through the photoconductor) is given as

  tn =   L ____ 
me E

   (3.129)

where L is the length of the semiconductor device.

 The photocurrent is given by Eq. (3.128),

  IL = eGL   
th __ tn

    ( 1 +   
mh ___ me

   )  AL (3.130)
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 Photoconductor gain can be defined as the ratio of the rate at which charge 
is collected by the contacts to the rate at which charge is created within the 
photoconductor i.e.,

  Photoconductor gain =   
IL _______ 

eGL AL
   (3.131)

and substituting the value of IL from Eq. (3.130) in Eq. (3.131) we have 

  Photoconductor gain =   
th __ tn

    ( 1 +   
mh ___ me

   )  (3.132)

3.24 PHOTODIODE

 Photodiode is a two-terminal semiconductor 
P-N junction device and is designed to 
operate with reverse bias. The operating 
principle of a semiconductor photodiode is 
that when a reverse biased P-N junction is 
illuminated, the current varies almost linearly 
with the light flux. The device consists of a 
P-N junction embedded in a clear plastic, as 
shown in Fig. 3.43(a). Radiation is allowed 
to fall upon one surface across the junction. 
The remaining sides of the plastic are either painted black or enclosed in a 
metallic case. The entire unit is extremely small and has dimensions of the order 
of 25 mm. The basic biasing arrangement and symbols for the device are given 
in Fig. 3.43(b).
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 The output voltage is taken from across a series-connected load resistor R. 
This resistance may be connected between the diode and ground or between the 
diode and the positive terminal of the supply, as illustrated in Fig. 3.43(b).

 When the P-N junction is reverse biased, a reverse saturation current flows 
due to thermally generated holes and electron being swept across the junction 
as the minority carriers. With the increase in temperature of the junction more 
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and more hole-electron pairs are created and so the reverse 
saturation current I0 increases. The same effect can be had 
by illuminating the junction. When light energy bombards a 
P-N junction, it dislodges valence electrons. The more light 
striking the junction the larger the reverse current in a diode. 
It is due to generation of more and more charge carriers with 
the increase in the level of illumination. This is clearly shown 
in Fig. 3.45 for different intensity levels. The dark current 
is the current that exists when no light is incident. It is to be 
noted here that current becomes zero only with a positive applied bias equals 
to V0. The almost equal spacing between the curves for the same increment in 
luminous flux reveals that the reverse saturation current I0 increases linearly with 
the luminous flux as shown in Fig. 3.46. Increase in reverse voltage does not 
increase the reverse current significantly, because all available charge carriers 
are already being swept across the junction. For reducing the reverse saturation 
current I0 to zero, it is necessary to forward bias the junction by an amount 
equal to barrier potential. Thus the photodiode can be used as photoconductive 
device.
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Fig. 3.45 Photodiode characteristics

 On removal of reverse bias applied across the photodiode, minority carriers 
continue to be swept across the junction while the diode is illuminated. This has 
the effect of increasing the concentration of holes in P-side and that of electrons 
in the N-side. But the barrier potential is negative on the P-side and positive on 
the N-side, and was created by holes flowing from P to N-side and electrons from 
N to P-side during fabrication of junction. Thus the flow of minority carriers 
tends to reduce the barrier potential.

 When an external circuit is connected across the diode terminals, the minority 
carriers return to the original side via the external circuit. The electrons which 
crossed the junction from P to N-side now flow out through the N-terminal and 
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into the P-terminal. This means that the 
device is behaving as a voltage cell with 
the N-side being the negative terminal and 
the P-side the positive terminal. Thus, 
the photodiode is a photovoltaic device 
as well as photoconductive device. When 
the device is operated with e reverse bias, 
it operates as a photoconductive device 
and when operated without the reverse 
bias, it operates as a photovoltaic device.

 The reverse saturation current I0 
in a P-N diode is proportional to the 
concentration pno and npo of minority 
carriers in the N and P regions, respectively, when a reverse biased P-N junction 
is illuminated, the number of hole-electron pairs is proportional to the number 
of incident photons. So, the current under large reverse bias is I = I0 + Isc, where 
Isc, the short-circuit current, is proportional to the light intensity. Hence the V-I 
characteristics is given by

  I = Isc + I0  ( 1 –  e V/hVT  ) 

where I, Isc and I0 represent the magnitude of the reverse current, and V is positive 
for a forward voltage and negative for a reverse bias. The parameter h is unity for 
germanium and 2 for silicon, and VT is the volt equivalent of temperature.

 With typical photodiodes, the reverse current is in the tens of 
microamperes.

 Since the rise and fall times (change of state parameters) are very small 
for this device (in the nanosecond range), it can be employed for high speed 
counting or switching applications.

3.25 LIGHT-EMITTING DIODE

The process of giving off light by applying an electrical source of energy is 
called  electroluminescence.

 The increasing use of digital displays in calculators, watches and other forms 
of instruments has contributed to the current extensive interest in structures that 
will emit light when properly biased. The two types of displays in common use 
today to perform this function are the light-emitting diode (LED) and the liquid 
crystal display (LCD).

 As the name implies, the  light-emitting diode (LED) is a diode that will 
give off visible light when it is energized electrically. In any forward biased 
P-N junction, there is, within the structure and primarily close to the junction, 
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a recombination of holes and electrons. This recombination requires that the 
energy possessed by the unbound free electron be transferred to another state. 
In all semiconductor P-N junctions some of this energy will be given off as heat 
and some in the form of photons. In Si and Ge, the greater percentage is given 
up in the form of heat. In other semiconductor materials e.g., GaAsP, or GaP, the 
number of photons of light energy emitted is sufficient to create a very visible 
light source (electroluminescence).
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Fig. 3.47 (a) Process of electroluminescence in the LED (b) graphic symbol

 As shown in Fig. 3.47, with its graphic symbol, the conducting surface 
connected to the P-material is much smaller, to permit the emergence of 
the maximum number of photons of light energy. Note in the figure that the 
recombination of the injected carriers due to the forward biased junction results 
in emitted light at the site of recombination. There may, of course, be some 
absorption of the packages of photon energy in the structure itself, but a very 
large percentage are able to leave, as shown in the figure.

 It is to be noted that photons may be emitted only if an electron and a hole 
recombine by a direct band-to-band recombination process in a direct band gap 
material. The emission wavelength is given by

  l =   hc ___ 
Eg

   =   1.24 ____ 
Eg

   mm.

where Eg is the energy gap measured in electron volts, i.e., the wavelength 
of the output signal of an LED is determined by the energy band gap of the 
semiconductor. GaAs, a direct band gap material has a band gap energy of 1.42 eV 
which yields a wavelength of l = 0.873 mm. Comparing this wavelength to the 
visible spectrum, we find that the output of a GaAs LED is not in the visible 
range. For a visible output, the emitted wavelength should be in the range 0.4 
to 0.72 mm. This range of l corresponds to band gap energies between ~ 1.7 eV 
to 3.1 eV.

 GaAs1 – x Px is a direct band gap material for 0 £ x £ 0.45. At x = 0.40, 
Eg = 1.9 eV which would produce an optical output in the red range. By using 
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planar technology, Ga As0.6 P0.4 monolithic arrays have been fabricated for 
numeric and alphanumeric displays. (For x > 0.45, the material changes into an 
indirect band gap semiconductor (i.e. maximum of C.B. does not lie below the 
minimum of V.B. and the efficiency is greatly reduced). Table 3.2 provides a list 
of common compound semiconductors and the light they produce. In addition, 
the typical range of forward bias voltage for each is listed.

Table 3.2 Light-emitting diodes

 Coulour  Construction Typical forward voltage in volts

 Amber  AllnGaP  2.1

 Blue  GaN  5.0

 Green  GaP  2.2

 Orange  GaAsP  2.2

 Red  GaAsP  1.8

 White  GaN  4.1

 Yellow  AllnGaP  2.1

 Figure 3.48(a) shows a circuit symbol for a LED. The arrows indicate radiation 
emitted by the diode. Figures 3.48(b) and (c) gives two curves used to determine 
LED operating characteristics. Figure 3.48(b) is forward bias V-I curve for a 
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typical LED employed in burglar alarms. Forward bias 
of approximately one volt is required to give significant 
forward current. Figure 3.48(c) provides radiant power-
forward current curve. The radiant output power is rather 
small and indicates a very low efficiency of electrical to 
radiant energy conversion.

 Figure 3.49 shows a source connected to a series 
resistor RS and a LED. The outward arrows symbolize 
the radiated light. The forward resistance of LEDs is very 
low which means that once the forward bias exceeds, the 
current through it will increase rapidly for only a very 
small increase in voltage. Thus it becomes necessary to use an external series 
current limiting resistor. The value of series resistor RS can be determined from 
the following equation

  RS =   
VS – VD _______ 

I
   

where VS is the supply voltage, VD is LED 
forward bias voltage and I is the desired 
current.

 For most of the commercially available 
LEDs, the typical voltage drop (diode voltage) 
is from 1.5-2.5 V for currents between 10 and 
50 mA. The exact voltage drop depends on 
the LED current, colour, tolerance etc.

 A LED can be used as an indicator in 
a.c. circuit by wiring it in inverse parallel 
with a normal diode, as shown in Fig. 3.50, 
to prevent the LED being reverse biased; for a given brightness, the value of RS 
should be halved relative to that of the d.c. circuit.

3.26 PHOTOVOLTAIC OR SOLAR-CELL

These cells are semiconductor junction devices used for converting radiation 
energy into electrical energy. These cells generate a voltage proportional to 
electromagnetic radiation intensity and are called the  photovoltaic cells because 
of their voltage generating capability. An example of such a cell is a silicon solar 
cell which converts radiant energy of the Sun into electrical energy.

 Selenium and silicon are the most widely used materials for solar cells, 
though gallium arsenide, indium arsenide and cadmium sulphide are also used.

 Consider a P-N junction depicted in Fig. 3.51 with a resistive load. Even 
when there is no bias applied to the diode, an electric field exists in the space 
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charge region as illustrated in the figure. Incident photon illumination can generate 
EHPs in the space charge region that will be swept out generating photo-current 
Il in the reverse bias direction as illustrated.

 The photocurrent Il causes a voltage drop across the resistive load which 
forward biases the P-N junction and therefore, a forward bias current IF as shown 
in the figure. The resultant P-N junction current, in the reverse bias direction is 
given by

  I = Il – IF = Il – IS (e
eV/kT – 1) (3.133)

where the ideal diode equation has been employed. As the diode becomes forward 
biased, the magnitude of the electric field in the space charge region reduces, but 
does not reduce to zero or change direction. The photocurrent is always in the 
reverse bias direction and the resultant current is also always in the reverse bias 
direction.

 The short-circuit condition occurs when load resistance R = 0. The current in 
this case is called the short-circuit current, or

  I = ISC = Il (3.134)

 The open-circuit condition occurs when load resistance R Æ •. The 
resultant current is zero and the voltage developed is the open-circuit voltage. 
The photocurrent is just balanced by the forward-biased junction current and, 
therefore, we have

  I = 0 = Il – IS [e
eVoc/kT – 1] (3.135)

 The open-circuit voltage VOC can, 
therefore, be determined by equation

  VOC = VT loge  ( 1 +   
Il __ 
IS

   )  (3.136)

 I-V characteristics is shown in 
Fig. 3.52.
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 The open-circuit voltage VOC and short-circuit ISC are determined for a given 
level of light by the cell properties.

 The power delivered to the load is given by the product of voltage and 
current, therefore,

  P = VI = V[Il – IS (e
eV/kT – 1)] (3.137)

 The power delivered to the load will be maximum if its derivative is zero 
i.e.,

    dP ___ 
dV

   = 0.

or  Il – IS ( e eVm/kT  – 1) – IS Vm   e ___ 
kT

    e eVm/kT  = 0 (3.138)

where Vm is the voltage that makes the power delivered to the load maximum. 
The above Eq. (3.139) may be rewritten as

   ( 1 +   
Vm ___ 
VT

   )   e eVm/kT  = 1 +   
Il __ 
IS

   (3.139)

 The value of Vm can be found by trial 
and error. It is to be noted that the maximum 
power delivered to the load illustrated by 
the shaded rectangle in Fig. 3.53 is less 
than the VOC ISC product. The ratio Vm Im/
(VOC ISC) is called the fill factor, and is a 
figure of merit for solar cell design.

 The noteworthy point is that JS is a 
function of the semiconductor doping 
concentrations. With the increase in doping 
concentrations, JS decreases, which results 
in increase of open-circuit voltage VOC. However, as the open-circuit voltage 
VOC is a function of log of Il and IS, the VOC is not a strong function of these 
parameters.

 The construction and cross section of a typical power solar cell for use as 
an energy converter are given in Fig. 3.54. The surface layer of P-type material 
is extremely thin so that light can penetrate to the junction. The nickel-plated 
ring around the P-type material is the positive output terminal, and the plating 
at the bottom of the N-type material is the negative output terminal. Power 
solar cells are also available in flat strip form for efficient coverage of available 
surface areas. The circuit symbol often used for a photovoltaic cell is given in 
Fig. 3.55(a).
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Fig. 3.54 Solar cell
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 The open-circuit output voltage characteristic of a typical photovoltaic cell 
is given in Fig. 3.55(b), the graph is logarithmic on light intensity axis. This 
characteristic shows that the cell is more sensitive for low light levels, because 
a small change in light intensity (say from 10 to 100 lux) can produce the same 
increase in output voltage as a large change in light intensity (say from 100 to 
1,000 lux) at a higher light intensity level.

 The output current characteristics of a typical photovoltaic cell for various 
load resistances are given in Fig. 3.55(c). These characteristics show that the 
output current of a photovoltaic cell increases with the increase in light intensity. 
The output current of such a cell is very low and is measured in microamperes. 
The available output current depends upon the light intensity, cell efficiency 
(typically only a few per cent), and on the size of the active area of the cell face. 
The conversion efficiency depends upon the spectral content and the illumination. 
Photocells can be stacked in parallel, in order to increase their output current 
capability.

 The photovoltaic cell can be operated satisfactorily over a wide range 
of temperature (say from – 100 to 125°C). The temperature variations have 
little effect on short-circuit current but affect the open-circuit output voltage 
considerably. These variations may be of the order of a few mV per °C in output 
voltage. An individual solar cell generates an open-circuit voltage of about 500 
mV (depending on light intensity) when active. However, photocells can be 
connected in series to increase the available terminal voltage.

 The advantages of such devices are their ability to generate a voltage without 
any bias and their extremely fast response i.e., these devices can be used as 
energy convertors directly.

Questions
 3.1 (a) Draw the circuit of a half wave rectifier using P-N diode and resistive 

load and describe its working.

 (b) Assuming zero in voltage, and Rs = •, draw waveforms for the output 
current and voltage for sinusoidal input voltage.

 (c) Derive expressions for d.c. and r.m.s. currents, d.c. and r.m.s. output 
voltages, d.c. output power, ac input power, rectifier efficiency and 
ripple factor.

 3.2 (a) Draw the circuit of a full wave rectifier using two P-N diodes and 
resistive load and describe its working.

 (b) Assuming zero cut in voltage and Rr = • draw waveformer for the 
output current and voltage for sinusoidal input voltage.

 (c) Derive expressions for d.c. and r.m.s. load currents, d.c. and r.m.s. 
output voltages, d.c. output power, a.c. input power, rectifier efficiency 
and ripple factor.
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 3.3 Define the term regulation. Derive the regulation equation for a fullwave 
rectifier.

 3.4  (a) Define peak inverse voltage.

 (b) What are the values of peak inverse voltage for halfwave and full 
wave rectifier using ideal diode and sinunoidal input.

 3.5 Compare the performance of half wave and fullwave rectifiers.

 3.6 Draw the circuit and describe the operation of a bridge rectifier. What are 
the merits and limitations of this circuit?

 3.7 With a neat sketch, explain the working of a (i) centre tap full wave 
rectifier (ii) fullwave bridge rectifier.

 3.8 Derive an expression for the efficiency of a halfwave rectifier.

 3.9 Derive an expression for the efficiency of a fullwave rectifier.

 3.10 Derive an expression for efficiency and regulation for a bridge rectifier.

 3.11 What is a ripple factor? What are its values for a halfwave and fullwave 
rectifier?

 3.12 Describe the action of the following filter circuits: (i) capacitor filter 
(ii) choke input filter and (iii) capacitor input filter.

 3.13 (a) Describe the working of a fullwave rectifier with a (i) L-section filter 
(ii) p-section filter.

 (b) Describe salient features of L-section and p-filters.

 3.14 What is a zener diode? Explain how zener diode maintains constant 
voltage across the load?

 3.15 Why is zener diode used as a voltage-regulator?

 3.16 Why is capacitor input filter preferred to choke input filter?

 3.17 What is a photodiode? How does it function? Give its characteristics and 
describe one of its applications.

 3.18 What is a tunnel diode? Give the V-I characteristics of a tunnel diode and 
briefly describe the properties of the curve in different regions. Explain 
what is meant by negative resistance? What is the use of a tunnel diode?



The Bipolar Junction 
Transistors4

4.1 INTRODUCTION

In 1947, Bardeen and Brattain demonstrated that the current through a forward 
biased point junction on a semiconductor could control the current to a reverse 
biased third electrode, mounted very close to the first contact. The resultant three 
electrode semiconductor control device was named the  transistor (a contraction of 
the words “transfer resistor”). The junction form of transistor was later proposed 
by Shockley, to overcome some of the problems associated with point contacts. 
These devices operate with both electrons and holes and are accordingly known 
as  bipolar junction transistors (BJTs).

 (Another semiconductor control device is the field effect transistor (FET), 
also proposed by Shockley. Control of current in a  FET is by an electric field 
across the conduction region, employing only majority carriers, the FET is 
therefore said to be unipolar).

4.2 THE PNP AND NPN TRANSISTORS

The bipolar junction transistor (BJT) is a three layer sandwich of P and N 
materials, as illustrated in Fig. 4.1. The transistor is formed as two opposed P-N 
junctions, very close together in a common wafer of semiconductor material. The 
three layers may be arranged in PNP or NPN order; the polarizing bias voltages 
and charge carriers are reversed in the two types, as shown in Fig. 4.1(a) and (c). 
The positive directions of the currents are directed inward, by definition.

 The three layers in the transistor are designated as emitter, base, and collector. 
Junctions are present at the interfaces between the N and P-regions. The first 
junction is operated with forward bias and lies between the emitter and the base. 
The emitter acts as the source of the mobile charge carriers and the emitter-
base potential controls the current diffusing into the base. The second junction is 
operated with reverse bias and lies between the base and the collector. The latter 
element receives the charges after transit of the base.

 We will describe the operation of the PNP form as an example. Biased in the 
forward direction, or with emitter positive to the base, the normal diode voltage-
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Fig. 4.1 (a) Transistor, PNP form; (b) PNP symbol; (c) NPN form; (d) NPN symbol

current law applies to the emitter-base junction. The action of the forward bias 
lowers the junction potential and with a high ratio of P to N density between 
emitter and base, holes are the predominant carrier diffusing into the base, as 
indicated in Fig. 4.2.
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Fig. 4.2 (a) Hole and electron currents; (b) potentials across junction

 The base width W is made very small with respect to the average distance 
a hole can diffuse before recombination can occur in the N base region. Ninety-
five per cent or more of the diffusing holes will transit the base and reach the 
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base-collector junction. The base is so named, because it was the wafer on which 
the point electrodes of the original transistor made contact.

 The base-collector junction is reverse biased, with a negative potential on 
the P collector, with respect to the base. The holes diffusing across the base 
to this junction are swept through the junction in the direction of easy hole 
flow, as shown in Fig. 4.2(b). The holes meet electrons in the N collector region 
and recombine. Replacement electrons move into the collector region from the 
negative supply and constitute the current iC.

 As the hole current into the base is varied by the applied junction potential 
in accordance with V of the diode equation, the collector current varies 
correspondingly. Therefore, the transistor is a control element in which the 
emitter-base voltage controls the collector-output current.

 Some holes do recombine in passing through the base, and this creates a 
small electron flow in the base lead, to resupply the negative charge lost to 
recombination. This charge flow constitutes the steady-state base current iB. With 
a change in base potential, there must be a change in the charge in the base, and 
the base current may have a transient component to supply this stored charge 
whenever the potential changes. This action appears as a storage capacitance, Cs, 
as in case of the PN diode.

 At distance remote from the junctions in the transistor the current is composed 
of holes in the P emitter and by electrons in the P collector. The terminal currents 
remove electrons from the emitter, creating holes therein, and supply electrons 
to the collector from the negative supply. Since conduction is by both holes and 
electrons, the junction transistor is bipolar.

 The resistance of the input forward biased junction is low, usually a few 
hundred ohms. The output circuit includes the reverse biased junction with a 
resistance of thousands of ohms. Since the same current exists in both regions 
the output power level is appreciably greater than the input power level, and 
power amplification is achieved by the transistor.

 The NPN transistor could be discussed in like manner, after reversal of 
the bias potentials to maintain the forward and reverse biased junction, and by 
considering the emitter current as composed of electrons. The arrows on the 
emitter elements of the circuit symbols in Fig. 4.1 distinguish between PNP and 
NPN forms of the transistor by indicating the direction of positive charge flow at 
the emitter.

4.3 TRANSISTOR OPERATION

Let us consider the PNP transistor. We know that for normal operation of a 
transistor, the emitter-base junction is forward biased and collector-base junction 
is reverse biased. The transistor-operation can be understood as follows:
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 In Fig. 4.3, the PNP transistor has been 
drawn without the base-to-collector bias. VEE 
serves as the forward bias. Due to the applied 
bias, the depletion region gets reduced resulting 
in a heavy flow of majority carriers from the P- 
to the N-region (i.e. emitter to the base).

 Let us now remove the base-to-emitter bias 
of the PNP transistor as shown in Fig. 4.4. Due 
to the applied reverse-bias (to the C-B), the flow 
of majority carriers is zero, resulting in only a 
minority-carrier flow (as indicated in Fig. 4.4).

 In Fig. 4.5, both biasing potentials have 
been applied to a PNP transistor. The resulting 
majority- and minority-carrier flow have been 
indicated. Note that (in Fig. 4.5) the widths of 
the depletion region, it is less for E-B junction 
and more for C-B junction, due to the applied 
biases.

 As indicated in Fig. 4.5, a large number of 
majority carriers will diffuse across the forward 
biased P-N junction into the N-type material. 
The question then is whether these carriers will 
contribute directly to the base current IB or 
pass directly into the P-type collector. Since, 
the sandwiched N-type material is very thin, 
and has a low conductivity, a very small 
number of these carriers will take the path 
of high resistor to the base material. (The 
magnitude of the base current is typically 
on the order of microamperes as compared 
to milliamperes for the emitter and collector 
currents). The large number of the majority 
carriers will diffuse into the P-type collector 
region due to reverse bias on the collector. 
Further all the minority carriers in the (C-B) depletion region cross the reverse 
biased junction. These facts when combined, account for the flow of currents as 
indicated in Fig. 4.5.

 Applying KCL to the transistor of Fig. 4.5 as if it were a single node, we 
obtain

  IE = IC + IB
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i.e., the emitter current is the sum of the collector and base currents. The collector 
current, however, is comprised of two components, the majority and minority 
carriers as indicated in Fig. 4.5. The minority-current component is called the 
leakage current and is given the symbol ICO (i.e., IC current with emitter terminal 
open). Therefore,

  IC =  I Cmajority
  +  I COminority

 

4.4 EMITTER EFFICIENCY g, BASE TRANSPORT FACTOR
 b* AND THE COLLECTOR EFFICIENCY d

(a)  Emitter Efficiency g
The emitter current IE consists of two components (1) hole component of the 
emitter current IpE and (2) electron component of the emitter current InE. In 
explaining the performance of a PNP transistor, it may be pointed out that the 
hole component of the current IpE is the link for the emitter circuit to control 
the collector current. Thus, to have a high efficiency of the emitter circuit in 
injecting holes in the base region of a PNP transistor, the hole component of the 
emitter current IpE should be as high as possible, so that almost the entire current 
in the emitter circuit can take part in the transistor action. The emitter efficiency 
g is defined as the ratio of the change in the injected component of the hole 
current IpE to the change in the total emitter current IE. Thus

  g =   
DIpE

 ____ 
DIE

   =   
DIpE
 __________ 

DIpE + DInE
  

 It may be shown that (for a PNP transistor),

  g = 1 –  (   snW _____ 
sp Ln

   )  = 1 –  (   sb W _____ 
se Ln

   ) 
where sb and se are the conductivities of the N-type base and P-type emitter 
respectively of the PNP transistor.

 In a PNP transistor, sp of the P-type emitter region is made for larger than 
that of the N-type base region sn and the width W of the base region (N-type) 
is made far smaller than the diffusion length Lp of holes in the N-region, so that 
almost the entire current flowing in the emitter junction consists of positive hole 
current, while the electron component of the emitter current is negligible (~ 0.1% 
of IE). Thus the emitter efficiency g is increased. The emitter efficiency of a 
transistor increases with the conductivity of the emitter and the diffusion length 
Ln of electrons in the P-type emitter region, and falls with the width W of the 
base region and the conductivity of the base region.
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(b)  Base Transport Factor b*

When the hole component of the current is injected into the base region, a small 
fraction of the same may be lost due to recombination with the free electrons 
in the base region giving rise to a small base current. The transport factor b* is 
defined as the ratio of a small change in the collector current IC to a small change 
in the hole component of current IpE i.e.,

  b* =   
DIC ____ 
DIpE

   =   
DIpc

 ____ 
DIpE

  

 It may be shown to be given by

  b* = 1 –   W
2

 ____ 
2Lp

2
  

 The transport factor b* will be high if the highest possible amount of the 
hole current reaches the collector junction; this will be available as the collector 
current. The value of b* increases with the reduction of the width W of the base 
region since a smaller number of the injected holes will be lost in the base region 
due to recombination.

 The short-circuited current gain a (see Section 4.7) is related to the emitter 
efficiency g and the transport factor b*:

  a =   
DIC ____ 
DIE

   =  (   DIpc
 ____ 

DIpE
   )    DIpE

 ____ 
DIE

   = b*g

 The factors g and b* can be made close to unity and the typical value of their 
product alpha (a) ranges from 0.95 to 0.98. With a higher collector voltage, a 
third factor has to be taken into account in finding the value of a. This is the 
avalanche multiplication of the collector current in the high field of the collector 
depletion layer.

(c)  Collector Efficiency d

The collector efficiency (collector multiplication factor) d is defined as the ratio 
of the current leaving the collector region to the hole current entering the collector 
region from the base. This factor may exceed unity. There is a generation of 
secondary carriers within the collector depletion region as a consequence of the 
ionization of atoms by collision with the highly accelerated primary holes. Thus 
at low collector voltage a = b*g and at a high collector voltage a = b*gd where 
d is the collector multiplication factor. Through there is no satisfactory theory for 
this action, there is an empirical relationship which is quite correct in describing 
this effect. The collector efficiency (or collector multiplication ratio d) is given by

  d =   1 ________ 

1 –   (   VC ___ 
VA

   )  
n
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where VA is the breakdown voltage of the collector junction, VC is the collector 
voltage, n is empirically determined and is approximately equal to 3 for an 
alloyed PNP transistor. The value of VA for a typical audio transistor is of the 
order of 100 volts. At VC = 20 volts, the collector efficiency d would be equal 
to 1.016. But for a low value of the collector voltage VC, the value of d departs 
negligibly from unity.

 Note that although in the case of a PNP or NPN transistor, the collector and 
the emitter materials are of the same type; their electrical conductivities are made 
different by adding different amounts of impurity atoms. Thus, the emitter and 
the collector materials are not exactly identical so far as their current conducting 
properties are concerned and therefore they are not interchangeable.

4.5 COMMON-BASE CONFIGURATION

Figure 4.6 shows the notations and symbols used in conjunction with the 
transistors for the common-base configuration with PNP and NPN transistors.

Fig. 4.6 Notation and symbols used with the common-base configuration (a) PNP transistor, 
(b) NPN transistor

 The arrows in the diode symbol define the direction of conduction for 
conventional current and the arrow in the graphic symbol defines the direction 
of emitter current (conventional flow) through the device.
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 All the current directions 
appearing in the Fig. 4.6 are the 
actual directions as defined by the 
choice of conventional flow. In 
each case IE = IC + IB. Note that the 
applied biasing (voltage sources) are 
such as to establish current in the 
direction indicated for each branch.

 To fully describe the behaviour 
of a three-terminal device such as the 
common-base amplifiers of Fig. 4.6 
requires two sets of characteristics—
one for the driving point or input parameters and the other for the output side. 
The input set for the common-base amplifier as shown in Fig. 4.7 will relate an 
input current (IE) to an input voltage (VBE) for various levels of output voltage 
(VCB).

 The output set will relate an output current (IC) to an output voltage (VCB) for 
various levels of input current (IE) as shown in Fig. 4.8. The output or collector 
set of characteristics has three basic regions of interest, as indicated in Fig. 4.8: 
the active, cut-off and saturation regions. The active region is used for linear 
(undistorted) amplification. In the active region, the collector-base junction i.e., 
reverse biased and the emitter-base junction is forward biased. (It is defined by 
the biasing arrangement of Fig. 4.6). The output characteristics are shown in 
Fig. 4.8.
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Fig. 4.7 Input or driving point characteristics for 
a common-base silicon transistor amplifier

Fig. 4.8 Output or collector characteristics for a common-base transistor amplifier

 At the lower end of the active region, the emitter current IE is zero, the 
collector current is simply that due to reverse saturation current ICO as indicated 
in Fig. 4.5. The current ICO is so small (~ microamperes) in magnitude compared 
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to the vertical state of IC (~ milli-amperes) that it 
appears on virtually the same horizontal line as 
IC = 0. The circuit conditions that exist when IE = 
0 for the common-base configuration are shown in 
Fig. 4.9.

 The notation most frequently used for ICO 
on data and specification sheets is (as indicted 
in Fig. 4.9), ICBO (i.e. collector current with 
emitter open). Because of improved construction techniques, the level of ICBO 
for general purpose transistors in the low- and mid-power ranges is usually so 
low that it can be ignored. However, for higher powers, ICBO still appears in 
the microampere range. Further, it is temperature sensitive and increases rapidly 
with temperature.

 Note in Fig. 4.8, that in active region, there is almost negligible effect of VCB 
on the collector current. The curves also indicate that, to a first approximation in 
the active region:

  IC ª IE

 The cut-off region is defined as that region where the collector current is 
OA (Fig. 4.8). Further: in the  cut-off region, the collector-base and emitter-base 
junctions of a transistor are both reverse biased.

 The saturation region is defined as that region of the characteristics to the 
left of VCB = 0. Note the exponential increase in collector-current as the voltage 
VCB increases toward zero volts.

 In the  saturation region, the collector-base and base-emitter junctions are 
forward biased.

4.6 BASE-WIDTH MODULATION AND PUNCH
 THROUGH EFFECT

In the active region, the emitter-base (EB) 
junction is forward biased and collector-
base (CB) junction is reverse biased, so the 
barrier width at E-B junction is negligible in 
comparison with the space-charge width at 
CB junction, as illustrated in Fig. 4.10.

 The transition or space-charge region at 
a junction is the region of uncovered charges 
on both sides of the junction. As the voltage 
applied across the junction increases, the 
transition region penetrates deeper into the 

IE = 0
E C

B

I ICBO CO=

Collector to base

Emitter
open

Fig. 4.9 Reverse saturation 
current

Fig. 4.10 The potential variation 
through PNP transistor under biased 

conditions
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collector and base. Because neutrality of the charge is to be maintained, the 
number of uncovered charges on each side remains equal. Since the doping in 
the base is substantially smaller than that of collector, the penetration of the 
transition region into the base is much larger than that into the collector region. 
Hence the collector depletion region is neglected and all the immobile charge is 
indicated in the base region.

 As obvious from Fig. 4.10, the effective base width is metallurgical base 
width less space charge width W. This modulation of the effective base width by 
the collector voltage VCB is known as the  Early effect.

 An increase in magnitude of collector voltage increases space-charge width 

W  [  VB =   
eNDW2

 ______ 
2e

   ]  at the output junction diode and this, in turn, causes the 

effective base width WB to decrease.

 The decrease in effective base width WB with increasing reverse bias has 
three consequences (Fig. 4.11).

 (i) There is less chance for recombination within the base region. Hence the 
transport factor b* and also a, increase with an increase in the magnitude 
of C-B junction voltage.

 (ii) The concentration gradient of minority carriers is increased within the 
base, and consequently, the current of minority carriers injected across the 
emitter junction increases, with increasing reverse collector voltage.

 (iii) For extremely large voltages, WB 
may be reduced to zero causing 
voltage breakdown. When effective 
base width WB is reduced to zero, 
the emitter barrier becomes V¢, which 
is smaller than normal value V0 – 
|VEB| because the collector voltage 
has reached through the base region. 
This lowering of the emitter-junction 
voltage causes an excessively large 
emitter current, thus placing an upper 
limit on the magnitude of the collector 
voltage. This phenomenon is known 
as  punch-through.

 The punch-through (or reach-through) phenomenon may be defined as the 
mechanism by which a transistor usefulness may be terminated by increasing the 
collector voltage.

Metallurgical base width

WB do

Pn

Small reverse bias

Large reverse bias

Fig. 4.11 Minority carrier density 
within the base
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4.7 ALPHA (a)

In the d.c. mode, the levels of IC and IE due to the majority carriers are related 
by a quantity called alpha and defined by the following relation

  adc =   
IC __ 
IE

   (4.1)

where IC and IE are the levels of current at the point of operation. For practical 
devices the level of alpha typically extends from 0.90 to 0.998. Above, alpha is 
defined solely for the majority carriers, Eq. (4.1) becomes

  IC = a IE + ICO (4.2)

 For a.c. situations, where the point of operation moves on the characteristic 
curve, an ac alpha is defined by

  aac =   
 
   
DIC ____ 
DIE

   |  VCB = const.
  (4.3)

 The ac alpha is formally called the common-base, short circuit, amplification 
factor. This equation specifies that a relatively small change in collector current 
is divided by the corresponding change in IE with the collector-to-base voltage 
held constant. (For most situations, the magnitudes of aac and adc are quite close, 
permitting the use of the magnitude of one for the other).

4.8 THE TRANSISTOR COMMON BASE CIRCUIT
 AS AMPLIFIER

Figure 4.12 shows the basic common-base amplifier using PNP transistor. 
Without any signal applied, the emitter current is the d.c. bias current IE. Most 
of this current is swept into the collector portion of the transistor, giving a 
collector current IC and leaving only a small base current IB. Thus, IE = IB + IC 
(as before), and when vs is applied, this becomes iE = iB + iC. Note that E-B 
junction is forward biased and C-B junction is reverse biased. Figure 4.13 shows 
the common-base amplifier equivalent circuit using the two diode analogy. Since 
the arrow on the emitter points inward, therefore, the two diodes will also point 
inward as shown in the Fig. 4.13.
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vS
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–
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Fig. 4.12 Basic common-base amplifier with PNP transistor
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 The output curves are nearly horizontal lines provided the collector-to-base 
junction is reverse biased. This indicates a high incremental output resistance 
of the order of 106 ohms. By contrast the incremental input resistance of the 
transistor is of the order of a few ohms.

 In most of the circuit analysis, the current gain of the transistor is of greatest 
interest, because the transistor is a current operated device, and the voltages 
necessary to sustain suitable currents across the junctions are of secondary 
importance, e.g., the emitter current versus emitter-to-base voltage curve is only 
rarely plotted since it is very much temperature dependent J = (eDp pno)/W × 
exp eVEB/kT. The small emitter-to-base voltage required for forward operation of 
the junction is readily obtained practically, and interest is chiefly centered on the 
value of the emitter current.

 Instead of going into a complete analysis of the operation of the transistor 
amplifier is attempted, it would be of interest to show the capabilities of the 
device under ac operation. This can be done by referring to Fig. 4.14 where a 
small alternating voltage generator Ve has been placed in series with the input 
circuit. Assuming that the alternating voltage Ve is much less than the direct 
emitter-to-base voltage, a small alternating current Ie will flow in the input circuit 
given by

  Ve = Ie ri (4.4)

where ri is the incremental input resistance under the given conditions. If the 
alternating current in the output circuit is IC, the alternating output voltage across 
the load is

  V0 = IC RL (4.5)

 The current gain of the circuit is

  Ai =   
IC __ 
Ie

   (4.6)

and the voltage gain is

  Av =   
IC RL _____ 
Ie ri

   (4.7)
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Fig. 4.13 Using the two-diode analogy to represent a CB amplifier
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 Equations (4.4) through (4.7) apply to small-signal a.c. operation. It can be 
seen however, that the ratio of the alternating currents IC and Ie is almost the 
same as the ratio of the direct currents measured under the same conditions 
since the mechanism of charge conveyance in the base region is the same at low 
frequencies as at zero frequency. When the load resistance RL is zero, and the 
collector-to-base voltage is a constant, the current gain of the CB circuit is the 
a (alpha) of the transistor and has a value between 0.95 and 0.995 (This is the 
most important transistor parameter).

 In the case shown in Fig. 4.14, we may approximately the condition RL = 0 by 
RL < 0.1 ro, where ro is the incremental output resistance, since then, the voltage 
drop across RL is a small proportion of the total alternating voltage in the collector 
circuit. Using the further approximately a = 1, we have

   Av =   
RL ___ ri

   (4.8)

 Typical values would be

  ro = 1 MW, RL = 10,000 W, ri = 50 W

giving Av =   
10,000

 ______ 
50

   = 200

 From the foregoing simplified analysis, the CB transistor circuit is 
characterized by

 1. Current gain just less than unity

 2. High voltage gain

 3. Low input resistance

 4. High output resistance

 Note that a common-base amplifier exhibits a current gain Ai less than one. 
However, since the current in the output can flow through a load resistor that 
is larger than the input resistance, it is possible to have a voltage gain Av, and 
therefore, a power gain Ap = Av Ai. In fact, it is the ability of the device to transfer 
current from a low resistance input to a large resistance output that originated the 
name “ transistor” as a contraction of the phrase “transfer resistor”.

–

+

RL

+
–

Ie Ic

Alternating
voltage Ve

Suitable
emitter-to-

base voltage

Alternating current Alternating current

Output Vo

Fig. 4.14 Inclusion of a small alternating voltage in the input of a CB transistor circuit
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4.9 COMMON-EMITTER CONFIGURATION

The most frequently encountered transistor configuration appears in Fig. 4.15 
for the PNP and NPN transistors. It is called the common-emitter configuration 
since the emitter is common or reference to both the input and output terminals 
(in this case common to both the base and collector terminals). Two sets of 
characteristics are again necessary to describe fully the behaviour of the common-
emitter configuration: one for the input or base-emitter circuit and one for the 
output or collector-emitter circuit. Both are shown in Fig. 4.15.

Fig. 4.15 Notation and symbols used with the common-emitter configuration:
(a) NPN transistor; (b) PNP transistor

 The emitter, collector, and base currents are shown in their actual conventional 
current direction. Even though the transistor configuration has changed, the 
current relations developed earlier for the common-base configuration are still 
applicable. That is, IE = IC + IB and IC = aIE.

 For the common-emitter configuration the output characteristics are a plot of 
the output current (IC) versus output voltage (VCE) for a range of values of input 
current (IB). The input characteristics are a plot of the input current (IB) versus 
the input voltage (VBE) for a range of values of output voltage (VCE).

 Note that on the characteristics of Fig. 4.16 the magnitude of IB is in 
microamperes, compared to milliamperes of IC. Consider also that the curves of 
IB are not as horizontal as those obtained for IE in the common-base configuration, 
indicating that the collector-to-emitter voltage will influence the magnitude of 
the collector current.
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 The active region for the common-emitter configuration is that portion of 
the upper-right quadrant that has the greatest linearity, that is, that region in 
which the curves for IB are nearly straight and equally spaced. In Fig. 4.16(a), a 
this region exists to the right of the vertical dashed line at  V CEsat

  and above the 
curve for IB equal to zero. The region to the left of  V CEsat

  is called the saturation 
region.

 In the  active region of a common-emitter amplifier the collector-base junction 
is reverse biased, while the base-emitter junction is forward biased.

 You may recall that these were the same conditions that existed in the active 
region of the common-base configuration. The active region of the common-emitter 
configuration can be employed for voltage, current, or power amplification.

 The cutoff region for the common-emitter configuration is not as well defined 
as for the common-base configuration. Note on the collector characteristics of 
Fig. 4.16 that IC is not equal to zero when IB is zero. For the common-base 
configuration, when the input current IE was equal to zero, the collector current 
was equal only to the reverse saturation current ICO, so that the curve IE = 0and 
the voltage axis were, for all practical purposes, one.

 The reason for this difference in collector characteristics can be derived 
through the proper manipulation of equation

  IC = aIE + ICBO (4.9)

 That is IC = a (IC + IB) + ICBO  (  IE = IC + IB) (4.10)

Fig. 4.16 Characteristics of a silicon transistor in the common-emitter configuration:
(a) collector characteristics; (b) base characteristics



4.16 An Introduction to Electronics

 Rearranging yields

  IC =   
aIB _____ 

1 – a
   +   

ICBO _____ 
1 – a

   (4.11)

 If we consider the case discussed above, where IB = 0 A, and substitute a typical 
value of a such as 0.996, the resulting collector current is the following:

  IC =   
a(0 A)

 ______ 
1 – a

   +   
ICBO ________ 

1 – 0.996
   

   =   
ICBO _____ 

0.004
   = 250ICBO (4.12)

 If ICBO were 1 mA, the resulting collector current with IB = 0 A would be 250 
(1 mA) = 0.25 mA, as reflected in the characteristics of Fig. 4.16.

 For future reference, the collector current defined by the condition IB = 0 mA 
will be assigned the notation indicated by Eq. (4.13)

  ICEO =   
 
   
ICBO _____ 
1 – a

   |  IB

  = 0 mA (4.13)

 In Fig. 4.17 the conditions surrounding this newly defined current are 
demonstrated with its assigned reference direction.

 For linear (least distortion) 
amplification purposes, cut-off for the 
common-emitter configuration will be 
defined by IC = ICEO.

 In other words, the region below 
IB = 0 mA is to be avoided if an 
undistorted output signal is required.

4.10 BETA (b)

In the dc mode, the levels of IC and IB are related by a quantity called  beta and 
defined by the following relation

  bdc =   
IC __ 
IB

  

where IC and IB are determined at a particular operating point on the characteristics. 
For practical devices the level of b typically ranges from about 50 to over 400, 
with most in the mid range. As for a, b certainly reveals the relative magnitude 
of one current to the other. For a device with a b of 200, the collector current is 
200 times the magnitude of the base current.

IB = 0

E

C

B ICEO

Collector
to emitter

Base open

Fig. 4.17 Circuit conditions related to ICEO
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 On specification sheets bdc is usually included as hFE with the h derived from 
an ac hybrid equivalent circuit to be introduced in Chapter 6. The subscript FE are 
derived from forward-current amplification and common-emitter configuration, 
respectively.

 For a.c. situations an a.c. beta (b) has been defined as follows:

  bac =   
 
   
DIC ____ 
DIB

   |  VCE

  = constant

 The formal name for bac is common-emitter forward-current amplification 
factor. On specification sheets bac is normally refered to as hfe.

4.11 RELATIONSHIP BETWEEN b AND a

  b =   
IC __ 
IB

  ,  a =   
IC __ 
IE

  

  IE = IC + IB

\    
IC __ a   = IC +   

IC __ 
b

  

or    1 __ a   = (IC/IC) +  
 
   
IC __ 
b

   / IC

or    1 __ a   = 1 +   1 __ 
b

  

or  b = ab + a = (b + 1) a

so that a =   
b
 _____ 

b + 1
   (4.14)

or  b =   a _____ 
1 – a

   (4.15)

 Further, we know that

  ICEO =   
ICBO _____ 
1 – a

   (4.16)

 From Eq. (4.14)

  1 – a =   
b + 1 – b

 ________ 
b + 1

  

or    1 _____ 
1 – a

   = b + 1

\  ICEO = (b + 1) ICBO

or  ICEO ª b ICBO (4.17)
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 Also, IC = b IB (4.18)

and since IE = IC + IB

   = b IB + IB

so that IE = (b + 1) IB (4.19)

Questions
 4.1 Explain with diagrams, the operation of a PNP transistor.

 4.2 Draw an NPN transistor in the CB configuration biased for operation in 
active region.

 4.3 Sketch typical CB input characteristic curves for an NPN transistor. Label 
all variables.

 4.4 Sketch typical output characteristic curves for a PNP transistor in CB 
configuration. Label all variables and indicate active, cut-off and saturation 
regions.

 4.5 An NPN transistor is to be used in common-emitter configuration. Show 
how you will connect the external batteries so that the transistor works in 
the active region.

 4.6 Sketch typical CE input characteristics for an NPN transistor. Label all 
variables.

 4.7 Sketch typical CE output characteristic curves for an NPN transistor. 
Label all variables.

 4.8 Derive the relationship between the beta (b) and alpha (a) of a 
transistor.

 4.9 Explain the ‘limits of operation” on transistor characteristics (i.e. distortion 
– free region of operation).



Transistor Biasing
and Amplifiers5

5.1 WHY BIAS A TRANSISTOR?

The purpose of d.c. biasing of a transistor is to obtain a certain d.c. collector 
current at a certain d.c. collector voltage. These values of current and voltage 
are expressed by the term  operating point (or  quiescent point). To obtain the 
operating point, we make use of some circuits; and these circuits are called 
“biasing circuits”. Of course, while fixing the operating point, it has to be seen 
that it provides proper dc conditions so that the specific function of the circuit is 
achieved. The suitability of an operating point for the specific application of the 
circuit should be seen on the transistor characteristics. Generally, we discuss the 
suitability of the operating point with a view that the specific use of the circuit 
is in amplifiers.

5.2 THE LOAD LINE AND OPERATING POINT

A common-emitter amplifying stage is 
shown in Fig. 5.1. RL is the load resistor 
into which the transistor is working. Now, 
writing in the conventional manner with 
terminal indicated by first subscript as 
positive, we have

  VEC = VCC – IC RL (5.1)

 Here VCC and RL are fixed values. Eqn. (5.1) is a first degree equation and 
can be represented by a straight line on the output characteristics

  IC = –   
VEC ____ 
RL

   +   
VCC ____ 
RL

  

 ( The intercept on y-axis is   
VCC ____ 
RL

   and the slope of the line is –   1 ___ 
RL

   ) .
 This is known as  dc load line (Fig. 5.2). To draw the d.c. load line, we need 
two end points of the straight line. These can be located as follows:

Fig. 5.1 Simple common-emitter circuit
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 (i) When collector current IC = 0, 
the collector-emitter voltage is 
maximum and is equal to VCC.

  i.e., VEC = VCC (IC = 0).

  This gives the first point.

 (ii) When collector-emitter voltage 
Vec = 0, the collector current is 
maximum and is equal to VCC/RL.

  i.e., VEC = VCC – IC RL,

   0 = VCC – IC RL

  \ IC =   
VCC ____ 
RL

  

  This gives the second point.

 By joining these two points, d.c. load 
line may be drawn (Fig. 5.2).

 Thus d.c. load line is a line on the output 
characteristics of a transistor circuit, which gives 
the values of IC and VCE corresponding to zero 
signal.

 The zero signal values of collector current IC 
and collector-emitter voltage VCE are known as 
operating point. The point is called as operating 
point because the variations of IC and VCE take 
place about this point when signal is applied. The 
point is also named as  quiescent (silent) point or 
Q-point as it is the point on IC – VCE characteristics 
when the transistor is silent in the absence of signal (Fig. 5.3).

5.3 SELECTION OF OPERATING POINT

In order that the circuit amplifies the signal properly, a judicious selection of the 
operation point is very necessary. The biasing arrangement should be such as to 
make the emitter-base junction forward-biased and the collector-base junction 
reverse-biased. Under such biasing, the transistor is said to operate in the active 
region of its characteristics. Various transistor ratings are to be kept in view while 
designing the biasing circuit. These ratings—specified by the manufacturer—
limit the range of useful operation of the transistor and VCE(max) is the maximum 
voltage that can be applied across it safely. In no case should these current and 
voltage limits be crossed.

Fig. 5.2 Load line plotted on output 
characteristics

Fig. 5.3
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 If a transistor is to work as an amplifier, a load resistance RC must be 
connected in the collector circuit. Only then the output a.c. signal voltage can 
develop across it. The d.c. load line corresponding to this resistance RC and 
a given collector supply VCC is shown in Fig. 5.4. The operating point will 
necessarily lie somewhere on this load line. Depending upon the base current, 
the operating point could be either at point A, B or C. Let us now consider which 
one of these is the most suitable operating point.

 After the d.c. (or static) conditions are established in the circuit, an a.c. 
signal voltage is applied to the input. Due to this voltage, the base current varies 
from instant to instant. As a result of this, the collector current and the collector 
voltage also vary with time. That is how an amplified ac signal is available at the 
output. The variations in collector current and collector voltage corresponding to 
a given variation (which may be assumed sinusoidal) of base current can be seen 
on the output characteristics of the transistor.

 These variations are shown in Figs. 5.5, 5.6 and 5.7 for the operating points 
A, B and C, respectively. In Fig. 5.5, point A is very near to the saturation region. 
Even though the base current is varying sinusoidally, the output current (and 
also output voltage) is seen to be clipped at the positive peaks. This results 
in distortion of the signal. At the positive peaks, the base current varies, but 
collector current remains constant at saturation value. Thus we see that point A 
is not a suitable operating point.

 In Fig. 5.6, the point B is very near to the cut-off region. The output signal 
is now clipped at the negative peaks. Hence, this too is not a suitable operating 
point.

Fig. 5.4 Output characteristics of a transistor in common-emitter configuration.
Maximum current, voltage and power ratings are indicated
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 It is clear from Fig. 5.7 that the output signal is not at all distorted if point 
C is chosen as the operating point. A good amplifier amplifies signals without 
introducing distortion, as much as possible. Thus, point C is the most suitable 
operating point.

 Even for the operating point C, distortion can occur in the amplifier if the 
input signal is large. Then output current and output voltage is clipped at both the 
positive and the negative peaks. Thus, the maximum signal that can be handled 
by an amplifier is decided by the choice of the operating point.
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Fig. 5.7 Operation point at the centre of active region is most suitable

Fig. 5.8 Shifting of the Q-point with (a) variations in temperature and
(b) replacement of the transistor
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5.4 INHERENT VARIATIONS OF TRANSISTOR
 PARAMETERS

In practice, the transistor parameters such as b, VBE are not the same for every 
transistor even of the same type. For example, BC 147 is a silicon NPN transistor 
with b varying from 100 to 600 i.e., b for one transistor may be 100 and for the 
other, it may be 600, although both of them are BC 147. The major reason for 
these variations is that manufacturing techniques yet are not much advanced. 
For instance, it has not been possible to control the base width and it may vary, 
although slightly, from one transistor to the other (even of the same type). Such 
small variations result in large change in transistor parameters such as b and 
VBE etc.

 The inherent variations of transistor parameters may change the operating 
point, resulting in unfaithful amplification. It is, therefore, very important that 
biasing network be so designed that it should be able to work with all transistors 
of one type whatever may be the spread in b or VBE. In other words, the operating 
point should be independent of transistor parameters variations.

5.5 STABILIZATION

The collector current in a transistor changes rapidly when;

 (i) the temperature changes

 (ii) the transistor is replaced by another of the same type (This is due to 
inherent variations of transistor parameters).

 When the temperature changes or the transistor is replaced, the operation 
point (i.e. zero signal IC and VCE) also changes (Figs. 5.8(a) and (b). However, 
for faithful amplification, it is essential that operation point remains fixed. This 
necessitates to make the operation point independent of these variations. This is 
known as stabilization.

 The process of making operating point independent of temperature changes 
or variations in transistor parameters is known as  stabilization. A good biasing 
circuit always ensures the stabilization of operating point.

Need for Stabilization Stabilization of the operating point is necessary due to the 
following factors:

 (i) Temperature dependence of IC

 (ii) Individual variations.

 (iii) Thermal runaway

(i) Temperature dependence of IC The collector current IC for CE circuit is given by

  IC = b IB + ICEO

   = b IB + (b + 1) ICBO
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 The collector leakage current ICBO is greatly influenced (especially in Ge 
transistor) by temperature changes. A rise of 10°C doubles the collector leakage 
current which may be as high as 0.2 mA for low powered Ge transistors. As 
biasing conditions in such transistors are generally so set that zero signal 
IC = 1 mA, therefore, the change in IC due to temperature variations cannot be 
tolerated. This necessitates to stabilize the operating point i.e., to hold IC constant 
inspite of temperature variations.

(ii) Individual Variations The value of b and VBE are not exactly the same for 
any two transistors even of the same type. Further VBE itself decreases when 
temperature increases. When a transistor is replaced by another of the same type, 
these variations change the operation point.

 It is to be noted that

 1. ICBO approximately doubles for every 10°C rise in temperature for both Si 
and Ge transistors.

 2. The current gain b of a transistor in CE mode increases with an increase 
in temperature. The b increases at the rate of approximately 0.6%/°C.

 3. The base-emitter junction voltage VBE of a transistor decreases with 
increasing temperature at the rate of 2.5 mV/°C (Linear relationship is 
obeyed over a wide temperature range.

 Tables 5.1 and 5.2 illustrate the typical values of the transistor’s parameters 
at different constant temperatures.

Table 5.1 Si transistor parameters

 Temp (°C)  ICBO (nA)  b  VBE (V)

 – 65°C  1.95 × 10–3  25  0.78

 + 25°C  1.0  55  0.60

 +175°C  33,000  100  0.225

(iii) Thermal Runaway The collector current for a CE configuration is given by

Table 5.2 Ge transistor parameters

 Temp (°C)  ICBO (mA)  b  VBE (V)

 – 65°C  1.95 × 10–3  20  0.38

 + 25°C  1.0  55  0.20

 +175°C  32  90  0.10

  IC = b IB + (b + 1) ICBO (5.1)

 The collector leakage current ICBO is strongly dependent on temperature. 
The flow of collector current produces heat within the transistor. This raises 
the transistor temperature and if no stabilization is done, the collector leakage 
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current ICBO also increases. It is clear from eqn. (1) that if ICBO increases the 
collector current IC increases by (b + 1) ICBO. The increased IC will raise the 
temperature of the transistor, which in turn will cause ICBO to increase. This effect 
is cumulative and in a matter of seconds, the collector current may become very 
large, causing the transistor to burn out. This self-destruction of a unstabilized 
transistor is known as  thermal runaway.

 In order to avoid thermal runaway and consequent destruction of transistor, 
it is very essential that operation point is stabilized, i.e., IC is kept constant. In 
practice, this is done by causing IB to decrease automatically with temperature 
increase by circuit modification. Then decrease in b IB will compensate for the 
increase in (b + 1) ICBO, keeping IC nearly constant. In fact, it is always aimed at 
while designing a biasing circuit.

5.6 ESSENTIALS OF A TRANSISTOR BIASING CIRCUIT

We already know that transistor biasing is required for faithful amplification. The 
biasing should meet the following requirements:

 (i) It should ensure proper zero signal collector current.

 (ii) It should ensure that VCE does not fall below 0.5 V for Ge transistors and 
1 V for Si transistors at any instant.

 (iii) It should ensure the stabilization of the operating point.

5.7 STABILITY FACTOR

It is desirable and necessary to keep IC constant in the face of variations of ICBO 
(sometimes represented as ICO). The extent to which a biasing circuit is successful 
in achieving this goal is measured by stability factor S. It is defined as follows:

 The rate of change of collector current IC with respect to the collector leakage 
current ICO at constant b and IB is called  stability factor i.e., 

 Stability factor S =   
dIC ____ 

dICO
   at constant IB and b.

 The stability factor indicates the change in collector current IC due to the 
change in collector leakage current ICO. In order to achieve greater thermal 
stability, it is desirable to have as low stability factor as possible. The ideal value 
of S is one but it is never possible to achieve it in practice. Experience shows that 
values of S exceeding 25 result in unsatisfactory performance.

 The general expression of stability factor for a CE configuration can be 
obtained as follows:

  IC = b IB + (b + 1) ICO (5.2)

(where ICO is collector leakage current in CB arrangement).
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 Differentiating the above expression with respect to IC, we get

  1 = b   
dIB ___ 
dIC

   + (b + 1)   
dICO ____ 
dIC

   (5.3)

or  1 = b   
dIB ___ 
dIC

   +   
(b + 1)

 ______ 
S
   (5.4)

or  S =   
b + 1
 __________ 

1 – b  (   dIB ___ 
dIC

   ) 
   (5.5)

5.8 METHODS OF TRANSISTOR BIASING

In the transistor amplifier circuits, biasing can be due with the aid of a battery 
VBB which is separate from the battery VCC used in the output circuit. However, 
in the interest of simplicity and economy, it is desirable that transistor circuit 
should have a single source of supply – the one in the output circuit (i.e. VCC). 
The following are the most commonly used methods of obtaining transistor 
biasing from one source of supply (i.e. VCC):

 (i) Base resistor method

 (ii) Biasing with feedback resistor

 (iii) Bias circuit with emitter resistor

 (iv) Voltage-divider bias

 In all these methods, the same basic principle is employed i.e., required value 
of base current (and hence IC) is obtained from VCC in the zero signal conditions. 
The value of collector load RC is selected keeping in view that VCE should not 
fall below 0.5 V for germanium transistors and 1 V for silicon transistors.

 For example, if b = 100 and the zero signal collector current IC is to be set at 
1 mA, then IB is mad equal to IC/b = 1/100 = 10 mA. Thus, the biasing network 
should be so designed that a base current of 10 mA flows in the zero signal 
conditions.

5.9 BASE RESISTOR METHOD

In this method, a high resistance RB (several hundred kW) is connected between 
the base and +ve end of supply for NPN transistor (Fig. 5.9) and between base 
and negative end of supply for PNP transistor. Here the required zero signal base 
current is provided by VCC and it flows through RB.It is because now base is 
positive w.r.t. emitter i.e., base – emitter junction is forward biased. The required 
value of zero signal base current IB (and hence IC = b IB) can be mad to flow by 
selecting the proper value of base resistor RB.
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Circuit Analysis It is required to find the 
value of RB so that required collector 
current flows in the zero signal conditions. 
Let IC be the required zero signal collector 
current.

  IB =   
IC __ 
b

   (5.6)

 Considering the closed circuit ABENA 
and applying Kirchhoff’s voltage law, we 
get

  VCC = IB RB + VBE (5.7)

or  IB RB = VCC – VBE (5.8)

\  RB =   
VCC – VBE _________ 

IB
   (5.9)

 As VCC and IB are known and VBE can be seen from the transistor manual, 
therefore, value of RB can be readily found from Eq. (5.9).

 Since VBE is generally quite small as compared to VCC, the former can be 
neglected with little error. If then follows from Eq. (5.9) that

  RB =   
VCC ____ 
IB

   (5.10)

 It may be noted that VCC is a fixed known quantity and IB is chosen at some 
suitable value. Hence RB can always be found directly, and for this season, this 
method is sometimes called fixed bias method.

 The stability factor is given by

  S =   
b + 1
 __________ 

1 – b  (   dIB ___ 
dIC

   ) 
   (5.11)

 In fixed-bias method of biasing, IB is independent of IC so that dIB/dIC = 0. 
Putting this in the above expression, we have

  S = b + 1 (5.12)

 Thus the stability factor in a fixed bias is (b + 1). This means that IC changes 
(b + 1) times as much as any change in ICO.

Advantages

 (i) This biasing circuit is very simple as only one resistance RB is required.

 (ii) Biasing conditions can easily be set and the calculations are simple.

 (iii) There is no loading of the source by the biasing circuit since no resistor 
is employed across base-emitter junction.

+VCCA

IB

RB

IB

B

VBE

E

VCE

IE

IC

RC

N

Fig. 5.9
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Disadvantages

 (i) This method provides poor stabilization. It is because there is no means 
to stop a self increase in collector current due to temperature rise and 
individual variations. For example, if b increases due to transistor 
replacement, then IC also increases by the same factor as IB is constant.

 (ii) The stability factor is very high. Therefore, there are strong chances of 
thermal runaway. Due to these disadvantages, this method of biasing is 
rarely employed.

Example 5.1 Stability of the fixed base bias circuit (Fig. 5.10).

Fig. 5.10

Solution  IC = b IB + (b + 1) ICBO (i)

 Stability factor

  S =   
∂IC _____ 

∂ICBO

   = (b + 1) (ii)

 ICBO varies more widely with temperature than any other quantity, so 
stabilizing w.r.t. ICBO will adequately stabilize against temperature variations in 
b. However, b may be subject to variations (irrespective of changes in ICBO) e.g., 
when a transistor is replaced. Then, we define

  Sh =   
∂IC ___ 
∂b

   = IB + ICBO 

   =   
IC – (b + 1) ICBO  ______________ 

b
   + ICBO (using Eq. (i))

or  Sh =   
IC – ICBO ________ 

b
   (iv)

 Considering small changes DIC and Db in IC and b respectively, we may 
write

    
DIC ____ 
Db

   =   
IC __ 
b

    ( 1 –   
ICBO ____ 
IC

   )  (v)
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or    
DIC ____ 
IC

   =   
Db

 ___ 
b

    ( 1 –   
ICBO ____ 
IC

   )  (vi)

5.10 BIASING WITH FEEDBACK RESISTOR

In this method, one end of RB is connected to the 
base and the other end to the collector as shown in 
Fig. 5.11. Here, the required zero signal base current 
is determined not by VCC but by the collector-base 
voltage VCB. It is clear that VCB forward biases 
the base-emitter junction and hence base current 
IB flows through RB. This causes the zero signal 
collector current to flow in the circuit.

Circuit Analysis The required value of RB needed to 
give the zero signal current IC can be determined 
as follows. Referring to Fig. 5.11,

  VCC = (IB + IC) RC + IB RB + VBE (5.13)

(Actual voltage drop across RC is (IB + IC) RC but 
IB << IC, therefore it is ª IC RC).

or  RB =   
VCC – VBE – IC RC  _______________ 

IB
  

   =   
VCC – VBE – b IB RC  ________________ 

IB
  

 Alternatively,

  VCE = VBE + VCB

or  VCB = VCE – VBE

\  RB =   
VCB ____ 
IB

   =   
VCE – VBE _________ 

IB
  ,  ( where IB =   

IC __ 
b

   )  (5.14)

 It can be shown mathematically that stability factor

(using IC = b IB + (b + 1) ICBO) < (b + 1) (5.15)

 Let us now see what happens when the temperature rises.

 Suppose the temperature increases, causing the leakage current (and also b) 
to increase. This increases the collector current (since Ic + bIB + ICEO). As the 
collector current increases, the voltage VCE decreases (since VCE = VCC – IC RC). 
As can be seen from Eq. (5.14), the reduced VCE causes decrease in base current 
IB. The lowered base current in turn reduces the original increase in collector 
current. Thus, a mechanism exists in the circuit because of which the collector 
current is not allowed to increase rapidly. There is a tendency in the circuit to 
stabilize the operating point (Fig. 5.12).

+

+ vcc

( + )I IC B

RC
RB IB

IB+

IE
VBE

VCE

Fig. 5.11
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 Note that the resistor RB connects the collector (the output) with the base 
(the input). This means that a feedback exists in the circuit. The base current is 
dependent on the collector voltage. And this dependence is such as to nullify the 
changes in base current. That is why this circuit is also called a voltage feedback 
bias circuit.

 Suppose the transistor in this circuit is replaced by another having different 
value of b. The shift in the operating point will not be as much as it occurs in 
case of fixed bias circuit. This can be seen as follows.

 For determining the operating point, we substitute bIb for IC in Eq. (5.13) to 
get

  VCC = RC bIb + (RC + RB) IB + VBE

or  VCC = VBE + [RB + (b + 1) RC] IB

or  IB =   
VCC – VBE  _____________  

RB + (b + 1) RC

   ª   
VCC _________ 

RB + b RC

   (5.16)

(as compared to IB = VCC – VBE/RB for fixed bias circuit)

Why collector-to-base bias circuits is seldom used? This circuit has a tendency to 
stabilize the operating point against temperature and b variations. But the circuit 
is not used very much. The resistor RB not only provides a d.c. feedback for the 
stabilization of operating point, but it also causes an ac feedback. This reduces 
the voltage gain of the amplifier. It is not desirable. After all, the biasing of a 
transistor was needed so that it could amplify the ac signals properly. Because of 
this drawback, the circuit is not very commonly used.

Example 5.2 Given the device characteristic of Fig. 5.13(a), determine VCC, 
RB and RC for the fixed-bias configuration of Fig. 5.13(b).

Solution From the load line VCC = 20 V

  IC =   
 
   
VCC ____ 
RC

   |  VCE = 0 V
 

T

T

ICBO

ICEO

IC

IB

IC

VCE

Rising tendency
is checked

Fig. 5.12 Collector-to-base bias circuit checks the rising tendency of collector current
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and  RC =   
VCC ____ 
IC

   =   20 V _____ 
8 mA

   = 2.5 kW

  IB =   
VCC – VBE _________ 

RB
  

with RB =   
VCC – VBE _________ 

IB
  

   =   20 V – 0.7 V  ___________ 
40 mA

   =   19.3 V ______ 
40 mA

  

   = 482.5 kW

 Standard resistor values:

  RC = 2.5 kW

  RB = 470 kW

 Using standard resistor values gives

  IB = 41.1 mA

which is well within 5% of the value specified.

5.11 BIAS CIRCUIT WITH EMITTER RESISTOR

We can modify the fixed bias circuit by connecting a resistor to the emitter 
terminal (as shown in Fig. 5.14). In this circuit, we have three resistors RC, RB 
and RE and a battery VCC.

 We shall now see what happens to the Q point when the temperature increases. 
For this, we write the loop equation for the input section of the circuit.

  VCC = RB IB + VBE + IE RE (5.17)

8

0 20 V

Q-point IBQ
= 40 Am

VCE

I (mA)C

VCC

RC

IBQ

RB

(a) (b)

Fig. 5.13



Transistor Biasing and Amplifi ers 5.15

or  IB =   
VCC – IE RE – VBE  _______________ 

RE
   (5.18)

or  IB ª   
VCC – IE RE __________ 

RB
  

(since VBE is very small) (5.19)

 As the temperature tends to increase, 
the following sequence of events occur 
(Fig. 5.15).

 Because of the temperature rise, the 
leakage current increases. This increases 
the collector current as well as the 
emitter current. As a result, the voltage 
drop across resistor RE also increases. 
This reduces the numerator of Eq. (5.19) 
and hence the current IB also reduces. 
This results in reduction of the collector 
current. Thus we see that the collector current is not allowed to increase to the 
extent it would have been in the absence of the resistor RE.

Fig. 5.14 Bias circuit with emitter resistor

T

ICBO ICEO

IC IC

IB

I RE E

IERising tendency
is checked

Fig. 5.15

 In case the transistor is replaced by another of the same type (which may 
have different value of b), then also this current provides stabilization of the Q 
point, as is shown in Fig. 5.16.

b

IC IC

IB

I RE E

IE

Rising tendency
is checked

Fig. 5.16
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 Having seen that the operating point is stable in this circuit, let us determine 
the Q point. To do this, let us rewrite Eq. (5.17) as

  VCC = IB RB + VBE + (b + 1) IB RE (5.20)

(since IE = (b + 1) IB)

or  IB =   
VCC – VBE  _____________  

RB + (b + 1) RE

   ª   
VCC _________ 

RB + b RE

   (5.21)

 We can calculate then collector current easily, since

  IC = b IB =   
b VCC _________ 

RB + b RE

   =   
VCC __________ 

RE + (RB/b)
   (5.22)

 To find VCE, we write the loop equation for the output section,

  VCC = IC RC + VCE + IE RE

  VCE = VCC – (RC + RE) IC (since IC ª IE) (5.23)

 Operating point is thus determined by 
Eqs. (5.22) and (5.23).

 The resistor RE is present in the output side as 
well as in the input side of the circuit. A feedback 
occurs through this resistor. The feedback voltage 
is proportional to the emitter current. Hence, this 
circuit is also called  current feedback biasing circuit. 
While the dc feedback helps in the stabilization of 
the Q point, the ac feedback reduces the voltage 
gains of the amplifier again, an undesirable 
feature. Of course, this drawback can be remedied 
by putting a capacitor CE across the resistor RE, as 
shown in Fig. 5.17. The capacitor CE offers very 
low impedance to the ac current. The emitter is 
effectively placed at ground potential for the a.c. 
signal. The circuit provides dc feedback for the 
stabilization of the Q point, but does not give any 
a.c. feedback. The process of amplification of the 
ac signal remains unaffected.

Why this circuit is not used? The circuit in Fig. 5.14 does provide some stabilization 
of the Q point. But as you can see from Eq. (5.22), the denominator can be 
independent of b only if

  RE >>   
RB ___ 
b

  

RB

RC

+ VCC

RE CE

Fig. 5.17
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 This means we should either have a very high value of RE or a very low 
value of RB. A high value of RE will cause a large dc drop across it. To obtain a 
particular operating point under this condition, it will require a high dc source 
VCC. On the other hand, if RB is low, a separate low voltage supply has to be 
used in the base circuit. Both the alternatives are quite impractical. We should, 
therefore, look for some better circuit.

5.12  VOLTAGE DIVIDER BIAS

This is the most widely used method of providing biasing and stabilization to 
a transistor. In this method, two resistances R1 and R2 are connected across the 
supply voltage VCC (Fig. 5.18), and provide biasing.

+ VCC

RC

IC

IE

RE

V
BE

I1

IB

I1

R1

R2

VCE

VE

Fig. 5.18

 The emitter resistance RE provides stabilization. The name “voltage divider” 
comes from the voltage divider formed by R1 and R2. The voltage drop across 
R2 forward biases the emitter junction. This causes the base current and hence 
collector current flow in the zero signal conditions.

Circuit Analysis: Suppose that the current flowing through resistance R1 is I1. 
As base current IB is very small, therefore, it can be assumed with reasonable 
accuracy that current flowing through R2 is also I1.

 (i) Collector current IC

   I1 =   
VCC _______ 

R1 + R2
  

  \ Voltage across R2 is

   V2 =  (   VCC _______ 
R1 + R2

   )  R2
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  Applying Kirchhoff’s voltage law to the base circuit of Fig. 5.18, we 
have

   V2 = VBE + VE = VBE + IE RE (5.24)

  or IE =   
V2 – VBE ________ 

RE
  

  Since IE ª IC, therefore,

   IC =   
V2 – VBE ________ 

RE
   (5.25)

  It is clear from Eq. (5.25) above that IC does not at all depend on b. Though 
IC depends upon VBE but in practice V2 >> VBE so that IC is practically 
independent of transistor parameters and hence good stabilization is 
ensured. It is due to this reason that potential divider bias has become 
universal method for providing transistor biasing.

 (ii) Collector-emitter Voltage VCE. Applying Kirchhoff’s voltage law to the 
collector side,

   VCC = IC RC + VCE + IE RE

    = IC RC + VCE + IC RE (  IE ª IC)

    = IC (RC + RE) + VCE 

  \ VCE = VCC – IC (RC + RE)

Stabilization In this circuit, excellent stabilization is provided by RE. Consideration 
of Eq. (5.24) reveals this fact.

  V2 = VBE + IC RE

 Suppose the collector current IC increases due to rise in temperature. This 
will cause the voltage drop across emitter resistance RE to increase. As voltage 
drop across R2 (i.e., V2) is independent of IC, therefore, VBE decreases. This in 
turn causes IB to decrease. The reduced value of IB tends to restore IC to the 
original value.

Stability Factor It can be shown mathematically that stability factor of the 
circuit is given by:

 Stability factor,

  S =   
(b + 1) (RT + RE)

  ______________  
RT + RE + b RC

  

   = (b + 1) ×   

1 +   
RT ___ 
RE

  

 _________ 

b + 1 +   
RT ___ 
RE
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where RT =   
R1 R2 _______ 

R1 + R2
  

 If the ratio RT/RE is very small, then RT/RE can be neglected as compared to 
1 and the stability factor becomes:

  Stability factor = (b + 1) ×   1 _____ 
b + 1

   = 1

 This is the smallest possible value of S and leads to the maximum possible 
thermal stability. Due to design consideration, RT/RE has a value that cannot be 
neglected as compared to 1. In actual practice, the circuit may have stability 
factor around 10.

5.13 ANALYSIS OF VOLTAGE-DIVIDER BIAS USING
 THEVENIN THEOREM

The input side of the network of Fig. 5.18 can be redrawn as shown in Fig. 5.19 
for the d.c. analysis. The Thevenin equivalent network for the network to the left 
of the base terminal can then be found as follows:

RTh The voltage source is replaced by a short circuit equivalent as shown in 
Fig. 5.20.

  RTh = R1 || R2

vcc

R1

R2
RE

B

Thevenin

Fig. 5.19 Redrawing the input side 
of the network of Fig. 5.18

R1

R2 RTh

Determining RTh

Fig. 5.20 Determining RTh

Fig. 5.21 Determining ETh

ETh The voltage source VCC is returned to the 
network and the open-circuit Thevenin voltage of 
Fig. 5.21 determined as follows:

 Applying the voltage-divider rule

  ETh =  V R2
  =   

R2 VCC ________ 
(R1 + R2)

   (5.26)
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 The Thevenin network is then redrawn as 
shown in Fig. 5.22 and  I B2

  can be determined by 

first applying the KVL in the clockwise direction 
for the loop indicated:

  ETh – IB RTh – VBE – IE RE = 0 (5.27)

 Substituting IE = IC + IB = (b + 1) IB and 
solving for IB yields

  IB =   
ETh – VBE  ______________  

RTh + (b + 1) RE

   (5.28)

 The numerator in Eq. (5.28) is a difference of two voltage levels and the 
denominator is the base resistance plus the emitter resistor reflected by (b + 1).

 The other quantities of the network are same as for the emitter-bias 
configuration i.e.

  VCE = VCC – IC (RC + RE) (5.29)

  VE = IE RE (5.30)

  VC = VCE + VE (5.31)

or  VC = VCC – IC RC (5.32)

  VB = VCC – IB RB (5.33)

or   VB = VBE + VE (5.34)

Example 5.3 Given that  I CQ
  = 2 mA and  V CEQ  = 10 V, determine R1 and RC for 

the network of Fig. 5.23.

ETh

IB

RTh B

IE

E

RE

VBE

+

–

Fig. 5.22 Inserting the Thevenin 
equivalent circuit

Fig. 5.23 Example 5.3
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Solution

  VE = IE RE ª IC RE

   = (2 mA) (1.2 kW) = 2.4 V

  VB = VBE + VE = 0.7 V + 2.4 V = 3.1 V

  VB =   
R2 VCC _______ 
R1 + R2

   = 3.1 V

and    
(18 kW) (18 V)

  _____________  
R1 + 18 kW

   = 3.1 V

  324 kW = 3.1 R1 + 55.8 kW

  3.1 R1 = 268.2 kW

  R1 = 268.2 kW/3.1 = 86.52 kW

  RC =   
 V RC

 
 ___ 

IC
   =   

VCC – VC ________ 
IC

  

with VC = VCE + VE = 10 V + 2.4 V = 12.4 V

and  RC =   18 V – 12.4 V  ____________ 
2 mA

  

   = 2.8 kW

 The nearest standard commercial values to R1 are 82 kW and 91 kW. However, 
using the series combination of standard values of 82 kW and 4.7 kW = 86.7 kW 
would result in a value very close to the design level.

Example 5.4 For the voltage divider bias 
circuit shown in Fig. 5.24, find IC and VCE 
at the Q-point if b = 100, RL = 2 kW, RE = 
470 W, R1 = 27 kW, R2 = 4.7 kW, assuming 
that VBE = 0.7 V and VCC = 10 V. Also find 
the relative change in IC about the Q-point if 
b changes to 150 assuming that there is no 
noticeable change in VBE.

Solution  VTh =   
R2 _______ 

R1 + R2
   VCC

   =   4.7 × 103

  _________________  
27 × 103 + 4.7 × 103

   × 10

   = 1.48 V

Rin(base)

R2

I2

IB

R1 RL

I I2 B+

A

RE

+VCC

Fig. 5.24



5.22 An Introduction to Electronics

  RTh = R1 || R2

   =   27 × 103 × 4.7 × 103

  _________________  
27 × 103 + 4.7 × 103

  

   = 4 kW

  IB =   
VTh – VBE  ______________  

RTh + (1 + b) RE

  

   =   1.48 – 0.7  ______________________   
4 × 103 + 101 × 0.47 × 103

  

   = 15.15 mA

  IC = b IB = (100 × 15.15) mA ª 1.52 mA

 For b = 150, we can obtain

  IB = 10.4 mA,  IC = 1.56 and VCE = 6.15 V

 Therefore

    
DIC ____ 
IC

   =   1.56 – 1.52 __________ 
1.52

   = 0.026 or 2.6%

Example 5.5 Determine the dc bias voltage VCE and the current IC for the 
voltage-divider configuration of Fig. 5.25.

Fig. 5.25

Solution RTh = R1 || R2

   =   
(39 kW) (3.9 kW)

  ______________  
39 kW + 3.9 kW

   = 3.55 kW
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  ETh =   
R2 VCC _______ 
R1 + R2

  

   =   
(3.9 kW) (22 V)

  _____________  
39 kW + 3.9 kW

   = 2 V

  IB =   
ETh – VBE  ______________  

RTh + (b + 1) RE

  

   =   2 V – 0.7 V  _____________________   
3.55 kW + (141) (1.5 kW)

  

   =   1.3 V  _________________  
3.55 kW + 211.5 kW

  

   = 6.05 mA

  IC = b IB

   = (140) (6.05 mA)

   = 0.85 mA

  VCE = VCC – IC (RC + RE)

   = 22 V – (0.85 mA) (10 kW + 1.5 kW)

   = 22 V – 9.78 V

   = 12.22 V

5.14 STABILITY AND STABILITY FACTOR OF VOLTAGE
 DIVIDER BIAS CIRCUIT

The voltage divider bias circuit may be represented as shown in Fig. 5.26.

+

VTh

IE RE

RTh

IB
IC RL

VCC
–

VBE

Fig. 5.26
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 The following equations apply to the circuit shown

  IC = IE – IB (5.35)

  IC = b IB + (b + 1) ICBO (5.36)

 By mesh analysis of the base-to-emitter circuit,

  VTh = – IE RE – IB RTh + VBE (5.37)

where VTh =   
R2 VCC _______ 
R1 + R2

  

and  RTh =   
R1 R2 _______ 

R1 + R2
  

 Substituting for IE and IB from Eqs. (5.35) and (5.36), Eq. (5.37) becomes

  VBE – VTh = IC  [ RE +   
RTh + RE ________ 

b
   ]  –  [   b + 1

 _____ 
b

   ]  ICBO (RTh + RE) (5.38)

 If the variations in VBE and b are ignored, Eq. (5.38) may be differentiated 

w.r.t. ICBO to find the stability factor S ∫   
∂IC _____ 

∂ICBO

   as

  0 = S  [ RE +   
RTh + RE ________ 

b
   ]  –  [   b + 1

 _____ 
b

   ]  (RTh + RE)

\  S =   
(b + 1) (RTh + RE)

  _______________  
(b + 1) RE + RTh

  

   =   
RTh + RE _________ 

RE +   
RTh _____ 

b + 1
  

  

   =   
1 + RTh/RE  ____________  

1 +   
RTh _________ 

(b + 1) RE

  

   (5.39)

when RE Æ 0, S Æ (b + 1)

when RTh Æ 0, S Æ 1

(A high value of S indicates poor stability and a low value of S shows good 
stability).

 In practice, a compromise between the two extreme values of S is chosen. If 
RE is made very high, it will dissipate too much power from the collector supply 
and will create an excessive voltage drop between the emitter and the common 
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lead. If RTh is made too low, it will act as a shunt to the input signal current and 
reduce the effective gain of the stage. For low power stages, where the rise in 
temperature is small, S = 10 can often be tolerated. For a typical value of b = 50, 
this requires that RTh/RE ª 11 from Eq. (5.39).

 The variation in IC because of changes in b will now be investigated. 
Differentiating Eq. (5.38) w.r.t. b gives

  0 = Sh RE + (RE + RTh)  [   b Sh – IC ________ 
b2

   ] 
    – ICBO   

(RE + RTh) _________ 
b2

   × [b – (b + 1)]

 Thus

  Sh =   
∂IC ___ 
∂b

   =   
IC – ICBO ________ 

b2
     

RE + RTh  ________________  
(b RE + RE + RTh)/b

  

   =   
(IC – ICBO)

 _________ 
b

     S ______ 
(b + 1)

  

\    
DIC ____ 
IC

   =   
Db

 ___ 
b

     S ______ 
(b + 1)

    ( 1 –   
ICBO ____ 
IC

   ) , (5.40)

(for small changes in IC and b)

 This represents an improvement by the factor S/(b + 1) over the performance 
of the fixed base bias circuit of Example 5.1.

5.15 PRACTICAL DESIGN APPROACH USING
 VOLTAGE-DIVIDER BIAS

The voltage-divider bias stabilization is widely used in discrete circuits. Because 
of this, three basic criteria for quick design have been evolved which give 
reasonable compromises between stability, gain and output voltage swing. The 
criteria can be stated as follows:

 (a) The emitter-to-ground voltage VE across RE should be approximately one-
tenth of the dc supply voltage VCC i.e., 

   VE = IE RE =   1 ___ 
10

   VCC (5.41)

 (b) The d.c. current in R2 should be at least ten times the d.c. base bias current 
IB. This is met if the input resistance looking into the base of the transistor 
bRE is at least ten times R2 i.e., 

   bRE = 10 R2 (5.42)
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 (c) The collector-emitter voltage VCE at the Q-point should be approximately 
equal to one-half of the d.c. supply voltage VCC i.e., 

   VCE ª   1 __ 
2
   VCC (5.43)

 Let us now apply these criteria to the design of a voltage-divider bias circuit 
given that

  VCC = 12 V,  b = 100, VBE = 0.7 V

and the circuit is to be biased at IC = 1 mA.

 Assuming that at the Q-point IC is referred to as IC(Q) and IE(Q) = IC(Q) and 
using Eq. (5.41) we obtain

  RE =   
0.1 × VCC ________ 

IC(Q)
   =   0.1 × 12 _______ 

1 × 10–3
   = 1.2 kW (5.44)

 Using Eqs. (5.42) and (5.44), we get

  R2 =   
bRE ____ 
10

   =   100 × 1.2 × 103

  _____________ 
10

   = 12 kW (5.45)

 Using Eq. (5.43) and reffering to Fig. , we write

  VCE(Q) = VCE

   = VCC – IC(Q) RL – IC(Q) RE

   ª   1 __ 
2
   VCC

or  RL =   
VCC _____ 

2IC(Q)
   – RE =   12 __________  

2 × 1 × 10–3
   – 1.2 × 103

   = 4.8 kW (5.46)

 Also referring to Fig. 5.22, we have

  IB(Q) =   
VTh – VBE _________ 
RTh + bRE

   =   
IC(Q)

 ____ 
b

   (5.47)

where VTh =   
R2 _______ 

R1 + R2
   VCC

  RTh =   
R1 R2 _______ 

R1 + R2
   (5.48)

 Using Eqs. (5.47) and (5.48), we obtain

  R1 =   
VCC – VBE – IC(Q) RE

  _____________________   

(VBE/R2) + IC(Q)  (   RE ___ 
R2

   +   1 __ 
b

   ) 
   (5.49)
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 Substituting the values, we get

  R1 =   12 – 0.7 – 1 × 10–3 × 1.2 × 103

   _______________________________    

  0.7 ________ 
12 × 103

   + 1 × 10–3  [   1.2 × 103

 ________ 
12 × 103

   +   1 ____ 
100

   ] 
  

   = 60.12 kW (5.50)

 Thus, we have obtained the circuit components as 

  RE = 1.2 kW,  RL = 4.8 kW, R1 = 60.12 kW, R2 = 12 kW

 In practice, the available resistances close to the computed values are 
selected.

5.16 MID-POINT BIASING

When an amplifier circuit is so designed that operating point Q lies at the centre 
of d.c. load line, the amplifier is said to be mid-point biased. When the amplifier 
is mid-point biased, the Q-point provides values of IC and VCE that are one-
half of their maximum possible values. This is illustrated in Fig. 5.27. Since the 
Q-point is centred on the load line.

  IC =   1 __ 
2
   IC(max);  VCE =   

VCC ____ 
2
  

 When a transistor is used as an amplifier, it is always designed for mid-point 
bias. The reason is that mid-point biasing allows optimum operation of the 
amplifier. In other words, midpoint biasing provides the largest possible output. 
This point is illustrated in Fig. 5.27 where Q-point is centered on the load line.

IC max( )

1
2

IC max( )

IC

Q

VCEO

VCC

2
VCC

Fig. 5.27
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 When an a.c. signal is applied to the base of the transistor, collector current 
and collector-emitter voltage will both vary around their Q-point values. Since 
Q-point is centered, IC and VCE can both make the maximum possible transitions 
above and below their initial d.c. values. If Q-point is located above centre on 
the load line, the input may cause the transistor to saturate. As a result, a part of 
the output wave will be clipped off. Similarly, if Q-point is below mid-point on 
the load line, the input may cause the transistor to go into cut-off. This can also 
cause a portion of the output to be clipped. It follows, therefore, that mid-point 
biased amplifier circuit allows the best possible a.c. operation of the circuit.

5.17 PRACTICAL CIRCUIT OF TRANSISTOR AMPLIFIER

It is important to note that a transistor can accomplish faithful amplification only 
if proper associated circuitry is used with it. Figure 5.28 shows a practical single 
stage transistor amplifier. The various circuit elements and their function are as 
follows:

 (i) Biasing circuit. The resistances R1, R2, and RE form the biasing and 
stabilization circuit. The biasing circuit must establish a proper operating 
point otherwise a part of the negative half-cycle of the signal may be cut 
off in the output.

 (ii) Input capacitor Cin. An electrolytic capacitor Cin (ª 10 mF) is used 
to couple the signal to the base of the transistor. If it is not used, the 
signal source resistance will come across R2 and thus change the bias. The 
capacitor Cin allows only a.c. signal to flow but isolates the signal source 
from R2.

*

 (iii) Emitter bypass capacitor CE. An emitter bypass capacitor CE (ª 100 mF) 
is used in parallel with RE to provide a low reactance path to the amplified 
a.c. signal. If it is not used, then amplified a.c. signal flowing through RE 
will cause a voltage drop across it, thereby reducing the output voltage.

 (iv) Coupling capacitor CC. The coupling capacitor CC (ª10 mF) couples 
one stage of amplification to the next stage. If it is not used, the bias 
conditions of the nest stage will be drastically changed due to the shunting 
effect of RC. This is because of RC will come in parallel with the upper 
resistance R1 of the biasing network of the next stage, thereby altering 
the biasing conditions of the latter. In short, the coupling capacitor CC 
isolates the d.c. of one stage from the next stage, but allows the passage 
of a.c. signal.

Various Circuit Current It is useful to mention the various currents in the complete 
amplifier circuit. These are shown in the circuit of Fig. 5.28.

* It may be noted that a capacitor offers infinite reactance to d.c. and blocks it completely whereas it 
allows a.c. to pass through it.
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Fig. 5.28

 (i) Base Current When no signal is applied in the base circuit, d.c. base 
current IB flows due to biasing circuit. When a.c. signal is applied, a.c. 
base current ib also flows. Therefore, with the application of signal, total 
base current iB is given by

   iB = IB + ib

 (ii) Collector Current When no signal is applied, a d.c. collector current 
IC flows due to biasing circuit. When a.c. signal is applied, a.c. collector 
current ic also flows. Therefore, the total collector current iC is given by;

   iC = IC + ic

  where IC = b IB = zero signal collector current

   ic = b ib = collector current due to signal

 (iii) Emitter Current When nonsignal is applied, a d.c. emitter current IE 
flows. With the application of signal, total emitter current iE is given by;

   iE = IE + ie

  It is useful to keep in mind that:

   IE = IB + IC

   ie = ib + ic 

 Now base current is usually very small, therefore, as a reasonable 
approximation,

  IE ª IC and ie ª ic
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5.18 PHASE REVERSAL

In common emitter connection, when the input signal voltage increases in the 
positive sense, the output voltage increases in the negative direction and vice-
versa. In other words, there is a phase difference of 180° between the input and 
output voltage in CE connection. This is called phase reversal.*

 The phase difference of 180° between the signal voltage and output voltage 
in a common emitter amplifier is known as  phase reversal.
 Consider a common emitter amplifier circuit shown in Fig. 5.29. The signal 
is fed at the input terminals (i.e., between base and emitter) and output is taken 
from collector and emitter end of supply. The total instantaneous output voltage 
vCE is given by;

  **vCE = VCC – iC RC (5.51)

 When the signal voltage increases in the positive half-cycle, the base current 
also increases. The result is that collector current and hence voltage drop iC RC 
increases. As VCC is constant, therefore, output voltage vCE decreases. In other 
words, as the signal voltage is increasing in the positive half-cycle, the output 
voltage is increasing in the negative sense i.e., output is 180° out of phase with 
the input. It follows, therefore, that in a common-emitter amplifier, the positive 
half-cycle of the signal appears as amplified negative half-cycle in the output 
and vice versa. It may be noted that amplification is not affected by this phase 
reversal.

 The fact of phase reversal can be readily proved mathematically. Thus 
differentiating exp. (1), we get

  dvCE = 0 – dic RC

or  dvCE = – dic RC

 The negative sign shows that output voltage is 180° out of phase with the 
input signal voltage.

Graphical Demonstration The fact of phase reversal in CE connection can be shows 
graphically with the help of output characteristics and load line (see Fig. 5.30).

 In Fig. 5.30, AB is the load line. The base current fluctuates between, say 
± 5mA with 10 mA as the zero signal base current. From the figure, it is clear 
that when the base current is maximum in the positive direction, vCE becomes 
maximum in the negative direction (point G in Fig. 5.30). On the other hand, 
when the base current is maximum in the negative direction, vCE is maximum in 

* This is so if output is taken from collector and emitter end of supply as is always done. However, if 
the output is taken across RC, it will be in phase with the input.
** Reactance of CC (= 10 mF) is negligible at ordinary signal frequencies. Therefore, it can be considered 
a short for the signal.
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the positive sense (point H in Fig. 5.30). Thus, the input and output voltages are 
in phase opposition or equivalently, the transistor is said to produce a 180° phase 
reversal of output voltage w.r.t. signal voltage.

Note: No phase reversal of voltage occurs in common base and common collector 
amplifier. The a.c. output voltage is in phase with the a.c. input signal. For all 
three amplifier configurations; input and output currents are in phase.

Fig. 5.29

Fig. 5.30
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5.19 D.C. AND A.C. EQUIVALENT CIRCUITS

In a transistor amplifier, both d.c. and a.c. conditions prevail. The d.c. sources 
set up d.c. currents and voltages whereas the a.c. source (i.e. signal) produces 
fluctuations in the transistor currents and voltages. Therefore, a simple way to 
analyse the action of a transistor is to split the analysis into two parts viz., a 
d.c. analysis and an a.c. analysis. In the d.c. analysis, we consider all the d.c. 
sources at the same time and work out the d.c. currents and voltages in the 
circuit. On the other hand, for a.c. analysis, we consider all the a.c. sources at 
the same time and work out the a.c. currents and voltages. By adding the d.c. and 
a.c. currents and voltages, we get the total currents and voltages in the circuit. 
For example, consider the amplifier circuit shown in Fig. 5.31. this circuit can 
be easily analysed by splitting it into d.c. equivalent circuit and a.c. equivalent 
circuit.

 (i) D.C. Equivalent Circuit In the d.c. equivalent circuit of a transistor 
amplifier, only d.c. conditions are to be considered i.e., it is presumed that 
no signal is applied. As direct current cannot flow through a capacitor, 
therefore, all the capacitors look like open circuits in the d.c. equivalent 
circuit. It follows therefore, that in order to draw the equivalent d.c. 
circuit, the following two steps are applied to the transistor circuit:

 (a) Reduce all a.c. sources to zero.

 (b) Open all the capacitors.

  Applying these two steps to the circuit shown in Fig. 5.31, we get the 
d.c. equivalent circuit shown in Fig. 5.32. We can easily calculate the d.c. 
currents and voltages from this circuit.

 (ii) A.C. Equivalent Circuit In the a.c. equivalent circuit of a transistor 
amplifier, only a.c. conditions are to be considered. Obviosuly, the d.c. 
voltage is not important for such a circuit and may be considered zero. 
The capacitors are generally used to couple or bypass the a.c. signal. The 
designer intentionally selects capacitors that are large enough to appear 
as short-circuit to the a.c. signal. It follows, therefore, that in order to 
draw the a.c. equivalent circuit, the following two steps are applied to the 
transistor circuit:

 (a) Reduce all d.c. sources to zero (i.e. VCC = 0)

 (b) Short all the capacitors.

 Applying these two steps to the circuit shown in Fig. 5.31, we get the a.c. 
*equivalent circuit shown in Fig. 5.33. We can easily calculate the a.c. currents 
and voltages from this circuit.

* Note that R1 is also in parallel with transistor input so far as signal is concerned. Since R1 is con-
nected from the base lead to VCC and VCC is at “a.c. ground”, R1 is effectively connected from the base 
lead to ground as far as signal is concerned.
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 It may be seen that total current in any branch is 
the sum of d.c. and a.c. currents through that branch. 
Similarly, the total voltage across any branch is the sum 
of d.c. and a.c. voltages across that branch.

Example 5.6 For the transistor amplifier circuit 
shown in Fig. 5.31, determine:

 (i) d.c. load and a.c. load

 (ii) maximum collector-emitter voltage and collector 
current under d.c. conditions

 (iii) maximum collector-emitter voltage and collector 
current when a.c. signal is applied

R1

R2

RC

IE

RE

CC

Cin i I iB B b= +

i I iC C c= +

ie

CE

RL

Signal

+ VCC

Fig. 5.31

+ VCC

R1

I1

R2

RC

IC

IE

RE

IB

Fig. 5.32

Fig. 5.33
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Solution Refer back to the transistor amplifier circuit shown in Fig. 5.31.

 (i) The d.c. load for the transistor is Thevenin’s equivalent resistance as seen 
by the collector and emitter terminals. Thus referring to the d.c. equivalent 
circuit shown in Fig. 5.32. Thevenin’s equivalent resistance can be found 
by shorting the voltage source (i.e. VCC) as shown in Fig. 5.34.

Fig. 5.34

  Because a voltage source looks like a short, it will bypass all other 
resistances except RC and RE which will appear in series. Consequently, 
transistor amplifier will see a d.c. load of RC + RE i.e.,

   D.C. load = RC + RE

  Referring to the a.c. equivalent circuit shown in Fig. 5.33, it is clear that 
as far as a.c. signal is concerned, resistance RC appears in parallel with 
RL. In other words, transistor amplifier sees an a.c. load equal to RC || RL 
i.e.,

  A.C. load, RAC = RC || RL = RC RL/RC + RL

 (ii) Referring to d.c. equivalent circuit of Fig. 5.32

   VCC = VCE + IC (RC + RE)

  The maximum value of VCE will occur when there is no collector current 
i.e., IC = 0

  \ Maximum VCE = VCC

  The maximum collector current will flow when VCE = 0

  \ Maximum IC =   
VCC _______ 

RC + RE
  

 (iii) When no signal is applied, VCE and IC are the collector-emitter voltage 
and collector current respectively. When a.c. signal is applied, it causes 
changes to take place above and below the operating point Q (i.e. VCE 
and IC).
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  Maximum collector current due to a.c. signal = *IC

  \ Maximum positive swing of a.c. collector-emitter voltage

    = IC × RAC

  Total maximum collector-emitter voltage

    = VCE + IC RAC

  Maximum positive swing of a.c. collector current

    = VCE/RAC

  \ Total maximum collector current

    = IC + VCE/RAC

5.20 LOAD LINE ANALYSIS

The output characteristics are determined experimentally and indicate the relation 
between VCE and IC. However, the same information can be obtained in a much 
simpler way by representing the mathematical relation between IC and VCE 
graphically. As discussed before, the relationship between VCE and IC is linear so 
that it can be represented by a straight line on the output characteristics. This is 
known as a  load line. The points lying on the load line give the possible values 
of VCE and IC in the output circuit. As in a transistor circuit both d.c. and a.c. 
conditions exist, therefore, there are two types of load lines, namely; d.c. load 
line and a.c. load line. The former determines the locus of IC and VCE in the zero 
signal conditions and the latter shows these values when the signal is applied.

(i) D.C. load line It is the line on the output characteristics of a transistor circuit 
which gives the values of IC and VCE corresponding to zero signal or d.c. 
conditions.

 Consider the transistor amplifier shown in Fig. 5.35. In the absence of signal, 
d.c. conditions prevail in the circuit as shown in Fig. 5.36(a). Referring to this 
circuit and applying Kirchhoff’s voltage law,

  VCE = VCC – IC RC – IE RE

or  VCE = VCC – IC (RC + RE)  (  IE ª IC) (5.52)

 As for a given circuit, VCC and (RC + RE) are constant, therefore, it is a 
first degree **equation and can be represented by a straight line on the output 
characteristics. This is known as  d.c. load line and determines the locus of VCE 
and IC points in the zero signal conditions. The d.c. load line can be readily 
plotted by locating two end points of the straight line.

* For faithful amplification
** This Equation is known as load line equation since it relates the collector-emitter voltage (VCE) to the 
collector current IC flowing through the load.
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 The value of VCE will be maximum when IC = 0. Therefore, by putting IC = 0 
in Eq. (5.52), we get,

  max. VCE = VCC 

 This locates the first point B (OB = VCC) of the d.c. load line.

 The value of IC will be maximum when VCE = 0.

\  max. IC =   
VCC _______ 

RC + RE
  

 This locates the second point A (OA = VCC/RC + RE) of the d.c. load line. By 
joining points A and B, d.c. load line AB is constructed (see Fig. 5.36(b)).

Alternatively The two end points of the d.c. load line can also be determined in 
another way.

  VCE + IC (RC + RE) = VCC

 Dividing throughout by VCC, we have,

    
VCE ____ 
VCC

   +   
IC ____________  

(VCC/RC + RE)
   = 1 (5.53)

 The equation of a line having intercepts a and b on x-axis and y-axis 
respectively is given by;

    x __ a   +   
y
 __ 

b
   = 1 (5.54)

 Comparing Eqs. (5.53) and (5.54), we have,

  Intercept on x-axis = VCC

   Intercept on y-axis =   
VCC _______ 

RC + RE
  

Fig. 5.35
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 With the construction of d.c. load line on the output characteristics, we get the 
complete information about the output circuit of transistor amplifier in the zero 
signal conditions. All the points showing zero signal IC and VCE will obviously 
lie on the d.c. load line. At the same time IC and VCE conditions in the circuit 
are also represented by the output characteristics. Therefore, actual operation 
conditions in the circuit will be represented by the point where d.c. load line 
intersects the base current curve under study. Thus, referring to Fig. 5.36(b), if 
IB = 5 mA is set by the biasing circuit then Q (i.e. intersection of 5 mA curve and 
load line) is the operation point.

(ii)  A.C. load line This is the line on the output characteristics of a transistor circuit 
which gives the value of iC and vCE when signal is applied.

 Referring back to the transistor amplifier shown in Fig. 5.35, it’s a.c. 
equivalent circuit as far as output circuit is concerned is as shown in Fig. 5.37(a). 
To add a.c. load line to the output characteristics, we again require two end 
points – one minimum collector-emitter voltage point and the other maximum 
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collector current point. Under the application of a.c. signal, these values are 
(refer to Example 5.6).

 Max. collector-emitter voltage = VCE + IC RAC. This locates the point C of 
the a.c.load line on the collector-emitter voltage axis.

 Maximum collector current

   = IC +   
VCE ____ 
RAC

  

where RAC = RC || RL =   
RC RL _______ 

RC + RL
  

 This locates the point D of a.c. load line on the collector current axis. By 
joining points C and D, the a.c. load line CD is constructed (See Fig. 5.37(b)).

Example 5.7 For the transistor amplifier shown in Fig. 5.38, R1 = 10 kW, 
R2 = 5 kW, RC = 1 kW, RE = 2 kW and RL = 1 kW.

(i) Draw d.c. load line (ii) Determine the operating point (iii) Draw a.c. load line.

 Assume VBE = 0.7 V.

R1

R2

RC CC

RE

CE

RL

Cin

+ = 15VVCC

Fig. 5.38

Solution 

 (i) D.C. load line To draw d.c. load line, we require two end points viz. 
maximum VCE point and maximum IC point.

  Maximum VCE = VCC = 15 V [See Art. 5.20]

  This locates the point B (OB = 15 V) of the d.c. load line.

  Maximum IC =   
VCC _______ 

RC + RE
   =   15 V _________ 

(1 + 2) kW
  

    = 5mA (See Section 5.20)



Transistor Biasing and Amplifi ers 5.39

  This locates the point A (OA = 5 mA) of the d.c. load line. Figure 5.39(a) 
shows the d.c. load line AB.

 (ii) Operating point Q The voltage across R2 (= 5 kW) is 5 V i.e.,

   V2 = 5V.

  Now, V2 = VBE + IE RE

  \ IE =   
V2 – VBE ________ 

RE
   =   

(5 – 0.7) V
 _________ 

2 kW
   = 2.15 mA

  \ IC = IE = 2.15 mA

  Now VCE = VCC – IC (RC + RE) = 15 – 2.15 mA × 3 kW

    = 8.55 V

  \ Operating point Q is 8.55 V, 2.15 mA. This is shown on the d.c. load 
line.

 (iii) A.C. load line To draw a.c. load line, we require two end points viz., 
maximum collector-emitter voltage point and maximum collector current 
point when signal is applied.

  a.c. load, RAC = RC || RL =   1 × 1 _____ 
1 + 1

   = 0.5 kW

  \ Maximum collector-emitter voltage

    = VCE + IC RAC [See Example 5.6]

    = 8.55 + 2.15 mA × 0.5 kW = 9.62 volts

  This becomes the points C (OC = 9.62 V) on the vCE axis.

  Maximum collector current = IC + VCE/RAC

    = 2.15 + (8.55 V/0.5 kW) = 19.25 mA

Fig. 5.39
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  This locates the point D (OD = 19.25 mA) on the iC axis. By joining 
points C and D, a.c. load line CD is constructed (see Fig. 5.39(b)).

5.21 OUTPUT FROM TRANSISTOR AMPLIFIER

A transistor raises the strength of a weak signal 
and thus acts as an amplifier. Figure 5.40 
shows the common-emitter amplifier. There 
are two ways of taking output from this 
transistor connection. The output can be taken 
either across RC or across terminals 2-2. In 
either case, the magnitude of output is the 
same. This can be seen as follows.

 (i) First method We can take the output 
directly by putting a load resistance RC 
in the collector circuit, i.e., 

   Output = voltage across

   RC = iC RC (5.55)

  This method of taking output from collector load is used only in single 
stage amplification.

 (ii) Second method The output can also be taken across terminals 2-2 i.e., 
from collector and emitter end of supply

   Output = Voltage across terminals 2-2.

    = VCC – iC RL

  As VCC is a direct voltage and cannot pass through capacitor CC, therefore 
only varying voltage iC RC will appear across terminals 2-2.

  \ output = – iC RC (5.56)

 From Eqs. (5.55) and (5.56), it is clear that magnitude of output is the same 
whether we take output across collector load or terminals 1 and 2. The minus 
sign in Eq. (5.56) simply indicates the phase reversal. The second method of 
taking output is used in multistage of amplification.

Example 5.8 Determine whether or not the circuit shown in Fig. 5.41(a) is 
mid-point biased.

Solution Let us first construct the d.c. load line

  IC (max) =   
VCC ____ 
RC

   =   8 V _____ 
2 kW

   = 4 mA

 This locates the point A (OA = 4 mA) of the d.c. load line.

  VCE (max) = VCC = 8 V

 This locates the point B (OB = 8 V) of the d.c. load line. By joining these 
two points, d.c. load line AB is constructed (see Fig. 5.41).
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Fig. 5.40
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Operating point. Referring to Fig. 5.41(a), we have,

  IB =   
VCC – VBE _________ 

RB
   =   8 V – 0.7 V __________ 

360 kW
   = 20.28 mA

\  IC = b = 100 (20.28 mA) = 2.028 mA

 Also VCE = VCC – IC RC

   = 8 V – (2.028 mA) (2 kW)

   = 3.94 V

 Since VCE is nearly one-half of VCC, the amplifier circuit is mid-point 
biased.

Note: We can determine whether or not the circuit is mid-point biased without 
drawing the dc load line. By definition, a circuit is mid-point biased when the 
Q-point value of VCE is one-half of VCC. Therefore, all that you have do to is to 
find the operating point Q of the circuit. If the Q-point value of VCE is one-half 
of VCC, the circuit is mid-point biased.

Questions
 5.1 For the fixed-bias configuration of Fig. 5.42, 

determine

 (a)  I BQ
  (b)  I CQ

 

 (c)  V CEQ
  (d) VC

 (e) VB (f) VE

[Ans.  I BQ
  = 32.55 mA,  I CQ

  = 2.93 mA,
 V CEQ

  = 8.09 V, VC = 8.09 V,
VB = 0.7 V, VE = 0 V]

+ = 8 VVCC

IB

RB = 360 kW

Silicon

RC = 2 kW

IC

b = 100

A4

IC (mA)

2

O

Q

4 8
B

VCE (volts)

(i) (ii)

Fig. 5.41

16 V

2.7 kW
470 kW

VB

VC

VCEQ

+

_IBQ
VE

b = 90

Fig. 5.42
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 5.2 Given the information appearing in Fig. 5.43, 
determine:

 (a) IC (b) VCC

 (c) b (d) RB

[Ans. IC = 3.98 mA, VCC = 15.96 V,
b = 199, RB = 763 kW]

 5.3 What do you understand by transistor 
biasing? Why it is needed?

 5.4 What do you understand by stabilization of 
operating point?

 5.5 Mention the essentials of a biasing circuit.

 5.6 Describe the various methods used for 
transistor biasing. State their advantages and disadvantages.

 5.7 Describe the potential divider method in detail. How stabilization of 
operating point is achieved by this method?

 5.8 Explain thermal runaway in a transistor circuit.

 5.9 Explain why the battery connected between the emitter and base terminals 
requires a high resistance in series with it.

 5.10 Draw a simple circuit in which why only one battery is used and biasing 
is achieved by fixing the base current.

 5.11 Prove mathematically that the operating point in a potential-divider biasing 
circuit is independent of b. Make relevant assumptions.

 5.12 Explain why the fixed bias circuit, inspite of its simplicity, is not much 
used in amplifiers.

 5.13 Explain the function of the emitter resistor RE in the potential divider 
biasing circuit.

 5.14 Explain why operating point is fixed in the centre of the active region of 
transistor characteristics in a good voltage amplifier.

 5.15 Calculate the collector current and collector-to-emitter voltage for the 
PNP silicon transistor used in voltage divider bias method assuming the 
following data:

   R1 = 100 kW, VCC = 12 V

   R2 = 27 kW, VBE = 0.751 V

   RC = 2 kW, b = 75

   RE = 1 kW   [Ans. IC ª IE = 1.8 mA, VCE = 6.6 V]

 5.16 Derive the expression for Q-point in the voltage divider bias circuit using 
Thevenin’s theorem.

VCC

2.2 kW
RB

VCE = 7.2 V

+

_IB = 20 Am

IE = 4 mA

IC

Fig. 5.43
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and Amplifiers6

6.1 TWO PORT NETWORK

A linear circuit that gives the same response at the output and input ports as does 
a second network is said to be equivalent to the second network. By equating 
the parameters of a network to the measured parameters of the transistor, a two 
port equivalent circuit can be made to act as does the transistor in the circuit. 
The concept of equivalence contributes greatly to the understanding of circuits 
containing transistors since the transistor as a circuit element is given parameters 
that are compatible in our usual circuit analysis.

 To ensure transistor linearity adequate for active-circuit models requires that 
the transistors be operated with small-signal amplitudes and over small regions 
of quasi-linear characteristics.

 We will now provide a brief review of applicable two port network theory 
and then apply this theory to develop circuit models for transistors. Then the 
circuit models can be used in determination of the characteristics of the basic 
amplifier circuits.

 Figure 6.1(a) shows a network box which is assumed to contain a linear 
network, either active or passive. Conductors can be internally connected to 
arbitrary nodes and brough out as terminals; any pair of terminals is a port. 
Currents at the terminals are considered as positive inward, so reversal of a box 
will not alter an analysis.

 It is the terminal quantities v1, i1, v2 and i2 by which the two port network 
responds to external forcing functions, and specification of these quantities 
is equivalent to specification of the network response. It is possible to apply 
network relations to transistors that do not have linear volt-ampere characteristics 
by restriction of the operation to regions of quasi-linearity. Linearity is illustrated 
in Fig. 6.1, where the slope is constant; in Fig. 6.1(d) is a piecewise linear 
approximation to the non-linear relation of Fig. 6.1(c).

 Any pair of the terminal variables, v1, i1, v2 and i2 may be arbitrarily chosen 
as independent, leading to two equations that may be solved for the other two 
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Fig. 6.1 (a) Volt-ampere curve for a linear circuit, (b) non-linear device,
(c) piecewise linear approximation

dependent variables. Choice of three of the possible pairs of independent variables 
as v2 and i1, v1 and v2, and i1 and i2 gives us three sets of circuit parameters which 
have been found useful in electronic circuit analysis.

 In choosing i1 and v2 as independent variables, we imply that

  v1 = f1 (i1, v2)

  i2 = f2 (i1, v2)

 Our circuits are operated with a.c. signals, and the effect of changes in the 
thermal quantities can be determined by taking the total differentials as

  dv1 =   
∂v1 ___ 
∂i1

   di1 +   
∂v1 ___ 
∂v2

   dv2 (6.1)

  di2 =   
∂i2 ___ 
∂i1

   di1 +   
∂i2 ___ 
∂v2

   dv2 (6.2)

 With operation over linear regions of the device curves with constant 
slopes, the partial derivatives become constants. Writing the above equations for 
sinusoidal changes, we have

  V1 = hi I1 + hr V2 (6.3)

  I2 = hf I1 + ho V2 (6.4)

which in matrix form is

   [    
V1   
I2

 
 
  ]  =  [    

hi   
hf

 
 
   

 
 
hr   
ho

 
 
  ]   [    I1   

V2
 
 
  ] 
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 An advantage of matrix notation is demonstrated, in that it separates the 
independent variables I1 and V2 on the right, the circuit function, and the 
dependent variables V1 and I2 on the left.

 The  h parameters may be correlated with a given network by measurements 
made at the terminals of the network, with assigned open- or short-circuit 
terminations. With a short-circuit at 2,2 we have V2 = 0. Applying this condition 
in Eqs. (6.3) and (6.4) we define two h parameters by currents and voltages as

  hi =   
V1 ___ 
I1

   = short-circuit input impedance; V2 = 0

  hf =   
I2 __ 
I1

   = short-circuit forward current gain; V2 = 0  (6.5)

 With an open-circuit at 1,1 we have I1 = 0, and using this condition in 
Eqs. (6.3) and (6.4) yields definitions:

  hr =   
V1 ___ 
V2

   = open-circuit reverse voltage gain; I1 = 0

  ho =   
I2 ___ 
V2

   = open-circuit output admittance; I1 = 0   (6.6)

 The h coefficients are known as the  hybrid parameters, since both open- 
and short-circuit terminations are used in defining them. It should be noted that 
one parameter is an impedance, one an admittance, and two are dimensionless 
ratios.

Example 6.1 Find the values of the h parameters for the circuit of Fig. 6.2.

I1
30 W 10 W

I2

20 WV1

+

(b)

+ +

30 W 10 W
I1

1

V1 20 W 10 W

I2
2

V2

21
(a)

10 W
I2

V1

+

20 W 10 W V2

+

(c)

Fig. 6.2 Circuits for the example

Solution We define hi as

  hi =   
V1 ___ 
I1

   (V2 = 0)
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 With a short-circuit at 2, 2 the circuit is changed to that at (b). Then

  ht = 30 +   10 × 20 _______ 
10 + 20

   = 30 +   200 ____ 
30

  

   = 36.7 ohms

 For hf we have

  hf =   
I2 __ 
I1

   (V2 = 0)

 Again using the circuit at (b), we can use current division to write

  – I2 =   20 _______ 
10 + 20

   I1

    
I2 __ 
I1

   = –   20 ___ 
30

   = – 0.67

 For an open-circuit at 1,1 we arrive at the circuit at (c). Then

  hr =   
V1 ___ 
V2

   (I1 = 0)

 By voltage division we have

  V1 =   20 _______ 
10 + 20

   V2

  hr =   
V2 ___ 
V1

   =   20 ___ 
30

   = 0.067

 With the open-circuit termination we obtain the definition for ho as

  ho =   
I2 ___ 
V2

   (I1 = 0)

 The impedance seen at 2, 2 is

  Z =   20 × 30 ___________  
20 + 10 + 10

   =   300 ____ 
40

   = 7.5 ohms

 Then

  V2 = 7.5 I2

  ho =   
I2 ___ 
V2

   =   1 ___ 
7.5

   = 0.133 mho

 Summarizing

  hi = 36.7 ohms hr = 0.67

  hf = – 0.67 ho = 0.133 mho

6.2 CONTROLLED SOURCES

An independent ideal source in a network has its strength arbitrarily defined. 
It delivers its specified voltage or current regardless of the system to which 



Two Port Networks and Amplifi ers 6.5

it is connected. A significant property of the ideal controlled source is that it 
is unilateral; a signal applied at the control terminals produces a proportional 
output, but a signal at the output terminals does not affect the control input.

 Transistors operate as control devices and amplifiers; they are sources of 
energy whose output is under control of a voltage or current elsewhere in the 
system. Thus they are not independently specified and are dependent. As an 
example, the defining relations in Figs. 6.3(a) and (c).

  ic = hfe ib

  vo = mm vi

provide for transmission from control to output, but no means for transmission to 
occur from output back to the control terminals. The circuits in (b) and (d) show 
two more controlled relations, m is known as  amplification factor, gm is known 
as  transconductance and rm is known as the  transresistance.

ib ic

–

+

h ife b vo

(a)

+

– –

+

vi g vm i vo

(b)

+

––

+ +

vomvivi

(c)

–

++

vo

ib

r im b

(d)

Fig. 6.3 Ideal controlled sources

 Input terminals may not always be explicitly shown. Instead the control is 
derived from a variable of the system. Our actual sources will be treated as ideal, 
and internal resistances and capacitances will be added externally.

 Such models are illustrated in Fig. 6.4, and can be recognized as Thevenin 
and Norton sources but with control of the generated voltage or current.

+ +

–

+

–

vi mvi vo

ro

(a)

+

–

vi

–

+

g vm i ro vo

(b)

Fig. 6.4 Modified sources
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6.3 HYBRID-PARAMETER EQUIVALENT CIRCUIT

An equivalent circuit may be developed for a linear active devices, such as 
transistor; the h-parameter equations are widely used in a model for such devices. 
The model for the network box of Fig. 6.1 requires

  V1 = hi I1 + hr V2 (6.7)

  I2 = hf I1 + ho V2 (6.8)

 The first equation is a voltage summation, 
indicating a series arrangement of an 
impedance hi and a transfer or controlled 
voltage generator hr V2 which feeds back to 
the input circuit a voltage proportional to the 
output voltage V2. The left hand circuit of 
Fig. 6.5 is representative of Eq. (6.7). The 
second equation is a current summation at a 
node, suggesting a parallel arrangement of an admittance ho or impedance 1/ho 
and a transfer current source hf I1, which is controlled by the input current I1. The 
right hand circuit of Fig. 6.5 is representive of Eq. (6.8).

 The complete circuit acts in accordance with the h-parameter equations 
derived from the arbitrary network, and is equivalent to that network box. By 
assigning h values as measured from a transistor, the circuit may be used to 
replace that transistor in a circuit analysis.

6.4 AN EQUIVALENT CIRCUIT FOR THE BJT

The active circuit model of Fig. 6.6(a) has two ports or four terminals. The bipolar 
junction transistor of Fig. 6.6(b) has three internal elements, and to represent 
the transistor by the h-parameter circuit requires that one of the transistor 
elements be made common to the input and output ports. Three possible circuit 
configurations result, as shown in Fig. 6.7. These yield diverse characteristics and 
operating properties. The conventional signal currents and voltages are defined 
in the figure.

 To indicate the use of the common-emitter (CE) circuit, the common base 
(CB) circuit, or the common-collector (CC) circuit, a second subscript is used 
with the h parameters: hfe, hib, and hoc.Values of the h-parameters may be taken 
from manufacturer’s data or obtained by measurement. Those for the common-
emitter circuit are most generally available but conversion equations for all three 
configurations are given in Section 6.11.

 The general h-parameter equivalent circuit is shown in Fig. 6.8(a). This 
circuit is derived from the following two equations on next page

I1 I2

V2

h If 1

1
hO

h Vr 2

V1

hi

+++

Fig. 6.5 Hybrid-parameter 
equivalent circuit
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 The input circuit (Fig. 6.8) is derived with the help of Eq. (6.9). It appears 
as a resistance h11 in series with a voltage generator h12 v2. The output circuit is 
derived with the help of Eq. (6.10). It involves a current generator h21 i1 and a 
shunt resistance h22. The hybrid equivalent circuit for the three orientations are 
shown in Fig. 6.8(b). The circuit is called as hybrid equivalent because its input 
port is a Thevenin equivalent or voltage generator with series resistance while 
output circuit is Norton equivalent i.e., current generator with shunt resistance. In 
the equivalent circuit, the effect of output upon input is represented by equivalent 
generator h12 v2 and its value depends upon output voltage. Similarly, the effect 
of input upon output is represented by current generator h21 i1 and its value 
depends upon input current.

I1

V1

hi

h Vr 2

+ + +1
ho

h If 1

V2

I2

(a)

B

C

E
(b)

Fig. 6.6 (a) h-parameter equivalent circuit; (b) transistor as a two port network

VBE

VCE

iB CE

iC

VBB iE
VCC iB

VCCVEE

iCiE CB
iC

iB CC

VBB
VCC

(a)

iB CE

iC

VBB iE VCC iB VCC
VEE

iCiE CB
iC

iB CC

VBB
VCC

(b)

Fig. 6.7 Defined currents and voltages: (a) PNP transistors; (b) NPN transistors

  v1 = h11 i1 + h12 v2 (6.9)

  i2 = h21 i1 + h22 v2 (6.10)
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 The three equivalent circuits of Fig. 6.8(b) correspond to the following three 
sets of equation:

  ve = hib ie + hrb vc 

  ic = hfb ie + hob vc  (CB)

v1

i1 h11

h v12 2 v2h22

I2

h i21 1

–

+

–

+

+

–

Fig. 6.8 (a) h-parameter equivalent circuit

Fig. 6.8(b)
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  vb = hie ib + hre vc

  ic = hfe ib + hoe vc  (CE)

  vb = hic ib + hrc ve

  ie = hfc ib + hoc ve  (CC)

6.5 GRAPHICAL DETERMINATION OF H-PARAMETERS

To illustrate the graphical method for determining the h-parameters, let us 
consider a transistor in CE mode. The characteristic of the transistor in CE mode 
are shown in Fig. 6.9.

 From the VBE versus IB characteristic curves shown in Fig. 6.9(a), hie is 
determined at the Q-point as

  hie =   
 
   
DVBE _____ 
DIB

   |  VCE = constant
 

 Note that requiring the ac quantity vce to be zero is the same as requiring that 
the dc quantity VCE to be held constant.

 Referring to the VCE versus IC characteristic curve shown in Fig. 6.9(b), DIC 
and DIB are computed as marked on the curve in Fig. 6.9(b). From these two 
measurements hfe is computed as

  hfe =   
 
   
DIC ____ 
DIB

   |  VCE = constant
 

 Furthermore, from Fig. 6.9(c), DVBE and DVCE are computed as indicated and 
hence hre is found from

  hre =   
 
   
DVBE _____ 
DVCE

   |  IB = constant
 

 Referring to Fig. 6.9(d), hoe is computed from the equation

  hoe =   
 
   
DIC _____ 

DVCE
   |  IB = constant

 

6.6 EXPERIMENTAL DETERMINATION OF
 h-PARAMETERS

1. Measurement of hie and hfe

The circuit for the measurement of hie and hfe is shown in Fig. 6.10. Here RB is 
a large resistance that together with VCC determines IB. The resistance RC is used 
to establish the desired d.c. voltage at the collector, and a very small resistance 



6.10 An Introduction to Electronics

Fig. 6.9 Graphical determination of common-emitter h-parameters
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RL is used to enable measuring the signal current in the collector. Large value 
coupling capacitors are used to prevent d.c. currents to flow through RL and RS. 
Since RL is small and the capacitor C1 is large, the collector is effectively a.c. 
short-circuited to ground and thus

  ic ª io ª –   
vo ___ 
RL

   (6.11)

 The input signal current ii is determined by measuring the voltage v across a 
known resistance RS. If RB is large and C2 is also large, then

  ib ª ii ª   v ___ 
RS

   (6.12)

 The input signal current vb as labeled in Fig. 6.10 can be measured directly 
at the base. Using these measured values, we can compose hie and hfe, using 
Eqs. (6.11) and (6.12) as

  hie =   
vb __ 
ib

    and hfe =   
ic __ 
ib

   (6.13)

2. Measurement of hre

To measure hre, we use the circuit as shown in Fig. 6.11. Note that a signal 
source is used to excite the circuit at the collector side through a large value 
capacitor C1. A high impedance ac voltmeter is used to measure the resulting a.c. 
voltage vb across the base-emitter junction of the transistor. The bias resistor RB 
should be kept much greater than the base-emitter a.c. resistance of the transistor. 
The value of hre may then be determined as

  hre =   
vb __ vc

   (6.14)

+ VCC

RB RC

RS

ii
vs

C2 = •

C1 = •
vo

io
RL

vb

–

+

Fig. 6.10 Circuit for measuring hie and hfe
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3. Measurement of hoe

We note that hoe is the output conductance with the base open-circuited, which 
by definition is the slope of the VCE versus IC characteristic curves depicted 
in Fig. 6.8(d). The circuit in Fig. 6.11 can be used for measuring hoe. Insert a 
small resistance in series with the signal source vc and measure the a.c. current 
through it by measuring the a.c. voltage drop across it. Knowing vc and ic, we 
can compute the value of hoe as

  hoe =   
ic __ vc

   (6.15)

6.7 PERFORMANCE OF A LINEAR CIRCUIT IN TERMS
 OF h-PARAMETERS

Consider a linear circuit with a load resistance RL across the output terminals as 
shown in Fig. 6.12. In terms of h-parameters, we have

  v1 = h11 i1 + h12 v2 (6.16)

  i2 = h21 i1 + h22 v2 (6.17)

V

+ VCC

RB RC

C1 = •

C2 = •

vb

vc
Signal
source

a.c.
voltmeter

Fig. 6.11 Circuit for measuring hre

Fig. 6.12
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 From Fig. 6.12, i2 = –   
v2 ___ 
RL

   (6.18)

 Here negative sign is used because the load current is opposite to the direction 
of i2.

1. Input Impedance

The input impedance Zin of the circuit is the ratio of input voltage to the input 
current i.e.,

  Zin =   
v1 __ 
i1

   (6.19)

 From Eqs. (6.16) and (6.19)

  Zin =   
h11 i1 + h12 v2  ___________ 

i1
   =   

h11 + h12 v2 __________ 
i1

   (6.20)

 Substituting the value of i2 from Eq. (6.18) in Eq. (6.17):

  –   
v2 ___ 
RL

   = h21 i1 + h22 v2

 Solving, we get

    
v2 __ 
i1

   =   
– h21 _________ 

 ( h22 +   1 ___ 
RL

   ) 
   (6.21)

 Substituting the value of v2/i1 from Eq. (6.21) in Eq. (6.20)

  Zin = (h11) –  [   h12 h21 _________ 
h22 +  (   1 ___ 

RL
   ) 
   ]  (6.22)

2. Current Gain

The current gain is given by Ai = i2/i1.

 From Eqs. (6.17) and (6.18),

  i2 = h21 i1 + h22 (– i2 RL)

or  i2 (1 + h22 RL) = h21 i1 

\    
i2 __ 
i1

   =   
h21 _________ 

1 + h22 RL
  

or  Ai =   
h21 _________ 

1 + h22 RL
   (6.23)

3. Voltage Gain

The voltage gain is given by Av = v2/v1.
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 Now, Av =   
v2 __ v1

   =   
v2 _____ 

i1 Zin
  

 From Eq. (6.21)   
v2 __ v1

   =   
– h21 _________ 

 ( h22 +   1 ___ 
RL

   ) 
  

 Therefore,

  Av =   
– h21 ____________  

Zin  [ h22 +   1 ___ 
RL

   ] 
   (6.24)

6.8 MATHEMATICAL ANALYSIS OF COMMON-EMITTER
 AMPLIFIER USING HYBRID PARAMETERS

The common-emitter amplifier circuit is shown in Fig. 6.13(a) and the h-parameter 
equivalent circuit in Fig. 6.13(b).

–

+

+

–es

1

1

B

C

E

VBB

VCC

RL

VO

2

2

(a)

RS

i1 h11

h v12 2

h i21 1

h22es

RL

i2

+

–

+

–
v2

v1

(b)

Fig. 6.13

 Since the output blocking capacitor is of negligible reactance and since no 
signal voltage appears there, it is removed from the circuit of Fig. 6.13(b). it is 
assumed here that the input signals are small in accordance with the linearity 
requirements for the transistor.

 Now, we know that the hybrid equations are

  v1 = h11 i1 + h12 v2 (6.25)

  i2 = h21 i1 + h22 v2 (6.26)

or

  v1 = hie i1 + hre v2 (6.27)

  i2 = hfe i1 + hoe v2 (6.28)

 Also,  v1 = es – i1 RS (6.29)

and  v2 = – i2 RL (6.30)
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1. Current Gain

Substituting the value of v2 from Eq. (6.30) in Eq. (6.28), we get

  i2 = hfe i1 – hoe i2 RL

or  i2 (1 + hoe RL) = hfe i1

\    
i2 __ 
i1

   =   
hfe
 _________ 

1 + hoe RL
  

and current gain

  Aie =  ( –   
i2 __ 
i1

   )  =   
– hfe
 __________ 

(1 + hoe RL)
   (6.31)

2. Input Resistance 

The input resistance is the resistance at the input terminals and is given by

  Rie = v1/i1

 We know that

  v1 = hie i1 + hre v2 

or  v1 = hie i1 – hre i2 RL (using Eq. (6.30))

   = hie i1 + Aie i1 hre RL  (  Aie = –   
i2 __ 
i1

   ) 
\  Rie =   

v1 __ 
i1

   = hie + hre Aie RL

or  Rie = hie – [hre Aie RL /(1 + hoe RL)] (6.32)

3. Voltage Gain

The voltage gain Ave is the ratio of the output voltage v2 to the input voltage v1 
i.e.,

  Ave = (v2/v1)

 We know that 

  v1 = hie i1 + hre v2 (6.33)

 But i1 = i2 (1 + hoe RL)/hfe (from Eq. (6.31))

or  i1 = – v2 (1 + hoe RL)/(hfe RL) (6.34)

 (  i2 = –   
v2 ___ 
RL

   ) 
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 Substituting the value of i1 from Eq. (6.34) in Eq. (6.33),

  v1 = hie –  [   v2 (1 + hoe RL)
  ____________ 

hfe RL
   ]  + hre v2

   = v2  [ hre –   
hie (1 + hoe RL)

  ____________ 
hfe RL

   ] 
   = v2  [   hre hfe RL – hie (1 + hoe RL)

   ______________________  
hfe RL

   ] 
   = v2  [   hre hfe RL – hie – hie hoe RL

   _____________________  
hfe RL

   ] 
   = – v2  [   hie + (hie hoc – hre hfe) RL

   ____________________  
hfe RL

   ] 
or  Ave =   

v2 __ v1
   =   

– hfe RL
  ____________________   

hie + (hie hoe – hre hfe) RL
   (6.35a)

Voltage Gain in Terms of Current Gain

  Ave =   
v2 __ v1

   =   
– i2 RL ______ v1

   =   
Aie i1 RL _______ v1

  

or  Ave =   
Aie RL _____ 

Rie
  

 From Eq. (6.35a)

  Ave =   
– hfe RL

 ________ 
hie + DRL

   (6.35b)

where D ∫ hie hoe – hre hfe

4. Power Gain

It is given by

  Abe = Aie Ave

 Now, Aie =   
– hfe
 __________ 

(1 + hoe RL)
  

and  Ave =   
– hfe RL

 _________ 
hie + DRL 

  

\  Abe =   
 h fe  

2
   RL
  ___________________  

(1 + hoe RL) (hie + DRL)
   (6.36)
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5. Output Resistance

For calculation of output resistance, we have to transfer the signal generator to 
the output terminals Fig. 6.14)

i1 h11

RS
h v12 2 h i21 1

RL

i2

+

–

+

v1

h22

es

v2

Fig. 6.14

 The equations are

  0 = (RS + h11) i1 + h12 v2 (6.37)

  i2 = h21 i1 + h22 v2 (6.38)

 From Eq. (6.37),

  i1 =   
– h12 v2 _______ 
RS + h11

   (6.39)

 Substituting this in Eq. (6.38), we get

  i2 =   
– h12 h21 v2 __________ 

RS + h11
   + h22 v2 

or  Roe =   
v2 __ 
i2

   =   
RS + h11  ___________________  

(RS + h11) h22 – h12 h21
  

   =   
RS + hie _________ 

RS hoe + D
   (6.40a)

   =   [ hoe –   
hfe hre

 _______ 
hie + RS

   ]  – 1

  (6.40b)

6. Voltage Gain Considering Source Resistance RS

The actual voltage applied to the input of the amplifier is es. Hence the overall 
voltage gain is given by

  (Ave)s =   
v2 __ es

   =   
v2 __ v1

   .   
v1 __ es

   = Ave   
v1 __ es

   (6.41)
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 Corresponding to the input impedance Rie, the value of v1 is given by

  v1 =   
es . Rie _______ 
RS + Rie

   (6.42)

 Consequently 

  (Ave)s = Ave  (   Rie _______ 
RS + Rie

   )  (6.43)

or  (Ave)s =   
– hfe RL

 ________ 
hie + DRL

    (   Rie _______ 
RS + Rie

   )  (6.44)

 If RS = 0, (Ave)s = Ave

7. Current Gain Considering the Source Resistance RS

Let a current source iS with internal resistance RS be at the input side, then 
overall current gain is given by

  (Aie)S =   
i2 __ 
i1

   .   
i1 __ 
iS

   = Aie .   
i1 __ 
iS

  

 Now i1 =   
iS RS _______ 

Rie + RS
  

\  (Aie)S = Aie .   
RS _______ 

RS + Rie
   (6.45)

 If RS = •, then (Aie)S = Aie.

 The subscript e affixed to each parameters indicates that these parameters 
belong to a common emitter transistor.

Table 6.1 Important formulae for common emitter transistor amplifier using 
h-parameters

 Quantity Ø  Expression Ø
 Current gain  Aie = – hfe/(hoe RL + 1)

 Input resistance  Rie = hie + hre Aie RL

 Voltage gain  Ave = Aie RL/Rie

 Power gain  Ape = Ave Aie

 Output resistance  Roe = [hoe – hfe hre/(hie + RS)]– 1

6.9 MATHEMATICAL ANALYSIS OF COMMON BASE
 AMPLIFIER USING HYBRID PARAMETERS

Hybrid equivalent circuit of a common base transistor amplifier is shown in 
Fig. 6.15.
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 The equations are

  v1 = hib i1 + hrb v2

  i2 = hfb i1 + hob v2 (6.46)

 The second two equations needed are

  v1 = eS – i1 RS (6.47)

  v2 = – i2 RL (6.48)

 Substituting the value of v2 from Eq. (6.48) in Eq. (6.46), we get

  i2 = hfb i1 – hob i2 RL

or  i2 + hob i2 RL = hfb i1

\  i2 (1 + hob RL) = hfb i1 (6.49)

1. Current Gain

  Aib = –   
i2 __ 
i1

   =   
– hfb
 __________ 

(1 + hob RL)
   (6.50)

2. Input Resistance

 We know that

  v1 = hib i1 + hre v2

or  v1 = hib i1 – hrb i2 RL  v2 = – i2 RL

or  v1 = hib i1 + Aib i1 RL hrb  Aib = – i2/i1

\  Rib =   
v1 __ 
i1

   = hib + hrb Aib RL

or  Rib = hib + hrb  ( –   
hfb
 _________ 

1 + hob RL
   )  RL

   = hib –   
hrb hfb RL

 __________ 
(1 + hob RL)

   (6.51)

Fig. 6.15

RS

es

i1 hib i2

v2v1
RLhob

h ifb 1

h vrb 2

+
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3. Voltage Gain

  Avb =   
v2 __ v1

   =   
– i2 RL ______ v1

   =   
Aib i1 RL _______ v1

  

or  Avb =   
Aib RL _____ 

Rib
   

\  Avb =   
– hfb
 __________ 

(1 + hob RL)
   .   

RL  _________________________   
[hib – {hrb hfb RL/(1 + hob RL)}]

  

   =   
– hfb RL

  ______________________   
hib (1 + hob RL) – hrb hfb RL

  

   =   
– hfb RL

  _____________________   
hib + (hib hob – hrb hfb) RL

  

   =   
– hfb RL

 __________ 
(hib + RL D)

   (6.52)

where D = hib hob – hrb hfb

4. Power Gain

It is given by

  Apb = Aib Avb =   
 h fb  

2
   RL
  ____________________  

(1 + hob RL) (hib + RL D)
   (6.53)

5. Output Resistance

For the calculation of output resistance, we have to transfer the signal generator 
to the output terminals. At the same time, we place only RS across the input 
terminals Fig. 6.16.

v2v1

i2i1

+

–

+

RS

es

RL

h vrb 2 h ifb 1

hob

hib

Fig. 6.16

 The equations are

   = (RS + hib) i1 + hrb v2

and  i2 = hfb i1 + hob v2
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 Putting i1 from first equation into second, we get

  i2 = –   
hfb hrb

 ________ 
(RS + hib)

   v2 + hob v2

or  Rob =   
v2 __ 
i2

   =   
RS + hib  __________________  

(RS + hib) hob – hfb hrb
  

   =   
RS + hib  ___________________  

RS hob + hib hob – hfb hrb
  

   =   
RS + hib _________ 

RS hob + D
  

where D = hib hob – hfb hrb (6.54a)

or  Rob =   [ hob –   
hfb hrb

 _______ 
hib + RS

   ]  – 1

  (6.54b)

6. Voltage Gain Considering Source Resistance RS
 (Overall Voltage Gain)

Overall voltage gain of the amplifier is given by

  (Avb)S =   
v2 __ eS

   =   
v2 __ v1

   .   
v1 __ eS

   = Avb   
v1 __ eS

  

corresponding to input impedance Rib, the value of v1 is given by

  v1 =   
eS Rib _______ 

RS + Rib
  

 Hence (Avb)S = Avb   
Rib _______ 

RS + Rib
   (6.55)

 If RS = 0 (Avb)S = Avb

7. Current Gain Considering the Source Resistance RS
 (Overall current Gain)

Let a current source iS with internal resistance RS be at the input side, then 
overall current gain is given by

  (Avb)S =   
i2 __ 
i1

   .   
i1 __ 
iS

   = Aib .   
i1 __ 
iS

  

 Now i1 =   
iS RS _______ 

Rib + RS
  

\  (Aib)S = Aib .   
RS _______ 

RS + Rib
   (6.56)
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 If (Aib)S = •, then (Aib)S = Aib.

Table 6.2 Important formulae for common base transistor amplifier using 
h- parameters

 Quantity Ø  Expressions Ø
 Current gain  Aib = – hif/(hob RL + 1)

 Input resistance  Rib = hib + hrb Aib RL

 Voltage gain  Avb = Aib RL/Rib

 Power gain  Apb = Avb . Aib

 Output resistance  Rob = [hob – hfb hrb/(hib + RS)]– 1

 Overall voltage gain  (Avb)S = Avb . Rib/(RS + Rib)

 Overall current gain  (Aib)S = Aib . RS/(RS + Rib)

6.10 MATHEMATICAL ANALYSIS OF COMMON
 COLLECTOR TRANSISTOR USING
 HYBRID PARAMETERS

Hybrid equivalent circuit of common collector transistor amplifier is shown in 
Fig. 6.17.

v1 v2
–

++

h ifc 1
hoc

RL

i2i1 hic

RS

eS

h vrc 2

Fig. 6.17

 The equations are

  v1 = hic i1 + hrc i2 (6.57)

  i2 = hfc i1 + hoc r2 (6.58)

 The second two equations needed are

  v1 = eS – i1 RS (6.59)

  v2 = – i2 RL (6.60)

 Substituting the value of v2 from Eq. (6.60) in Eq. (6.58), we get

  i2 = hfc f1 – hoc i2 RL or i2 + hoc i2 RL = hfc i1

  i2 (1 + hoc RL) = hfc i1 (6.61)
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1. Current Gain

  Aic = –   
i2 __ 
i1

   = –   
– hfc
 __________ 

(1 + hoc RL)
   (6.62)

2. Input Resistance

 We know that

  v1 = hic i1 + hrc v2

or  v1 = hic i1 – hrc i2 RL  v2 = – i2 RL

or  v1 = hic i1 + Aic i1 RL hrc  Aic = – i2/i1

\  Ric =   
v1 __ 
i1

   = hic + hrc Aic RL

   = hic –   
hrc hfc RL

 __________ 
(1 + hoc RL)

   (6.63)

3. Voltage Gain

Voltage gain in terms of current gain

  Avc =   
v2 __ v1

   =   
– i2 RL ______ v1

   =   
Aic i1 RL _______ v1

  

or  Avc =   
Aic RL _____ 

Ric
  

\  Avc =  (   – hfc RL
 _________ 

1 + hoc RL
   )   [   1  ________________________   

hic – {hrc hfc RL/(1 + hoc RL)}
   ] 

   =   
– hfc RL

  ______________________   
hic (1 + hoc RL) – hrc hfc RL  

  

   =   
– hfc RL

  _____________________   
hic + (hic hoc – hrc hfc) RL 

  

   =   
– hfc RL

 _________ 
(hic + RLD)

   (6.64)

where D = hic hoc – hrc hfc

4. Power Gain

It is given by

  Apc = Aic Avc =   
 h fc  

2
   RL
  ______________________   

(1 + hoc RL) (hic + + RL D) 
   (6.65)
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5. Output Resistance

For calculation of the output resistance, we have to transfer the signal generator 
to the output terminals. At the same time, we place only RS across the input 
terminals (Fig. 6.18). The equation are

  0 = (RS + hic) i1 + hrc v2

  i2 = hfc i1 + hoc v2

v1 v2

i2i1 hic

RL

eS

RS h vrc 2 h ifc 1

hoc

+

–

+

Fig. 6.18

 Putting i1 from first equation into second, we get

  i2 = –   
hfc hrc v2

 ________ 
(RS + hic)

   + hrc v2

or  Roc =   
v2 __ 
i2

  

   =   
RS + hic  _________________  

(RS + hic) hrc – hfc hrc
  

or  Roc =   
RS + hic __________  

RS + hoc + D
   (6.66a)

or  Roc =   [ hoc –   
hfc hrc

 _______ 
hic + RS

   ]  –1

  (6.66b)

6. Voltage Gain Considering Source Resistance
 (Overall Voltage Gain)

The overall voltage gain of the amplifier is given by 

  (Avc)S =   
v2 __ eS

   =   
v2 __ v1

   .   
v1 __ eS

   = Avc   
v1 __ eS

  

 Corresponding to input impedance Ric, the value of v1 is given by

  v1 =   
eS Ric _______ 

RS + Ric
  .
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 Hence (Avc)S = Avc   
Ric _______ 

RS + Ric
   (6.67)

 If RS = 0, (Avc)S = Avc.

7. Current Gain Corresponding the Source Resistance R
 (Overall Current Gain)

Let a current source iS with internal resistance RS be at the input side, then 
overall current gain is given by

  (Aic)S =   
i2 __ 
i1

   .   
i1 __ 
iS

   = Aic   
i1 __ 
iS

  .

 Now i1 =   
iS RS _______ 

Ric + RS
  

\  (Aiv)S = Aic   
RS _______ 

RS + Ric
   (6.68)

 If RS = •, (Aic)S = Aic.

Table 6.3 Important formulae for common collector transistor amplifier using 
h-parameter

 Quantity Ø  Expressions Ø
 Current gain  Aic = – hfc/(hoc RL + 1)

 Input resistance  Ric = hic + hrc Aic RL

 Voltage gain  Avc = Aic RL/Ric

 Power gain  Apc = Avc . Aic

 Output resistance  Roc = [hoc – hfc hrc/(hic + RS)]– 1

 Overall voltage gain  (Avc)S = Avc . Ric/(RS + Ric)

 Overall current gain  (Aic)S = Aic . RS/(RS + Ric)

6.11 CONVERSION OF THE h-PARAMETERS

Transistor manufacturers usually publish the h-parameters of a transistor in 
the CE form. For those cases where the data are given in CB or CC form, we 
present conversion relations. The rigorous forms of many of these equations are 
difficult to use, and the approximate forms are obtained by application of the 
usual magnitude assumptions.

  hie ª   
hib ______ 

1 + hfb
   hib ª   

hie ______ 
1 + hfe

   hic = hie

  hoe ª   
hob ______ 

1 + hfb
   hob ª   

hoe ______ 
1 + hfe

   hoc = hoe
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  hfe ª   
– hfb

 ______ 
1 + hfb

   hfb ª   
– hfe

 ______ 
1 + hfe

   hfc = – (1 + hfe)

  hre ª   
Dhb – hrb ________ 

1 + hfb
   hrb ª   

Dhe – hce _______ 
1 + hfe

   hrc = 1

6.12 VALUES OF h-PARAMETERS OF A TYPICAL BJT
 UNDER CE, CB AND CC CONFIGURATIONS

Table 6.4 gives the values of h-parameters.

Table 6.4 Values of h-parameters of a typical junction transistor

 Parameters Ø  CE Ø  CB Ø  CC Ø
 h11 = hi  1100 W  22 W  1100 W
 h12 = hr  2.5 × 10–4  3 × 10–4  ª 1

 h21 = hf  50  – 0.98  – 51

 h22 = he  25 mA/V  0.5 mA/V  25 mA/V

   1 __ 
ho

   40 kW  2 MW  40 kW

6.13 CLASSIFICATION OF AMPLIFIERS

An  amplifier is a circuit meant to amplify a signal with a minimum of distortion, 
so as to make it more useful. The classification of amplifiers is somewhat involved. 
A complete classification must include information about the following:

 (i) Active device used.

 (ii) Frequency range of operation.

 (iii) Coupling scheme used.

 (iv) Ultimate purpose of the circuit.

 (v) Condition of the bias and magnitude of signal.

 An amplifier may use either a semiconductor device (such as BJT or FET) 
or a vacuum-tube device (such as triode, pentode, or beam power tube).

 Based on frequency range of operation, the amplifiers may be classified as 
follows:

 1. D.C. amplifiers (from zero to about 10 Hz)

 2. Audio amplifiers (30 Hz to about 15 kHz)

 3. Video or wide-band amplifiers (up to a few MHz)

 4. RF amplifiers (a few kHz to hundreds of MHz)
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 Usually, in an amplifier system, a number of stages are used. These stages 
may be cascaded by either direct coupling, RC coupling, or transformer coupling. 
Sometimes, LC (inductance capacitance) coupling is also used. Accordingly, the 
amplifiers are classified as:

 1. Direct-coupled amplifiers

 2. RC-coupled amplifiers

 3. Transformer-coupled amplifiers

 4. LC-coupled amplifiers

 Depending upon the ultimate purpose of an amplifier, it may be broadly 
classified as either voltage (small-signal), or power (large-signal) amplifier. Till 
now, we had considered the voltage amplifiers. In the next unit, we shall discuss 
the power amplifiers.

 The amplifiers may also be classified according to where the quiescent 
point is fixed and how much the magnitude of the input signal is. Accordingly, 
four classes of operation for either transistor- or tube-amplifiers are defined as 
follows:

 Class A In class A operation, the transistor stays in the active region throughout 
the ac cycle. The Q point and the input signal are such as to make the output 
current flow for 360°, as shown in Fig. 6.19(a).

 Class B In class B operation, the transistor stays in the active region only for 
half the cycle. The Q point is fixed at the cut-off point of the characteristics. 
The power drawn from the dc power supply, by the circuit, under quiescent 
conditions is small. The output current flows only for 180° (see Fig. 6.19(b)).

 Class AB This operation is between class A and B. The transistor is in the active 
region for more than half the cycle, but less than the whole cycle. The output 
current flows for more than 180° but less than 360° (see Fig. 6.19(c)).

Class C In a  class C amplifier, the Q point is fixed beyond the extreme end of the 
characteristics. The transistor is in the active region for less than half cycle. The 
output current remains zero for more than half cycle, as shown in Fig. 6.19(d). 
The dc current drawn from the power supply is very small.

 In case of a vacuum-tube amplifier, sometimes a suffix 1 or 2 may be added 
to the class of operation. The suffix 1 indicates the absence of grid current, 
whereas suffix 2 indicates that during some part of the cycle, grid current flows. 
Thus, the designation class AB1 will mean that the amplifier operates in class AB 
condition and that no grid current flows during any part of the cycle.

 In this unit, as well as in the previous unit, we have considered small-signal 
amplifiers under class A operation. 
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(For details of class A, class B and class C operation, the reader is referred to 
“Electronic Principles” by Albert Paul Malvino, Tata McGraw-Hill, N. Delhi 
(1984)).

6.14 MULTISTAGE AMPLIFIERS

The performance of a single stage amplifier has already been discussed in 
section 5.17. Although the gain of an amplifier does depend on the parameters 
of the device and circuit components, there exits an upper theoretical limit for the 
gain obtainable from a single stage. Thus in actual voltage practice, in order to 
obtain the desired voltage amplification or power gain or frequency response, we 
use two or more or frequency response, we use two or more stages in cascade, 
called multistage amplifier. In a multistage amplifier, the output of first stage is 
combined to the next stage through a coupling device (This process is known as 
 cascading). The coupling device is used to:

Fig. 6.19 Classification of amplifiers based on the biasing condition
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 (i) Transfer the a.c. output of one stage to the input of the next stage and 

 (ii) Block the d.c. to pass from one stage to the next stage.

 (iii) Although some voltage loss of signal cannot be avoided in the coupling 
network but this loss should be minimum (just negligible).

 (iv) The coupling network should offer equal impedance to the various 
frequencies of signal wave. In other words, the network impedance should 
not be frequency dependent.

 Unfortunately, there is no coupling network which fulfills all the above 
demands. Depending on the requirements, There are four basic methods of 
coupling viz., R-C coupled amplifier, transformer coupled amplifier, and direct 
coupled amplifier.

 The coupling network not only couples two stages, it also forms a part of the 
load impedance of the preceding stage.

 RC coupling is the most commonly used coupling between the two stages of 
a cascaded or multistage amplifier because it is cheaper in cost and very compact 
circuit and provides excellent frequency response.

 The most suitable transistor configuration for cascading is CE configuration 
because the voltage gain of common emitter amplifier is greater than unity while 
CC configuration has voltage gain less than unity and the voltage-gain of CB 
configuration using cascading is also less than unity (Note: No doubt, the voltage 
gain of a single CB amplifier is more than unity, but the overall voltage gain of 
multistage amplifier using CB configuration is low, almost equal to the voltage 
gain of the last stage alone). It is also noteworthy point that for input stage, the 
consideration is not the maximum voltage gain but the impedance matching of 
the source with the input impedance of the input stage. In certain cases, choice 
of configuration for input stage is the minimization of noise and maximization 
of signal to noise power ratio.

6.14.1 Gain of n-Cascaded Stages

A multistage amplifier can be represented by a block diagram, as shown in 
Fig. 6.20. It is to be noted that the output of the first stage makes the input for 
the second stage, the output of second stage makes the input for third stage and 
so on. The signal voltage Vs is applied to the input of the first stage and the final 
output Vout is available at the output terminals of the last stage.

VS Vin V1 V2
Vn–1 Vn V1RL

–

+
+

–

A2 AnA1

Fig. 6.20 n-stage amplifier
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 Input to the first stage,

  Vin = signal voltage Vs

 Output to the first stage or input to the second stage

  V1 =  A v1
  Vin

where  A v1
  is the voltage gain of first stage

 Output of second stage or input to the third stage

  V2 =  A v2
  V1

where  A v2
  is the voltage gain of the second stage

 Similarly the output of nth stage (or final output)

  Vout = Vn =  A vn
  Vn – 1

where  A vn
  is the voltage gain of the last stage

 Overall voltage gain of the amplifier is given as

  A =   
Vout ____ 
VS

  

(visualizing the multistage amplifier as a single amplifier with input voltage Vs 
and output voltage Vout)

   =   
V1 ___ 
VS

   ×   
V2 ___ 
V1

   ×   
V3 ___ 
V2

   × …   
Vn – 1 _____ 
V n – 2

   ×   
Vn _____ 

Vn – 1
   

   =  A v1
  ×  A v2

  × … ×  A vn – 1
  ×  A vn

  (6.69)

i.e., the gain of a multistage amplifier is equal to the product of gains of individual 
stages. It is worthwhile to mention her that in practice total gain A is less than  A v1

  
×  A v2

  × … ×  A vn – 1
  ×  A vn

  due to the loading effects of the following stages.

 When the gains are expressed in dB, the overall gain of a multistage amplifier 
is given as the sum of gains of individual stages in decibels (dB).

 Taking logarithm (to the base 10) of Eq. (6.69) and then multiplying each 
term by 20 we have

  20 log10 Av = 20 log10  A v1
  + 20 log10  A v2

  + … + 20 log10  A vn – 1
 

    + 20 log10  A vn
 

 In the above equation, the term to the left is the overall gain of the multistage 
amplifier expressed in decibels. The terms on the right denote the gains of the 
individual stages expressed in decibels. Thus

  Av dB =  A v dB1
  +  A v dB2

  + …  A v dBn
  (6.70)

Example 6.2 A multistage amplifier consists of three stages. The voltage gains 
of stages are 60, 100, 160. Calculate the overall voltage gain in dB.
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Solution Voltage gain of first stage in dB = 20 log10 60 = 35.563 dB

 Voltage gain of second stage in dB = 20 log10 100 = 40 dB

 Voltage gain of third stage in dB = 20 log10 160 = 44.082 dB

 Overall voltage gain of the amplifier = 35.536 + 40 + 44.082 = 119.645 db

6.14.2 RC Coupled, n-Stage Cascaded Amplifier

Several amplifier stages are usually cascaded to increase the overall voltage gain 
of the amplifier. However, sometimes cascading is done to obtain the desired 
output and input impedance for specific applications. Block diagram of an n-stage 
cascaded amplifier is given in Fig. 6.20. The first stage is driven by a voltage 
source Vs (or a current source Is). The output of first stage is fed to the input of 
the second stage, the output of second stage is supplied to the input of the third 
stage and so on. The output of the nth or last stage is fed to the load RL. Actual 
voltage available at the input of the first stage is Vin (Vin equals signal voltage 
Vs if source resistance RS is negligible) and the voltage available at the output 
terminals of the last stage is Vout. Then the ratio Vout/Vin gives the voltage gain of 
the n-stage cascaded amplifier. Thus by designing properly a cascaded amplifier, 
a weak input signal Vin of just a few microvolts can be amplified giving output 
voltage Vout of several volts.

 Here we take up  R-C coupled amplifier, being the most popular amplifier 
employed for audio-frequency amplification. A typical two-stage R-C coupled 
amplifier using NPN transistors in common emitter configuration (the most 
suitable transistor configuration for cascading) is given in Fig. 6.21. Detailed 
discussion of R-C coupled amplifier will be taken up in Section 6.15. Typical 
values of circuit components are given in the brackets.
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Fig. 6.21 Two stage R-C coupled transistor amplifier
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 The block diagram of a two stage R-C coupled transistor amplifier shown 
in Fig. 6.21 indicating the various voltages currents and resistances involved is 
given in Fig. 6.22. The biasing arrangements and coupling capacitors have been 
omitted for sake of simplicity and clarity.

1. Voltage Gain

The overall voltage gain of the amplifier is given by the product of the voltage 
gains of the individual stages. This is proved as below:

 Voltage gain of first stage,

  AV =   
V1 ___ 
Vin

   =   
Output voltage of first stage

   _______________________   
Input voltage of first stage

  

   =  A v1
  –q1 (6.71)

where  A v1
  is the magnitude of the voltage gain of the first stage and q1 is the 

phase angle between output and input voltages of this stage.

 Similarly, the voltage gain of nth stage,

   A 
Vn

  =   
Output voltage of nth stage

   ______________________   
Input voltage of nth stage

  

   =  A vn
  –qn (6.72)

 Thus the overall voltage gain of the complete n-stage cascaded amplifier is 
given as

  AV =   
Vout ____ 
Vin

   =   
Output voltage of the nth stage

   _________________________   
Input voltage to the first stage

  

   = Av –q (6.73)

where Av is the magnitude of the voltage gain and q is the phase angle between 
the output and input voltages of the amplifier.

 Since   
Vout ____ 
Vin

   =   
V1 ___ 
Vin

   ×   
V2 ___ 
V1

   ×   
V3 ___ 
V2

   × … ×   
Vout _____ 

Vn – 1
  

 So AV =  A v1
  ×  A v2

  ×  A v3
  × … ×  A 

Vn
  (6.74)

or  AV –q =  A v1
  .  A v2

  .  A v3
  . … .  A Vn

  –q1 + q2 + q3 + … + qn (6.75)

 Hence, AV =  A v1
  .  A v2

  .  A v3
  . … .  A Vn

  (6.76)

and  q = q1 + q2 + q3 + … + qn (6.77)

 Thus it is concluded that the magnitude of the overall voltage gain equals the 
product of the magnitudes of the voltage gains of the individual stages and the 
resultant phase shift of the amplifier equals the sum of the phase shifts introduced 
by individual stages.
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 The voltage gain of kth stage (an intermediate stage) of an n-stage CE 
cascaded amplifier shown in Fig. 6.23 is given as

  Avk =   
Ai k RL k _______ 

Rin k
   (6.78)

where RLk is the effective load at the collector of the kth stage.

 The quantities is above equation (i.e. Ai k, RL K and Rin k) are evaluated by 
starting with the last stage and proceeding backward. Thus for the nth stage, 
current gain Ain and input resistance Rin n are given as

  Ain =   
– hfe
 __________ 

1 + hoe RL n
   (6.79)

and  Rin n = hie + hre Ain RL n (6.80)

where RL n is the effective load impedance of the final (i.e., nth stage and equals 
Rcn).

 For the (n – 1)th stage, effective load impedance Rin n – 1 equals Rc n – 1 || Rin n. 
So

  RL n – 1 =   
Rcn – 1 . Rin n  ___________  
Rcn – 1 + Rin n

   (6.81)

 Now the current gain Ai (n – 1), of the last but one stage [i.e. (n – 1)th stage] 
is obtained using Eq. (6.79) by replacing RL n by RL n – 1. Similarly, the input 
impedance Rin n – 1 of the (n – 1)th stage is determined from Eq. (6.80) by 
replacing Ain by Ri n – 1 and RL n by RL n – 1. Thus proceeding backward, base-to-
collector current gains and input impedances of every stage including the first 
can be determined. Then the voltage gain of each stage can be determined by 
using Eq. (6.78).

 Overall voltage gain of the n-stage cascaded amplifier may then be calculated 
from Eq. (6.74).

2. Current Gain

Overall voltage gain of an n-stage cascaded amplifier can be obtained, without 
determining the voltage gain of individual stage, from the following equation

Fig. 6.23 kth stage of an n-stage CE Cascaded amplifier
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  Av = Ai   
Rcn ____ 
Rin 1

   (6.82)

where Ai is the overall current gain of the n-stage cascaded amplifier and

  Ai =   
Output current of the nth stage

    ___________________________________    
Input current (or base current of first stage)

  

   =   
Iout ___ 
Iin

   =   
– Icn ____ 
Ibi

   = –   
In __ 
Ibi

   (6.83)

where Icn ∫ In, the collector current of the nth stage.

 Now let us obtain equations so as to calculate current gain Ai in terms of 
circuit parameters.

 Since   
In __ 
Ibi

   =   
I1 __ 
Ibi

   .   
I2 __ 
I1

   . … .   
In – 1 ____ 
In – 2

   .   
In ____ 

In – 1
  

then Ai =  A i1  .  A i2  
¢   .  A i3  

¢   . …  A in – 1
  ¢   . Ain¢ (6.84)

where  A i1  is the base-to-collector current gain of the first stage and is equal 

to   
– Ici ____ 
Ibi

   while  A i2  
¢  ,  A i3  

¢   etc., are the collector-to-collector current gains of second, 

third etc. stages.

 For kth stage, collector-to-collector current gain  A ik  
¢   is given as

   A ik  
¢  - =   

Ick _____ 
Ick – 1

   (6.85)

 Similarly, base-to-collector current gain of kth stage Aik is given as

  Aik =   
– Ick ____ 
Ibk

   (6.85)

 Now from Fig. 6.23,

  Ibk = – Ic k – 1   
Rck – 1 ___________  

Rck – 1 + Rin k
   (6.87)

where Rin k is the input impedance of the kth stage.

 Hence  A ik  
¢   =   

Ick _____ 
Ick – 1

   =   
Ick ___ 
Ibk

   .   
Ibk _____ 

Ick – 1
  

   = Aik .   
Rck – 1 ___________  

Rck – 1 + Rin k
   (6.88)

 Base-to-collector current gain Aik is determined by starting with the output 
stage and proceeding backward to the kth stage, as indicated in connection 
with Eqs. (6.79), (6.80) and (6.81). The collector-to-collector current gains are 
then determined by using Eq. (6.88) and the overall current gain of the n-stage 
amplifier is determined by using Eq. (6.84).
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3. Input Impedance

The input impedance of the complete cascaded amplifier is determined, as 
discussed above, the starting with the last stage and proceeding backward.

4. Output Impedance

The output impedance of each transistor stage and of the overall amplifier is 
determined starting with the first stage and using equation

  Yout 1 = hoe –   
hfe hre

 _______ 
hie + RS

   (6.89)

 Then   1 _____ 
Yout 1

   gives the corresponding output impedance Rout 1.

 The output impedance  R out k  
¢   of the kth stage is the parallel combination of the 

output impedance Rout k of kth stage and Rck. The effective source impedance of 
the (k + 1)th stage is also  R out k  

¢  .

5. Power Gain

The overall power gain of the n-stage cascaded amplifier is given as

  Ap =   
Output power

  ____________  
Input power

   =   
Vout In ______ 
Vin Ibi

   = Av Ai (6.90)

or  Ap = (Ai)
2   

Rcn ___ 
Rin1

   (6.91)

6.14.3 Frequency Response of Coupled Amplifiers

The curve drawn between the voltage gain and signal frequency of an amplifier 
is known as the  frequency response. The performance of an amplifier is judged 
to a considerable extent by its frequency response. In the design of an amplifier, 
appropriate steps are taken to ensure that gain is essentially uniform over some 
specified range.

 Video amplifiers are almost invariably of the R-C coupled type. For such a 
stage the frequency characteristics may be divided into three regions: Midband-
frequency region, low-frequency region and high-frequencies region.

 In midband-frequency region, the amplification remains reasonably constant 
and equal to Avm. For the present discussion midband gain may be assumed to be 
normalized to unity, i.e., Avm = 1.

Low-Frequency Response In the low-frequency region, below the midband, an 
amplifier stage behaves like the simple high-pass circuit (Fig. 6.24) of time 
constant t1 = R1 C1.
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 The current through the circuit is given 
by

  I =   
Vin _______ 

R1 – jX1
  

and output voltage,

  Vout = Voltage drop across R1

   = IR1

   =   
R1 _______ 

R1 – jX1
   Vin

   =   
R1 _________ 

R1 –   
j
 _____ 

2pfC1
  
   Vin

   =   
Vin ___________  

1 –   
j
 ________ 

2pfC1 R1
  
    (6.92)

 The voltage gain at low frequencies Avl, is defined as the ratio of the output 
voltage Vout, to the input voltage Vin.

i.e.,  Avl =   
Vout ____ 
Vin

   =   1 ___________  
1 –   

j
 ________ 

2pfC1 R1
  
   =   1 ______ 

1 –   
jf1 __ 
f
  

   (6.93)

where f1 is the cut-off frequency and =   1 _______ 
2pR1 C1

   (6.94)

 Now magnitude of Avl and phase angle q are given by

  |Avl| =   1 _________ 
 ÷ 

________

 1 – (f1/f)
2  
   (6.95)

and phase angle q1 = tan–1   
f1 __ 
f
   (6.96)

 At the frequency f = f1, Avl =   1 ___ 
 ÷ 

__
 2  
   = 0.707 whereas in the midband region 

(f >> f1), Avl Æ 1. Hence f1 is the frequency at which the gain has fallen to 
0.707 times its midband value Avm. This drop in signal level (assuming equal 

–

+

–

+

VoutR1Vin

C1

Fig. 6.24 A high-pass R-C circuit 
for determination of low-frequency 

response of an amplifier
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input and output impedances) corresponds to a decibel reduction* of 20 log   1 ___ 
 ÷ 

__
 2  
   

or – 3 dB. Accordingly, f1 is referred to as the lower 3 dB frequency. From 
Eq. (6.94) it is observed that f1 is that frequency for which the resistance R1 
equals the capacitive reactance i.e.,

  R1 =   1 _______ 
2pf1 C1

  

High-Frequency Response In the high-frequency 
region, the stage behaves like a simple low-
pass circuit shown in Fig. 6.25.

 Proceeding as above, we obtain for the 
magnitude |Avh| and phase angle q2 of the 
gain.

  |Avh| =   1 _________ 
 ÷ 

________

 1 + (f/f2)
2  
   (6.97)

  q2 = tan–1   
f
 __ 

f2
   (6.98)

where f2 =   1 _______ 
2pR2 C2

   (6.99)

 Since at f = f2 the gain is reduced to   1 ___ 
 ÷ 

__
 2  
   times its midband value, then f2 is 

called the upper 3 dB frequency. It also represents that frequency for which the 

resistance R2 is equal to the capacitive reactance   1 _______ 
2pf2 C2

  .

 In the above expression q1 and q2 represent the angle by which the output 
lags the input, neglecting the initial 180° phase shift through the amplifier. The 
frequency dependence of the gains in the high- and low-frequency range is to be 
seen in Fig. 6.26.

Bandwidth The frequency range from f1 to f2 is called the bandwidth (BW) of 
the amplifier stage.

* Voltage gain in dB = 10 log10  [    V out  
2
  /RL
 ______ 

 V in  
2
  /Rin

   ] 
  = 10 log10  [   (   Vout ____ 

Vin
   )  2  ×   

Rin ___ 
RL

   ] 
  = 20 log   

Vout ____ 
Vin

   (for RL = Rin)

Vin VoutC2

R2
+

––

+

Fig. 6.25 A low-pass R-C circuit 
for determination of high-frequency 

response of an amplifier
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6.15 R-C (RESISTANCE-CAPACITANCE) COUPLED
 TRANSISTOR AMPLIFIERS

A  two-stage R-C coupled amplifier using NPN transistor in CE configuration 
is shown in Fig. 6.27. The two transistors used are identical and use a common 
power supply VCC. The resistors R1, R2 and RE form the biasing and stabilization 
network. In this arrangement, the signal developed across collector resistor RC 
of the first stage is coupled to the base of the second stage through the coupling 
capacitor CC. As the coupling from one stage to the next is obtained by a coupling 
capacitor followed by a connection to a shunt resistor, therefore, such amplifiers 

Fig. 6.26 A log-log plot of the amplitude frequency-response characteristic of
an R-C coupled amplifier

Fig. 6.27 Two-stage R-C coupled transistor amplifier
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are called resistance-capacitance coupled or R-C coupled amplifiers. The input 
capacitor Cin couples ac signal voltage to the base of transistor Q1. In the absence 
of Cin the signal source will be in parallel with resistor R2 and the bias voltage of 
the base will be affected. Thus the function of Cin is to allow only the alternating 
current from signal source to flow into the input circuit.

 The emitter bypass capacitor CE, offers low reactance path to the signal. If it 
is not present, then the voltage drop across RE will reduce the effective voltage 
available across the base-emitter terminals (the input voltage) and thus reduces 
the gain.

 The coupling capacitor CC transmits a.c. signal but blocks the d.c. voltage of 
the first stage from reaching the base of the second stage. Thus the d.c. biasing 
of the next stage is not interfered with. For this reason, the coupling capacitor 
CC is also called the  blocking capacitor.

6.15.1 Operation

When a.c. signal is applied to the base of the first amplifier, it appears in the 
amplified form across collector load RC. The amplified signal developed across 
RC is transmitted to the base of nest stage of the amplifier through coupling 
capacitor CC. This is further amplified by the next stage and so on. Thus, the 
cascade stages amplify the signal and thus the overall gain is considerably 
increased. The phase of output is the same as that of input because the phase is 
reversed twice by two transistors as they are in CE configuration.

 It may be mentioned here that the overall gain is less than the product of the 
gains of individual stages. This is because when a second stage is made to follow 
the first one, the effective load resistance of the first stage is reduced because of 
the shunting effect of the input resistance of the second stage. This reduces the 
gain of the stage which is loaded by the next stage. For example, in a four-stage 
amplifier the gains of first three stages will be reduced due to loading effect of 
the subsequent stage. However, the gain of final or last stage (4th stage in this 
case) which has no loading effect of subsequent stage, remains unaffected. Thus 
the overall gain shall be less than the product of the gain of four stages.

6.15.2 Analysis

For drawing approximate model of the circuit shown in Fig. 6.27 following 
assumptions are made.

 1. hre is so small that the voltage across source hre Vout can be neglected.

 2. 1/hoe is so large that it can be considered as an open-circuit.

 3. The bias resistors R1 and R2 are very large in comparison to hie.

 4. The reactance of emitter bypass capacitor CE for any given input frequency 
is so small that parallel combination of RE and CE can be considered as a 
short-circuit.
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 The approximate model drawn with the above assumptions is shown in 
Fig. 6.28.

 For the purpose of analysis the entire frequency range may be divided into 
the following three categories.

(a) Mid Frequency Range At mid frequencies, the impedance offered by the coupling 
capacitor CC is so small that it can be effectively considered as a short-circuit and 
its effect can be neglected. Equivalent circuit for mid frequency range is given in 
Fig. 6.29 and its Thevenin’s equivalent circuit is given in Fig. 6.30.

Fig. 6.28 Approximate model of an R-C coupled transistor amplifier

VoutVin RC hie

ICIb

h Ife b

hie

Fig. 6.29 Equivalent circuit for mid frequency range

VoutVin hie

IIb

hie h I Rfe b C

RC

Fig. 6.30 Thevenin’s equivalent circuit

 From circuit shown in Fig. 6.30.

 Current, I =   
hfe Ib RC

 _______ 
RC + hie

   (6.100)
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 So current gain,

  Aim =   1 __ 
Ib

   =   
hfe RC

 _______ 
RC + hie

   (6.101)

 Output voltage,

  Vout = hie I =   
hie hfe Ib RC

 __________ 
RC + hie

   (6.102)

 Input voltage,

  Vin = hie Ib

 So voltage gain

  Av m =   
Vout ____ 
Vin

   =   

  
hie hfe Ib RC

 __________ 
(RC + hie)

  

 __________ 
hie Ib

  

   =   
hfe RC

 _______ 
RC + hie

   (6.103)

 From Eqs. (6.101) and (6.103) it is obvious that current and voltage gains are 
equal.

(b) Low Frequency Range In low frequency range, the impedance offered by 
coupling capacitor CC is comparable to the collector resistance RC. It largely 
affects the current amplification. Therefore, it becomes necessary to include it in 
the equivalent circui, as shown in Fig. 6.28.

 Thevenin’ equivalent circuit is given in Fig. 6.31. From circuit shown in 
Fig. 6.31

Fig. 6.31 Thevenin’s equivalent circuit for low frequency range

 Current, I =   
hfe Ib RC

  ______________  
hie + RC – j/wCC

   (6.104)

 So current gain,

  Ai l =   1 __ 
Ib

   =   
hfe RC
 ______________  

hie + RC – j/wCC
   (6.105)
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 Output voltage,

  Vout = hie I =   
hie hfe Ib RC

  ______________  
hie + RC – j/wCC

   (6.106)

 Input voltage,

  Vin = hie Ib

 So voltage gain

  Av m =   
Vout ____ 
Vin

   =   

  
hie hfe Ib RC

  ______________  
hie + RC – j/wCC

  

  ______________ 
hie Ib

  

   =   
hfe RC
 ______________  

hie + RC – j/wCC
   (6.107)

 The magnitude of Avl is given by

  |Avl| =   
hfe RC

  ____________________   

 ÷ ___________________

  (hfe + RC)2 +   (   1 ______ 
2pfCC

   )  2   
   (6.108)

 From Eq. (6.108), it is obvious that in the low frequency range voltage gain 
decreases with the decrease in frequency.

(c) High Frequency Range In high frequency range, the reactance offered by 
coupling capacitor CC is very small and it may be considered as a short-circuit.

 The important factor that comes into picture at high frequencies is the 
interelectrode capacitances. These capacitances are due to formation of depletion 
layers at the junctions. The interelectrode capacitances are shown by dotted 
lines in Fig. 6.32. The capacitance Cbc between the base and collector connects 
the output with the input. Because of this, negative feedback takes place in the 
circuit and gain is reduced. The feedback effect increases with the increase in 
frequency because with the increase in frequency reactive impedance of the 
capacitor decreases. The capacitance Cbe, between the base and emitter, offers 
a low impedance path at the input side at high frequencies. This reduces the 
input impedance of the device and consequently effective input signal is reduced. 
Thus gain falls. Similarly, the capacitance Cce produces a shunting effect at 
high frequencies on the output side. It is noteworthy point that Cbc is the most 
important capacitance because feedback takes place from output circuit to input 
circuit through this capacitance. This is known as Miller effect. Besides these 
capacitances, there are wiring capacitances  C W1

  and  C W2
 , as shown in Fig. 6.32. 

These are the capacitances between the connecting wires of the circuit and 
ground.
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 It can be shown that Cbe and Cbe may be replaced with a single capacitor Cd 
across the input resistance hie of the transistor. The value of shunt capacitance 
Cd in the input circuit of the first stage is small because it depends on the output 
impedance of the first transistor, which is small. But in the output circuit of the first 

stage Cd is increased by stray capacitance of the wiring. The reactance   1 ____ 
wCd

   will 

have appreciable shunting effect on R2 and hie. The equivalent circuits are given 
in Figs. 6.33 and 6.34.

+VCC

RC

CC

CCe

Cbc C

Cbe E

CE

CW2

CW1

RE

Vout

Vin

Fig. 6.32 R-C coupled amplifier at high frequencies

Vin Vout

Ib Ic

Cd

hie
hie Rc

h Ife b

Fig. 6.33 Equivalent circuit for high frequency range

 From Thevenin’s equivalent circuit shown in Fig. 6.34.

 Current, I =   

hfe Ib   
RC hie _______ 

RC + hie
  

  _____________  

  
RC hie _______ 

RC + hie
   +   1 _____ 

jwCd
  

   +   
hfe Ib RC hie

  ____________________  
RC hie +   1 _____ 

jwCd
   (RC + hie)

   (6.109)
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 So current gain,

  Aih =   I __ 
Ib

   =   
hfe hie RC

  ____________________  
hie RC +   1 _____ 

jwCd 
  (hie + RC)

   (6.110)

 Output voltage,

  Vout = 1 ×   1 _____ 
jwCd

  

   =   

  
hie hfe Ib RC

 __________ 
(hie + RC)

  

  _____________  

  
hie RC _______ 

hie + RC
   +   1 _____ 

jwCd
  

   ×   1 _____ 
jwCd

   

   =   
hie hfe Ib RC

  __________________  
jwCd hie RC + hie + RC

  

 Input voltage,

  Vin = hie Ib

\ Voltage gain,

  Avh =   
Vout ____ 
Vin

   =   
hfe RC

  __________________  
jwCd hie RC + hie + RC

   (6.111)

 The magnitude of Avh is given by

  |Avh| =   
hfe RC
  ________________________   

 ÷ 
_______________________

   (hie + RC)2 + (2pfCd hie RC)2  
   (6.112)

 From Eq. (6.112), it is obvious that with the increase in input frequency the 
magnitude of voltage gain falls off.

Fig. 6.34 Thevenin’s equivalent circuit
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6.15.3 Lower Cut-off Frequency

The  lower cut-off frequency, f1 may be defined as the frequency at which the 

magnitude of the voltage gain in the low frequency range fall off to   1 ___ 
 ÷ 

__
 2  
   or 0.707 

times the maximum gain in the mid frequency range. Thus, at f = f1

  |Avl| =   1 ___ 
 ÷ 

__
 2  
   |Avm|

 From Eq. (6.108), the magnitude of Avl,

  |Avl| =   
hfe RC

  ____________________   

 ÷ ___________________

  (hie + RC)2 +   (   1 ______ 
2pfCC

   )  2   
  

   =   
hfe RC
  ________________________________    

(hie + RC)   [ 1 +   {   1 ______________  
2pfCC (hie + RC)

   }  
2
  ]  1/2

 
   (6.113)

and from Eq. (6.103), the magnitude of Av m,

  |Avm| =   
hfe RC

 _______ 
hie + RC

   (6.114)

 From Eqs. (6.113) and (6.114)

    
Avl ____ 
Avm

   =   1  _____________________   

 ÷ ____________________

   1 +   {   1 ______________  
2pfCC (hie + RC)

   }  
2
   

   (6.115)

 If f1 is the lower cut-off frequency, then

    1 ___ 
 ÷ 

__
 2  
   =   1  ______________________   

 ÷ _____________________

   1 +   {   1 _______________  
2pf1 CC (hie + RC)

   }  
2
   

  

or  1 +   [   1 _______________  
2pf1 CC (hie + RC)

   ]  2  = 2

or  f1 =   1 _____________  
2pCC (hie + RC)

   (6.116)

 From Eqs. (6.115) and (6.116), we have

  |Avl| =   
|Avm|
 _________ 

 ÷ ________

 1 +   (   f1 __ 
f
   )  2   

   =   
|Avm|
 ___________  

 ÷ 
__________

  1 + (tan ql)
2  
   (6.117)
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where tan ql =   
f1 __ 
f
  

or  ql = tan–1   
f1 __ 
f
   (6.118)

 So the total phase shift of the voltage gain Avl is the low frequency range is 
given by

  ql = 180° + ql = 180° + tan–1   
f1 __ 
f
   (6.119)

 From above equation it is obvious that with the decrease in frequency, ql 
increases and at f = f1

  ql = 180° + 45° = 225°

6.15.4 Upper Cut-off Frequency

The  upper cut-off frequency f2 may be defined as the frequency at which the 

magnitude of the voltage gain in the high frequency range falls off to   1 ___ 
 ÷ 

__
 2  
   or 0.707 

times the magnitude of the gain in the mid frequency range. Thus at f = f2.

  |Avh| =   1 ___ 
 ÷ 

__
 2  
   |Avm|

 From Eq. (6.112), the magnitude of Avh,

  |Avh| =   
hfe RC
  ___________________________   

(hie + RC)  ÷ _________________

  1 +   {   2pf Cd hie RC  ___________ 
hie + RC

   }  
2

   

   (6.120)

 From Eqs. (6.114) and (6.120), we have

    
Avh ____ 
Avm

   =   1 ___________________  

 ÷ _________________

  1 +   {   2pf Cd hie RC  ___________ 
hie + RC

   }  
2

   

   (6.121)

 If f2 is the upper cut-off frequency then

    1 ___ 
 ÷ 

__
 2  
   =   1 ___________________  

 ÷ _________________

  1 +   {   2pf Cd hie RC  ___________ 
hie + RC

   }  
2

   

  

or    
2pf Cd hie RC  ___________ 

hie + RC
   = 1
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or upper cut-off frequency,

  f2 =   
hie + RC __________ 

2pCd hie RC
   =   1 _____ 

2pCd
    {   1 ___ 

hie
   +   1 ___ 

RC
   }  (6.122)

 From Eq. (6.121)

    
|Avh| ____ 
|Avm|

   =   1 _________ 

 ÷ ________

 1 +   (   f __ 
f2

   )  2   
   =   1 ____________  

 ÷ 
___________

  1 + (tan qh)
2  
   (6.123)

where qh = tan–1   
f
 __ 

f2
   (6.124)

 So fh = 180° – qh = 180° – tan–1   
f
 __ 

f2
   (6.125)

 At f = f2, fh = 180° – 45° = 135°

fh decreases with the increase in input frequency f. The variation of total 
phase shift between input and output voltages with frequency is shown in 
Fig. 6.35.

225°

180°

135°

90°
f1 f2

P
ha

se
 s

hi
ft,

in
 d

eg
re

es
f

Frequency, f

Fig. 6.35 Phase relationship in an R-C coupled amplifier

6.15.5 Frequency Response Curve

The frequency purpose curve of a typical R-C coupled transistor amplifier is 
shown in Fig. 6.36.

 In mid frequency range (50 Hz – 20 kHz), the voltage gain of the amplifier 
is constant, as is obvious from the analysis. With the increase in the frequency in 
this range, the reactance of the coupling capacitor CC reduces thereby increasing 
the gain but at the same time lower capacitive reactance causes higher loading 
resulting in lower voltage gain. Thus, the two effects cancel each other and 
uniform gain is obtained in mid frequency range.
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 At low frequencies (below 50 Hz) higher capacitive reactance of coupling 
capacitor CC allows very small part of signal to pass from one stage to the next 
and also because of higher reactance of emitter bypass capacitor CE, the emitter 
resistor RE is not effectively shunted. Thus, the voltage gain falls off at low 
frequencies. 

 At high frequencies (exceeding 20 kHz), the gain of the amplifier decreases 
with the increase in frequency. Several factors are responsible for this reduction 
in gain. At high frequencies, the reactance of coupling capacitor CC becomes 
very small and CC behaves as a short circuit. This increases the loading of next 
stage and reduces the voltage gain. At high frequencies, capacitive reactance 
of base-emitter junction is low and so the base current is increased and current 
gain factor b is reduced. At high frequencies, the interelectrode capacitance CC 
connects the output circuit to the input circuit. Thus, negative feedback takes 
place and the gain is reduced. Bedsides interelectrode capacitances, there are 
wiring capacitances  C W1

 , and  C W2
  and input capacitance Cin of the next stage. 

The effect of the capacitances  C W 1,  C W2
  and input capacitance Cin of the next 

stage can be represented by a single shunt capacitance given as

  Cs =  C W1
  +  C W2

  + Cin (6.126)

 The output section of the amplifier is 
shown in Fig. 6.37 from the a.c. point of 
view, for high frequency considerations. 
The capacitance Cs is the equivalent shunt 
capacitance as given by Eq. (6.126). In 
figure coupling and bypass capacitors 
CC and CE are not shown as they 
effectively represent short-circuits at 
high frequencies.

Bandwidth
BW

Frequency, f
f1 f2

Mid frequency region

A
/A

V
V

m

High frequency
region

Low frequency
region

1.0

0.8
0.707

0.6

0.4

0.2

Fig. 6.36 Frequency response curve of an R-C coupled amplifier

Rc

Cs
R R h1 2|| || ie

Ie I1 I2 I3

I I I Ic 1 2 3= + +

Fig. 6.37 Output section of an R-C 
coupled amplifier at high frequencies
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 From circuit shown in Fig. 6.37, it is obvious that collector current Ic is 
made up of three currents I1, I2 and I3. With the increase in frequency of the 
input signal, the reactive impedance of the shunt capacitance Cs decreases, being 
inversely proportional to frequency, and as a result the current I2 through this 
capacitance Cs increases. This reduces both currents I1 and I3 since total current 
Ic = (I1 + I2 + I3) is almost constant. The output voltage Vout being the product 
of I3 and R (i.e., I3R) decreases. Thus higher the frequency, the lower is the 
impedance offered by Cs and lower will be the output voltage Vout.

6.15.6 Bandwidth

Frequency response curve of an R-C coupled amplifier is shown in Fig. 6.36. The 
cut-off frequencies f1 and f2 are marked in the figure. The difference of the two 
frequencies (upper cut-off frequency f2 and lower cutoff frequency f1) is called 
the  bandwidth (BW)

\  BW = f2 – f1 (6.127)

when the bandwidth (BW) is multiplied by the gain at mid frequencies,  gain-
bandwidth (GBW) is obtained.

6.15.7 Advantages

Excellent frequency response (constant gain over the audio-frequency range, the 
most important region for speech, music etc.), cheaper in cost (resistors and 
capacitors used are very cheap) and very compact circuit (resistors and capacitors 
used being small and extremely light).

6.16 COMPARISON OF DIFFERENT TYPES
 OF COUPLINGS

 S. No. Type of Coupling

Particulars
 R-C coupling  Transformer

 coupling
 Direct coupling

 1.  Size and weight  Small  Large and
 bulky

 Very small

 2.  Cost  Small  Costlier  Very small

 3.  Frequency
 response

 Excellent in the
 audio-frequency
 range

 Poor  Best

 4.  Impedance   
 matching

 Not good  Excellent  Good

 5.  Uses  For voltage
 amplification

 For power
 amplification

 For amplification
 of extremely low
 frequency signals
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6.17 VARIATIONS OF HYBRID PARAMETERS
 OF A TRANSISTOR

The variation of h-parameters depends upon junction temperature, collector 
current and collector-to-emitter voltage VCE. Among these factors, the variations 
due to junction temperature and collector current are significant and thus 
discussed here.

6.17.1 Variation of h Parameters due to Temperature Variation

From the above discussion it is obvious that all the four h parameters of any 
transistor configuration (viz., CB, CE and CC) can be determined from the 
slopes and spacing between curves at the quiescent point Q if it is specified. 
Since the characteristic curves, in general, are neither straight lines nor equally 
spaced for equal variations in collector-emitter voltage or base current, the 
values of h-parameters depend upon the position of the Q-point on the curves. 
It is also known that the shape and actual numerical values of the characteristic 
curves depend on the junction temperature. Most transistor specification sheets 
include curves of the variation of the h parameters with the quiescent point and 
temperature. Usually IC = 1 mA is taken as the reference collector current and 
collector junction temperature of 25°C is taken as the reference temperature.

6.17.2 Variations of h-parameters due to Variation
 in Collector Current

 (a) The parameter hie varies with operating value of collector current IC as 
shown in Fig. 6.38(a), i.e., hie decreases with the increase in the operating 
value of IC.

 (b) The parameter hre varies with operating value of IC, as depicted in 
Fig. 6.38(b). From the curve shown in Fig. 6.38(b), it is obvious that hre 
first decreases with the increase in the operating value of IC, attains a 
minimum value at a certain value of IC and thereafter increases with the 
increase in IC.

 (c) The parameter hfe varies with IC as shown in Fig. 6.38(c). The graph 
shown in Fig. 6.38(c) indicates that hfe first increases with IC, attains a 
maximum value at a particular value of IC and then decreases slightly 
with IC. The value of hfe is temperature dependent and increases with the 
rise in temperature.
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Questions
 6.1 Define h-parameters for a BJT transistor.

 6.2 Draw the hybrid model of a BJT. Define

 (i) hfe

 (ii) hie

 (iii) hre

 (iv) hoe

 6.3 Give a mathematical analysis of Common-emitter amplifier using hybrid 
parameters and derive expressions for (i) current gain (ii) input resistance 
(iii) voltage gain (iv) power gain and (v) output resistance.

 6.4 Explain graphical method for determination of h-parameters from the 
transistor characteristics.

 6.5 Describe experimental method for determination of h-parameters.

 6.6 What are multistage amplifiers? Derive the equations for overall voltage 
gain of a multistage amplifier in terms of individual voltage gains.

h i
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 k
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Collector current
IC in mA

(a) Variation of with .h Iie C

h
(×

10
)
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–

4

Collector current
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(b) Variation of withh Ire C

h
in

S
oe

m

Collector current
IC in mA

(d) Variation of withh Ioe C

h f
e

Collector current
IC in mA

(c) Variation of withh Ife C

T T1 2>

T2

Fig. 6.38
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 6.7 Classify the amplifiers based on different using conditions.

 6.8 Explain the working of R-C coupled amplifier with the help of neat 
diagram. Explain the effect of coupling capacitor or low frequency 
response of R-C coupled amplifier.

 6.9 Discuss the frequency response characteristic of R-C coupled amplifiers. 
Derive the general expression for gain at low and high frequencies.

 6.10 Write short notes on:

 (i) Two stage R-C coupled amplifiers

 (ii) Low frequency response of R-C coupled amplifiers

 (iii) High frequency response of R-C coupled amplifiers

 6.11 Discuss the variations of hybrid parameters of a transistor.
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7.1 INTRODUCTION

A  feedback circuit is one where part of the output signal is added to the input 
either in phase or in antiphase. A general block diagram of a feedback circuit is 
shown in Fig. 7.1.

Basic amplifier
Gain = A

Feedback
network

+

�X2 X2

��� Grain of the feedback network

SampleMixer

Sample
network

X1 Input
signal

Output
signal

X2

X X1 2± �

Fig. 7.1 A basic feedback system

 The feedback system as shown in Fig. 7.1 has the following elements or 
parts:

 1. The input X1 is either a signal voltage vs in series with a resistor RS (a 
Thevenin’s representation) or a signal current iS in parallel with a resistor 
RS (a Norton’s representation).

 2. The feedback network b is usually a two port network which may contain 
resistors, capacitors, and inductors. Most often it is simply a resistive 
configuration.

 3. The output X2 is either a voltage or a current. The sampling network, 
therefore, samples either voltage or current at the output of the basic 
amplifier. If X2 is a voltage then it is sampled by connecting the feedback 
network in shunt across the output. This is known as voltage or node 
sampling. However, if X2 is a current then the feedback network is placed 
in series with the output. This is known as the current or loop sampling. 
Some other sampling networks are also possible.
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 4. The mixer combines the output of the feedback network with the input 
signal either in series Z (loop) or in shunt (node).

 Note that in Fig. 7.1, the output after being sampled is added to the input either 
to reduce the effective input signal or to increase the effective input signal to the 
amplifier. The former case is referred to as the inverse, degenerative, or negative 
feedback while the latter is called the regenerative or positive feedback.

7.2 FEEDBACK EQUATION

The input signal X1 and the feedback signal Xf (= bX2) are mixed or combined 
either in antiphase or in phase to form the single signal (X1  bX2) which is then 
amplified by the amplifier section of the circuit. The amplifier output then goes 
into a sample circuit which feeds part of the output signal to the load and part 
of the signal to the feedback network. Note that A and b can be simply treated 
as ‘gains’.

 The symbol A in Fig. 7.1 represents the ratio of the output signal to the 
input signal of the basic amplifier. The ratio A is usually referred to as the 
forward or open-loop transfer function of the amplifier. The basic amplifier as 
depicted in Fig. 7.1 could be either a voltage amplifier or a current amplifier, or a 
transconductance amplifier, or a transcresistance amplifier. The transfer functions 
for these four different types of amplifiers are defined as follows:

 For voltage amplifier fi AV =   
vo __ vs

  

 For current amplifier fi AI =   
io __ 
ii
  

 For transconductance amplifier fi GM =   
io __ vs

  

 For transresistance amplifier fi RM =   
vo __ 
ii
  

 Although GM and RM are defined as the ratio of two signals, one of these 
is a current waveform and the other is a voltage waveform. Here the symbol 
GM or RM does not represent an amplification in the usual sense of the word. 
Nevertheless, it is convenient to refer to each of the four quantities AV, AI, GM 
and RM as a transfer gain of the basic amplifier without feedback.

 From Fig. 7.1 it is clear that 

or  X2 = A(X1  bX2)

or  X2 (1 ± Ab) = AX1

  Af =   
X2 ___ 
X1

   =   A ______ 
1 ± Ab

   (7.1)



Feedback in Amplifi ers 7.3

where 

 A fi Forward gain of the basic amplifier without feedback

 Af fi closed-loop gain of the amplifier with feedback

 Ab fi Loop-gain or return ratio loop transmission

 1  Ab fi return difference

 The terminology ‘ loop-gain’ refers to the gain A of a signal path forward 
through the amplifier and then through the feedback path gain b, resulting in a 
closed loop back to its starting point. The gain around this closed loop is hence 
Ab. The size and sign of Ab, the loop-gain, very much controls the usefulness of 
the feedback.

 Often the amount of feedback N introduced into an amplifier is expressed in 
decibels as 

  N(dB) = 20 log  (   |Af|
 ___ 

|A|
   )  (7.2)

 If the output of the b-network Xf (= bX2) combines with the input signal X1 
in antiphase (180° phase shift), then Eq. (7.1) assumes the form

  Af =   
X2 ___ 
X1

   =   A ______ 
1 + Ab

   (7.3)

which is known as the  negative feedback equation for an amplifier. If the output 
of the b-network Xf, on the other hand, combines with the input signal X1 in 
phase (0° phase shift), then Eq. (7.1) takes the form

  Af =   
X2 ___ 
X1

   =   A ______ 
1 – Ab

   (7.4)

which is known as the  positive feedback equation for an amplifier.

 Let us now consider some basic properties of Eqs. (7.3) and (7.4).

 • If there is no feedback, that is, b = 0 Eq. (7.1) then becomes

   Af =   A _____ 
1 ± 0

   = A (7.5)

 • For negative feedback, the loop-gain Ab must be positive and as such 
(1 + Ab) > 1 and from Eq. (7.3) the gain Af with feedback is always less 
than unity. However, if Ab >> 1, Eq. (7.3) becomes

   Af =   A ______ 
1 + Ab

   fi   A ___ 
Ab

   fi   1 __ 
b

   (7.6)

  Equation (7.6) describes a case where the overall gain of the amplifier 
with feedback is no longer defined by the actual amplifier gain, i.e., the 
parameters of the basic amplifier in the forward path, but is defined only 
by the parameters of the feedback path. If the feedback components are 
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chosen to be of very stable type, then the overall gain of the amplifier 
Af can also be very stable. This is an extremely useful property of the 
negative feedback amplifier.

 • A positive feedback system being described by Eq. (7.4) gives infinite 
overall gain if Ab = 1, i.e.,

   Af =   A ______ 
1 – Ab

   fi   A _____ 
1 – 1

   fi • fi   
X2 ___ 
X1

   (7.7)

  which means that for X1 = 0, X2 π 0. In other words, a positive feedback 
amplifier with Ab = 1 generates an output in the absence of an input and 
so it is termed an  oscillator. Such an amplifier with positive feedback will 
be described in detail in Chapter 8.

7.3 MEANING OF THE LOOP-GAIN, Ab
Consider the feedback system shown in Fig. 7.2. Note that the feedback loop is 
broken at X. From Fig. 7.2, we can write

  eo = Aei (7.8)

  ef = beo (7.9)

Gain = A

Gain = �

+

�o

Input

Output

�f

�i

�o

ef o= ��

X

Fig. 7.2 Meaning of feedback loop-gain

 Thus, using Eqs. (7.8) and (7.9), we may write

  Ab =  (   eo __ ei
   )   (   ef

 __ eo
   )  =  (   ef

 __ ei
   )  (7.10)

 Thus, Eq. (7.10) represents the gain of the block consisting of amplifier A 
and the feedback network b.

7.4 SOME FUNDAMENTAL ASSUMPTIONS

For the feedback Eq. (7.1) to be valid:

 • The basic amplifier must be unilateral from input to output and the reverse 
transmission should be zero.

 • The feedback network, b-block, must be unilateral, so that it does 
not transmit a signal from input to output. This condition is often not 
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satisfied exactly, because b is a passive bilateral network. It is however, 
approximately valid for practical feedback connections.

 • The reverse transmission factor b of the feedback network must be 
independent of the load and the source resistance RL and RS, respectively

7.5 SALIENT FEATURES OF NEGATIVE
 FEEDBACK AMPLIFIER

The salient features of negative feedback amplifiers are generally discussed under 
the topic of advantages and disadvantages. The advantages include:

 • Improvement in gain stability

 • Reduction in distortion and noise

 • Improvement in bandwidth

 • Control over impedances

 The disadvantages are:

 • Reduced gain 

 • Possibility of instability. Here, system instability refers to the occurrence 
of oscillations. 

 In the following sub-sections, we will discuss the salient features of the 
negative feedback amplifiers as mentional in this section.

7.5.1 Improvement in Gain Stability

The gain A of the basic amplifier changes with the change in the paramenters of 
the active devices constituting the amplifier. There are two factors responsible for 
changes in the gain of the amplifier.

 • The device parameters are highly temperature dependent. This causes the 
gain of the amplifier to change with temperature.

 • There is a wide spread in the values of paramenters of the devices of 
the same type. This causes the gain of the amplifier to change with the 
replacement of the concerned device in the amplifier.

 The relative change in gain A being defined as (dA/A) is called the gain 
sensitivity. Referring to Fig. 7.1, the gain sensitivity of the negative feedback 
amplifier is defined as (dAf/Af). Thus using Eq. (7.3), we may write

  log Af = log A – log (1 + Ab)

which may be differentiated to yield

    
dAf

 ___ 
Af

   =   1 ______ 
1 + Ab

     dA ___ 
A

   (7.11)
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 For a negative feedback amplifier, (1 + Ab) >> 1, and so from Eq. (7.11), we 
may write

    
dAf

 ___ 
Af

   <   dA ___ 
A

   (7.12)

 Equation (7.12) indicates that the amplifier with negative feedback shows 
improved gain stability variations in the values of the gain A without feedback.

 Sensitivity S is defined as the fractional change in amplification with negative 
feedback divided by the fractional change in amplification without feedback.

 Sensitivity fi S fi   
dAf/Af

 _____ 
dA/A

   =   1 ______ 
1 + Ab

   (7.13)

and the desensitivity D is defined as

 Desensitivity fi D = |1 + Ab| (7.14)

7.5.2 Reduction in Distortion/Noise

There may be unwanted signals in an amplifier system in the form of a random 
noise, harmonics generated because of nonlinearity, man-made noise such as 
hum, or any other signal. Let us consider that the input signal is sinusoidal 
and that the distortion consists simply of a second-harmonic signal generated 
within the active devices. We assume that the second-harmonic component in the 
absence of feedback is equal to N2. This situation is illustrated in Fig. 7.3.

Fig. 7.3 Illustrating reduction in noise/distortion

Gain = A

Gain = �

+
N2f

N2f�N2f

N
A

2

N
A

2 – �N2f

 Referring to Fig. 7.3, we can write

  N2f = A  (   N2 ___ 
A

   – bN2f )  = N2 – AbN2f

  N2f =   
N2 ______ 

1 + Ab
   (7.15)

where N2 is the noise at the output without feedback and N2f is the noise at the 
output with feedback.

 Obviously, from Eq. (7.15)

  N2f < N2
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 For further illustration consider the feedback system shown in Fig. 7.4. 
Referring to this figure, we may write

  vi = A1 (vS – bvo) + vd (7.16)

  vo = A2 vi (7.17)

 Using Eqs. (7.16) and (7.17),

  vo = A2 A1 (vS – bvo) + A2 vd 

 Simplification gives

  vo =  (   A1 A2 _________ 
1 + A1 A2b

   )  vS +  (   A2 _________ 
1 + A1 A2b

   )  vd (7.18)

 For negative feedback A1 A2 >> 1, and hence using Eq. (7.18)

  vo =   
vS __ 
b

   +   
vd ____ 

A1b
   (7.19)

 Here note that vS is the signal voltage, and vd is the distortion voltage 
introduced at the input of the second amplifier. Equation (7.19) shows that the 
disturbance is reduced by the gain of the amplifier between the input and the 
point of introduction of the disturbance.

7.5.3 Improvement in Bandwidth

A typical frequency response of an amplifier is depicted in Fig. 7.5. The lower 
and upper cut-off frequencies are labeled as fL and fH, respectively. The amplifier’s 
bandwidth can be increased by using negative feedback. This illustrated in the 
following discussion.

Analysis in the Low-Frequency Region

The gain A of a single-pole amplifier in the low-frequency region may be 
written as

  AL =   
A0 ________ 

1 – j(fL/f)
   (7.20)

Gain = A1

Gain = �

+ vo

�vo

Gain = A2vs

vo

vivs ���vo

vd is the distortion
voltage introduced

here

Fig. 7.4 Illustration of reduction in distortion/noise
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where

 AL is the gain of the amplifier in the low-frequency region without 
feedback

 A0 is the gain of the amplifier in mid-band without feedback

 fL is the lower cut-off frequency 

 With negative feedback, using Eqs. (7.3) and (7.20), we can write an 
expression for the overall gain ALf in the low-frequency region as

  ALf =   
AL _______ 

1 + ALb
   =   

  
A0 _______ 

1 – jfL/f
  

  ______________  
1 + b A0/1 – jfL/f

   (7.21)

 Simplification of Eq. (7.21) gives

  ALf =   
A0f
 ______ 

1 –   
jfL ___ 
f
  

   (7.22)

where

  A0f =   
A0 _______ 

1 + A0b
   (7.23)

and

  fLf =   
fL _______ 

1 + A0b
   (7.24)

 Note that A0f is the mid-band gain with negative feedback and fLf is the lower 
cut-off frequency with negative feedback. It is obvious that

  A0f < A0  and fLf < fL

 The results obtained are further illustrated in Fig. 7.6. Thus the lower cut-off 
frequency fLf with feedback is decreased by the factor (1 + A0b) and so also is the 
mid-band gain which is decreased with feedback by the same factor (1 + A0b).

Bandwidth = BW

A0

A0

2

ffHfL

AL =
A0

1 – j f
fH

AH =
A0

1 + j f
fH

A0

2

A

Fig. 7.5 Frequency response of a typical amplifier



Feedback in Amplifi ers 7.9

Analysis in the High-Frequency Region

The gain A of a single-pole amplifier in the high-frequency region is given by

  AH =   
A0 ________ 

1 + j(f/fH)
   (7.25)

where

 A0 is the mid-band gain without feedback

 fH is the upper cut-off frequency

 AH is the high-frequency gain without feedback

 With negative feedback, using Eqs. (7.3) and (7.25), we may write

  AHf =   
AH _______ 

1 + bAH

   =   

  
A0 ________ 

1 + j(f/fH)
  

  _____________  

1 + b   
A0 ________ 

1 + j(f/fH)
  

   (7.26)

  AHf =   
A0f
 ________ 

1 + j(f/fH)
   (7.27)

where

  A0f =   
A0 _______ 

1 + bA0

   (7.28)

and 

  fHf = fH (1 + bA0) (7.29)

 Obviously, A0f < A0 and fHf > fH. Thus we see that the upper cut-off frequency 
of the amplifier with negative feedback is increased by a factor of (1 + A0b).

Fig. 7.6 Effect of negative feedback on low-frequency response
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Gain Bandwidth Product

For an amplifier without feedback the bandwidth BW is defined as

  BW = fH – fL (7.30)

 Similarly, for an amplifier with feedback the bandwidth BWf is defined as

  BWf = fHf – fLf (7.31)

 Thus using Eqs. (7.24) and (7.29),

  BWf = fH (1 + bA0) –   
fL _______ 

1 + bA0

   (7.32)

 This shows that the effective bandwidth with feedback BWf is increased, i.e., 
BWf > BW for fH >> fL.

 Gain in mid-band with feedback × Bandwidth with feedback

   = A0f × BWf (7.33)

 Thus,

    
A0 _______ 

1 + bA0

   [fH (1 + bA0)] = A0 fH (7.34)

which is equal to (Gain × Bandwidth) product without feedback. Thus the  gain 
bandwidth product of a negative feedback amplifier approximately remains 
constant.

7.5.4 Control over Input and Output Impedances

The input and output resistances of an amplifier can be increased or decreased 
depending on whether current or voltage feedback is employed at the port. This 
property will be discussed while dwelling on the different types of feedback 
connections.

 Feedback can be applied in several ways. It can sample output current or 
output voltage, and feedback a voltage or a current in parallel or in series with 
the input. Generally, the effect of feedback will be to improve the features of 
amplifier by the factor (1 + Ab).

7.6 TYPES OF FEEDBACK CONNECTIONS

There are four ways of connecting the feedback signal. Both voltage and current 
can be feedback to the input either in series or parallel in four different manners. 
These connections are:

 1. Voltage-series feedback: called the voltage amplifier

 2. Current-series feedback: called the transconductor amplifier

 3. Current-shunt feedback: called the current amplifier

 4. Voltage-shunt feedback: called the transresistance amplifier
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7.6.1 Voltage-Series Negative Feedback Amplifier:
 Voltage Amplifier

The first word (voltage) in the name speaks about the nature of sampling and the 
second word (series) gives an idea about the nature of connection at the input.

 The configuration in Fig. 7.7 shows the voltage-series feedback system. The 
equivalent circuit is depicted in Fig. 7.8.

Gain = Av
(Amplifier)

Gain = �
(Feedback network)

vo

RL

RofRo

Ri

vf

vs

Rif

Voltage
sampling

Series
connection

Fig. 7.7 Voltage-series feedback connection
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+

–
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ii

+

–

Output of
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Amplifier,
(Gain = )A

Rivi A vV i

Ro

RL vo

Fig. 7.8 Equivalent circuit of Fig. 7.7

 Referring to Fig. 7.8, for the input loop, we write

  vS = ii Ri + vf (7.35)

and

  vf = bvo (7.36)

 For the output loop in Fig. 7.8, we can write

  vo =   
AV vi RL _______ 
Ro + RL

   = AVL vi (7.37)

where AVL stands for the voltage gain of the amplifier with the load (called the 
loaded voltage gain)and is given by
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  AVL =   
AV RL _______ 

Ro + RL
   (7.38)

 Now, vo = AVL (vS – vf) = AVL vS – AVL bvo (7.39)

or  vo (1 + bAVL) = AVL vS (7.40)

or    
vo __ vS

   =   
AVL ________ 

1 + bAVL

   = Avf (7.41)

 Note that

    lim    
RL Æ •

  AVL =   lim    
RL Æ •

   (   AV __________ 
1 + (Ro/RL)

   )  fi AV (7.42)

which shows that the loaded gain AVL is less than the unloaded gain AV.

Relation for Input Resistance

In the input loop, we can write

  vS = ii Ri + vf = ii Ri + bvo (7.43)

or  vS = ii Ri + b  (   AVL ________ 
1 + b AVL

   )  vS (7.44)

 Simplification gives

    
vS __ 
ii
   = Ri (1 + bAVL) fi Rif (7.45)

 Thus,

  Rif = Ri (1 + bAVL) (7.46)

 From Eq. (7.46), it may be seen that the input resistance is increased by a 
factor of the return difference.

Relation for Output Resistance

The output resistance is defined as

  Rof =   
 
   v __ 
i
   |  vS = 0

  (7.47)

where v is the voltage source which we apply at the output terminals in place 
of RL and i is the current supplied by the source with the signal source replaced 
by its internal resistance. Under the condition that vS = 0, the equivalent circuit 
assumes the form as shown in Fig. 7.9. At the output loop in Fig. 7.9, we can 
write

  v – AV vi = iRo (7.48)

or  v = iRo + AV vi (7.49)
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 Since vi = – vf and vf = bv, simplification gives

    
 
   v __ 
i
   |  vS = 0

  =   
Ro _______ 

1 + bAV

   fi Rof (7.50)

and referring to Fig. 7.8, we have

   R of  
¢   = Rof || RL.

 From Eq. (7.50), it may be seen that the output resistance with feedback is 
decreased by a factor of the return difference.

 Thus for a voltage amplifier, we have seen that the input resistance is increased 
and the output resistance is decreased by a factor of the return difference. The 
negative feedback thus helps in improving the features of a voltage amplifier.

7.6.2 Current-Series Negative Feedback Amplifier:
 Transconductance Amplifier

A current-series feedback system is shown in Fig. 7.10. Note that here the input 
is voltage and the output is current and hence the transfer function has the unit 
of conductance. The equivalent circuit is shown in Fig. 7.11.

+–
vf

Rivi

+

–

io

v

i

vs = 0 A vV i

Ro

Fig. 7.9 Determination of output resistance

Fig. 7.10 Current-series feedback connection

Gain Relation

Referring to the Fig. 7.11, in the input loop, we can write

  vS = ii Ri + vf = ii Ri + bio (7.51)
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 For the output loop, we have

  io =  (   Ro _______ 
Ro + RL

   )  Gm vi

 Simplification gives 

  GMf =   
io __ vS

   =   
GM ________ 

1 + bGM

   (7.52)

 Note that

  GM = Ro  (   GM _______ 
Ro + RL

   )  (7.53)

and

    lim    
RL Æ 0

   (   Gm Ro _______ 
Ro + RL

   )  fi Gm (7.54)

 The gain function being gives by Eq. (7.54) is thus decreased in the current-
series feedback by a factor of the return difference.

Relation for Input Resistance

For the equivalent circuit shown in Fig. 7.11, we can write

  vS = ii Ri + vf = ii Ri + bio

   = ii Ri + bvS  (   GM ________ 
1 + bGM 

   ) 
or

  vS  ( 1 –   
bGM ________ 

1 + bGM

   )  = ii Ri

or 

    
vS __ 
ii
   = Ri (1 + bGM) fi Rif

+–

Rivi

+

–

io

G vm i
Ro

+

–
vs

Rif

ii

vf = �io

RL

Rof

Fig. 7.11 Equivalent circuit of Fig. 7.10
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or 

  Rif = Rf (1 + bGM) (7.55)

 The input resistance is thus increased by a factor of the return difference.

Relation for Output Resistance

The equivalent circuit to calculate the output resistance under the condition that 
the signal voltage vS is zero is shown in Fig. 7.12.

+–

vf

Rivi

io

v

i

vs = 0 G vm i
Ro

= �io

+

–
External
voltage
source

Fig. 7.12 Determination of output resistance

 Referring to Fig. 7.12, in the output loop, we may write

  i =   
v – Gm vi Ro  __________ 

Ro
   =   v ___ 

Ro
   – Gm vi

 Since Rof is to be calculated for vS = 0, so

  0 = vi + bio

or referring to Fig. 7.12,

  vi = – bio = bi (since i = – io)

 Therefore,

  i =   v ___ 
Ro

   – Gm bi

or 

  i (1 + bGm) =   v ___ 
Ro

   

or

  i =   v ___________  
Ro (1 + bGm)

  

 Therefore,

    
 
   v __ 
i
   |  vS = 0

  = Ro (1 + bGm) fi Rof

 Thus, we get

  Rof = Ro (1 + bGm) (7.56)
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and referring to Fig. 7.11, we may write

   R of  
¢  , = Rof || RL =   

Rof RL
 _______ 

Rof + RL
   (7.57)

 Equation (7.56) shows that the output resistance of a current-series or 
transconductance feedback amplifier is increased by a factor of the return 
difference.

 The negative feedback in this current-series amplifier is shown to have 
improved the features of the amplifier.

7.6.3 Current-Shunt Negative Feedback Amplifier:
 Current Amplifier

A current-shunt negative feedback system is shown in Fig. 7.13. Here note that 
the input is current and the output is also current, so it is a current amplifier. The 
equivalent circuit is shown in Fig. 7.14. Note that the feedback current and the 
signal current are in phase opposition because of negative feedback.

Fig. 7.13 Current-shunt negative feedback

is

io

A ii i
Ro

Rif

ii

RL

Rof

if
Ri

Fig. 7.14 Equivalent circuit of Fig. 7.13

Gain Relation

Referring to Fig. 7.14 for the output loop, we can write

  io =   
AI ii Ro _______ 
Ro + RL

   = AIL ii (7.58)
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where

  AIL =   
AI Ro _______ 

Ro + RL
   (7.59)

 Further note that

    lim    
RL Æ 0

   (   AI Ro _______ 
Ro + RL

   )  fi AI (7.60)

 Here AIL is called the current gain with load, i.e., the loaded current gain. 
Also for the input loop in Fig. 7.14, we may write

  iS = bio + ii (7.61)

 Thus,

  io = AIL ii = AIL (iS – bio)

or

  io (1 + bAIL) = iS AIL

or 

    
io __ 
iS

   =   
AIL _______ 

1 + bAIL

   fi Aif

 Thus, 

  Aif =   
AIL _______ 

1 + bAIL

   (7.62)

Relation for Input Resistance

Referring to Fig. 7.14 for the input loop, we can write

  vi = ii Ri = Ri (iS – bio)

   = Ri iS – bRi   
AIL iS _______ 

1 + bAIL

  

or

    
vi __ 
iS

   =   
Ri _______ 

1 + bAIL

   fi Rif

 Thus

  Rif =   
Ri _______ 

1 + bAIL

   (7.63)

Relation for Output Resistance

In order to calculate the output resistance we assume a voltage source v connected 
in place of RL, with input signal replaced by its internal resistance, which sends 
a current i in the opposite direction as shown in Fig. 7.15. We define the output 
resistance Rof as
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  Rof =   
 
   v __ 
i
   |  iS = 0

 

 The current signal source here is assumed to be open-circuited. In the output 
loop, we can write

  i =   
v – AI ii Ro _________ 

Ro
   =   v ___ 

Ro
   – AI ii

 As iS = 0, ii = – bio = bi as i = – io. Therefore,

  i =   v ___ 
Ro

   – AI bi

or 

    
 
   v __ 
i
   |  iS = 0

  = Ro (1 + bAI) fi Rof

or

  Rof = Ro (1 + bAI) (7.64)

and further referring to Fig. 7.14,

   R of  
¢  - = Rof || RL (7.65)

 The negative feedback in the current amplifier thus decreases the input 
resistance and increases the output resistance which enhances the features of the 
current amplifier.

7.6.4 Voltage-Shunt Negative Feedback:
 Transresistance Amplifier

The voltage-shunt feedback system is shown in Fig. 7.16. Here it should be 
noted that the input is the current and the output is the voltage and hence the 
transfer function has the unit of resistance. Because of this, the system is known 
as the transresistance amplifier. The equivalent circuit of Fig. 7.16 is shown in 
Fig. 7.17.

Gain Relation

Referring to Fig. 7.17 for the input loop, we may write

  iS = bvo + ii (7.66)

Fig. 7.15 Determination of output resistance
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and for the output loop

  vo =   
Rm ii RL _______ 
Ro + RL

   = RM ii (7.67)

where

  RM =   
Rm RL _______ 

Ro + RL
   (7.68)

 Further note that

    lim    
RL Æ •

   (   Rm RL _______ 
Ro + RL

   )  fi Rm (7.69)

 Using Eq. (7.66) in Eq. (7.67), we get

  vo = RM ii = RM (iS – bvo)

or

    
vo __ 
iS

   =   
RM _______ 

1 + bRM

   fi RMf

 Thus, 

  RMf =   
RM _______ 

1 + bRM

   (7.70)

Fig. 7.16 Voltage-shunt negative feedback

is

vo

R im i

Ro

Rif

ii

RL

Rof

if
Rivi

= �vo

+

–

Fig. 7.17 Equivalent circuit of Fig. 7.16
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Relation for Input Resistance

Referring to Fig. 7.17, an expression for the input resistance may be written as

  Rif =   
vi __ 
iS

   =   
ii Ri ____ 

iS
   =   

Ri ii ____ 
iS

  

 Using Eq. (7.67) in Eq. (7.66), we get

    
ii __ 
iS

   =   1 _______ 
1 + bRM

  

 Thus, 

  Rif = Ri  (   1 _______ 
1 + bRM

   )  (7.71)

Relation for Output Resistance

In order to calculate the output resistance we assume a voltage source v connected 
in place of RL, with input signal replaced by its internal resistance. As shown 
the voltage source v sends a current i in the opposite direction as depicted in 
Fig. 7.18. From the input loop, we can write ii = – bvo = – bv because v = vo 
and iS = 0.

io

R im i
Ro

ii

v
if

Riis = 0
+

–= �vo

+

–
i

Ro

Fig. 7.18 Determination of output resistance

 For the output loop in Fig. 7.18, we can write

  i =   
v – Rm ii _______ 

Ro
   =   

v + bRmv
 ________ 

Ro
  

   = v  (   1 + bRm _______ 
Ro

   ) 
 Thus, 

    
 
   v __ 
i
   |  iS = 0

  = Rof =   
Ro _______ 

1 + bRm

   (7.72)

and referring to Fig. 7.17,

   R of  
¢  - = Rof || RL (7.73)

 The negative feedback in the transresistance amplifier decreases the input 
and output resistance, thereby improving the features of the amplifier.
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7.7 ADVANTAGES OF NEGATIVE FEEDBACK

There are numerous advantages of negative feedback which outweigh its only 
drawback of reduction in gain. These are as follows:

 1. Gain Stability The voltage gain of an amplifier with negative feedback 
is given as

   Af =   A ______ 
1 + Ab

  .

  If Ab >> 1, then the expression becomes

   Af =   1 __ 
b

  

  We overall gain Af is independent of internal gain and depends only on 
feedback ratio b and b in turn depends on the passive elements such as 
resistors. Resistors remain fairly constant and so the gain is stabilized.

 2. Reduced Non-linear Distortion A large signal stage has non-linear 
distortion which is reduced by a factor (1 + Ab) when negative feedback 
is used.

 3. Reduced Noise There is always a noise voltage in the amplifier which 
is reduced by a factor (1 + Ab) when negative feedback is used.

 4. Increased Bandwidth (or Improved Frequency Response) The 
bandwidth (BW) of an amplifier without feedback is equal to the separation 
between 3 dB frequencies f1 and f2. If A is the gain then gain-bandwidth 
product is A × BW. With the negative feedback, the amplifier gain is 
reduced and since the gain-bandwidth product has to remain constant, so 
the BW will increase to compensate for the reduction in gain.

 5. Increased Input Impedance The input impedance of the amplifier with 
negative feedback is increased by a factor (1 + Ab).

 6. Reduced Output Impedance The output impedance of the amplifier 
with negative feedback is reduced by a factor (1 + Ab).

7.8 DISADVANTAGES OF NEGATIVE FEEDBACK SYSTEM

7.8.1 Reduction in Gain

In all the four types of negative feedback connections it has been shown that the 
gain is reduced by a factor (1 + Ab) where A is the forward gain and b is the 
gain of the feedback network. The gain A takes the form of either voltage gain 
or current gain or transconductance gain or transresistance gain depending upon 
the use of the basic amplifier in the feedback system.
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7.8.2 Possibility of Instability (Nyquist-Plot)

So far we assumed ideal feedback conditions, i.e., real amplifier gain A and the 
real feedback gain b. In the practice we may encounter complex gain A, especially 
at the extreme edges of the passband of the amplifier, as well as complex gain 
b. If negative feedback is applied, then the gain function is explicity given by 
the expression

  Af =   A ______ 
1 + Ab

   (7.74)

 Hence as Ab approaches the value – 1 + j0, the denominator in Eq. (7.74) 
becomes very small, i.e., there occurs an increase in gain, And at the frequency 
where Ab equals – 1 + j0, the amplifier has infinite gain and does not need 
any input to give an output. This condition indicates positive feedback when 
oscillations begin to occur. In other words, the amplifier becomes unstable. If 
the amplifier oscillates at some low or high frequency, it is no longer useful as 
an amplifier. A proper negative feedback amplifier design requires that the circuit 
be stable at all frequencies, not merely those in the range of interest. Otherwise, 
a transient disturbance could cause a seemingly stable amplifier to suddenly start 
oscillating.

 Thus, the stability of any circuit or system with negative feedback can be 
studied by looking at its Ab plot as a function of frequency. Nyquist showed that 
such a plot of |Ab| –q in the polar coordinates is a closed curve on the complex 
plane, when all frequencies are taken into account. The nature and location of 
this curve, known as the Nyquist plot, indicates either stability or instability.

 For an amplifier in general, we can say that the loop-gain Ab is a function of 
frequency and thus we can write the loop gain Ab as

  Loop-gain = Ab(jw) (7.75)

 The  Nyquist plot is obtained when we plot the imaginary part of Ab(jw) 
versus the real part of Ab(jw) with frequency as a parameter (0 £ w £ •). The 
Nyquist plot, in effect, combines in a single plot the two Bode plots of the gain 
versus frequency and the phase shift versus frequency.

 A typical plot of the loop-gain Ab(jw) 
in the complex plane is shown in Fig. 7.19. 
A few points at frequencies w1, w2, w3, w4, 
are shown in Fig. 7.19. At the frequency w3, 
the magnitude of the loop gain is the length 
of phasor OX and its phase shift is the angle 
between OX and the conventional positive real 
axis which represents zero phase shift. Instead 
of drawing a whole family of phasors similar 

Fig. 7.19 Nyquist plot
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to OX, one each corresponding to other frequencies, only the locus of X, the end 
of the phasor, is plotted with some frequencies as shown in Fig. 7.19.

 The  Nyquist criteria for stability can thus be stated as follows:

 The amplifier is unstable if the Nyquist curve as plotted encloses (encircles) 
the – 1 point, and it is stable otherwise.

 An example of the Nyquist criteria is demonstrated by the curve in Fig. 7.20. 
The Nyquist plot in Fig. 7.20(a) is stable since it does not encircle the – 1 point, 
whereas that shown in Fig. 7.20(b) is unstable since the curve does encircle the – 
1 point. Note that encircling the – 1 point means that at a phase shift of 180° the 
loop-gain Ab is greater than unity, therefore, the feedback signal is in phase with 
the input and large enough to result in a larger input signal than that applied, 
with the result that oscillation occurs.

O O(–1, 0)

(–1, 0)

Re A| |� Re A| |�

Im A| |� Im A| |�

f f

f Increasing� f Increasing�

(a) (b)

Fig. 7.20 Illustration of Nyquist criteria

Questions
 7.1 What are different types of feedback?

 7.2 What do you understand by feedback in amplifiers? Explain the terms 
feedback factor and open-loop gain.

 7.3 What do you understand by feedback in amplifiers? List the four basic 
negative feedback configurations and describe the effect of feedback on 
Ri and Ro in each of these configurations.

 7.4 List five characteristics of an amplifier which are modified by negative 
feedback. Explain them in brief.

 7.5 Discuss the effects of negative feedback on gain, stability of gain and 
noise.

 7.6 Prove in a negative feedback amplifier

    |   dAf
 ___ 

Af
   |  =   1 ______ 

1 + bA
    |   dA ___ 

A
   | 

  where Af = gain with feedback

   A = transfer gain

   b = feedback factor
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 7.7 Make a distinction between the “voltage” feedback and “current” 
feedback in amplifier circuits. Discuss the merits in each case and derive 
the expressions for the net output impedance in each case.

 7.8 Write short notes on any two:

 (i) Advantages of negative feedback

 (ii) Stability criterion

 (iii) Classification of feedback amplifiers

 (iv) Nyquist plot
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8.1 INTRODUCTION

An a.c. generator (called an  alternator) generates sinusoidal a.c. power of 50 Hz, 
it cannot be called an oscillator. An alternator is a mechanical device that has 
rotating parts (e.g., a loop carrying a coil), converts mechanical energy into ac 
energy but cannot produce ac energy of high frequency (exceeding 1000 Hz) 
because for generating higher frequencies, either the speed of rotation of the 
armature has to be made extremely high or the number of poles has to be made 
large and both options are impracticable. On the other hand, an  oscillator is a non-
rotating electronic device that converts d.c. energy into a.c. energy of frequency 
ranging from a few Hz to many GHz.

 Though alternator generates large amount of a.c. power but for several 
applications such as radio transmitters and receivers, radars, etc., an oscillator is 
preferred owing to the under-mentioned advantages over alternators:

 (i) Portable and cheap in cost.

 (ii) An oscillator has no rotating parts, so it is silent and there is no wear and 
tear.

 (iii) Frequency of oscillator may be conveniently varied.

 (iv) Frequency once set, remains constant for a considerable time period.

 (v) Voltages or currents of any frequency (20 Hz to extremely high frequencies) 
adjustable over a wide range can be generated.

 (vi) Voltages free from harmonics as well as rich with harmonics can be 
generated by sinusoidal oscillators and relaxation oscillators respectively.

 (vii) High operation efficiency – due to absence of moving parts.

 For having a sinusoidal oscillator, we require an amplifier with positive 
feedback. The idea is to use the feedback signal in place of an input signal. If 
the (feedback) loop-gain and phase are correct, there will be an output signal 
even though there is no external input signal (see Fig. 8.1).

 Thus, an  oscillator is an amplifier that is modified by positive feedback to 
supply its own input signal.
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Amplifier
Input signal Output signal

D.C. power input

Oscillator
Output signal

D.C. power input

Fig. 8.1

8.2 KINDS OF OSCILLATORS

When employed as an instrument, an oscillator may be called with different 
names such as test oscillator (or signal generator), standard signal generator (or 
function generator) depending on the function performed by the device, type of 
signal produced by it, order of sophistication etc.

 Oscillators may be broadly divided into two categories viz., harmonic 
oscillators and relaxation oscillators. Both types can include active devices 
such as BJTs, FETs and op-amps, and passive components such as resistors, 
inductors and capacitors. In harmonic oscillators, the energy always flows in 
one direction—from the active to passive components. However, in relaxation 
oscillators, the energy is exchanged between the active and passive components. 
In harmonic oscillators, the frequency of oscillations is determined by the 
feedback path. However, in relaxation oscillators, the frequency is determined by 
time constants – specifically, the charge and discharge time constants during the 
exchange of energy. Harmonic oscillators can develop low – distortion sinusoidal 
output waveforms, but relaxation oscillators can only generate nonsinusoidal 
waveforms such as sawtooth, square or triangular. Harmonic oscillators will be 
discussed here.

 Oscillators can also be categorized on the basis of design principle used, and 
the frequency range over which they are employed.

 The oscillators, according to the design principle used are feedback oscillators 
and negative resistance oscillators. Feedback oscillators are widely employed.

 The oscillators, according to operating frequency, may be classified as 
follows:

  Type of Oscillators Approximate range

 1. Audio frequency (AF) oscillators 20 Hz-20 kHz

 2. Radio frequency (RF) oscillators 20 Hz-30 MHz

 3. Very low frequency (VLF) oscillators 15-100 kHz

 4. Low frequency (LF) oscillators 100-500 kHz

 5. Broadcast oscillators 500 kHz-1.5 MHz

 6. Video frequency oscillators 0-5 MHz
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 7. High frequency (HF) oscillators 1.5-30 MHz

 8. Very high frequency (VHF) oscillators 30-300 MHz

 9. Ultra high frequency (UHF) oscillators 300-3,000 MHz

 10. Microwave oscillators Beyond 3 GHz
 (3,000 MHz)

8.3 OPERATION OF OSCILLATOR

The use of positive feedback that results in a feedback amplifier having closed-
loop gain |Af| exceeding unity and satisfies the phase conditions results in operation 
as an oscillator circuit. An oscillator circuit then provides a constantly varying 
output signal. If the output signal varies sinusoidally, the circuit is referred to as 
a  sinusoidal oscillator and on the other hand if the output voltage rises quickly 
to one voltage level and later drops, quickly to another voltage level, the circuit 
is usually referred to as a pulse or  square-wave generator.

 To understand how an oscillator produces an output signal without an external 
input signal, let us consider the feedback circuit shown in Fig. 8.2(a), where Vin 
is the voltage of a.c. input driving the input terminals bc of an amplifier having 
voltage gain A. The amplified output voltage is

  Vout = AVin (8.1)

Fig. 8.2

 This voltage drives a feedback circuit that is usually a resonant circuit, as we 
get maximum feedback at one frequency. The feedback voltage returning to point 
a is given by equation

  Vf = AbVin (8.2)

where b is the gain of feedback network.
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 If the phase shift through the amplifier and feedback circuit is zero, then 
AbVin is in phase with the input signal Vin that drives the input terminals of the 
amplifier.

 Now we consider point ‘a’ to point ‘b’ and simultaneously remove voltage 
source Vin, then feedback voltage AbVin drives the input terminals bc of the 
amplifier, as shown in Fig. 8.2(b). In case Ab is less than unity, AbVin is less than 
Vin and the output signal will die out, as illustrated in Fig. 8.3(a). On the other 
hand if Ab is greater than unity, the output signal will build up, as illustrated in 
Fig. 8.3(b). If Ab is equal to unity, AbVin equals Vin and the output signal is a 
steady sinewave, as illustrated in Fig. 8.3(c). In this case, the circuit supplies its 
own input signal and produces a sinusoidal output.

 Certain conditions are required to be fulfilled for sustained oscillations and 
these conditions are that (i) the loop gain of the circuit must be equal to (or 
slightly greater than) unity and (ii) phase shift around the circuit must be zero. 
These two conditions for sustained oscillators are called Barkhausen criteria.

 For initiation of oscillations, supply of an input signal is not essential. Only 
the condition bA = 1 must be satisfied for self-sustained oscillations to result. 
In practices bA is made slightly greater than unity, the system starts oscillating 
by amplifying noise voltage which is always present. Saturation factors in the 
practical circuits provide an average value of bA of 1. The resulting waveforms 
are never exactly sinusoidal. However, the closer the value of bA is to exactly 
1, the more nearly sinusoidal is the waveform. Figure 8.4 shows how the noise 
voltage results in a buildup of a steady-state Oscillation condition.

Time, t

(a) Oscillations die out

Time, t

(b) Oscillations building

Vout

Time, t

(c) Oscillations of constant amplitude

Uout

Fig. 8.3
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 Another way of seeing how the feedback circuit provides operation as an 
oscillator is obtained by noting the denominator in the basic feedback equation, 
Af = A/(1 + bA). When bA = – 1 or magnitude 1 at a phase angle of 180°, the 
denominator becomes zero and the gain with feedback, Af, becomes infinite. 
Thus, an infinitesimal signal (noise voltage) can provide a measurable output 
voltage, and the circuit acts as an oscillator even without an input signal.

 By deliberate design the phase shift around the loop is made 0° at the 
resonant frequency. Above and below the resonant frequency, the phase shift 
is different from 0°. Thus, oscillations are obtained at only one frequency, the 
resonant frequency of the feedback circuit.

 To understand and apply the Barkhausen criterion, we must consider both 
the gain and phase shift of Ab as a function of frequency. Reactive elements, 
capacitance in particular, contained in the amplifier and/or feedback causes the 
gain magnitude and phase shift to vary with the frequency. In general, there 
will be only one frequency at which the gain magnitude is unity and at which, 
simultaneously, the total phase shift is equivalent to 0° (in phase – a multiple of 
360°). The system will oscillate at the frequency that satisfies these conditions. 
Designing an oscillator amounts to selection of reactive components and their 
incorporation into circuit in such a way that the conditions will be satisfied at a 
desired frequency.

 To show the dependence of the loop gain Ab on frequency, we express 
Ab(jw), a complex phasor that can be expressed in both polar and rectangular 
form:

  Ab(jw) = |Ab| –q = |Ab| cos q + j|Ab| sin q (8.3)

where |Ab| is the magnitude of the loop gain, a function of frequency, and q 
is the phase shift, also a function of frequency. For satisfaction of Barkhausen 
criterion, we must have

Steady-state envelope
limited by circuit saturation

Nonsinusoidal waveform
due to saturation

Nonsinusoidal oscillations
as is not exactly 1�A

Initial noise
voltage

Fig. 8.4 Buildup of steady-state oscillations
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  |Ab| = 1 (8.4)

and  q = ± 360° n (8.5)

where n is any integer, including 0. In polar and rectangular forms, the Barkhausen 
criterion is expressed as

  Ab(jw) = 1 –±360° n = 1 + j0 (8.6)

8.4 ESSENTIALS OF AN OSCILLATOR CIRCUIT

From the above discussion it can be inferred that an oscillator circuit must have 
the following three elements:

 1. Oscillatory circuit or frequency determining element.

 2. Amplifier

 3. Positive feedback network

 The oscillatory circuit or a frequency-determining element can be an 
inductance-capacitance network (L-C tank), resistance-capacitance (R-C network), 
or a quartz crystal, depending on the frequency and waveshape desired.

 The electronic amplifier receives d.c. power from the battery or d.c. power 
supply and converts it into a.c. power for supply to the tank circuit. The oscillations 
occurring in the tank circuit are applied to the input of the electronic amplifier. 
Because of the amplifying properties of the amplifier, we get increased output of 
these oscillations. This amplified output of oscillations is because of d.c. power 
supplied from the external source (a battery or power supply). The output of the 
amplifier can be supplied to the tank circuit to meet the losses.

 The  feedback network supplies a part of the output power to the frequency-
determining element in correct phase to aid the oscillations. In other words, 
feedback circuit must be a  positive feedback network. The block diagram of an 
oscillator is shown in Fig. 8.5.

Frequency determining
element or oscillatory

circuit

Electronic
amplifier

Positive
feedback
network

Oscillator
output to load

D.C. supply

Fig. 8.5 Block diagram of an oscillator
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8.4.1 General Form of an L-C Oscillator

In the general form of an oscillator depicted in Fig. 8.6(a), any of the active 
devices such as vacuum tube, BJT, FET or op-amp may be used in the amplifier 
section, Z1, Z2, and Z3 are the reactive elements constituting the feedback tank 
circuit which determines the frequency of oscillation. Here, Z1 and Z2 serve as an 
ac voltage divider for the output voltage and feedback signal. Thus, the voltage 
across Z2 is the feedback signal. The equivalent circuit is shown in Fig. 8.6(b) 
with the following two assumptions:

 (i) hre of transistor is negligibly small and, therefore, the feedback source hre 
Vout is negligible.

 (ii) hoe of the transistor is very small i.e., the output resistance   1 ___ 
hoe

   is very 

large and, therefore,   1 ___ 
hoe

   is omitted from the equivalent circuit.

Amplifier

Z2 Z1

Z3

12
3

E

(a) General form of an oscillator

Z2 Z1

Z3

123
E

(b) Equivalent circuit

I1

IcIb

I1

I1
hie

B C
h Ife b

Fig. 8.6

 Let us determine the load impedance between output terminals 1 and 2. 
Here Z2 and hie are in parallel and their resultant impedance is in series with 
impedance Z3.

 The equivalent impedance is in parallel with impedance Z1.

 Thus load impedance between output terminals is given as

  ZL = Z1 || [Z3 + (Z2 || hie)]

   = Z1 ||  [ Z3 +   
Z2 hie _______ 

Z2 + hie
   ] 

   = Z1 ||  [   Z3 (Z2 + hie) + Z2 hie  _________________  
Z2 + hie

   ] 
   = Z1 ||  [   hie (Z2 + Z3) + Z2 Z3  _________________  

Z2 + hie
   ] 
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or    1 ___ 
ZL

   =   1 __ 
Z1

   +   
Z2 + hie  _________________  

hie (Z2 + Z3) + Z2 Z3
  

   =   
hie (Z1 + Z2 + Z3) + Z1 Z2 + Z2 Z3   ___________________________   

 Z1 [hie (Z2 + Z3) + Z2 Z3]
  

or  ZL =   
Z1 [hie (Z2 + Z3) + Z2 Z3]   ___________________________   

hie (Z1 + Z2 + Z3) + Z1 Z2 + Z2 Z3
   (8.7)

 The voltage gain of a CE amplifier without feedback is given as

  A =   
– hfe ZL

 _______ 
hie

   (8.8)

 The output voltage between terminals 1 and 2 is given as

  Vout = Z3 +  [   Z2 hie _______ 
Z2 + hie

   ]  I1

   =  [   hie (Z2 + Z3) + Z2 Z3  _________________  
Z2 + hie

   ]  I1

 The voltage feedback to the input terminals 2 and 3 given as

  Vf =   
Z2 hie _______ 

Z2 + hie
   I1

 So feedback fraction,

  b =   
Vf
 ____ 

Vout
   =   

Z2 hie  _________________  
hie (Z2 + Z3) + Z2 Z3

   (8.9)

 Applying the criterion of oscillation i.e., Ab = 1, we have

    
– hfe ZL

 _______ 
hie

   .   
Z2 hie  _________________  

hie (Z2 + Z3) + Z2 Z3
   = 1

or    
hfe Z1 [hie (Z2 + Z3) + Z2 Z3]

   ___________________________   
hie (Z1 + Z2 + Z3) + Z1 Z2 + Z2 Z3

   .  [   Z2 _________________  
hie (Z2 + Z3) + Z2 Z3

   ]  = – 1

or    
hfe Z1 Z2

  ___________________________   
hie (Z1 + Z2 + Z3) + Z1 Z2 + Z2 Z3

   = – 1

or  hie (Z1 + Z2 + Z3) + Z1 Z2 + Z2 Z3 = – hfe Z1 Z2

or  hie (Z1 + Z2 + Z3) + Z1 Z2 (1 + hfe) + Z2 Z3 = 0 (8.10)

 This is the general equation for the oscillator.
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8.5 TYPES OF TRANSISTOR OSCILLATORS

A transistor can be operated as an oscillator for producing continuous undamped 
oscillations of any desired frequency, if tank (or oscillatory) and feedback circuits 
are properly connected to it. All oscillators under different names have similar 
function i.e., they generate continuous undamped output. However, they differ in 
methods of supplying energy to the tank or oscillatory circuit to meet the losses 
and the frequency ranges over which they are used.

 The frequency spectrum over which oscillators are employed to produce 
sinusoidal signals is extremely wide (from less than 1 Hz to many GHz). 
However, no single oscillator design is practical for generating signals over this 
entire range. Instead, a variety of designs are employed, each of which generates 
sinusoidal outputs most advantageously over various portions of the frequency 
spectrum.

 Oscillators, which use inductance-capacitance (L-C) circuits as their tank 
or oscillatory circuits, are very popular for generating high frequency (e.g., 
10 kHz to 100 MHz) outputs. The most widely used L-C oscillators are the 
Hartley and Colpitt’s oscillators. Although they slightly differ from one another 
in their electronic circuitry but they have virtually identical frequency ranges 
and frequency-stability characteristics. However, such oscillators are not suitable 
for generating low-frequency sinusoidal outputs. This is due to the fact that the 
components required in construction of low-frequency L-C resonant circuits 
are too bulky and heavy. So resistor-capacitor (R-C) oscillators are generally 
employed for generating low-frequency (from 1 Hz to about 1 MHz) sinusoidal 
signals. Two most common R-C oscillators are the Wien-bridge and phase shift 
types.

 Other less frequently used oscillators are the crystal oscillators and the 
negative resistance oscillators. The operating frequency ranges of various types 
of most commonly used oscillators are given below:

 Type of oscillator Approximate frequency ranges

 Wien bridge oscillator 1 Hz — 1 MHz

 Phase shift oscillator 1 Hz — 10 MHz

 Hartley oscillator 10 kHz — 100 MHz

 Colpitt’s oscillator 10 kHz — 100 MHz

 Negative resistance oscillator > 100 MHz

 Crystal oscillator Fixed frequency

 The oscillators of various types will be discussed in the following sections.
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8.6 COLPITT’S OSCILLATOR

The  Colpitt’s oscillator circuit is a superb circuit and is widely used in 
commercial signal generators up to 100 MHz. The basic circuit of a transistor 
Colpitt’s oscillator is shown in Fig. 8.7. It basically consists of a single stage 
inverting amplifier and an L-C phase shift network, as obvious from the circuit 
diagram shown. The two series capacitors C1 and C2 form the potential divider 
used for providing the feedback voltage— the voltage developed across capacitor 
C2 provides the regenerative feedback required for sustained oscillations. Parallel 
combination of RE and CE along with resistors R1 and R2 provides the stabilized 
self bias. The collector supply voltage VCC is applied to the collector through a 
radio frequency choke (RFC) which permits an easy flow of direct current but 
at the same time it offers very high impedance to the high frequency currents. 

The presence of coupling capacitor  C C2
  in the output circuit does not permit the 

dc currents to go to the tank circuit (the flow of d.c. current in a tank circuit 
reduces its Q). The radio frequency energy developed across RFC is capacitively 
coupled to the tank circuit through the capacitor  C C2

 . The output of the phase 

shift L-C network is coupled from the junction of L and C2 to the amplifier 
input at base through coupling capacitor  C C1

 , which blocks dc but provides path 

to ac. Transistor itself produces a phase shift of 180° and another phase shift of 
180° is provided by the capacitive feedback. Thus, a total phase shift of 360° is 
obtained which is an essential condition for developing oscillations. The output 
voltage is derived from a secondary winding L¢ coupled to the inductance L. The 
frequency is determined by the tank circuit and is varied by gang-tuning the two 
capacitors C1 and C2. It is to be noted that capacitors C1 and C2 are ganged. As 
the tuning is varied, values of both capacitors vary simultaneously, the ratio of 
the two capacitances remaining the same.

+
–CE

E

RE

C1

C2

2

Phase shift
network

L�L

R
F

 o
ut

pu
t

1

3

CC 1

+VCC

RFC

C
B

R1

R2

CC 1

Fig. 8.7 Basic circuit for transistor Colpitt’s oscillator
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Working When the collector supply voltage VCC is switched on, the capacitors 
C1 and C2 are charged. These capacitors C1 and C2 discharge through the coil L, 

setting up oscillations of frequency f =   1 ___ 
2p

    ÷ _________

   1 ____ 
LC1

   +   1 ____ 
LC2

    . The oscillations across 

capacitor C2 are applied to the base-emitter junction and appear in the amplified 
form in the collector circuit. Of course, the amplified output in the collector 
circuit is of the same frequency as that of the oscillatory circuit. This amplified 
output in the collector circuit is supplied to the tank circuit in order to meet the 
losses. Thus the tank circuit is getting energy continuously from the collector 
circuit to make up for the losses occurring in it and, therefore, ensures undamped 
oscillations. The energy supplied to the tank circuit is of correct phase, as already 
explained, and if Ab exceeds unity, oscillations are sustained in the circuit.

Frequency of Oscillation

Here referring to Fig. 8.6,

  Z1 =   1 _____ 
jwC1

   =   
– j

 ____ 
wC1

  ;

  Z2 =   1 _____ 
jwC2

   =   
– j

 ____ 
wC2

  ;

and  Z3 = jwL

 Substituting these values in Eq. (8.10), we have

  hie  [   – j
 ____ 

wC1
   –   

j
 ____ 

wC2
   + jwL ]  +  [   – j

 ____ 
wC1

   .   
– j

 ____ 
wC2

   ]  (1 + hfe) +  [   – j
 ____ 

wC2
   ]  jwL = 0

or  – jhie  [   1 ____ 
wC1

   +   1 ____ 
wC2

   – wL ]  –   
1 + hfe

 ________ 
w2 C1 C2

   +   L ___ 
C2

   = 0 (8.11)

 Equating the imaginary component of the above Eq. (8.11) to zero, we have

  hie  [   1 ____ 
wC1

   +   1 ____ 
wC2

   – wL ]  = 0

or    1 ____ 
wC1

   +   1 ____ 
wC2

   = wL   hie π 0

or    
C1 + C2 _______ 
wC1 C2

   = wL

or  w2 =   
C1 + C2 _______ 
LC1 C2

  

or  w =  ÷ _______

   
C1 + C2 _______ 
LC1 C2

     =  ÷ _________

   1 ____ 
LC1

   +   1 ____ 
LC2
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or  f =   1 ___ 
2p

    ÷ _________

   1 ____ 
LC1

   +   1 ____ 
LC2

     (8.12)

 The above Eq. (8.12) gives the frequency of oscillation. Equating the real 
component of Eq. (8.11) to zero, we have

    
1 + hfe

 ________ 
w2 C1 C2

   =   L ___ 
C2

  

or  1 + hfe = w2 LC1

or  1 + hfe =   
C1 + C2 _______ 
LC1 C2

   × LC1 =   
C1 + C2 _______ 

C2
   = 1 +   

C1 ___ 
C2

  

or  hfe =   
C1 ___ 
C2

   (8.13)

 As for other oscillator circuits, the loop gain must be greater than unity to 
ensure that the circuit oscillates.

 So Ab ≥ 1 or A ≥   1 __ 
b

   ≥   
C2 ___ 
C1

   (8.14)

8.7 HARTLEY OSCILLATOR

The transistor  Hartley oscillator is as popular as Colpitt’s oscillator and is widely 
used as a local oscillator in radio receivers. The circuit arrangement is shown in 
Fig. 8.8. Hartley oscillator circuit is similar to Colpitt’s oscillator circuit, except 
that phase shift network consists of two inductors L1 and L2 and a capacitor 
C instead of two capacitors and one inductor. The output of the amplifier is 
applied across inductor L1 and the voltage across inductor L2 forms the feedback 
voltage. The coil L1 is inductively coupled to coil L2, the combination functions 
as an auto-transformer. However, because of direct connection, the junction of 
L1 and L2 cannot be directly grounded. Instead, another capacitor CL is used. The 
operation of the circuit is similar to that of the Colpitt’s oscillator circuit.

 Considering the fact that there exists mutual inductance between coils L1 and 
L2 because the coils are wound on the same core, their net effective inductance is 
increased by mutual inductance M. So in this case effective inductance is given 
by the equation

  L = L1 + L2 + 2 M (8.15)

and resonant or oscillation frequency is given by the equation

  f =   1  ____________________  
2p  ÷ 

________________
  [C(L1 + L2 + 2 M)]  
  ,

as derived below:
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Frequency of Oscillation The general Eq. (8.10) derived in Section 8.4.1 is 
reproduced here

  hie (Z1 + Z2 + Z3) + Z1 Z2 (1 + hfe) + Z2 Z3 = 0 (8.16)

 Here Z1 = jwL1 + jwM;

  Z2 = jwL2 + jwM

and  Z3 =   1 ____ 
jwC

   = – j/wC

 Substituting these values in general Eq. (8.10) of Section 8.4.1

  hie  [ (jwL1 + jwM) + (jwL2 + jwM) –   
j
 ___ 

wC
   ]  + (jwL1 + jwM) ×

   (jwL2 + jwM) (1 + hfe) + (jwL2 + jwM)  (   – j
 ___ 

wC
   )  = 0

or  jwhie  [ L1 + L2 + 2M –   1 ____ 
w2C

   ] 
   – w2 (L2 + M)  [ (L1 + M) (1 + hfe) –   1 ____ 

w2C
   ]  = 0 (8.17)

 Equating the imaginary part of above Eq. (8.17) to zero, we get

  whie  [ L1 + L2 + 2M –   1 ____ 
w2C

   ]  = 0

or  L1 + L2 + 2M –   1 ____ 
w2C

   = 0   whie π 0

or  w2C =   1 ___________  
L1 + L2 + 2M

  

Fig. 8.8 Basic circuit for Hartley oscillator
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or  f =   w ___ 
2p

   =   1 __________________  
2p  ÷ 

______________
  C(L1 + L2 + 2M)  
   (8.18)

 The above Eq. (8.18) gives the frequency of oscillation.

 Equating the real component of Eq. (8.17) to zero, we get

  (L1 + M) (1 + hfe) –   1 ____ 
w2C

   = 0

or  (1 + hfe) =   1 ___________  
w2C(L1 + M)

   =   
L1 + L2 + 2M

  ___________ 
L1 + M

  

   = 1 +   
L2 + M

 ______ 
L1 + M

  

or  hfe =   
L2 + M

 ______ 
L1 + M

   (8.19)

 As for other oscillator circuits, the loop gain must be greater than 1 to ensure 
that circuit oscillates.

 So Ab ≥ 1

or  A ≥   1 __ 
b

   ≥   
L2 + M

 ______ 
L1 + M

   (8.20)

8.8 PHASE SHIFT OSCILLATOR

The circuit arrangement of a  phase 
shift oscillator using NPN transistor in 
CE configuration is shown in Fig. 8.9. 
As usual, the voltage divider R1 – R2 
provides dc emitter base bias, RE and CE 
combination provides temperature stability 
and prevent ac signal degeneration and 
collector resistor RC controls the collector 
voltage. The oscillator output voltage is 
capacitively coupled to the load by CC.

 In case of a transistor phase shift 
oscillator, the output of the feedback 
network is loaded appreciably by the 
relatively small input resistance (hie) of 
the transistor. Hence, instead of employing 
voltage-series feedback (as used in case 
of FET phase shift oscillator), voltage-
shunt feedback is used for a transistor 

CE

E

RE

+VCC

C

R1

R2

RC
CC

Vout

C C C

RR
R R h= – ie Phase

shift
network

Fig. 8.9 Basic circuit of a transistor 
phase shift oscillator
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phase shift oscillator, as shown in Fig. 8.9. In this circuit, the feedback signal is 
coupled through the feedback resistor R¢ in series with the amplifier stage input 
resistance hie. The value of R¢ should be such that when added with amplifier 
stage input resistance hie, it is equal to R i.e., R¢ + hie = R.

Operation The circuit is set into oscillations by any random or variation caused 
in the base current, that may be either due to noise inherent in the transistor or 
minor variation in voltage of d.c. power supply. This variation in base current is 
amplified in collector circuit. The output of the amplifier is supplied to an R-C 
feedback network. The R-C network produces a phase shift of 180° between 
output and input voltages. Since CE amplifier produces a phase reversal of 
the input signal, total phase shift becomes 360° or 0° which is essential for 
regeneration or for sustained oscillations. The output of this network is thus in 
the same phase as the originally assumed input to the amplifier and is applied to 
the base terminal of the transistor. Thus, sustained variation in collector current 
between saturation and cut-off values are obtained. R-C phase shift network is 
the frequency determining network.

Frequency of Oscillation The equivalent circuit for the analysis of a transistor phase 
shift oscillator (circuit shown in Fig. 8.9) is shown in Fig. 8.10. The equivalent 
circuit shown in Fig. 8.10 is simplified if the following assumptions are made.

 (i) hre of the transistor is usually negligibly small and therefore, hre Vout is 
omitted from the circuit.

 (ii) hoe of the transistor is very small i.e., 1/hoe is much larger than RC. Thus 
the effect of hoe can be neglected.

Fig. 8.10 Equivalent circuit of transistor phase-shift oscillator circuit shown in Fig. 8.9

 Making above assumptions and 
replacing source by equivalent voltage 
source, the simplified equivalent circuit 
is shown in Fig. 8.11.

 Applying Kirchhoff’s voltage law to 
the three loops shown in Fig. 8.11, we 
have

Rh Ife b RC

CCC

RR

IbI2I1

RC

Fig. 8.11
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   ( R + RC +   1 ____ 
jwC

   )  I1 – RI2 + hfe Ib RC = 0 (8.21)

  – RI1 +  ( 2R +   1 ____ 
jwC

   )  I2 – RIb = 0 (8.22)

  0 – RI2 +  ( 2R +   1 ____ 
jwC

   )  Ib = 0 (8.23)

 As the currents I1, I2, and Ib are non-vanishing, the determinant of the 

coefficients of I1, I2, and Ib must be zero. Substituting   1 ___ 
wC

   = XC, we have

   |  (R + RC – jXC)

  
    

 (– R)      
0
     

(– R)

 
   

 (2R – jXC)     
(– R)

     

(hfe RC)

 
   

 (– R)     
(2R – jXC)

  |  = 0 (8.24)

or  (R + RC – jXC) [(2R – jXC)2 – R2]

   + R [(– R) (2R – jXC) – hfe RC (– R)] = 0

or  (R + RC – jXC) (3R2 –  X C  2
   – j4RXC]

   – R [2R2 – jRXC – hfe RCR) = 0

or R3 + R2RC (3 + hfe) – 5R X C  2
  

   – RC X C  2
   – 6jR2XC – j4RRCXC + j X C  3

   = 0 (8.25)

 Equating the imaginary component of the above equation to zero, we have

  6R2XC + 4RRCXC –  X C  3
   = 0

or  XC =  ÷ 
__________

 6R2 + 4RRC  

or  2pfC =   1 ___________  
 ÷ 

__________

 6R2 + 4RRC  
     XC =   1 ___ 

wC
   =   1 _____ 

2pfC
  

or  f =   1 _____________  

2pRC  ÷ 
_______

 6 +   
4RC ____ 
R

    

   (8.26)

 If R = RC, then

  f =   1 _________ 
2pRC  ÷ 

___
 10  
   (8.27)

 The above equation gives frequency of oscillation.

 Equating the real component of Eq. (8.25) to zero, we have

  R3 + R2RC (3 + hfe) –  X C  2
   (5R + RC) = 0

or  R3 + R2RC (3 + hfe) – (6R2 + 4RRC) (5R + RC) = 0
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or  – 29R3 – 23R2RC + hfe R
2RC – 4R R C  2

   = 0

or    – 29R
 _____ 

RC
   – 23 + hfe – 4   

RC ___ 
R

   = 0

or  hfe = 23 + 29   R ___ 
RC

   + 4   
RC ___ 
R

   (8.28)

 For the loop gain to be greater than unity, the requirement of the current gain 
of the transistor is found to be

  hfe > 23 + 29   R ___ 
RC

   + 4   
RC ___ 
R

   (8.29)

 If R = RC, then

  hfe > (23 + 29 + 4) i.e., 56 (8.30)

8.9 WIEN BRIDGE OSCILLATOR

It is one of the most popular type of oscillators used in audio and sub-audio 
frequency ranges (20 – 20 kHz). This type of oscillator is simple in design, 
compact in size, and remarkably stable in its frequency output. Furthermore, its 
output is relatively free from distortion and its frequency can be varied easily. 
However, the maximum frequency output of a typical  Wien bridge oscillator is 
only about 1 MHz.

 This is also, in fact, a phase shift oscillator. It employs two transistors, each 
producing a phase shift of 180°, and thus producing a total phase shift of 360° 
or 0°.

 The circuit diagram of Wien bridge oscillator is shown in Fig. 8.12. It is 
essentially a two-stage amplifier with an R-C bridge circuit. R-C bridge circuit 
(Wien bridge) is a lead-lag network (R1-C1 and R2-C2). The phase shift across 
the network lags with increasing frequency and leads with decreasing frequency. 

OutputC5

C4

C3 +VCC

R8 R10

Q2Q1

R9R7R6
R5

C2

C1

R1

R3

R2

R4

C

D

A

B

Fig. 8.12 Wien bridge oscillator circuit
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By adding Wien bridge feedback network, the oscillator becomes sensitive to 
a signal of only one particular frequency. This particular frequency is that at 
which Wien bridge is balanced and for which the phase shift is 0°. If the Wien 
bridge feedback network is not employed and output of transistor Q2 is fed back 
to transistor Q1 for providing regeneration required for producing oscillations, 
the transistor Q1 will amplify signals over a wide range of frequencies and thus 
direct coupling would result in poor frequency stability. Thus, by employing 
Wien bridge feedback network frequency stability is increased.

 In the bridge circuit R1 in series with C1, R3, R4 and R2 in parallel with C2 
form the four arms.

 From the analysis of the bridge circuit it is obvious that the bridge will be 
balanced only when

  R3  [   R2 __________ 
1 + jwC2 R2

   ]  = R4  ( R1 –   
j
 ____ 

wC1
   )  (8.31)

or  R2 R3 = R4 (1 + jwC2 R2) (R1 – j/wC1)

or  R2 R3 – R4 R1 –   
C2 ___ 
C1

   R2 R4 +   
jR4 ____ 
wC1

   – jwC2 R2 R1 R4 = 0

 Separating real and imaginary terms, we have

  R2 R3 – R4 R1 –   
C2 ___ 
C1

   R2 R4 = 0 (8.32)

or    
C2 ___ 
C1

   =   
R3 ___ 
R4

   –   
R1 ___ 
R2

   (8.33)

and    
R4 ____ 

wC1
   – wC2 R2 R1 R4 = 0 (8.34)

or  w2 =   1 ___________  
 C1 C2 R1 R2

   (8.35)

or  w =   1 ___________  
 ÷ 

__________
 C1 C2 R1 R2  
  

and  f =   1 ______________  
2p  ÷ 

__________
 R1 C1 R2 C2  
   (8.36)

if C1 = C2 = C and R1 = R2 = R, then

  f =   1 _____ 
2pCR

   (8.37)

and  R3 = 2R4 (8.38)

 Thus, we see that in a bridge circuit the output will be in phase with the 
input only when the bridge is balanced, i.e., at resonant frequency given by 
Eq. (8.37). At all other frequencies the bridge is off-balance i.e., the voltage fed 
back and output voltage do not have the correct phase relationship for sustained 
oscillations.
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 So this bridge circuit can be used as feedback network for an oscillator, 
provided that the phase shift through the amplifier is zero. This requisite condition 
is achieved by using a two-stage amplifier, as illustrated in Fig. 8.12. In this 
arrangement the output of the second stage is supplied back to the feedback 
network and the voltage across the parallel combination C2 R2 is fed to the input 
of the first stage. Transistor Q1 serves as an oscillator and amplifier whereas 
the transistor Q2 as an inverter to cause a phase shift of 180°. The circuit uses 
positive and negative feedbacks. The positive feedback is through R1, C1, R2, 
C2 to transistor Q1 and negative feedback is through the voltage divider R3 – 
R4 to the emitter of transistor Q1. Resistors R3 and R4 are used to stabilize the 
amplitude of the output.

 The two transistors Q1 and Q2 thus cause a total phase shift of 360° and 
ensure proper positive feedback. The negative feedback is provided in the circuit 
to ensure constant output over a range of frequencies. This is achieved by 
taking resistor R4 in the form of a temperature sensitive lamp, whose resistance 
increases with the increase in current. In case the amplitude of the output tends 
to increase, more current would provide more negative feedback. Thus the output 
would regain its original value. A reverse action would take place in case the 
output tends to fall. 

 The amplifier voltage gain,

  A =   
R3 + R4 _______ 

R4
   =   

R3 ___ 
R4

   + 1 = 3 (8.39)

 from Eq. (8.38) R3 = 2R4

 The above corresponds with the feedback network attenuation of 1/3. 
Thus, in this case, voltage gain A must be equal to or greater than 3, to sustain 
oscillations.

 To have a voltage gain of 3 is not, difficult. On the other hand, to have a gain 
as low as 3 may be difficult. For this reason also negative feedback is essential.

Operation The circuit is set in oscillation by any random change in base 
current of transistor Q1, that may be due to noise inherent in the transistor or 
variation in voltage of dc supply. This variation in base current is amplified in 
collector circuit of transistor Q1 but with a phase shift of 180°. The output of 
transistor Q1 is fed to the base of second transistor Q2 through capacitor C4. Now 
a still further amplified and twice phase-reversed signal appears at the collector of 
the transistor Q2. Having been inverted twice, the output signal will be in phase
with the signal input to the base of transistor Q1. A part of the output signal at 
transistor Q2 is fed back to the input points of the bridge circuit (points A-C).
A part of this feedback signal is applied to emitter resistor R4 where it produces 
degenerative effect (or negative feedback). Similarly, a part of the feedback signal 
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is applied across the base-bias resistor R2 where it produces regenerative effect 
(or positive feedback). At the rated frequency, effect of regeneration is made 
slightly more than that of degeneration so as to obtain sustained oscillations.

 The continuous frequency variation in this oscillator can be had by varying 
the two capacitors C1 and C2 simultaneously. These capacitors are variable air-
gang capacitors. We can change the frequency range of the oscillator by switching 
into the circuit different values of resistors R1 and R2.

 The advantage and disadvantages of Wien bridge oscillators are given 
below:

Advantages

 1. It provides a stable low distortion sinusoidal output over a wide range of 
frequency.

 2. The frequency range can be selected simply by using decade resistance 
boxes.

 3. The frequency of the oscillator can be easily varied by varying capacitances 
C1 and C2 simultaneously.

 4. The overall gain is high because of two transistors.

Disadvantages

 1. The circuit needs two transistors and a large number of other 
components.

 2. The maximum frequency output is limited because of amplitude and the 
phase shift characteristics of the amplifier.

Questions
 8.1 What is an amplifier? How does it differ from an amplifier?

 8.2 Give the two Barkhausen conditions required for sinusoidal oscillations to 
be sustained with the help of neat diagrams.

 8.3 State and explain the condition under which feedback amplifier works as 
an oscillator.

 8.4 Draw the circuit diagram of a Colpitt’s oscillator, using transistor. Derive 
an expression for its frequency of oscillations. Deduce the starting 
condition for this oscillator.

 8.5 Draw a neat circuit diagram of a Colpitt oscillator using NPN transistor. 
Give its equivalent circuit. Derive expressions for the following:

 (i) the frequency of oscillations

 (ii) The maximum gain for sustained oscillations

 8.6 State Barkhausen criteria and explain the working of Hartley oscillator.
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 8.7 Explain briefly, how the oscillations are maintained in Hartley oscillator. 
Also derive the expression of frequency of oscillation.

 8.8 What is the Barkhausen criteria for the feedback oscillator? Draw a neat 
diagram of a phase shift oscillator using BJT. Derive an expression for its 
frequency of oscillation.

 8.9 Sketch and explain the circuit of a phase-shift oscillator using a bipolar 
junction transistor.

 8.10 What is Barkhausen criterion? What do you mean by frequency stability 
and stability criterion in an oscillator? Explain the Wien bridge oscillator 
in detail.

 8.11 Draw the circuit of a Wien bridge oscillator and explain how oscillations 
are generated?

 8.12 Write short notes on:

 (i) Stability criteria for an oscillator

 (ii) Hartley oscillator

 (iii) Colpitt oscillator

 (iv) R-C phase shift oscillator

 (v) Wien bridge oscillator
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9.1 INTRODUCTION

In certain circuits, we often need making (switching on) and breaking (switching 
off) of the circuit. It is also desirable that this making and breaking operation be 
very fast and without sparking. A circuit that can turn on or off current in it is 
referred to as a  switching circuit.

9.2  TRANSISTOR AS A SWITCH

A transistor can be employed as an electronic switch. Operating a transistor as a 
switch means operating it at either saturation or cut-off but nowhere else along 
the load line. When a transistor is saturated, it is like a closed switch from the 
collector to emitter. When the transistor is cut-off, it is like an open switch. This 
operation of a transistor as a switch is illustrated in Fig. 9.1.

Fig. 9.1 (a) Off-biased transistor (open switch) and (b) On-biased transistor (closed switch)

 Refer to Fig. 9.2, when a transistor is working as a switch, the cut-off (off) 
and saturation (on) regions are the stable regions of its operation while active 
region is the unstable (or transient) region of its operation. The operation of 
transistor passes through the active region when its condition is changed from 
one state to another (i.e. from off state to on-state or vice versa).
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 In Fig. 9.2, the line-segment d.c. corresponds to the active region. The collector 
current IC increases from ICO to IC (sat) along the path d.c. as the transistor is 
switched-on. When the transistor is switched-off, IC decreases from IC (sat) to ICO 
along path CD. Due to ICO, the transistor does not behave as an ideal switch (i.e., 
due to minority carrier leakage current), but for high speed switching transistor 
is superior to switches of other types.

 Proper design for switching operation requires that the operating point 
switches from cut-off to saturation along the load line, as shown in Fig. 9.3. For 
our purposes, we will assume the IC = ICEO = 0 mA when IB = 0 mA as shown 
in Fig. 9.3 (an excellent approximation in the light of improving fabrication 
techniques). In addition we will assume that VCE = VCE (sat) = 0 V rather than the 
typical 0.1 to 0.3 V level.

 Transistor switching circuit is shown in Fig. 9.3(a). Summing up voltages 
around the input loop gives

  IB RB + VBE – VBB = 0

or base current, IB =   
VBB – VBE _________ 

RB
   (9.1)

 For a silicon transistor VBE is typically 0.7 V.

Fig. 9.2
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 If the base current is larger than or equal to IB (sat), the operating point Q is 
at the upper end of the load line (Fig. 9.3(b)). In this case, the transistor appears 
like a closed switch. On the other hand, if the base current is zero, the transistor 
operates at the lower end of the load line and the transistor appears like an open 
switch.

 In Fig. 9.4, we see a transistor switching circuit that is being driven by a 
voltage step. This is the kind of waveform we get in a digital computer. When 
the input voltage is zero, the transistor is cut-off, it appears like an open switch. 
With no current through the collector resistor, the output voltage equals VCC 
(+ 10 V).

Fig. 9.3

Fig. 9.4

 When the input voltage is 10 V, the base current is

  IB =   
Vin – VBE ________ 

RB
   =   10 – 0.7 _______ 

10 kW
   = 0.93 mA

 Visualizing the transistor shorted between the collector and emitter, the 
output voltage ideally drops to zero, and the saturation current is
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  IC (sat) =   
VCC ____ 
RC

   =   10 _____ 
1 kW

   = 10 mA

 If the hfe of the transistor is 100 and IB = 0.93 mA, the collector current will 
attempt to be IC = hfe IB = 100 × 0.93 mA = 93 mA.

 Obviously, the collector current can never attain this value as it is limited 
by the collector resistance RC of 1 kW. The conclusion to be drawn is that when 
input voltage is 10 V, the collector current will be the maximum and equal to 
saturation current IC (sat) and VCE will be approximately zero.

 Thus, we see that when input voltage is zero, output voltage VCE is maximum 
and equals VCC and when input voltage is maximum, the output voltage VCE is 
minimum and is almost zero. It means output is inverse of the input and the 
transistor switch acts like an inverter.

 The power loss in the on-state is quite low because VCE (sat) is very small and 
power loss is given as

  Power loss = Output voltage × output current

   = VCE (sat) × IC (sat)

 Thus, the transistor efficiency is quite high in on-state.

 The power loss in the off-state equals collector supply voltage multiplied by 
reverse leakage current ICEO. Since ICEO is negligibly small as compared to full-
load current that flows in the on-state, power loss in the transistor is quite small 
in the off-state. Thus the efficiency of the transistor is high in off-state too.

9.3 FIXED CURRENT BIAS TRANSISTOR
 SWITCHING CIRCUIT

The fixed current bias circuit for transistor switching is shown in Fig. 9.5. In 
this case, the transistor is biased into saturation. Unlike amplifier circuits, the 
bias conditions of properly designed switching circuits do not normally change 
with different transistor hfe values. The switching transistor is either on or off. 
Although too unpredictable for biasing amplifier circuits, fixed current bias is 
quite satisfactory for switching circuits.

 For the circuit shown in Fig. 9.5, base current IB is determined using the 
specified minimum value of hfe and collector current IC level required for 
saturation. Base resistance RB is then determined from the collector supply 
voltage VCC and base current IB levels. This means that all hfe values higher than 
hfe (min) will give collector currents larger than that required for saturation. Thus, 
the transistor is always saturated regardless of the value of hfe.

 The negative-going input pulse, applied to the transistor base via capacitor 
CC, drives the base below the emitter voltage level to switch the device off. When 
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the transistor goes off, collector current IC ceases to flow and output voltage Vout 
goes from VCE (sat) to approximately VCC.

9.4 MULTIVIBRATORS

A  multivibrator is basically a two stage R-C coupled amplifier with positive 
feedback from the output of one amplifier to the input of the other, as illustrated 
in Fig. 9.6. Multivibrator is a switching circuit and may be defined as an 
electronic circuit that generates nonsinusoidal waves such as rectangular waves, 
sawtooth waves, square waves etc. Multivibrators are capable of storing binary 
numbers, counting pulses, synchronizing arithmetic operations and performing 
other essential functions used in digital systems.

+Vin

0

CC

RB

RC

IB IC
+VCC

VCC

Output

VCE(sat)

Vin

Vout

Fig. 9.5 Fixed current bias transistor switching circuit

Output Trigger

OutputTrigger
A2A1

Coupling
network

Coupling
network

Fig. 9.6 Basic configuration of a multivibrator

 Ordinarily, square waves can be generated by introducing a switch in a dc 
circuit, as shown in Fig. 9.7(a). Square wave will be generated by turning the 
switch on and off at regular intervals. Hence a multivibrator is essentially a 
switching circuit.

 The circuit operates in two states viz., on and off controlled by circuit 
condition. The operation of the circuit is such that when on amplifier is cut-off 
(off) the positive feedback loop maintains the other amplifier in a conducting 
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or on state. When a trigger causes one amplifier to change state, the coupling 
network acts to change the state of the second amplifier. The outputs are opposite 
in sense, one indicating a transition from an “off” state to an on state and the 
other the opposite transistion. The condition in which the multivibrator may 
remain indefinitely until the circuit is triggered by some external signal is termed 
as the stable state.

 There are only two possible states of a multivibrator and are as follows:

 First state: Transistor Q1 on and transistor Q2 off.

 Second state: Transistor Q1 off and transistor Q2 on.

 Depending upon the type of coupling network employed, the multivibrators 
are classified into the following three categories:

 1. Astable or free running multivibrator.

 2. Monostable or single-shot multivibrator.

 3. Bistable or flip-flop multivibrator.

 The first one is the non-driven type whereas the other two are the driven type 
(also called the triggered oscillators).

 Multivibrators are used for various purposes such as generation of 
nonsinusoidal waveforms (square, rectangular, sawtooth etc.) and pulses occurring 
periodically, frequency division, synchronized generation of pulses and extended 
waveforms, generation of time delays, storage of binary bit of information etc.

 1. Astable or free running multivibrator In an  astable multivibrator, 
both coupling networks provide ac coupling through coupling capacitors. 
Each amplifier stage provides phase shift of 180° in the midband so as to 
provide an overall phase shift of 360° or 0° and thus a positive feedback. 
The circuit, therefore, oscillates, provided that the total loop gain is equal 
to or greater than unity. It has no stable state. The two states of operation 
of astable multivibrators are quasi-stable (temporary) states. The astable 
multivibrator, therefore, makes successive transistions from one quasi-state 

D.C. supply
+

– Lo
ad

Switch S

(a) Ordinary square-wave
generating circuit (b) Square-wave

O
ut

pu
t

Time, t

Fig. 9.7
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to the other one after a predetermined time interval, without the aid of an 
external triggering signal. The periodic time depends upon circuit time 
constants and parameters. Thus it is just an oscillator as it does not need 
any external pulse for its operation. Since its output oscillates in between 
off and on states freely, it is called a free running multivibrator. It is also 
named as square-wave generator based on its application. AMV may also 
be used as a synchronized oscillator and for driving sweep generators.

 2. Monostable or single-shot multivibrator It is also called a single swing, 
or delay multivibrator. In this circuit, one coupling network provides a.c. 
coupling while the other provides d.c. coupling. It has only one stable 
(standby) state and one quasi stable state. In this circuit, a triggering 
signal is required to induce a transition from stable to quasi stable state. 
The circuit remains in the quasi stable state for a period determined by the 
circuit components. After this period, the circuit returns to its initial stable 
state and no external signal is required to induce this reverse transition. 
Thus, the monostable multivibrator supplies a single output pulse of a 
desired time duration for every input trigger pulse.

  Since the circuit vibrates once for a trigger, it is called as univibrator 
or  monostable multivibrator. As only one triggering signal is required to 
induce a transition from a stable state to quasi stable state and the circuit 
returns to its initial state automatically after a definite period, it is called 
single-shot multivibrator.

 3. Bistable or flip-flop multivibrator The  bistable multivibrator, also 
called a two-shot multivibrator, requires application of two triggers to 
return the circuit to its original state. The first trigger causes the conducting 
transistor to be cut-off, and the second trigger causes a transistor back 
to the conducting state. Because two triggers are required, bistable 
circuits are sometimes called flip-flops. Obviously, such a circuit does 
not oscillate. In this circuit, both coupling networks provide d.c. coupling 
and no energy storage element is used.

 A bistable multivibrator is employed for performing many digital operations 
such as counting and storing of binary informations. This circuit also finds 
extensive use in the generation and processing of pulse type waveforms.

 Input-output relations for the three types of multivibrators are shown in 
Fig. 9.8.

9.5 ASTABLE MULTIVIBRATORS

The astable or free running multivibrator also called the collector-coupled astable 
multivibrator, is widely employed for the generation of square waves or pulses. 
A typical astable multivibrator is shown in Fig. 9.9. It is essentially a two-stage 



9.8 An Introduction to Electronics

R-C coupled amplifier with the output of first stage coupled to the input of second 
stage; and the output of second stage coupled to the input of the first stage. 
As the phase of a signal is reversed when amplified by a single stage common 
emitter amplifier, it comes back to its original phase when passed through two 
stages. Thus, the signal feedback to the base of either transistor is in the same 
phase as the original signal at its output. It amounts to a positive feedback. The 
amount of feedback is so large that the transistors are driven between cut-off and 
saturation almost instantaneously. A transistor remains in either saturation or cut-
off for a period depending on the time constant of the base-circuit elements.

Input

None

Configuration

Astable multivibrator

Monostable multivibrator

Bistable multivibrator

T1

T1

T2

Output

T1

T1 T2

Fig. 9.8

Output wave

+VCC

R3

C1CC C2

R4

Q1

R1 R2

Q2

+ VBB

Output voltage, Vout

B2B1

Fig. 9.9 Collector-coupled astable multivibrator

Operation The operation of the multivibrator circuit illustrated in Fig. 9.9 is as 
follows:



Multivibrators 9.9

 When power is first applied to the circuit, both transistors start conducting. 
Because of small differences in their operating characteristics, one of the transistors 
will conduct slightly more than the other. This starts a series of events. Assume 
arbitrarily that Q1 initially conducts more than Q2. This causes the collector 
voltage of Q1 to drop more rapidly than that of Q2. The resulting negative signal 
is fed to the base of Q2 through capacitor C1 and drives it towards cut-off. As a 
result the collector voltage of Q2 rises towards VCC.

 This change in collector voltage of Q2 is fed to the base of Q1 through 
capacitor C2. It causes transistor Q1 to go into saturation. This happens so quickly 
that capacitor C1 does not get a chance to discharge, and the reduced voltage at 
the collector of Q1 appears across resistor R2.

 The switching action now begins, capacitor C1 begins to discharge 
exponentially through R2. When the voltage on C1 reaches zero volt, C1 attempts 
to charge up to the value of + VBB, the base supply voltage. But this action 
immediately places a forward bias on Q2 and thus transistor Q2 begins to conduct. 
As soon as Q2 starts conducting, its collector current causes collector voltage 
to fall. This negative-going voltage signal is fed to the base of transistor Q1 
through capacitor C2 which begins to conduct less i.e., it comes out of saturation. 
This resulting increased voltage at the collector of Q1 is coupled through C1 and 
appears across R2. The collector current of Q2, therefore, increases. This process 
continues rapidly until transistor Q1 finally cuts-off and transistor Q2 conducts 
heavily. At this instant, the collector voltage of transistor Q1 attains its maximum 
value of VCC, capacitor C1 charges to the full value of VCC, and a full cycle of 
operation has been completed. The cycle then repeats itself. The output of the 
multivibrator can be taken from the collector of either transistor. The output is 
a squarewave, as shown in Fig. 9.10 and whose frequency is determined by R1, 
R2, C1 and C2 in the circuit.

Frequency of Oscillation From the above discussion it is found that as soon as 
astable multivibrator is switched on, transistor Q1 goes on while transistor Q2 
goes off. Let this instant be t = 0.

 At time = 0 for transistor Q1 (in On-state)

 Collector voltage,

   v C1
  = VCE (sat) = 0 (9.2)

 Collector current,

   i C1
  =  I C1 (sat)

  =   
VCC – VCE (sat)

  ____________ 
R3

   

   =   
VCC ____ 
R3

   (9.3)
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 Base voltage,

   V B1 (on)
  = 0 (9.4)

 Base current,

   I B1 (in)
  =   

VBB – VBE (sat)
  ___________ 

R1
   

      
VBB ____ 
R1

   (9.5)

 For transistor Q2 (in off-state)

 Collector voltage,

   v C2
  = VCC – VCE (sat) 

    VCC (9.6)

 Collector current,

   i C2
  = ICEO = 0 (9.7)

Fig. 9.10 Waveforms for astable multivibrator
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 At the instant of switching on the power supply but before the commencement 
of regenerative feedback sequence, the voltage on capacitor C1 is VCC. This 
implies that the collector side voltage of the capacitor C1 is VCC and base side 
voltage is  V B2 (on)

 . At the end of the regenerative cycle, the collector side voltage 

of the capacitor C1 has decreased from VCC to VCE (sat) (almost zero). But the 
capacitor C1 cannot discharge instantaneously. Thus the voltage at the base of 
the transistor Q2 is given as

   V 
 
 
 
B2 (off)

   
(t = 0)

 
 
 
 - =  V B2 (on)

  – VCC (9.8)

 After commencement of regenerative feedback but before Q1 goes off (i.e., 
0 < t < T1), voltage across capacitor C1 increases from  V B2 (off)

  (t = 0) toward VBB. 

Changing path is provided by capacitor C1 and resistor R2 assuming that  V C1
  = 0. 

At any instant t, voltage  V B2
  is given as

   v B2 (t)
  = VBB +   [  V 

 
 
 
B2 (off)

   
(t = 0)

 
 
 
  – VBB ]  

 e 
  – t _____ 
R2 C1

  
   (9.9)

 Thus, the base voltage of transistor Q2,  V B2 (t)
  rises exponentially with time 

constant C1 R2. However, as soon as  V B2
  becomes equal to  V B2 (on)

  at time T1, the 

transistor Q2 commences conducting and  V B2 (t)
  remains constant at  V B2 (on)

 .

 At time T1

   V B2 (on)
  = VBB +   [  V 

 
 
 
B2 (off)

   
(t = 0)

 
 
 
  – VBB ]  

 e 
  
– T1 _____ 
R2 C1

  
   (9.10)

 Solving Eqs. (9.8) and (9.10), we get

  T1 = R2 C1 loge  [   VBB + VCC –  V B2 (on)
 
  _______________  

VBB –  V B2 (on)
 
   ]  (9.11)

 If VBB >>  V B2 (on)
 , Eq. (9.11) becomes

  T1 = R2 C1 loge  [ 1 +   
VCC ____ 
VBB

   ]  (9.12)

and if VBB = VCC, then Eq. (9.12) reduces to

  T1 = R2 C1 loge 2 = 0.693 R2 C1 (9.13)

 From Eq. (9.13) the on-time of transistor Q1 or the off-time of transistor Q2 
is given as

  T1 = 0.693 R2 C1 
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 Similarly, the off-time of transistor Q1 or the on-time of transistor Q2 is given 
as

  T2 = 0.693 R1 C2

 Hence, total time period of square wave

  T = T1 + T2 = 0.693 (R2 C1 + R1 C2) (9.14)

 For a symmetrical multivibrator R1 = R2 = R (say) and C1 = C2 = C (say) 
then total time period is given as

  T = 2 × 0.693 RC = 1.386 RC (9.15)

 Frequency of the square wave,

  f =   1 __ 
T

   =   1 ________ 
1.386 RC

   =   0.72 ____ 
RC

   (9.16)

9.6 MONOSTABLE MULTIVIBRATORS

As already mentioned in Section 9.4,  monostable multivibrator is a two-stage 
amplifier with two states—one stable state and another quasi stable state. The 
circuit remains in the quasi-stable state for a period determined by the circuit 
components and then returns to its initial stable state. In the stable state one 
transistor is in the on or conducting state while the other is in off or non-
conducting state.

+VCC

R1

R4

C2

Q2

CC

R2R3

C1

C1

Q1

C2
R5

Input pulse

Output
0

–VBB

Fig. 9.11

 The circuit arrangement of a transistor monostable multivibrator is shown in 
Fig. 9.11. It consists of two similar transistors Q1 and Q2 with equal collector 
resistances R3 and R4 (i.e. R3 = R4). The circuit is designed for operation with 
transistor Q2 normally conducting and transistor Q1 cut-off. The output of transistor 
Q1 is coupled to the base of transistor Q2 via capacitor C1 as in case of astable 
multivibrator. However, the other coupling is direct one through base resistor R1. 
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Transistor Q2 is forward biased by power supply VCC and base resistor R2 and 
remains saturated in stable state. Operation in this stable state is ensured if the 
biasing resistor R2 is selected to permit sufficient base current in transistor Q2 for 
operation in saturation region. Transistor Q1 is reverse biased by power supply 
VBB and resistor R5 remains cut-off in the stable state. The input pulse is applied 
through capacitor C2. The output may be taken from either of the transistors Q1 
or Q2.

Operation The operation of the circuit is explained below.

 When the power supply is switched on but with no input pulse applied 
transistor Q2 is on and is operating in its saturation region. It is being forward 
biased by supply VCC and base resistor R2. The collector of transistor Q2 is 
virtually at ground potential. The base of transistor Q2 is 0.7 V above ground 

Fig. 9.12 Waveforms for monostable multivibrator
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potential because of the forward bias of base-emitter junction. This is illustrated 
in Figs. 9.12(a) and (b).

 Transistor Q1 is cut-off being reverse biased by supply VBB and resistor R5. 
Its base resistor R1 is connected to the collector of transistor Q2, which is at 
zero potential. Thus collector resistor R3 is completely disconnected from the 
grounded emitter of transistor Q1 and is free to carry current to charge capacitor 
C1. Since capacitor C1 is connected to the base of transistor Q2, which is close to 
ground potential, it will charge up almost to the supply voltage VCC. The polarity 
of the charge on capacitor C1 is plus (+) on the left and minus (–) on the right, 
as shown.

 When a positive trigger pulse of short duration and sufficient magnitude 
is applied to the base of transistor Q1 through capacitor C2, it (input pulse) 
overrides the reverse bias of emitter-base junction of transistor Q1 and gives it a 
forward bias. Thus transistor Q1 starts conducting and the potential of collector 
of transistor Q1 comes down to ground. Since charge on capacitor C1 cannot 
disappear instantly, the voltage across the capacitor plates is maintained. With 
the positive side of the capacitor C1 pulled down to zero volt by transistor Q1, the 
negative side goes to a voltage far below ground potential. Thus a negative bias 
is applied to the base of transistor Q2 and transistor Q2 is cut-off. The collector 
of transistor Q2 rises toward VCC and is now capable of supplying base current 
to transistor Q1 through its base resistor R1. Thus transistor Q1 remains turned on 
even after the positive spike from the transistor Q1 is removed.

 At time passes charging current flows onto the plates of capacitor C1. The 
flow path is down through R2, through capacitor C1 and through collector to 
emitter of Q1 into ground. As can be seen, this path seeks to charge capacitor 
C1 to the opposite polarity, what happens is that the voltage across capacitor 
C1 gets reduced. When the voltage across the capacitor crosses through zero 
and attains 0.7 V in the opposite polarity, as shown in Fig. 9.12(b), it bleeds a 
small amount of current into the base of transistor Q2. This small base current 
causes collector current to flow in transistor Q2, lowering its collector voltage. 
The reduced collector voltage causes a reduction in base current to transistor 
Q1. This in turn causes a reduction in collector current of Q1. The Q1 collector 
voltage rises slightly, thereby raising the base of Q2 higher yet. This action is 
regenerative; once it begins, it avalanches. In the end, transistor Q2 is saturated 
once again and transistor Q1 is cut-off. Thus the circuit reverts back to its original 
stable state. The circuit remains in this state until another triggering pulse causes 
the circuit to switch over the state and the other cycle repeats itself.

 The width of the output pulse is determined by the time constant of C1 
R2. The multivibrator generates one output pulse for every input trigger pulse 
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and that is why it is sometimes called the one-shot multivibrator. The width or 
duration of the pulse is given as T = 0.693 C1 R2.

*

Applications

 1. The falling part of the monostable multivibrator output is often used for 
triggering another pulse generator circuit, thus producing a pulse delayed 
by a time T with respect to the input pulse.

 2. Monostable multivibrator is also employed for regenerating or rejuve-
nating old and wornout pulses. Various pulses used in computers and 
telecommunication systems become somewhat distorted during use. A 
monostable multivibrator can be employed to generate new, clean and 
sharp pulses from these distorted (used) pulses.

9.7 BISTABLE MULTIVIBRATOR

A  bistable multivibrator, as its name implies, has two stable states. It can stay in 
either of the two states indefinitely (as long as d.c. power supply remains on). 
Only an application of a suitable trigger pulse makes the circuit to change to 
the other stable state. The circuit can be brought back to its original stable state 
only by applying another suitable trigger pulse. Thus one trigger pulse causes 
the multivibrator to flip from one state to another and the next pulse causes it to 
flop back to its original state. This is the very reason that it is called the flip-flop 
multivibrator.

 The bistable multivibrator is employed in many digital operations such as 
counting and storing of binary information, as a frequency divider in timing 
circuits and can also be used for generation of pulses.

 The circuit of a bistable multivibrator is shown in Fig. 9.13. It consists of 
two identical transistors Q1 and Q2 with equal collector resistances R3 and R4 and 
with output of one supplied to the input of the other. The feedback is coupled 
through resistors R1 and R2 shunted by capacitors C1 and C2 respectively. These 
capacitors are known as the commutating capacitors and are provided to improve 

* From Fig. 9.12(b)

   V B2 (t)
  = VCC +  [  V 

  
B2 (off)

 ________ 
(t = T0)

  
  – VCC ]   e – (t – T0)/R2 C1  = VCC +  [  V B2 (on)

  – 2VCC ]   e – (t – T0)/R2 C1 

  V B2 (off) (t = T0)
  =  V B2 (on)

  – VCC

 Now when t = T0 + T

   V B2 (T0 + T)
  =  V B2 (on)

  = VCC +  [  V B2 (on)
  – 2VCC ]   e – T/R2 C1 

or  T = R2 C1 loge   
2VCC –  V B2 (on)

 
  ___________  

VCC –  V B2 (on)
 
   = R2 C2 loge 2 = 0.693 C1 R2

if  V B2 (on)
  is negligible compared with VCC.
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the switching characteristics of the circuit by allowing flow of high frequency 
components of square wave through them. Thus transition time (rise and fall 
times) is reduced and distortion less square wave output is obtained. The output 
may be taken from either of the two transistors Q1 or Q2.

Working When the power supply VCC is switched on to the transistors, one 
transistor starts conducting slightly more than the other due to small differences 
in the characteristics of the transistors. This drives one transistor (say Q1) to the 
saturation and the other transistor Q2 to the cut-off in a manner explained in case 
of astable multivibrator. This is the first stable state of the multivibrator. The 
multivibrator cab be driven from the first stable state (Q1 on and Q2 off) to the 
other stable state (Q1 off and Q2 on) by applying either a negative trigger pulse to 
the base of transistor Q1 or a positive trigger pulse to the base of transistor Q2.

 Let a negative pulse of short duration and sufficient magnitude be applied to 
the base of transistor Q1 through capacitive C3. This reduces the forward bias on 
transistor Q1 and causes a reduction in collector current and, thereby, increase 
in potential of its collector terminal C1. The rising collector voltage appears 
across the emitter-base junction of transistor Q2 as it is connected to collector 
terminal C1 via R2 – C2 parallel circuit. As a result collector current of transistor 
Q2 increases and, therefore, its collector voltage falls. The decreasing collector 
voltage appears across the emitter-base junction of transistor Q1 where it further 
reverse biases the emitter-base junction of transistor Q1 to make collector current 
to fall. After few cycles, the transistor Q2 is driven into saturation and transistor 
Q1 to cut-off. This is the second stable state of the multivibrator. The circuit will 
now remain in this second stable state (Q1 off and Q2 on) until a positive pulse 
is applied to the base of transistor Q1 or a negative pulse to the base of transistor Q2.

 The noteworthy points are:

 1. Under cut-off condition nearly the full supply voltage VCC appears across 
the transistor and this restricts the supply voltage VCC to the order of 
several tens of volts (smaller than the transistor breakdown voltage VCE).

+VCC

R4
cC

C1

C2
R1

C2

R2

R3

C1

R6R5

B1
B2

C4
E2

Output
0

E1 C3

– VBBTrigger
input 1

Trigger
input 2

Q1 Q2

Fig. 9.13 Bistable multivibrator circuit
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 2. Under saturation condition, the collector current IC is maximum. Hence 
R3 and R4 must be chosen so as to restrict the collector current to the 
permissible value. The values of resistors R1, R2, R5 and R6, and VBB must 
be so selected that in one state the base current is large enough to drive 
the transistor into saturation while in the second state the emitter-base 
junction must be below cut-off value.

 3. The values of R1, R2, R5 and R6 are selected so that they are much greater 
than collector resistances R3 and R4 and consequently have no loading 
effects on the amplifier circuit.

 If transistor Q1 is in conducting state and transistor Q2 is in non-conducting 
state, the voltages VB1 between point B1 and ground (points E1 and E2) and 
VC1 between point C1 and ground are both small. The base-bias voltage VB2 on 
transistor Q2 is then

  VB2 = – VBB   
R2 _______ 

R2 + R6
   (9.17)

which being negative, keeps transistor Q2 in its cut-off state. Since R4 is much 
smaller than R1 and the collector current of transistor Q2 is assumed zero, the 
collector voltage of transistor Q2 is + VCC. The base current IB1 is then

  IB1 =   
VCC – VB1 _________ 

R1
   –   

VBB – VB1 ________ 
R5

   (9.18)

and if VB1 can be considered negligibly small,

  IB1 =   
VCC ____ 
R1

   –   
VBB ____ 
R5

   (9.19)

 For keeping transistor Q1 conducting, the value of IB1, must be sufficiently 
positive to ensure continued current i.e.,

  IB1 ≥   
IC1 ___ 
hFE

   (9.20)

 Since IC1 =   
VCC – VCE (sat)

  ____________ 
R3

   (9.21)

  IB1 ≥   
VCC – VCE (sat)

  ____________ 
hFE R3

   (9.22)

 The values of VCC, VBB, R1, R2, R3 and R4 are so selected that Eq. (9.22) 
is satisfied and consequently a stable state exists with Q2 cut-off and Q1 in 
saturation. For the symmetry of circuit (R3 = R4; R1 = R2 and R5 = R6), it is 
evident that a second stable state exists with Q1 cut-off and Q2 in saturation.
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 Two points should be noted about the switching process. First the pulse used 
for switching need only be applied for a time sufficient for the changeover; it 
can then be removed. Second, if a negative pulse is used to affect switching, a 
positive pulse is required for the next switching, a negative pulse for the one 
following etc.

 Idealized output waveforms for the bistable multivibrator are shown in 
Fig. 9.14 as solid curves. The dotted waveforms are those of an actual circuit, 
the deviations from the idealized result from switching transients.

Fig. 9.14

Questions
 9.1 Explain the distinguishing features of astable, monostable and bistable 

multivibrators and give the operational details of any one of them.

 9.2 Draw the circuit of an astable multivibrator using PNP transistors, where 
output is a square wave with steep edges. Also draw the labeled waveforms 
at the collectors and bases of two transistors. Determine the frequency of 
the output waveform.

 9.3 Describe with circuit diagram and waveforms working of an astable 
multivibrator.

 9.4 Describe the operation of a monostable multivibrator.

 9.5 Explain the working of a bistable multivibrator with the help of a neat 
circuit diagram and waveforms.

 9.6 Write short notes on:

 (i) Astable multivibrator

 (ii) Bistable multivibrator
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10.1 INTRODUCTION

In this chapter we will consider basically three terminal devices viz., UJT (Uni 
Junction Transistor) and FETs (Field Effect Transistors). We will first consider 
UJT. It is a triggering device that may be used to fire thyristors (i.e. solid state 
devices having two or more P-N junction which can be switched from a non 
conducting to a conducting state). (A thyristor is the solid state counterpart of a 
thyratron). The UJT has a negative resistance region (as we shall see) which may 
be used to advantage in a relaxation oscillator whose frequency may easily be 
varied to provide an excellent method of motor speed control.

 The FETs may be thought of as the solid state counterpart of a pentode, in 
that, their characteristics are very similar. There are two types of FET as shown 
in Fig. 10.5. The first was described in 1952 by Shockley, but not made available 
until ten years later because of fabrication problems. It is the junction field effect 
transistor (JFET), which is a three terminal device and is the one, which we 
shall discuss after UJT. The second type of FET is the insulated gate field effect 
transistor (IGFET), more commonly known as the metal-oxide semiconductor 
(MOS) transistor or MOSFET. The IGFET is a four terminal device, yet, it is 
used basically as a three terminal device in most applications (Its fabrication is 
very closely related to integrated circuit technology).

10.2 UNIJUCTION TRANSISTOR (UJT)

 Unijunction transistor (abbreviated as UJT), also called the double-base diode, is 
a 2 layer, 3 terminal solid-state (silicon) switching device. The device has a unique 
characteristic that when it is triggered, its emitter current increases regeneratively 
(due to negative resistance characteristic) until it is restricted by emitter power 
supply. The low cost per unit, combined with its unique characteristics, have 
warranted its use in a wide variety of applications. A few include oscillators, 
pulse generators, sawtooth generators, trigger circuits, phase control, timing 
circuits, and voltage- or current-regulated supplies. The device is, in general, 
a low-power absorbing device under normal operating conditions and provides 
tremendous aid in the continual effort to design relatively efficient systems.
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10.2.1 Construction

The basic structure of a unijunction transistor is shown in Fig. 10.1(a). It essentially 
consists of a light-doped N-type silicon bar with a small piece of heavily doped 
P-type material alloyed to its one side to produce single P-N junction.

Fig. 10.1 Unijunction transistor

 The single P-N junction accounts for the terminology unijunction. The silicon 
bar, at its ends, has two ohmic contacts designated as base-1 (B1) and base-2 (B2), 
as shown and the P-type region is termed the emitter (E). The emitter junction 
is usually located closer to base-2 (B2) than base-1 (B1) so that the device is 
not symmetrical, because symmetrical unit does not provide optimum electrical 
characteristics for most of the applications.

 The symbol for unijunction transistor is shown in Fig. 10.1(b). The emitter 
leg is drawn at an angle to the vertical line representing the N-type material 
slab and the arrowhead points in the direction of conventional current when the 
device is forward biased, active or in the conducting state. The basic arrangement 
for the UJT is shown in Fig. 10.1(c).

 A complementary UJT is formed by diffusing an N-type emitter terminal on 
a P-type base. Except for the polarities of voltage and current, the characteristics 
of a complementary UJT are exactly the same as those of a conventional UJT.

 The noteworthy points about UJT are given below:

 1. The device has only one junction, so it is called the unijunction device.

 2. The device, because of one P-N junction, is quite similar to a diode but it 
differs from an ordinary diode that it has three terminals.

 3. The structure of a UJT is quite similar to that of an N-channel JFET. 
The main difference is that P-type (gate) material surrounds the N-type 
(channel) material in case of JFET and the gate surface of the JFET is 
much larger than emitter junction of UJT.
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 4. In a unijunction transistor the emitter is heavily doped while the N-region 
is lightly doped, so the resistance between the base terminals is relatively 
high, typically 4 to 10 kW when the emitter is open.

 5. The N-type silicon bar has a high resistance and the resistance between 
emitter and base-1 is larger than that between emitter and base-2. It is 
because emitter is closer to base-2 than base-1.

 6. UJT is operated with emitter junction forward biased while the JFET is 
normally operated with the gate junction reverse biased.

 7. UJT does not have ability to amplify but it has the ability to control a 
large ac power with a small signal.

 8. It exhibits a negative resistance characteristic and so it can be employed 
as an oscillator.

10.2.2 Equivalent Circuit

The equivalent circuit of a UJT is shown in 
Fig. 10.2. The P-N junction is represented 
in the emitter by a diode.

 Silicon bar being lightly doped has 
a high resistance and can be represented 
as two resistors connected in series –  R B1

  

from base-1 to point A and  R B2
  from base-2 

to point A, as shown in Fig. 10.2. The 
resistance  R B1

  is shown as a variable resistor 

since its magnitude varies with the emitter 
current IE. In fact, for a typical UJT,  R B1

  

may vary from 5 kW down to 50 W for a corresponding change of emitter current 
IE from 0 to 50 mA. The total resistance of silicon bar from one end to the other 
end, i.e., the resistance between B2 and B1 with emitter terminal E open is called 
the interbase resistance RBB. From the equivalent circuit shown in Fig. 10.2, it is 
obvious that

  RBB =  R B1
  +  R B2

   (10.1)

with emitter terminal E open

 RBB is typically within the range of 4 kW and 10 kW. Usually  R B1
  is greater 

than  R B2
  and  R B1

  = 60 per cent of RBB.

 With a voltage VBB applied between B2 and B1, as shown in the figure, the 
voltage at the junction of  R B1

  and  R B2
  (point A) is

VBB

VE �VBB
RB1

E
VB

IEO

D

IB2 B2

–

+

B1

–

+
IE

A
+

RB2

Fig. 10.2 Equivalent circuit of a UJT
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  VA = VBB ×   
 R B1

 
 ________ 

 R B1
  +  R B2

 
   +   

 R B1
 
 ____ 

RBB
   VBB (10.2)

   = h VBB (10.3)

 The Greek letter h (eta) is called the intrinsic stand-off ratio of the device 
and is defined as

  h =   
 R B1

 
 ________ 

 R B1
  +  R B2

 
   with terminal E open

   =   
 R B1

 
 ____ 

RBB
   (10.4)

 The intrinsic stand-off ratio is the property of a UJT and is always less than 
unity. The typical range of h is from 0.5 to 0.8.

 Voltage VA is also the voltage at the cathode of the diode representing the 
P-N junction. With the emitter terminal open circuited, the only current flowing 
is 

   I B2
  =   

VBB ____ 
RBB

   (10.5)

 If the emitter terminal is grounded, the P-N junction is reverse biased and a 
small emitter reverse current  I E0

  flows.

10.2.3 Operation

Imagine that the emitter supply voltage is turned down to zero. Then the intrinsic 
stand-off voltage reverse biases the emitter diode, as mentioned above. If VB is 
the barrier voltage of the emitter diode, then the total reverse bias voltage is VA 
+ VB = h VBB + VB. For silicon VB = 0.7 V.

 Now let the emitter supply voltage VE be slowly increased. When VE becomes 
equal to h VBB,  I E0

  will be reduced to zero. With equal voltage levels on each 

side of the diode, neither reverse nor forward current will flow. When emitter 
supply voltage is further increased, the diode becomes forward biased as soon 
as it exceeds the total reverse bias voltage (h VBB + VB). This value of emitter 
voltage VE is called the peak point voltage and is denoted by VP. When VE = VP, 
emitter current IE starts to flow through  R B1

  to ground (i.e., B1). This is the 

minimum current that is required to trigger the UJT. This is called the peak point 
emitter current and denoted by IP. IP is inversely proportional to the interbase 
voltage, VBB. Now when the emitter diode starts conducting, charge carriers are 
injected into the  R B1

  region of the bar. Since the resistance of a semiconductor 

material depends upon doping, the resistance of region  R B1
  decreases rapidly due 
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to additional charge carriers (holes). With this decrease in resistance, the voltage 
drop across  R B1

  also decreases, causes the emitter diode to be more heavily 

forward biased. This, in turn, results in larger forward current, and consequently 
more charge carriers are injected causing still further reduction in the resistance 
of the  R B1

  region. Thus the emitter current goes on increasing until it is limited 

by the emitter power supply. Since VA decreases with the increase in emitter 
current, the UJT is said to have negative resistance characteristics.

 It is seen that the base-2 (B2) is used only for applying external voltage VBB 
across it. Terminals E and B1 are the active terminals. UJT is usually triggered 
into conduction by applying a suitable positive pulse to the emitter. It can be 
turned off applying a negative trigger pulse.

Fig. 10.3 Static emitter-characteristic for a UJT

10.2.4 Characteristics

The static emitter characteristic (a curve showing the relation between emitter 
voltage VE and emitter current IE) of a UJT at a given interbase voltage VBB 
is shown in Fig. 10.3.* From Fig. 10.3, it is noted that for emitter potentials 
to the left of peak point, emitter current IE never exceeds IEO (measured in 
microamperes). The current IEO corresponds very closely to the reverse leakage 
current ICO of the conventional BJT. This region, as shown in the figure, is called 
the cut-off region. Once conduction is established at VE = VP the emitter potential 
VE starts decreasing with the increase in emitter current IE. This corresponds 

* V-I characteristics of UJT is one of the very few curves in which current I is taken on X-axis and 
voltage V is taken on Y-axis.
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exactly to the decrease in resistance  R B1
  for increasing current IE. This device, 

therefore, has a negative resistance region which is stable enough to be used with 
a great deal of reliability in the areas of applications listed earlier. Eventually, 
the valley point reaches, and any further increase in emitter current IE places the 
device in the saturation region, as shown in figure. In this region characteristic 
approaches that of a semiconductor diode in the equivalent circuit shown in Fig. 
10.2. Three other important parameters for the UJT are IP, VV and IV (shown in 
the Fig. 10.3) and are defined below:

Peak Point Emitter Current IP It is the emitter current at the peak point. It represents 
the minimum current that is required to trigger the device (UJT). It is inversely 
proportional to the interbase voltage VBB.

Valley Point Voltage VV The valley point voltage is the emitter voltage at the valley 
point. The valley voltage increases with the increase in interbase voltage VBB.

Valley Point Current IV The valley point current is the emitter current at the valley 
point. It increases with the increase in interbase voltage VBB.

10.2.5 Special Features of UJT

The special features of a UJT are:

 1. A stable triggering voltage (VP)–a fixed fraction of applied interbase 
voltage VBB.

 2. A very low value of triggering current.

 3. A high pulse current capability.

 4. A negative resistance characteristic.

 5. Low cost.

10.3 UJT RELAXATION OSCILLATOR

The  relaxation oscillator shown in Fig. 10.4(a) consists of UJT and a capacitor 
C which is charged through resistor RE when interbase voltage VBB is switched 
on. During the charging period, the voltage across the capacitor increases 
exponentially until it attains the peak point voltage VP. When the capacitor voltage 
attains voltage VP, the UJT switches on and the capacitor C rapidly discharges 
via B1. The resulting current through the external resistor R develops a voltage 
spike, as illustrated in Fig. 10.4(b) and the capacitor voltage drops to the value 
VV. The device then cuts-off and the capacitor commences charging again. The 
cycle is repeated continually generating a sawtooth waveform across capacitor C. 
The resulting waveforms of capacitor voltage VC and the voltage across resistor 
R(VR) are shown in Fig. 10.4(b). The frequency of the output sawtooth wave 
can be varied by varying the value of resistor RE as it controls the time constant 
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(T = REC) of the capacitor charging circuit. The discharge time t2 is difficult to 
calculate because the UJT is in its negative resistance region and its resistance is 
continually changing. However, t2 is normally very much less than t1 and can be 
neglected for approximation.

 For satisfactory operation of the above oscillator, the following two conditions 
for the turn-on and turn-off of the UJT must be met

  RE <   
VBB – VP ________ 

IP
  

and  RE >   
VBB – VV ________ 

IV
   (10.6)

i.e., the range of resistor RE should be as given below

    
VBB – VP ________ 

IP
  - > RE >   

VBB – VV ________ 
IV

   (10.7)

 The time period and, therefore, frequency of oscillation can be derived as 
below.

 During charging of capacitor, the voltage across the capacitor is given as

  vC = VBB  ( 1 –  e – t/REC  ) 

where REC is the time constant of the capacitor charging circuit and t is the time 
from the commencement of the charging.

Fig. 10.4 UJT relaxation oscillator
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 The discharge of the capacitor commences at the end of charging period t1, 
when the voltage across the capacitor vC becomes equal to VP i.e., (h VBB + VB)

  VP = h VBB + VB = VBB  ( 1 –  e – t1/REC  )  (10.8)

 Neglecting VB in comparison to h VBB, we have

  h VBB = VBB  ( 1 –  e – t1/REC  )  (10.9)

or   e – t1/REC  = 1 – h

or   e t1/REC  =   1 _____ 
1 – h

  

or  t1 = REC loge   
1 _____ 

1 – h
   (10.10a)

 So charging time period,

  t1 = 2.3 REC loge   
1 _____ 

1 – h
   (10.10b)

 Since discharging time duration t2 is negligibly small as compared to charging 
time duration t1, so taking time period of the wave, T  t1
 Time period of the sawtooth wave,

  T ∫ 2.3 REC log10   
1 _____ 

1 – h
   (10.11)

and frequency of oscillation

  f =   1 __ 
T

   =   1 ________________  
2.3 REC log10   

1 _____ 
1 – h

  
   (10.12)

10.4 FIELD-EFFECT TRANSISTOR

A BJT, made as an NPN or PNP, is a current-controlled device in which the 
movements of both the electrons and holes are involved to yield the net current. 
The  field-effect transistor (FET), on the other hand, is a unipolar voltage-
controlled device operating with only the majority carriers with the current either 
due to the moving electrons (in an N-channel FET) or due to the moving holes 
(in a P-channel), the motions being controlled by voltage at one of the terminals. 
The FETs are constructed in two different ways and are accordingly known as 
(a) JFETs and (b) MOSFETs or IGFETs.

 A few general comparisons between FETs and BJTs can be made as 
follows:

 (a) The FET has an extremely high input impedance, about 100 MW and 
above.

 (b) The FET has no offset voltage when used as a switch or a chopper unlike 
BJT.
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 (c) The FET is relatively immune to radiation but the BJT is very sensitive 
(b is affected).

 (d) The FET is less noisy than a BJT and thus more suitable for input stages 
of low-level amplifiers (extensively used in Hi-Fi FM receivers).

 (e) The FET provides greater thermal stability than the BJT.

 The main disadvantages of FETs are the following:

 (a) The FET has a relatively small gain-bandwidth product compared to the 
BJT.

 (b) The FET suffers from greater susceptibility to damage and thus needs 
careful handling.

 The physical structure of a JFET is shown in Fig. 10.5(a) and 10.5(b). The 
N-channel JFET is constructed using a bar of N-type material into which a pair 
of P-type regions are diffused. The P-channel JFET is constructed the other way. 
The circuit symbols of the two types of JFETs are shown in Figs. 10.6(a) and 
10.6(b).

Fig. 10.5 Construction of a FET (a) N-channel and (b) P-channel

Channel
D

G

S

(a)

D

G

S

(b)

Fig. 10.6 Circuit symbols of JFET: (a) N-channel and (b) P-channel

10.4.1 Working and Characteristics

To examine how a JFET operates, let us consider the N-channel JFET shown 
in Fig. 10.7, with the applied bias voltages. The supply voltage VDD provides 
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a potential difference between drain and source, VDS, which results in a current 
ID, from drain to source (electrons in an N-channel actually move from the 
source, hence the name ‘to drain’). This drain current passes through the channel 
surrounded by the P-type gate. A voltage between gate and source, VGS is set 
up by the supply voltage VGG. Since this voltage reverse biases the gate-source 
junction, no gate current will result. The effect of the gate voltage will be to 
create a depletion region in the channel and thereby reduce the channel width to 
increase the drain-source resistance resulting in less drain current.

G

P

PID

N-channelS

G

ID
VDD

D

(a)

P P

N
-c

ha
nn

el

VGG

G

D

S

–

+

+

–VGG

VDD

(b)

Fig. 10.7 Basic operation of an N-channel JFET

 Let us first consider the device operating with VGS = 0, i.e., with gate and 
source shorted, and then by increasing the reverse bias voltage VGS. Figure 10.8 
shows that ID through the N-type material of the drain-source junction provides a 
voltage drop along the channel, which is more positive at the gate-drain junction 
than at the gate-source junction.

A

mA

V

S

G

N D

G
ID

RD

VDS

ID

ID

VDD

VGS = 0 V

Fig. 10.8 A JFET circuit with VGS = 0 V. The device is always operated with the gate-to-source 
junction reverse biased. The depletion layer is wider towards the drain end because
the reverse bias potential between the gate and drain is greater than that between

the gate and source

 As VDD (and therefore VDS) is increased gradually from 0 V, ID increases 
proportionately (Fig. 10.9 between A and B). in this region the channel resistance 
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is essentially constant because the depletion layer is not large enough to have any 
significant effect. This is called the ohmic region, because VDS and ID are related 
by Ohm’s law.

 At B, the curve levels off and ID is relatively constant called IDSS, the drain-
to-source saturated current or the drain-to-source current under shorted gate 
condition. At this point, the reverse bias voltage between the gate and drain 
junction (VGD) produces a depletion region which narrows down the channel 
width such that its resistance begins to increase sufficiently. The value of VGD 
at this point is called the  pinch-off voltage VP. As VDSP = VDB + VGS, we may 
write

  VGD = VGS – VDSP

 Therefore with VGS = 0,

  VGD = – VDSP.

 It is noted that VP is constant for a given JFET and represents a fixed 
parameter. The value of VDS at pinch-off (VDSP) is a variable depending upon 
VGS. This means that as |VGS| is increased (more negative for N-channel), the 
point corresponding to VDSP of Fig. 10.9 shifts towards the origin. If VDS is 
further increased beyond the point B, ID remains constant to a specific value IDSS, 
the maximum value of ID when VGS = 0. At the point C, breakdown occurs and 
ID increases very rapidly. The JFETs are always operated below the breakdown 
point and within the active region.

 The mechanism of current control clearly depends upon the degree to which 
the electric field due to the charge in the depletion region extends into the channel 
and provides the effect of decreasing the conductivity through the transistor, and 
hence the name ‘ Field Effect Transistor’.

 Now let us consider a negative gate bias, for example, VGS = – 1 V, as shown 
in Fig. 10.10. As VDD is increased from 0 V, pinch-off occurs at a lower value of 

Active region or
pinch-off region

Breakdown
region

Ohmic
region

IDSS

ID

B C

A VP VDS

Fig. 10.9 Drain characteristic curve for VGS = 0 V
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VDS as shown. The reason for this is that the pinch-off voltage VP is constant and 
therefore for a certain negative gate voltage, the drain voltage must only reach a 
value sufficient to make the sufficient to make the gate-to-drain voltage equal to 
VP in order to produce pinch-off. As VGS is set to increasingly negative values, a 
family of curves is produced.

 In the ohmic region (rDS = VDS/ID), the JFET is useful as a voltage variable 
resistor (VVR) or voltage dependent resistor (VDR) as rDS is related to VGS in 
almost a linear manner. The pinch-off region is used for high impedance voltage 
amplifier.

 The pinch-off voltage VP is the drain voltage above which ID becomes almost 
constant for the shorted gate condition. When VDS equals VP, the conducting 
channel becomes extremely narrow and the depletion layers almost touch. 
Because of the small passage between the depletion layers, any further increase 
in VDS produces only a very small increase in ID.

10.4.2 Gate-Source Cut-Off Voltage

The family of drain curves in Fig. 10.10 resembles the collector curves of a 
BJT. The highest curve is for VGS = 0, the shorted-gate condition. The pinch-off 
voltage is VP. As the reverse biasing VGS is made more and more negative, for 
a value, VGS = VGS (off), the depletion layers almost touch, cutting off the drain 
current. Since VP is the drain voltage that also pinches off the drain current for 
the shorted-gate condition, VP = + VGS (off). Since VP is constant for a device, 
VDSP = 0, since ID = 0. Some data sheets do not list VP, but they almost always 
list VGS (off), for example, VGS (off) = – 4 V on a data sheet means that VP = + 4 V. 
Let us not confuse cut-off with pinch-off. The pinch-off voltage VP is the gate-to-
drain voltage VGD at which ID reaches a constant value for a given VGS. Whereas 

IDSS

ID

VGS = 0 V

VGS = –1 V

VGS = –2 V

VGS = –3 V

VDS

Pinch-off with
= –1 VVGS

Pinch-off with
= 0 VVGS

Fig. 10.10 Family of drain curves for N-channel JFET
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the cut-off voltage VGS (off) is that value of VGS at which ID = 0, and ID will remain 
zero when |VGS| ≥ VP and will be non-zero for less negative values of VGS (ID = 
0 corresponds to off condition).

10.4.3 Transconductance Curve

From Fig. 10.10 for a given value of VDS, we can read off the values of ID for 
different values of VGS. Then a curve for ID versus VGS can be plotted for a 
JFET with VDS as a parameter. The curve so obtained is known as the transfer 
characteristic or the transconductance curve for the device and is shown in 
Fig. 10.11(a). Since this curve is part of a parabola, from calculus, the equation 
for this curve is of the form.

  ID = IDSS   [ 1 –   
VGS ______ 

VGS (off)
   ]  2  (10.13)

 This is an ideal formula and can be used as an approximation for any JFET. 
This is why JFETs are sometimes called square law devices.

IDSS

ID

VGS
VGS off(    )

M 0
O

L
C

B

(a)

V /VGS GS(off)
–1

+1

I ID DSS/

(b)

Fig. 10.11 For N-channel JFET: (a) the transconductance curve and (b) the normalized 
transconductance curve

10.4.4 Normalized Transconductance Curve

Equation (10.13) can be written as

    
ID ____ 

IDSS
   =   [ 1 –   

VGS ______ 
VGS (off)

   ]  2  (10.14)

 From the curve of Fig. 10.11(a), we can find out the values of VGS (off) and IDSS, 
and then compute VGS/VGS (off) and ID/IDSS and plot the curve as in Fig. 10.11(b) 
which is known as the normalized transconductance curve. This can also be done 
by taking the value of VGS (off) from the data sheet and using different values of 
VGS in Eq. (10.14).
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10.5 THE  PINCH-OFF EFFECT IN FET

The control of drain current by VGS, through the channel is not a repelling effect 
but a ‘narrowing of the channel’ effect. Consider what happens to the P-N junction 
between gate and source under reverse bias (Fig. 10.12).
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Fig. 10.12 Effect of reverse bias on the width of the channel

 Assume, initially that no voltage is applied between D and S. With a small 
reverse bias, say VGS = 1 V, the depletion region at the junction is quite narrow. 
Electrons have been drawn from the junction in the N-type material, leaving 
bound, immobile positive ions in that region of the channel, effectively reducing 
the width and conductivity of the channel. Similarly, negatively charged ions 
are left in the P-type material near the junction. As the reverse bias is increased 
to – 3 V and – 6 V, the depletion region or space charge region widens reaching 
ever further into the channel and restricting the passage of electrons from S to D 
when a voltage is applied. Finally, a value of voltage from gate to source can be 
applied that pinches off channel conduction altogether and cuts-off drain current. 
This value of gate voltage is called the pinch off voltage Vp and is referred to in 
the specifications as VGS (off).

10.5.1 Pinch-Off for VGS = 0 V

In Fig. 10.13, a positive voltage 
VDS (= 2 V) has been applied 
across the (n) channel and the gate 
has been connected directly to the 
source, to establish the condition 
VGS = 0 V. Electrons will flow 
from source to the drain (and ID 
will be equal to IS). It is important 
to note that the depletion region 
is wider near the top of both 
p-type materials (i.e. nearer to the 
drain). The reason for the change 
in width of the depletion region 
can be understood as follows.

+
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0.5 V
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1 V
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p
VGS = 0 V

I AG = 0
VDS = 2 V

–

+

+2 V

0 V

Fig. 10.13 JFET with VGS = 0 V and VDS = + 2 V. As a 
result, there is varying reverse bias potentials across 

the P-N junction of this n-channel JFET
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 Assuming a uniform-resistance in the N-channel, the resistance of the channel 
can be divided into divisions shown. Thus the midpoint will be at 1 V and the 
upper region of the P-type material will be reverse biased by ~ 1.5 V and the 
lower region, reverse-biased by ~ 0.5 V. Since the greater the applied reverse 
bias, the wider the depletion region – hence the distribution of the depletion 
region will be as shown in the figure.

10.5.2 Pinch-Off Voltage for VGS = 0 V

As the voltage VDS is increased from 0 
to a few volts, the current will increases 
as determined by Ohm’s law and the plot 
of ID versus VDS will appear as shown in 
Fig. 10.14. The relative straightness of 
the plot reveals that for the region of low 
value of VDS, the resistance is essentially 
constant.

 As VDS increases and approaches a 
level referred to as VP in Fig. 10.14, the 
depletion region will widen, causing a 
resistance to increase and the curve in the 
graph of Fig. 10.14 to occur. The more 
horizontal the curve, the higher the 
resistance, suggesting that the resistance 
is approaching “infinite” ohms in the 
horizontal region (Fig. 10.14). If VDS 
is increased to a level where it appears 
that the two depletion regions “touch” 
as shown in Fig. 10.15, “pinch-off” 
results. The level of VDS that establishes 
this condition is the “ pinch-off” voltage 
and is denoted by VP as shown in Fig. 
10.15.

 In actuality, the term “pinch-off” is 
a misnomer in that it suggests that the 
current ID is pinched-off and drops to 
zero amperes. As shown in Fig. 10.14, 
however, this is not the case – ID 
maintains a saturation level defined as 
IDSS in Fig. 10.16.

Fig. 10.14 ID versus VDS for VGS = 0 V

Fig. 10.15 Pinch-off (VGS = 0 V, VDS = VP)
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10.5.3 VGS < 0 V

The voltage from gate to source i.e., VGS is the controlling voltage of the JFET. 
Thus curves of ID versus VDS for various levels of VGS can be obtained. For the 
N-channel device, the controlling voltage VGS is made more and more negative 
from its VGS = 0V level. Consequently, the resulting saturation level for ID 
reduces and will continue to decrease as VGS is made more and more negative, 
as shown in Fig. 10.16, and ultimately, the level of VGS that results in ID = 0 mA 
is defined by VGS = VP, with VP being a negative voltage for N-channel device, 
and a positive voltage for P-channel JFET.

ID (mA)

Ohmic
region

Locus of pinch-off values

Saturation region

IDSS VGS = 0V

VGS = -1V

VGS = –2V
VGS = –3V

V VGS P= –4V =

VDS (V)252015105
V VP GS(for = 0V)

0

1

2

3

4

5

6

7

8

Fig. 10.16 N-channel JFET characteristics with IDSS = 8 mA and VP = – 4 V

10.6 JFET PARAMETERS

As we have seen above the drain current ID in a FET depends on the drain 
voltage VDS and the gate voltage VGS. If any one of these variable is kept fixed 
the relation between the other two can be found. These relations are determined 
by three parameters of the FET.

Mutual Conductance or Transconductance The transconductance of an FET is the ratio 
of a small change in the drain current to the corresponding change in the gate-
source voltage at constant drain-source voltage. The changes are to be considered 
in the straight portion of the characteristics. Thus

  Transconductance = gm =   (   ∂ID _____ 
∂VGS

   )  VDS

  (10.15)

 The  transconductance is measured in the unit mho or siemens(s).
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 The transconductance is given by the slope of the transfer characteristic. For 
example, in Fig. 10.11, the value of gm at the point B is given by OL in ampere/
OM in volt.

Drain Resistance The drain resistance of an FET is the ratio of a small change in 
drain voltage to the resulting change in the drain current at constant gate voltage. 
Its unit is then ohm. Thus,

  rd =   (   ∂VDS _____ 
∂ID

   )  VGS

  (10.16)

 The  drain resistance is given by the reciprocal of the slope of the output 
characteristic. It is clear from Fig. 10.16 that the drain resistance in the pinch-off 
region is very high and fairly constant. In the ohmic region the drain resistance 
is less than in the pinch-off region and also depends upon the gate voltage.

Amplification Factor The  amplification factor is defined as the ratio of the change 
in the drain voltage to the corresponding decrease in gate voltage at constant 
drain current. Thus,

  m = –   (   ∂VDS _____ 
∂VGS

   )  ID

  (10.17)

 The minus sign indicates that when the drain voltage is increased the gate 
voltage has to be decreased in order to keep the drain current constant.

10.6.1 Relation between the FET Parameters

As the drain current ID depends on the drain voltage VDS and the gate voltage 
VGS, we can write

  ID = f (VDS, VGS) (10.18)

 Hence, we get

  dID =   (   ∂ID _____ 
∂VDS

   )  VGS

  dVDS +   (   ∂ID _____ 
∂VGS

   )  VDS

  dVGS

 Dividing both sides by dVGS we get

    
dID _____ 

dVGS
   =   (   ∂ID _____ 

∂VDS

   )  VGS

   (   dVDS _____ 
dVGS

   )  +   (   ∂ID _____ 
∂VGS

   )  VDS

 

 If ID is constant then   
dID _____ 

dVGS
   = 0.

\  0 =   (   ∂ID _____ 
∂VDS

   )  VGS

   (   ∂VDS _____ 
∂VGS

   )  +   (   ∂ID _____ 
∂VGS

   )  VDS
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 Substituting for the partial derivatives from Eqs. (10.16), (10.17) and (10.18) 
we get

  0 =  (   1 __ rd
   )  (– m) + gm

\  m = gm rd (10.19)

 Thus the amplification factor is equal to the product of the transconductance 
and the drain resistance.

10.7 VARIATION OF TRANSCONDUCTANCE WITH DRAIN
 CURRENT AND GATE VOLTAGE

Differentiating IDS in Shockley’s equation with respect to VGS, we get

    
∂ID _____ 

∂VGS

   = IDSS × 2  ( 1 –   
VGS ____ 
VP

   )   ( –   1 ___ 
VP

   ) 
 But  (   ∂ID _____ 

∂VDS

   )  = gm

\  gm = –   
2IDSS _____ 
VP

    ( 1 –   
VGS ____ 
VP

   )  (10.20)

 Now from Eq. (10.14) of Section 10.44, we have

   ( 1 –   
VGS ____ 
VP

   )  =  ÷ ____

   
IDS ____ 
IDSS

    

 Substituting this value in Eq. (10.21)

  gm = – 2   
 ÷ 

_______
 IDS IDSS  
 ________ 

VP
   (10.21)

 Let gm = gmo when VGS = 0. Then from Eq. (10.21), we get

  gmo = –   
2IDSS _____ 
VP

   (10.22)

 Combining Eqs (10.21) and (10.22), we get

  gm = gmo  ( 1 –   
VGS ____ 
VP

   )  (10.23)

 Equation (10.21) shows that the transconductance varies as the square root of 
the saturation drain current IDS. Equation (10.23) shows that the transconductance 
decreases linearly with increase of gate voltage VGS.

10.8 CHANNEL JFET

We have so far confined our discussion of FETs to the N-channel type. P-channel 
JFETs are also available. The above discussion can be applied to the P-channel 
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JFETs by interchanging N and P and reversing the voltages and currents. The 
following table gives the comparison of the N-channel and P-channel JFETs.

  N-channel JFET  P-channel JFET

 1. Current carriers are electrons  Current carriers are holes

 2. Mobility of electrons large  Mobility of holes poor

 3. Input noise low  Input noise large

 4. Transconductance large  Transconductance small

 The above facts show that N-channel FETs serve better than P-channel 
FETs.

10.9 ESSENTIALS OF FET MODELLING

The field effect transistor (FET), like the bipolar junction transistor (BJT), 
is a three-terminal semiconductor device having the circuit symbol shown in 
Fig. 10.17 with the terminals marked as source (S), gate (G), and drain (D). An 
FET is called a unipolar device because the current through it results from the 
flow of only one of the two kinds of charge carriers, namely holes or electrons. 
Essentially, an FET is a voltage-operated device in that a constant voltage at the 
gate-source terminals affects the current flow through the device. There are two 
main types of field effect transistors: the junction field-effect transistor (JFET) 
and the metal-oxide-semiconductor FET (MOSFET). In the following section, 
we will mainly focus our attention on developing the small signal equivalent 
model of a JFET.

+

–

–

+ –
+

–

+

D

ID

VDS

IS

S

VGS

G
IG IG VDS

IS

VGS

S

G

(a) (b)

D

Fig. 10.17 FET symbol: (a) N-channel JFET and (b) P-channel JFET

 The field effect transistor is always operated with the gate-source junction 
reverse-biased. The N-channel JFET transfer and output characteristics are 
displayed in Fig. 10.18. For analytical purposes, the volt-ampere characteristics 
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of JFET as illustrated in Fig. 10.18, may be conveniently divided into four 
regions of operation. These are:

1. Region below Pinch-off: Ohmic Region

This region is marked on the output characteristic curves as shown in Fig. 10.18(b). 
The ohmic region is defined by VDS £ |VP|, i.e., the drain-source voltage is less 
than the pinch-off voltage. In this region, the volt-ampere relationship is closely 
approximated by

  ID = IDSS  [ 2  ( 1 –   
VGS ____ 
VP

   )    VDS ____ 
VP

   –   (   VDS ____ 
VP

   )  2  ]  (10.24)

 For small values of VDS, Eq. (10.24) becomes

  ID ∫   
2IDSS _____ 
VP

    ( 1 –   
VGS ____ 
VP

   )  VDS (10.25)

2. Region between Pinch-off and Breakdown: Saturation Region

This region as marked on the characteristic curves of Fig. 10.18(b) is characterized 
by

  (VGS – VP) < VDS < VDO

where VDO is the drain-source breakdown voltage.

 In other words, we say that this is the region where the drain-source 
voltage is greater than the pinch-off voltage and the drain current as illustrated 
in Fig. 10.18(b) is almost constant and independent of VDS. In this region, the 
drain current strongly depends upon the gate-source voltage VGS and is closely 
approximated by the equation of the form

ID
IDSSVDS = constant

Saturation region
characteristic

VP 0 VGS

Ohmic region
characteristic

(a)

IDSS

ID

VP
VDS

Pinch-off
parabola Cut-off region

Breakdown
region

Pinch-off
boundary

Ohmic region

Constant current or
saturation region

VGS = 0

VGS = –1

VGS = –2
V VGS P= –

(b)

Fig. 10.18 N-channel JFET characteristics: (a) transfer characteristic and
(b) output characteristic
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  ID = IDSS   ( 1 –   
VGS ____ 
VP

   )  2  (10.26)

3. Cut-off Region

The cut-off region is defined by |VGS| > |VP|. Under this condition ID = ID/(OFF) 
which is in the order of a few picoamperes and hence we assume that ID = 0.

4. Breakdown Region

This region is characterized by the fact that the drain-source voltage VDS exceeds 
the drain-source breakdown voltage VDO.

 Note that as marked in Fig. 10.18(b), the pinch-off parabola which separates 
the ohmic region from the saturation region is dictated by the equation

  VGS – VDS = VP (10.27)

 The finite slope of the FET output curves (in the saturation region) can be 
accommodated by introducing an additional term to the FET transfer characteristic 
Eq. (10.26) as

  ID = IDSS   ( 1 –   
VGS ____ 
VP

   )  2   ( 1 +   
VDS ____ 
VA

   )  (10.28)

where VA is the equivalent to the Early voltage for the BJT. This Earlt effect is 
due to the shortening of the channel length as more voltage is applied across the 
region where the depletion regions make contact.

 For computer simulation, the transfer characteristic of the JFET operating in 
saturation region is defined by

  ID = b (VGS – VTO)2 (1 + lVDS) (10.29)

with the following relationships

  b =   
IDSS ____ 
 V P  2

  
  ,  l =   1 ___ 

VA
  , VTO = VP (10.30)

 Note that Eqs. (10.28) and (10.29) are equivalent. Also in the ohmic region, 
0 < VDS < (VGS – VP), the characteristic curve is approximated by the relation of 
the form

  ID = b [ 2(VGS – VTO) VDS –  V DS  
2
   ]  (1 + lVDS) (10.31)

 Note that Eqs. (10.24) and (10.31) are also equivalent.

 Normally when accuracy is not required, the JFET transfer characteristic is 
defined by Eq. (10.26).

 The JFET is normally biased to operate in the saturation region, where the 
ID remains constant with VDS. Figure 10.19 shows a simple biasing scheme. For 
the circui in Fig. 10.19(a), using KVL in the drain-source loop, we may write
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  ID RD + VDS = VDD

or    
ID ____ 

  
VDD ____ 
RD

  

   + VDS/VDD = 1 (10.32)

which is an equation of straight line.

 Equation (10.32) is plotted on VDS versus ID output characteristic of the 
JFET. Because the JFET output characteristics and Eq. (10.32) must be satisfied 
simultaneously, this gives an intersection point Q as marked in Fig. 19.19(b) for 
a constant VGS = VGSQ. This point Q is called the Q-point or the quiescent point. 
A close inspection of Fig. 10.19(b) in the close vicinity of the Q-point shows that 
for small signals the output characteristics of an N-channel JFET may be taken as 
linear, parallel, and equidistant. This is shown in Fig. 10.20. We may then look 
for a model to represent the small-signal behaviour of JFET in the close vicinity 
of the Q-point. The model so developed will essentially going to be a linear 
model capable of being analyzed by algebraic methods.

Fig. 19.19 (a) N-channel JFET symbol with biasing arrangement and terminal voltages and 
currents and (b) output characteristic curves with load line and the operating point Q
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ID
V
R

DD
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VGS

VDD

Q

V VGS GSQ=

VDS

(b)(a)

VDS

IDRD

+VDD

VGSQ

V VGS GSQ=Q

ID

0 VDS

Fig. 10.20 JFET output characteristics, with load line, in the close vicinity of the Q-point
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10.10 D.C. LOAD LINE AND BIAS POINT

The dc load line for a FET circuit is drawn upon the output characteristics of the 
device in exactly the same way as for a BJT circuit.

 Consider the FET circuit and characteristics shown in Figs. 10.22 and 10.21 
respectively. The drain-source voltage is given as

  VDS = VDD – ID RD (10.33)

where VDD is the supply voltage and ID RD is the voltage drop across RD.

Fig. 10.21

 Consider the following two particular situations:

 (i) When ID = 0, VDS = VDD … cut-off point B

 (ii) When VDS = 0, ID =   
VDD ____ 
RD

   … saturation point A

 By joining these two points A and B, d.c. load line is obtained.

 A d.c. bias point or  quiescent point (Q-point) is selected on the FET d.c. load 
line. This point defines the dc conditions that exist in a circuit when no input 
signal is applied. The bias point is selected to give maximum possible variations 
in output (drain-source) voltage when the drain current is varied by an input 
signal. In this case the positive-going and negative-going output voltage swings 
should be closely equal as possible. Where maximum output voltage swings is 
not required, the bias point may be at any convenient position on the load line.

 For the load line in Fig. 10.21, the bias conditions are   
VDD ____ 

2
   and   

VDD ____ 
2RD

  .

 For a FET amplifier, VDS must remain in the pinch-off region of the 
characteristics. This mean that it must not be allowed to go below the level of 
the pinch-off voltage (VP). Thus, in the design of a FET bias circuit, the drain 
source voltage should always be a minimum of (VP + 1) volt.
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i.e.,  VDS (min) = VP + 1 volts (10.34)

 When an external bias voltage VGS is included, the pinch-off voltage for 
that bias level on the drain characteristics is VP – VGS, where VP is the pinch-off 
voltage at VGS = 0. Consequently, the minimum drain-source voltage may be 
reduced to

  VDS (min) = VP – VGS + 1 volts (10.35)

 For the operation of FET as a switch, the device will either be biased off or 
on into the channel ohmic region of the drain characteristics.

10.11 FET BIASING

Unlike BJTs, thermal runaway does not occur with FETs. However, the wide 
differences in maximum and minimum transfer characteristics make ID levels 
unpredictable with simple fixed-gate bias voltage. To obtain reasonable limits 
on quiescent drain current ID and drain-source voltage VDS, source resistor and 
potential divider bias techniques must be used. With few exceptions, MOSFET 
bias circuits are similar to those used for JFETs. Various FET biasing circuits 
are discussed below:

10.11.1 Fixed Bias

D.C. bias of a FET device needs setting of gate-source voltage VGS to give 
desired drain current ID. For a JFET drain current is limited by the drain-source 
saturation current IDSS. Since the FET has such a high input impedance that no 
gate current flows and the d.c. voltage of the gate set by a voltage divider or a 
fixed battery voltage is not affected or loaded by the FET.
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ID
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G

Vout
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Vin

RG

Signal

–VGG
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+

Fig. 10.22 Fixed bias circuit for JFET
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 Fixed d.c. bias is obtained using a battery VGG. This battery ensures that 
the gate is always negative w.r.t. source and no current flows through resistor 
RG and gate terminal i.e., IG = 0. The battery provides a voltage VGS to bias the 
N-channel JFET, but no resulting current is drawn from the battery VGG. Resistor 
RG is included to allow any a.c. signal applied through capacitor C to develop 
across RG. While any a.c. signal will develop across RG, the d.c. voltage drop 
across RG is equal to IG RG i.e., 0 volt.

 The gate-source voltage VGS is then

  VGS = – VG – VS = – VGG – 0 = – VGG (10.36)

 The drain-source current ID is then fixed by the gate-source voltage as 
determined by Eq. (12.56) Section 12.9.

 This current then causes a voltage drop across the drain resistor RD and is 
given as

   V RD
  = ID RD

and output voltage,

  Vout = VDD – ID RD (10.37)

 Since VGG is fixed value of d.c. supply and the magnitude of gate-to-source 
voltage VGS is also fixed, hence this circuit is named as fixed bias circuit. Since 
this bias circuit uses two batteries VDD and VGG, it is also known as two battery 
bias circuit.

 A FE has a high input impedance. To make advantage of it, RG should be 
as large as possible so that the input impedance of the circuit remains high. If 
RG is extremely large a charge accumulated on the gate may take a long time to 
leak off. A reasonable upper limit is 1 MW. Normally RG should not exceed this 
value.

10.11.2 Self-bias

This is the most common method for biasing a JFET. Self-bias for an N-channel 
JFET is shown in Fig. 10.23. This circuit eliminates the requirement of two d.c. 
supplies i.e., only drain supply is used and no gate supply is connected. In this 
circuit, a resistor RS, known as bias resistor, is connected in the source leg. The 
dc component of drain current ID flowing through RS makes a voltage drop across 
resistor RS. The voltage drop across RS reduces the gate-to-source reverse voltage 
required for FET operation. The capacitor CS by-passes the a.c. component of the 
drain current ID. The addition of resistor RG in the circuit does not disturb the dc 
bias. This is because gate current flowing through it is zero and the gate leakage 
current is also almost zero. Thus, gate is essentially at d.c. ground. The resistor 
RG is inserted in the circuit to avoid the short circuiting of the a.c. input voltage. 
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Further, if there is a leakage, the resistor RG will provide to it an escape route. 
Otherwise, the leakage current would build up static charge (voltage) at the gate 
which could change the bias. The resistor RS, the feedback resistor, also helps in 
preventing any variation in FET drain current.

 Since no gate current flows through the reverse biased gate, the gate current 
IG = 0 and, therefore,

  VG = IG RG = 0 V

 With a drain current ID the voltage at the S is 

  VS = ID RS (10.38)

 The gate-to-source voltage is then

  VGS = VG – VS = 0 – ID RS = – ID RS (10.39)

 So voltage drop across resistance RS provides the biasing voltage VGS and no 
external source is required for biasing and this is the reason that it is called  self 
biasing.

 The operation point (i.e. zero signal ID and VDS) can easily be determined 
from Eq. (12.56) Section 12.9 and equation given below:

  VDS = VDD – ID (RD + RS) (10.40)

 Thus d.c. conditions of JFET amplifier are fully specified.
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Fig. 10.23 Self-bias circuit for N-channel JFET
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 Self-biasing of a JFET stabilizes its quiescent operating point against any 
change in its parameters like transconductance. Let the given JFET be replaced 
by another JFET having the double conductance then drain current will also try 
to be double but since any increase in voltage drop across RS, therefore, gate-
source voltage, VGS becomes more negative and thus increase in drain current is 
reduced.

10.11.3  Potential Divider Bias

A slightly modified form of dc bias is provided by the circuit shown in Fig. 10.24. 
The resistor  R G1

  and  R G2
  form a potential divider across drain supply VDD. The 

voltage V2 across  R G2
  provides the necessary bias. The additional gate resistor  

R G1
  from gate to supply voltage facilitates in larger adjustment of the dc bias 

point and permits use of larger valued RS.

VS
V2

Vin

GSignal

+VDD
ID

RD

D

RS
CS

RG2

Cin

S
ID

+

– –

+

–

VGS

+

Vout

COUT

ID

RG1

Fig. 10.24 Potential divider bias circuit for N-channel JFET

 The gate is reverse biased so that IG = 0 and gate voltage

  VG = V2 =   
VDD ________ 

 R G1
  +  R G2

 
   ×  R G2

  (10.41)

and  VGS = VG – VS = VG – ID RS (10.42)

 The circuit is so designed that ID RS is larger than VG (or V2) so that VGS is 
negative. This provides correct bias voltage.

 The operating point can be determined as

  ID =   
V2 – VGS ________ 

RS
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and  VDS = VDD – ID (RD + RS) (10.43)

 Maximum gain is achieved by making resistance RD as large as possible 
and for a given level of ID it needs maximum voltage drop across resistor RD. 
However, greatest bias stability is achieved by making RS as large as possible.

 If the gate voltage VG is very large as compared to gate-to-source voltage 
VGS, the drain current is approximately constant. In practice, the voltage divider 
bias is less effective with JFET than BJT. This 
is because in BJT, VBE = 0.7 V (silicon) with 
only minor variation from one transistor to 
another transistor. But in a JFET, the VGS can 
vary several volts from one JFET to another.

10.11.4 Current-Source Bias

When the drain supply voltage VDD is not large, 
there may not be enough gate voltage to swamp 
out the variations in VGS. In such a case current-
source bias (Fig. 10.25) may be used. In this 
arrangement, the BJT pumps a fixed current 
through the JFET. The drain current is given by

  ID =   
VEE – VBE _________ 

RE
   (10.44)

 Figure 10.26 illustrates how effective current-
source bias is. Both Q points have the same 
value of drain current. Although VGS is different 
for each Q point, VGS no longer has any effect 
on the value of drain current.

10.12 FET SMALL SIGNAL
 MODELS

10.12.1 Low Frequency Model

In a FET, instantaneous drain current iD is a function of the instantaneous gate 
source voltage vGS and instantaneous drain-source voltage vDS and is, therefore, 
expressed as

  iD = f (vGS, vDS) (10.45)

 If both the gate and drain voltages are varied, the change in drain current is 
given approximately by the first two terms in the Taylor’s series expansion of 
Eq. (10.44) or

  DiD =   
 
   
∂iD ____ 

∂vGS

   |  VDS

  DvGS +   
 
   
∂iD ____ 

∂vDS

   |  VGS

  DvDS (10.46)

Fig. 10.25 Current-source bias
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ID
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Fig. 10.26
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 Using the conventional small signal notations, DiD, DvGS and DvDS may be 
replaced respectively by time varying components id, vgs, and vds. Now Eq. (10.46) 
becomes

  id = gm vgs +   1 __ rd
   vds (10.47)

where gm =   
 
   
∂iD ____ 

∂vGS

   |  VDS

  =   
 
   
DiD ____ 

DvGS
   |  VDS

  =   
 
   
id ___ vgs

   |  VDS

  (10.48)

 Parameter gm is the mutual conductance, or transconductance

and

    1 __ rd
   =   

 
   
∂iD ____ 

∂vDS

   |  VGS

  =   
 
   
DiD ____ 

DvDS
   |  VGS

  =   
 
   
id ___ vds

   |  VGS

  (10.49)

 The reciprocal of rd is the drain conductance gd.

 Circuit shown in Fig. 10.27 is made 
satisfying Eq. (10.47) giving the incremental 
drain current id in form of gm, rd, vgs and vds. 
This circuit forms the low frequency small 
signal model for FET: This model consists of 
one dependent current generator whose current 
gm vgs is proportional to the time varying gate 
source voltage vgs and proportional constant 
is the transconductance gm. The arrow points 
from drain to source to indicate a phase change 
of 180° (or phase reversal) between output and input voltages as will occur in 
actual operation. In low frequency model, as the gate is reverse biased, the gate 
current becomes zero. So, in low frequency model, gate to source junction is 
represented by an open circuit and no current is drawn by the input terminal of 
the FET. The reason is that input resistance, (gate-to-source resistance) is very 
large. The output resistance is represented by the resistance rd (resistance from 
drain to source). If rd is sufficiently large as compared to those of other circuit 
elements, this is ignored. Now the equivalent circuit becomes simply a current 
source whose magnitude is controlled by vgs and gm—clearly a voltage controlled 
current source.

 Small signal model for sinusoidal 
input voltage of rms value Vgs may 
be drawn, as shown in Fig. 10.28 
where vgs, id, vds have been replaced 
respectively by rms values Vgs, Id and 
Vds. The voltage-controlled current 
source (gm Vgs) can be replaced by 

ngs nds

Drain

S

+D

g vm gs

id

rd

( – )i g vd m gs

Gate, G

Source

Fig. 10.27 Low frequency small 
signal model for FET

Vds
Vgs

g Vm gs

rd

( – )I g Vd m gs
S

Id +DG

S

Fig. 10.28 Low frequency small signal model 
for sinusoidal input of FET
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equivalent voltage-controlled voltage source 
(m Vgs) as depicted in Fig. 10.29.

 Now the equivalent circuit consists of a 
voltage source (m Vgs) in series with a drain 
resistance rd. Here m is the amplification 
factor of the FET and is equal to the product 
of transconductance gm and drain resistance rd 
i.e.,

  m = gm rd.

Comparison of Low Frequency Models of FET and BJT

 1. Both FET and BJT models have a dependent current generator in the 
output circuit.

 2. In FET models, the generator current is proportional to the input voltage 
Vgs while in BJT models, the generator current is proportional to the input 
current.

 3. In FET models input impedance is very high (theoretically infinite at low 
frequencies) while in common emitter BJT model the input impedance is 
of the order of 800 W.

 4. In FET, there is no feedback from output (drain) to the input (source) while 
in BJT models it is. Thus it can be safety said that at low frequencies, 
FET forms a more ideal amplifier than BJT amplifier.

10.12.2 High Frequency Model

At low frequency, reactance offered by 
interelectrode capacitance is very large 
and, therefore, interelectrode capacitances 
do not appear in low frequency equivalent 
circuit. At higher frequencies device 
capacitances between terminals cause 
reduction in amplifier gain as capacitive 
impedance decreases with the increase in 
supply frequency. Such circuit capacitances 
resulted in due to device construction or 
stray wiring are shown in Fig. 10.30 to 
indicate that they are not capacitances that 
are connected into the circuit intentionally 
but arise as a result of the circuit and device construction.

 Figure 10.31 depicts the high frequency model of the FET which is identical 
with Fig. 10.27 except that the capacitances between the gate-source and gate-

Vds

rd DG

mVgsVgs

S

Fig. 10.29

Fig. 10.30



Three Terminal Devices 10.31

drain nodes are shown in the figure. The capacitor Cgs represents the barrier 
capacitance between gate and source, and Cgs is the barrier capacitance between 
gate and drain. The element Cds represents the drain to source capacitance of 
the channel. Because of these internal capacitances feedback exists between the 
input and output circuits of the FET and voltage amplification drops drastically 
with increase in frequency.

10.13 COMMON SOURCE JFET AMPLIFIER

The common source configuration is the most widely employed configuration. It 
is because this configuration provides high input impedance, good voltage gain 
and moderate output impedance.

 The circuit of a common source N-channel JFET amplifier using self bias is 
shown in Fig. 10.32. The signal source, Vin is connected to JFET gate through 
coupling capacitor C1 and external load RL is connected to the drain terminal D 
via coupling capacitor C2. RG is used to provide leakage path to the gate current, 
RS for developing gate bias and CS for providing ac ground to the iput signal.

Fig. 10.31 High frequency model of FET

Fig. 10.32 Common source amplifier circuit
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 Note that the polarity of the capacitors in Fig. 10.32, the negative terminal 
of each (polarized) capacitor must always be at a lower d.c. potential than the 
positive terminal. Incorrectly connected capacitors can affect the bias conditions 
and ac performance of the circuit.

 For ac considerations, by pass capacitor CS effectively ties the FET source 
terminal to the ground level. Thus, all of the input voltage Vin is developed across 
the gate source terminals. With the increase or decrease in input voltage, gate-
source voltage Vgs changes and corresponding change in Vgs makes the drain 
current ID to increase or decrease correspondingly.

 The phase relationship between the circuit input and output voltages can 
be determined by considering the effect of a positive going input signal. When 
input voltage Vin increases in positive direction, it reduces the negative gate-
source voltage – Vgs. The reduction in – Vgs raises the level of drain current ID 
and consequently increases the voltage drop across drain resistance RD. Since 
VD = VDD – ID RD, the increase in ID results in a drop in drain (output) voltage 
VD. Thus as Vin increases in a positive direction. Vout goes in a negative direction. 
Similarly, when Vin goes negative, the resultant increase in – Vgs reduces the 
drain current ID which, in turn, reduces the voltage drop across RD and develops 
a positive going output voltage Vout. Thus, the amplifier output voltage is 180° 
out of phase with the input voltage.

Analysis The first step in a.c. analysis of the common source circuit is to draw 
the ac equivalent circuit. This is done by replacing all the capacitors with short 
circuits and reducing d.c. supply voltages to zero. A.C. equivalent circuit for 
common source amplifier is given in Fig. 10.33.

–g Vm in

rd RD
RL

Vin RG

G

S

ID D

Vout

Fig. 10.33 A.C. equivalent circuit for common source JFET amplifier

Input Resistance In an ideal JFET Rgs is infinite because IG = 0. However, in 
actual device Rgs is not infinite but extremely high (100 MW or so) in comparison 
to RG. Thus, input resistance

  Rin = RG || Rgs = RG (10.50)

Output Resistance Looking into the drain and source terminals, the large drain 
resistance rd is seen. Thus,

  Zd = rd (10.51)
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 Zd is the device output impedance; the circuit output impedance is RD in 
parallel with Zd, so

  Zout = RD || Zd = RD || rd (10.52)

 Since usually rd >> RD, the circuit output impedance is taken to be RD.

Voltage Gain Output voltage,

  Vout = ID (rd || RD || RL)

   = – gm Vin (rd || RD || RL)   ID = – gm vin

and voltage gain,

  AV =   
Vout ____ 
Vin

   = – gm (rd || RD || RL) (10.53)

usually rd >> RD || RL

 So voltage gain,

  AV = – gm (RD || RL) (10.54)

 The minus sign indicates that output voltage Vout is 180° out of phase with 
input voltage Vin.

10.14 COMMON DRAIN JFET AMPLIFIER,
 OR SOURCE FOLLOWER

In the common drain circuit (also called the  source follower), the output voltage 
is developed across source resistor RS. External load resistor RL is connected 
to FET source terminal S through coupling capacitor C2, and gate bias voltage 
VG is derived from VDD by means of potential divider R1 and R2. No resistor 
is connected in series with the drain terminal, and no source bypass capacitor 
is used. The input signal is applied to the gate through coupling capacitor C1 
(Fig. 10.34).

Signal
C1

+VDDID

DR1

G

Vout

Vin

RS RLR2

Vgs

VG

VS

C2
S

+

– –

+

E
xt

er
na

l
lo

ad

Fig. 10.34 Common drain amplifier circuit
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 For understanding the operation of the common drain circuit, note that 
gate voltage VG is a constant quantity, as in any potential divider bias circuit. 
When a signal is applied to the FET gate through C1, gate voltage increases 
and decreases as the input signal goes positive and negative respectively. Also 
Vgs remains substantially constant, therefore, the source voltage VS increases or 
decreases with the increase or decrease in gate voltage. Since the FET source is 
the output terminal, it is seen that the output voltage from a common drain circuit 
is approximately the same as the input voltage. Thus, the common drain circuit 
can be said to have approximately unity gain. Because the output voltage at the 
FET source terminal follows variations in the signal voltage applied to the gate, 
the common drain circuit is also known as a source follower.

 The common drain a.c. equivalent circuit is shown in Fig. 10.35. The current 
generator is gm Vgs where Vgs = Vin – Vout. Moreover RG = R1 || R2.

  Vout = ID (rd || RS || RL) where ID = gm Vgs

or  Vout = gm Vgs (rd || RS || RL)

and  Vin = Vgs + Vout

   = Vgs + Vgs gm (rd || RS || RL)  Vgs = Vin – Vout

 Voltage gain

  Av =   
Vout ____ 
Vin

   =   
gm (rd || RS || RL)

  _________________  
1 + gm (rd || RS || RL)

  

 Normally rd >> RS || RL

\  Av =   
gm (RS || RL)

  _____________  
1 + gm (RS || RL)

   (10.55)

 If gm (RS || RL) >> 1 then Av = 1

 So value of voltage gain becomes approximately equal to unity (slightly less 
than unity).

VoutVin RLrd RS
g Vm gs

IDSRgsG

D

+

––

+
Vgs

R R1 2||

Fig. 10.35 A.C. equivanelnt circuir for common drain JFET amplifier

Input Resistance The circuit input impedance is

  RG = R1 || R2.
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Output Resistance In a common drain circuit, any variation in output voltage Vout 
affects upon the gate-source voltage Vgs and Vgs is given as

  Vgs = Vout ×   
Rgs
 _____________  

(RS || RG) + Rgs
  

 Normally Rgs >> RS || RG,

so  Vgs = Vout

and  ID = gm Vgs

 Also ZS =   
Vout ____ 
ID

   =   
Vgs
 ______ 

gm Vgs
   =   1 ___ gm

   (10.56)

 Actually, rd is in parallel with   1 ___ gm
  , but since rd >>   1 ___ gm

  , it is neglected, RS is 

the output impedance of the device. The circuit output impedance

  Zout = RS ||   
1 ___ gm

   (10.57)

10.15 COMMON GATE JFET AMPLIFIER

The circuit of a simple common gate amplifier is shown in Fig. 10.36 and its ac 
equivalent circuit is shown in Fig. 10.37. In this amplifier circuit, input signal is 
applied to the source terminal S and output is taken from the drain terminal D, 
as illustrated in Fig. 10.36. The gate is grounded and external load resistor RL is 
connected to the drain terminal D through coupling capacitor C2.

Signal

Vin C1

S D RD
+VDD

Vout

C2GRS RL

Fig. 10.36 Common gate amplifier circuit

VoutVin

–

++

–

IDIinS

RS

G

D

G

RD RLrd
Rgs

g Vm gs

Fig. 10.37 A.C. equivalent circuit for common gate JFET amplifier
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 In a.c. equivalent circuit, current source is connected between drain and 
source terminals, as usual. However, since source and drain are the input and 
output terminals respectively, gm Vgs appears between the input and output.

Input Impedance Ignoring current through RS and Rgs, the input current

  Iin = ID = gm Vgs = gm Vin

 So input impedance of FET,

  ZS =   
Vin ___ 
Iin

   =   
Vin _____ 

gm Vin
   =   1 ___ gm

   (10.58)

 The input impedance of the circuit is ZS || RS. So

  Zin =   1 ___ gm
   || RS (10.59)

 Actually speaking rd and RD are also involved in Zin but their effect is 
negligible.

Output Impedance The output of a common gate circuit is taken from the drain 
terminal, just as in the case of a common source circuit. So the output impedance 
at the drain terminal is

  Zd = rd (10.60)

 Again this equation gives the impedance looking into the device drain 
terminal. The circuit output impedance

  Zout = RD || Zd = RD || rd (10.61)

  Vout = ID (rd || RD || RL) where ID = gm Vgs

   = gm Vgs (rd || RD || RL)

   = gm Vin (rd || RD || RL) (10.62)

 Vgs = Vin

 Voltage gain,

  Av =   
Vout ____ 
Vin

   = gm (rd || RD || RL) (10.63)

 Usually rd >> RD || RL

 So Av = gm (RD || RL) (10.64)

 The above equation for voltage gain is the same as that in case of a common 
source circuit (Eq. (10.54)) except that there is no minus sign. It means that 
output voltage and input voltage are in phase.
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10.16 APPLICATIONS OF FETS

FET has a very high input impedance (100 MW in case of JFETs and 104 to 109 
MW in case of MOSFETs), the major shortcomings of an ordinary transistor i.e., 
low input impedance with consequent loading of signal source is eliminated in 
FET. Hence FET is an ideal device for use in almost every application in which 
transistors can be used.

 1. FETs are widely used as input amplifiers in oscilloscopes, electronic 
voltmeters and other measuring and testing equipment because of their 
high input impedance.

 2. FETs are used in RF amplifiers in FM tuners and communication 
equipments for the low noise level.

 3. FETs are used as voltage variable resistors (VVRs) in operational amplifiers 
and tone controllers etc. because it is a voltage controlled device.

 4. FETs are used in mixer circuits in FM and TV receivers and communication 
equipments because of their low intermodulation distortion.

 5. FETs are used in low frequency amplifiers in hearing aids and inductive 
transducers because of the small coupling capacitors.

 6. FETs are used in digital circuits in computers, LSI and memory circuits 
because of very small size.

10.17 MOSFET

In the previous sections, we examined the junction field effect transistor (JFET), 
of which there is only a depletion type. We now look at the other family, the 
 MOSFET, in which, there are two types. Also known as the insulated – gate FET 
and IGFET, the MOSFET derives its name from the fact that its metal gate is 
insulated by a very thin oxide layer from the semiconductor channel (Note the 
underlined letters)

10.17.1 The Depletion MOSFET

As shown by the diagram in Fig. 10.38, there is no P-N junction between gate and 
channel but rather a capacitor, consisting of the metal gate, contact, a dielectric 
of silicon dioxide and the channel. It is this construction which accounts for the 
very large input resistance of 1010 to 1015 ohms and is the major difference from 
the JFET.

 The symbol clearly shows the gate insulated from the channel. Some 
manufacturers internally connect the bulk to the source, but there are times 
when a circuit requires the two to be separated. An N-channel MOSFET 
is shown in Fig. 10.38. The symbol clearly shows where the P-N junction is 
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located. (A P-channel would have the arrow reversed). The drain characteristics 
and transfer curve for the  depletion MOSFET are shown in Fig. 10.39. When 
VGS = 0 V, a significant current flows for a given VDS (like the JFET). When the 
gate (one plate of the capacitor) is made negative, the other plate, the channel, 
has a positive charge induced in it opposite the gate. This serves to deplete the 
channel of majority carriers (electrons) so the conductivity decreases, giving rise 
to characteristic curves like the JFET. However, unlike the JFET, there is no P-N 
junction to keep reverse biased, so the gate is allowed to be made positive. Under 
this condition, a negative charge is induced in the channel, thereby increasing 
carriers and enhancing current flow.

Fig. 10.38 Depletion type of MOSFET and alternative symbols for N-channel

+2 V

+1 V

VGS = 0 V

– 1 V
– 2 V

VDS30 V20 V10 V
0

5

10

ID, mA

(a)

–2 –1 0 1 2

5

Depletion Enhancement

ID, mA

VDS = 20 V

VGS

(b)

Fig. 10.39 (a) Drain characteristics for a depletion-type MOSFET; (b) transfer curve for a 
depletion MOSFET showing how depletion and enhancement operation is possible
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 Thus, this device can be operated in depletion and enhancement modes, 
although it is termed a depletion type to differentiate it from the second MOSFET 
type that can only work in the enhancement mode (A JFET is inherently a 
depletion type, but since no enhancement JFET is available, no distinction is 
necessary).

 The depletion MOSFET can thus be operated at zero bias in an amplifier 
with no change in input resistance on the positive and negative excursions of the 
input signal voltage.

10.17.2 The Enhancement MOSFET

The  enhancement MOSFET differs from the depletion type in that no continuous 
channel exists between source and drain, with the result that no current flows at 
zero gate voltage. The symbol’s “broken channel” represents this condition, as 
can be seen in Fig. 10.40.

Fig. 10.40 Enhancement type of MOSFET with positive gate voltage inducing a channel 

 The only way in which current can flow from source to drain is for a positive 
voltage on the gate to induce a channel by drawing the minority carrier electrons 
in the P-type bulk into a concentrated layer. As can be seen by the transfer 
characteristics in Fig. 10.41, a minimum or threshold gate voltage is required 
before drain current will flow.

 This type of FET is very useful in switching applications, since no gate 
voltage is required to hold it off, and when the device is to be switched on, the 
application of the same polarity as the drain will achieve this condition. Also, the 
threshold voltage provides some “noise immunity” to prevent false switching.
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10.18 COMPARISON BETWEEN NMOS AND PMOS

 1. P-channel is much easier and cheaper to produce than the N-channel 
device.

 2. The drain resistance of P-channel MOSFET is three times higher than 
that of an identical N-channel device.

 3. The N-channel MOSFET is smaller for the same complexity than the 
P-channel MOSFET.

 4. The N-channel MOSFET has the higher packing density which makes it 
faster in switching applications due to the smaller junction areas and low 
inherent capacitances.

 5. A P-channel MOSFET occupies a larger area than the N-channel MOSFET 
for the given drain current rating. This is because the electron mobility is 
2.5 times the mobility of a hole.

 6. The N-channel MOSFET has higher false turn-on possibility than the 
P-channel device because of the positively charged contaminants.

MOSFET Handling Caution MOSFETs are delicate devices and can get readily 
destroyed. So they are to be handled carefully. Furthermore, they should never 
be connected or disconnected while the power is ON. Finally, before picking 
up a MOSFET device, get your body grounded by touching the chasis of the 
equipment you are working on.

10.19 COMPARISON BETWEEN JFETS AND MOSFETS

JFETs and MOSFETs are quite similar in their operation principles and in their 
electrical characteristics. However, they differ in certain aspects, as detailed 
below on next page:

0 1 2 3 4
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ID
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Threshold
voltage

ID
mA
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0
10 V 20 V
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+4 V

+5 V

VGS = +6 V

Fig. 10.41 Typical drain characteristics and transfer curve for an N-channel
enhancement type of MOSFET
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 1. In MOSFETs (D-MOSFETs as well as E-MOSFETs), the transverse 
electric field induced across an insulating layer deposited on the 
semiconductor material controls the conductivity of the channel whereas 
in the JFETs the transverse electric field across the reverse biased P-N 
junction controls the conductivity of the channel.

 2. JFETs can only be operated in the depletion mode whereas MOSFETs 
can be operated in either depletion or in enhancement mode. In a JFET, 
if the gate is forward biased, excess-carrier injunction occurs and the gate 
current is substantial. Thus channel conductance is enhanced to some 
degree due to excess carriers but the device is never operated with gate 
forward biased because gate current is undesirable.

 3. MOSFETs have input impedance much higher than that of JFETs because 
of small leakage currents. The input impedance of the MOSFET is of the 
order of 1010 to 1015 W whereas the input impedance of JFET is of the 
order of 108 W.

 4. JFETs have characteristic curves more flatter than those of MOSFETs 
indicating a higher drain resistance.

  The drain resistance of a JFET is of the order of 105 to 106 Wwhereas the 
drain resistance of a MOSFET is of the order of 1 to 50 kW.

 5. MOSFET is very susceptible to overload voltage and needs special 
handling during installation. It may get damaged easily if not properly 
handled.

 6. Capacitive effects may be considerably lower in dual gate MOSFETs.

 7. Special digital CMOS circuits are available which involve near zero 
power dissipation and very low voltage and current requirements. This 
makes them most suitable for portable systems.

 8. When JFET is operated with a reverse bias on the junction, the gate current 
IG is larger than it would be in a comparable MOSFET. The current caused 
by minority carrier extraction across a reverse biased junction is greater, 
per unit area, than the leakage current that is supported by the oxide layer 
in a MOSFET. Thus MOSFET devices are more useful in electrometer 
application than are the JFETs.

 For the above reasons, and also because MOSFETs are somewhat easier to 
manufacture, they are more widely used than are the JFETs.

 Table 10.1 shows comparison between the parameters of JFETs and 
MOSFETs.
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Table 10.1 Comparison of JFETs amd MOSFETs

 JFET  MOSFET

 gfs  1000 to 25,000 mmhos  1000 to 20,000 mmhos

 rd  0.1 to 1 M ohm  1 to 50 K ohms

 IGSS  0.1 to 10 nA  0.1 to 10 pA

 rgs  > 109 ohms  > 1013 ohms

 Crss  1 to 4 pF  0.005 to 1 pF

 In Table 10.1, gfs is the transconductance (similar to the mutual conductance 
gm of a tube), given by 

  gfs =   
DID _____ 

DVGS
  ,

VDS being held constant (usually 15 V) and VGS = 0 V

 We know (as in case of JFET), the device is controlled by a reverse biased 
P-N junction (i.e. gate and source). Thus the gate current (which determines the 
input resistance of the FET) is understandally small. The gate cut-off current is 
represented by IGSS and for a JFET is a few nanoamperes and a few pico-amperes 
(~ 10– 12 A) for a MOSFET. In Table 10.1 rgs represents the input resistance from 
gate to source and is also referred to as the gate-to-source leakage resistance)

  rgs =   
VGS ____ 
IGSS

  

(usually at VGS = – 15 V and VDS = 0)

 rd is the drain resistance (similar to plate-resistance of a tube) and is defined 
as

  rd =   
DVDS _____ 
DID

  ,

VGS held constant (usually at VGS = 0)

10.20 SILICON CONTROLLED RECTIFIER

The  silicon controlled rectifier (SCR) is a three terminal semiconductor switching 
device which is probably the most important circuit element after the diode and 
the transistor. Invented in 1957, an SCR can be used as a controlled switch to 
perform various functions such as rectification, inversion and regulation of power 
flow. The SCR is a unidirectional power switch and is being extensively used in 
switching d.c. and a.c., rectifying a.c. (to give controlled d.c. output), converting d.c. 
into ac etc. Thus, SCR has assumed paramount importance in electronics because 
it can be produced in versions to handle currents up to several thousand amperes 
and voltages up to more than 1 kV.
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 A SCR is a semiconductor device that acts as a true electronic switch. It can 
change alternating current into direct current and at the same time can control the 
amount of power fed to the load. Thus SCR combines the features of a rectifier 
and a transistor. It got its name because it is a silicon device and is used as a 
rectifier and that, rectification can be controlled.

Why not Germanium Controlled Rectifier?

The device is made of Si because leakage current in silicon is very small as 
compared to Ge. Since the device is used as a switch, it will carry leakage current 
in the off condition which should be as small as possible.

10.20.1 Construction

It is a four layered device shown in Fig. 10.42, having a cathode, an anode and 
a control gate. It provides current only in one direction and hence it can be 
described as unidirectional, reverse-blocking thyristor. [Thyristors are those solid 
state devices which have two or more junctions and can be switched from ON 
to OFF or from OFF to ON, i.e., between two conducting states]. The SCR can 
be switched from OFF to ON states by a positive trigger pulse of right character 
applied to the gate.
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P2

N1

P1

J1

J2

J3

Gate

Anode A

Cathode K

(a) (b)

Fig. 10.42 Silicon controlled rectifier (SCR): (a) structure; (b) symbol

10.20.2 Operation

The operation of the SCR may be explained by considering it to be divided into 
two parts, each being a transistor: a PNP transistor T1 and another NPN transistor 
T2 as shown in Fig. 10.43(a). Figure 10.43(b) shows its electrical equivalent 
circuit.

 First, let it be assumed that the gate terminal G is not connected anywhere 
and the gate current IG is zero. A voltage supply VSS is connected in series 
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with a protecting resistor R between the anode and the cathode, as shown in 
Fig. 10.43(b). The junctions J1 and J3 are forward biased and the junction J2 is 
reverse biased by the applied voltage VSS. This biasing of the junctions is just 
correct for the operation of the two transistors T1 and T2. The collector-currents 
of the two transistors are then given by

  IC1 = a1 I + ICO1

and  IC2 = a2 I + ICO2 (10.65)

where a and ICO are the current gain and collector reverse saturation current 
respectively, pertaining to the two transistors.

 The total current I in the anode terminal is then given by

  I = IC1 + IC2 = (a1 + a2) I + ICO1 + ICO2

  I =   
ICO1 + ICO2  ___________  

1 – (a1 + a2)
   (10.66)

 Though for an ordinary transistor, the value of a is very near to but less than 
unity but the SCR is designed so that (a1 + a2) is maintained less than unity for 
normal voltages between anode and cathode, and gate open circuited; the values 
of a1 and a2 being individually less than 0.5. It is the characteristic property of 
silicon junctions that the value of a in such junctions is quite small (less than 
0.5) at very small current levels, and it increases as the current level is increased. 
Such property is not exhibited by germanium and, hence, the controlled rectifiers 
are always made of silicon.

 The volt-ampere characteristic of a SCR for IG = 0 is shown in 
Fig. 10.44(a).

 At low currents in the region OA of the curves, the value of (a1 + a2) < 1 
and junction J2 behaves as a reverse bias P-N junction. As the applied voltage 

Fig. 10.43 SCR equivalent circuit
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V is increased, the current slowly increases and the value of (a1 + a2) also 
goes on increasing till it becomes unity at point B corresponding to the voltage 
VBO, called the breakover or  triggering voltage and current is IH. The current 
I increases enormously, so that in practice the current is limited only by the 
protecting resistance R in the external circuit. The junction J2 also becomes 
forward biased with the result that the whole device behaves as a forward-biased 
PN junction. This part of operation described by region CD in the figure, is 
associated with high current and low voltage drop.

 Once the SCR is fired to bring it in its ‘ON’ condition, the conduction can 
be stopped only by reducing the current below the value IH called the  holding 
current. As soon as the current falls below this value, conduction ceases and the 
operating point goes directly from C to O as indicated.

 In the above discussion, the effect of the gate current IG was not taken into 
account. Now, suppose that the supply voltage VSS is less than that needed to 
fire the SCR. If a gate current IG is now supplied, the junction J3 becomes more 
forward biased, and it is possible that the value of a2 increases to such an extent 
so as to satisfy the condition a1 + a2 = 1. The SCR would then fire even with 
much lower anode voltage by merely introducing small amount of the gate 
current IG. This is the principle on which the operation of SCR is based upon. 
The additional base current IG is effective in raising a2 independently of the 
applied voltage V. As shown in Fig. 10.44(b) higher the value of the triggering 
gate current IG, the lower is the value of applied voltage V at which breakover 
occurs.

 Once the SCR has fired, the gate losses its controlling action and the SCR 
cannot be turned off by gate signals. The only way to bring the SCR back to 
its normal OFF condition is to reduce the anode voltage sufficiently for anode 
current to drop below the holding current IH.

 The four-layer devices, which have a control mechanism, are commonly 
referred to as thyristors. However, the term is most frequently applied to SCR’s. 
(Note that SCR has a gate terminal for control purposes)
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Fig. 10.44 Volt-ampere characteristic of a SCR for (a) IG = 0, (b) Varying value of IG;
IG1 < IG2 < IG3 < IG4
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 SCR’s find application in regulated power supplies, time-delay circuits, 
motor controls, inverters, battery chargers, heater controls and phase controls.

Questions
 10.1 Describe the construction and working of UJT. Also draw its 

characteristics.

 10.2 Describe the principle of operation of UJT. Describe the intrinsic stand-
off ratio with regard to UJT.

 10.3 Explain the working principle of UJT. Also explain why UJT has a 
negative resistance region.

 10.4 Explain the working of a UJT relaxation oscillator and derive an expression 
for frequency of oscillations.

 10.5 With the help of neat diagram, describe the construction and operation of 
a JFET.

 10.6 Describe construction, working and characteristics of N-channel JFET.

 10.7 State the advantages of FET over BJT.

 10.8 Prove that the transconductance gm of a JFET is given by

   gm =   2 ____ 
|VP|

    ÷ 
_______

 IDS IDSS  

  where VP = pinch-off voltage, IDS = drain current IDSS = maximum IDS 
corresponding to VGS = 0 V.

 10.9 Define transconductance (gm), output resistance (rp) and gain of a FET 
and derive the relation between them.

 10.10 Explain the meaning of pinch-off voltage in a JFET. How does the current 
flow in a JFET after pinch-off?

 10.11 Discuss the three configuration of FET biasing and explain any one in 
detail.

 10.12 Sketch and explain the small-signal model of an FET (i) at low frequencies 
and (ii) at high frequencies.

 10.13 Draw the basic structure of an N-channel JFET. Draw and explain the 
drain characteristics qualitatively.

 10.14 Explain the four distinct regions of the output characteristics of a JFET.

 10.15 Explain the difference between enhancement and depletion type 
MOSFETs.

 10.16 Draw and label cross-sectional view of depletion and enhancement type 
MOSFETs. Draw the drain characteristics of both.

 10.17 Give a comparison between NMOS and PMOS.

 10.18 Give a comparison between JFETs and MOSFETs.
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 10.19 Explain the concept of dc load line and bias point on FET 
characteristics.

 10.20 By drawing suitable diagrams, explain the construction and working of a 
silicon controlled rectifier.

 10.21 Draw two transistor model of an SCR and explain its turn-on 
mechanism.

 10.22 Draw V-I characteristics of SCR and explain its modes of operation.

 10.23 Write short notes on:

 (i) SCR

 (ii) Operation of UJT

 10.24 BJTs are current operated devices, while FETs are voltage operated. 
Explain.



Modulation and
Demodulation11

11.1 INTRODUCTION

The speech or music consists of a series of compressions and rarefactions. When 
a speech or particular music is to be broadcast, the compressions and rarefactions, 
of which the speech or music is composed of, are translated into a tiny varying 
electric current with the help of a crystal microphone. The frequency of variations 
of the electric current produced so lies in the audio range and therefore, it is 
known as audio frequency signal. This low frequency signal is fed to an amplifier, 
called the audio frequency amplifier, so that its strength is raised to the desired 
level. At audio frequencies (15 Hz – 20 kHz), the signal power is very small and 
therefore, cannot be fed to the antenna for communication purpose. The radiation 
of electrical energy is possible only at high frequencies (exceeding 20 kHz). The 
high frequency signals can be transmitted over long distances (say thousands of 
kilometers) with comparatively small power. Apparently, for proper transmission 
of intelligence, some means must be devised which will permit transmission to 
occur at high frequencies while it simultaneously allows carrying the intelligence 
contained in the audio frequency signals. This is achieved by superimposing 
electrical audio signal on a high frequency wave called the carrier wave (carrier 
wave is high frequency undamped radio wave generated by the radio frequency 
oscillators). The resulting modulated wave (audio frequency signal superimposed 
on carrier wave) inherits all the characteristics of the audio signal. The process of 
superimposition of audio signal over the carrier wave is called the  modulation. 
After modulation this wave can be fed to the antenna and the intelligence can be 
transmitted over a long distance. The carrier waves are of constant frequency and 
travel through space with a velocity of light i.e., 3 × 108 m/s.

 The modulated wave i.e., audio frequency signal superimposed upon the 
carrier wave radiated out from the transmitter antenna after travelling through 
space strikes the receiving aerial at the receiving end and enters the receiver which 
separates the audio frequency signal from carrier wave. The audio frequency 
signal is converted back into the sound wave. The process of separating audio 
frequency signal from radio frequency carrier wave is known as  detection or 



11.2 An Introduction to Electronics

 demodulation. The detection or demodulation of radio frequency modulated wave 
is essential before it is allowed to pass through the headphones or loudspeakers as 
high frequency currents have no effect on any ordinary sound producing device. 
Radio frequency current produces no effect on the human ear too.

11.2 MODULATION

Any wave has three significant characteristics viz., amplitude, frequency and 
phase, and modulation is a process of impressing information to be transmitted 
on a high frequency wave, called the carrier wave, by changing its one of the 
characteristics (amplitude, frequency or phase angle).

 Modulation may also be defined as the process of altering some characteristic 
(amplitude, frequency or phase angle) of the carrier wave in accordance with the 
instantaneous value of some other wave called the  modulating wave.

11.2.1 Carrier Wave

 Carrier wave is a high frequency, constant amplitude, constant frequency and 
non-interrupted wave generated by radio frequency oscillators. These waves 
are inaudible i.e., by themselves they are not able to produce any sound in the 
loudspeaker. As their name indicates, their function is to carry the audio or video 
signal from transmitting station to the receiving station. The resulting wave (audio 
signal superimposed on the carrier wave) is called the  modulated wave.

11.2.2 Need for Modulation

Low frequency signals cannot be transmitted over long distances if radiated 
directly into the space. This is because of the following hurdles:

 1. Short Operating Range The energy of any wave depends on its 
frequency—the larger the frequency of the wave, the greater the energy 
associated with it. Obviously the audio signal having small frequency and 
consequently small power cannot be transmitted over long distance when 
radiated directly into the space. However, modulated wave (audio signal 
with high frequency) can be transmitted over long distances.

 2. Poor Radiation Efficiency At audio frequencies radiation is not 
practicable as efficiency of radiation is poor. However, electrical energy 
can be radiated efficiently at high frequencies (above 20 kHz).

 3. Mutual Interference If low frequency signals are transmitted directly 
from different sources, all of them would be mixed up and completely 
blanket the air. However, by modulation, different messages of different 
frequency levels can be transmitted simultaneously without any interfer-
ence.
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 4. Huge Antenna Requirement For efficient radiation of a signal, the 
length of transmitting and receiving antenna should be at least one quarter 
wavelength i.e.,

   l =   1 __ 
4
   wavelength =   1 __ 

4
     

Velocity
  ________________  

frequency in Hz, f
   metres

    =   
  1 __ 
4
   × 3 × 108

 __________ 
f
   =   75 × 106

 ________ 
f
   metres

 Thus, for transmitting a signal of frequency 2 kHz, an antenna of length 
37.5 km will be required, practically impossible. On the other hand, for 
transmitting a signal of frequency 2 MHz, an antenna of about 37.5 metres would 
be required which can be easily constructed.

 The carrier wave alone also cannot be employed for transmission of 
message, through it has high frequency and enormous energy. The reason is 
that an unmodulated carrier wave has all of its parameters constant (constant 
amplitude, constant frequency and constant phase relationship with respect to 
some reference) while any message has changing quantities.

 Hence, the solution lies in modulation that enables a low frequency signal 
transmission over long distances through space with the help of a high frequency 
carrier wave. These carrier waves need reasonably sized antenna and produce no 
interference with other transmitters operating in the same area.

11.2.3 Types of Modulation

The sinusoidal carrier wave may be represented as

  vc = Vc sin (wct + q) = Vc sin (2pfct + q)

where Vc is the maximum value, fc is the frequency and q is the phase relation 
w.r.t. some reference of the carrier wave. Since there are three variables (viz. 
amplitude, frequency and phase) in the above equation, there are three types 
of sine-wave modulations known as amplitude modulation (AM), frequency 
modulation (FM) and phase modulation (PM).

 In  amplitude modulation, the amplitude of the carrier wave is varied in 
accordance with the modulating signal, keeping the frequency and phase of the 
carrier wave unchanged.

 In  phase modulation, the phase of the carrier wave is varied in accordance 
with the modulating signal, keeping the amplitude and frequency of the carrier 
wave unchanged.

 However, the modulation may also be classified, according to the nature of 
carrier wave, into continuous wave modulation and pulse modulation.
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 In India, amplitude modulation and frequency modulation are employed 
in radio broadcasting while in television transmission frequency modulation is 
employed for audio signals and amplitude modulation for video signals. Hence, 
here our discussion will be limited to the amplitude and frequency modulations.

 1. Continuous Wave Modulation When the carrier wave is continuous in 
nature, the modulation process is called the continuous wave modulation 
or analog modulation. Amplitude modulation and angle modulation 
(frequency modulation and phase modulation) fall under this category.

 2. Pulse Modulation When the carrier wave is a pulse-type waveform, 
the modulation process is referred to as  pulse modulation. In pulse 
modulation, the carrier wave consists of a periodic sequence of rectangular 
pulses. Pulse modulation may be of an analog or digital-type.

 In analog pulse modulation, the amplitude, duration, or position of a pulse is 
varied in accordance with sample values of the message signal. The analog pulse 
modulation, therefore, may be of three types viz., pulse-amplitude modulation 
(PAM), pulse-duration modulation (PDM) and pulse-position modulation 
(PPM).

 On the other hand, the digital form of pulse modulation is known as  pulse-
code modulation (PCM).

11.3 AMPLITUDE MODULATION

The process of varying amplitude of the high frequency or carrier wave in 
accordance with the intelligence (code, voice or music) to be transmitted, 
keeping the frequency and the phase of the carrier wave unchanged, is known as 
the amplitude modulation. In this process the modulating signal (intelligence) is 
superimposed upon the radio frequency carrier by applying both to a nonlinear 
impedance (e.g. the modulator). The principle of amplitude modulation is 
illustrated in Fig. 11.1. In this process, the amplitudes of both positive and 
negative half cycles of carrier wave are varied in accordance with the intelligence. 
The carrier then consists of sine waves whose amplitudes follow the amplitude 
variations of the modulating wave. The carrier is contained in an envelope 
formed by the modulating wave. From Fig. 11.1, it is obvious that the amplitude 
variations of the carrier wave is at the signal frequency and the frequency of the 
amplitude modulated wave is the same as that of the carrier wave.

11.3.1 Analysis and Frequency Spectrum of Amplitude
 Modulated Carrier Wave

Let the carrier and modulating voltage waves be represented as

  vc = Vc sin wct (11.1)

and  vm = Vm sin wmt (11.2)



Modulation and Demodulation 11.5

where vc, Vc and wc are the instantaneous value, peak value and angular velocity 
of the carrier and vm, Vm and wm are the instantaneous value, maximum value and 
angular velocity of the modulating signal. Phase angle has been ignored in both 
equations as it remains unchanged in amplitude modulation process.

 The amplitude of the carrier wave varies at a modulating signal frequency fm. 
The amplitude of amplitude modulated wave is given as

  A = Vc + vm = Vc + Vm sin wmt = Vc  [ 1 +   
Vm ___ 
Vc

   sin wmt ] 
   = Vc (1 + m sin wmt) (11.3)

where m is the ratio of peak values of modulating signal and carrier wave and is 
known as  modulation index. Its value is restricted between zero and unity.

 The instantaneous value of amplitude modulated wave is given by the 
following equation

  v = A sin wct

   = Vc (1 + m sin wmt) sin wct

   = Vc sin wct + mVc (sin wmt sin wct)

   = Vc sin wct +   
mVc ____ 

2
   cos (wc – wm) t –   

mVc ____ 
2
   cos (wc + wm) t (11.4)

(a) Modulating signal

(b) Carrier wave

(c) Amplitude modulated wave

Fig. 11.1 Principle of amplitude modulation
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 Inspection of Eq. (11.4) reveals that the amplitude modulated wave is 

equivalent to the summation of three sinusoid: one having amplitude Vc and 

frequency   
wc ___ 
2p

  , the second having amplitude   
mVc ____ 

2
   and frequency   

wc – wm _______ 
2p

   and 

the third having amplitude   
mVc ____ 

2
   and frequency   

wc + wm _______ 
2p

  . In practical radio 

transmission, wc may be many times greater than wm. Hence the frequency of 
the second and third terms on the right hand side of Eq. (11.4) is generally 
close to the carrier frequency. Figure 11.3 represents this situation graphically 
on the frequency-spectrum plot. The frequency components contained in the 
amplitude-modulated wave are shown by vertical lines approximately located 
along the frequency axis. The height of each vertical line is drawn in proportion 

to its amplitude. The lower frequency component   
wc – wm _______ 

2p
   is called the lower 

side frequency. The upper frequency component   
wc + wm _______ 

2p
   is called the upper 

side frequency. The amplitude of each side frequency is   
mVc ____ 

2
  . The amplitude 

of sideband frequencies can never exceed half the carrier amplitude because 
m >/ 1.

Fig. 11.2
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 Hence it can be concluded that during the process of amplitude modulation
 (i) the original carrier frequency is not altered but two new frequencies

   
wc + wm _______ 

2p
   and   

wc – wm _______ 
2p

  , known as sideband frequencies, are produced.

   
wc + wm _______ 

2p
   is termed the upper sideband (USB) and   

wc – wm _______ 
2p

   is termed as 

the lower sideband (LSB). For example, if the carrier is of 1 MHz and the 
signal is of 2 kHz then the modulated signal contains carrier of 1 MHz 
and upper sideband of 1,002 kHz and lower sideband of 998 kHz.

 (ii) the carrier voltage component does not transmit any information because 

the signal frequency   
wm ___ 
2p

   is contained in sidebands only which is evident 

from Fig. 11.2(b).

 (iii) in amplitude modulated wave the bandwidth is from   
wc – wm _______ 

2p
   to 

    
wc + wm _______ 

2p
   i.e.,   

2wm ____ 
2p

   or twice the signal frequency. For example, if the 

frequency of modulating signal is 2 kHz, the total bandwidth of the 
modulated wave is 4 kHz, and this bandwidth must be passed by all 
transmitting and receiving circuits. When a carrier wave is amplitude 
modulated by a single frequency, two sideband frequencies are produced. 
When a modulating signal consists of more than one frequency, two 
sideband frequencies are produced. When a modulating signal consists 
of more than one frequency, two sideband frequencies are produced by 
every frequency. If the modulating signal contains two frequencies, four 
side band frequencies are produced, i.e., two upper side and two lower 
sideband frequencies.

 The number of sideband frequencies higher than the carrier frequency are the 
same as the number of frequencies lower than it. All the sideband frequencies 
above the carrier frequency make up the USB and all those below the carrier 
frequency forms the LSB. The frequencies in the USB represent the sum of 
the individual modulating frequencies and the carrier frequency while those 
in LSB represent the difference between the modulating frequencies and the 
carrier frequency. The total bandwidth can be expressed in terms of the highest 
modulating frequency and is equal to twice this frequency.

11.3.2 Modulation Index (m)

The extent to which the amplitude of the carrier wave is varied by the modulating 
signal is called the  degree of amplitude modulation or  modulation index and is 
represented by m. Thus the ratio of change in amplitude of carrier wave to the 
amplitude of normal carrier wave is called the modulation index, m.
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i.e., m =   
Vm (amplitude change of carrier wave)

    _____________________________________________     
Vc (amplitude of normal or unmodulated carrier wave)

   (11.5)

 The modulation index is a number lying between 0 and 0.8. When it is 
expressed as percentage, then it is called the percentage modulation.

 The percentage modulation of a modulated carrier is determined by dividing 
the change in amplitude by the amplitude of the unmodulated carrier, multiplied 
by 100

i.e.,  % modulation =   
Vm ___ 
Vc

   × 100 (11.6)

 Modulation index may also be defined in terms of the values referred to the 
modulated carrier wave and is given as

  m =   
Vmax – Vmin __________ 
Vmax + Vmin

  

where Vmax and Vmin are the maximum and minimum values of the amplitude of 
the modulated carrier wave. This is worked out as below.

V
m

in
V

m
ax

–V
m

ax

Vc

Unmodulated
carrier

Crest

Modulated wave
(Modulation envelope)

Trough

V VC – min

Crest

Vm (= – )V Vmax c

Vc

Vmax Vc – Vm

Vc

–

Fig. 11.3 Amplitude modulated radio-frequency carrier wave

 Consider the modulated carrier wave shown in Fig. 11.3.

  2Vm = Vmax – Vmin

or  Vm =   
Vmax – Vmin __________ 

2
   (11.7)

and  Vc = Vmax – Vm

   = Vmax –   
Vmax – Vmin __________ 

2
   =   

Vmax + Vmin __________ 
2
   (11.8)
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 Dividing Eq. (11.7) by Eq. (11.8), we get

  m =   
Vm ___ 
Vc

   =   
Vmax – Vmin __________ 
Vmax + Vmin

   (11.9)

 For a sinusoidal modulating signal, where the modulation is symmetrical 
about the carrier, the modulation index is also given by the relations:

  m =   
Vmax – Vmin __________ 

2Vc
   =   

Vmax – Vc ________ 
Vc

   =   
Vc – Vmin ________ 

Vc
   (11.10)

 Amplitude modulated waves for different values of ‘m’ are shown in 
Fig. 11.4.

 (a) Case I Smallest value of m = 0 i.e., when the amplitude of the modulating 
signal is zero. It means that m = 0 for an unmodulated carrier wave.

 (b) When the signal amplitude is one-half of the carrier amplitude, as shown in 
Fig. 11.4(a). In this case, the amplitude of the carrier wave varies between 
1.5 A and 0.5 A where A is the amplitude of normal (or unmodulated) 
carrier wave.

  So the change in the amplitude of carrier

    = 1.5 A – A = 0.5 A

  and m =   0.5 A _____ 
A

   = 0.5 or 50%

  The carrier is said to be 50% modulated.

 (c) When the signal amplitude equals the carrier amplitude, as shown in 
Fig. 11.4(b). In this case, the amplitude of carrier wave varies between 
2 A and zero.

  So the change in the amplitude of carrier = 2 A – A = A

  and m =   A __ 
A

   = 1.0 or 100%

  The carrier wave is 100% modulated.

 (d) When the signal amplitude is more than that of the carrier. In such a case 
the modulation is called the over-modulation because m exceeds unity. In 
this case, the amplitude of the trough of the wave reaches zero amplitude 
and remains there for a finite time period, as illustrated in Fig. 11.4(c). 
Modulation in excess of 100% is undesirable because it produces 
severe distortion and interference, called spatter, in the transmitter 
output.

 Modulation index ‘m’ is a very important factor, as if determines the strength 
and quality of the transmitted signal. In an amplitude modulated wave, the signal 
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is contained in the variations of the carrier amplitude. When the carrier wave 
is modulated to a small degree (i.e. m << 1), the amount of carrier amplitude 
variation is small and, therefore, the audio signal transmitted is weak. With the 
increase in value of modulation index, the audio signal becomes stronger and 
stronger. But if m exceeds unity, severe distortion and interference are produced 
in the transmitter output. Maximum undistorted power of radio transmission is 
obtained for unity modulation index (i.e. m = 1).

(a) = 0.5 or 50%m

1.5 A

A

0.5 A

A

2 A

(b) = 1.0 or 100%m

A

2 A

(c) > 1 or over 100%m

Fig. 11.4 Degree of modulation
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11.3.3 Power Relations in Amplitude Modulated Wave

From Eq. (11.4) it is obvious that the carrier component of the amplitude modulated 
wave has the same amplitude as the unmodulated carrier. However, two sideband 
components are also present in the modulated wave. Thus, the modulated wave 
has more power than that had by the carrier wave before modulation. Now, total 
power in the modulated wave is given as

  Ptotal = Pcarrier + PLSB + PUSB (11.11)

 When an amplitude modulated wave is impressed upon some resistance (say 
antenna resistance) R then

  Pcarrier =   (   Vc/ ÷ 
__

 2  
 _____ 

R
   )  2  =   

 V c  
2 
 ___ 

2R
   (11.12)

 Each sideband has peak value of   m __ 
2
   Vc and rms value of   m __ 

2
     

Vc ___ 
 ÷ 

__
 2  
  . Hence power 

in each sideband

  PLSB = PUSB

   =   

  (   m __ 
2
     

Vc ___ 
 ÷ 

__
 2  
   )  2 
 ________ 

R
   =   

m2  V c  
2 
 _____ 

8R
  

   =   m
2

 ___ 
4
   .   

 V c  
2 
 ___ 

2R
  

   =   m
2

 ___ 
4
   Pcarrier (11.13)

 Substituting values of Pcarrier, PLSB and PUSB from Eqs. (11.12) and (11.13) 
in Eq. (11.11) we have

  Ptotal =   
 V c  

2 
 ___ 

2R
   +   m

2

 ___ 
4
   .   

 V c  
2 
 ___ 

2R
   +   m

2

 ___ 
4
   .   

 V c  
2 
 ___ 

2R
  

   =   
 V c  

2 
 ___ 

2R
    ( 1 +   m

2

 ___ 
2
   )  = Pcarrier  ( 1 +   m

2

 ___ 
2
   )  (11.14)

Conclusions

 1. From above Eq. (11.14) it is obvious that the maximum power in the 
amplitude modulated wave (without distortion) will occur for m = 1

  i.e., Ptotal = 1.5 Pcarrier when m = 1
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 2. The ratio of PSB and Ttotal is given as

     
PSB ____ 
Ptotal

   =   
  m

2

 ___ 
4
   . Pcarrier +   m

2

 ___ 
4
   . Pcarrier

   ____________________  

Pcarrier  [ 1 +   m
2

 ___ 
2
   ] 

   =   
  m

2

 ___ 
2
  
 ______ 

1 +   m
2

 ___ 
2
  

   (11.15)

  For m = 1,   
PSB ____ 
Ptotal

   =   1/2 ___ 
3/2

   =   1 __ 
3
  

  i.e., only one-third of the total power of the modulation wave is contained 
in the two sidebands and rest of the two-third power lies in the carrier 
component, which is of no use.

 3. In most applications, carrier is simultaneously modulation by several 
sinusoidal modulating signals. In such a case the total modulation index 
is given as

   mt =  ÷ 
________________

   m 1  
2  +  m 2  

2  +  m 3  
2  + …   (11.16)

 4. If Ic and It represent the rms values of unmodulated (or carrier) current 
and total modulated current and R is the resistance through which these 
current flow, then 

     
Ptotal ______ 

Pcarrier
   =   

 I t  
2  R

 ____ 
 I c  
2  R

   =   (   It __ 
Ic

   )  2  (11.17)

  But from Eq. (11.14), 

     
Ptotal ______ 

Pcarrier
   = 1 +   m

2

 ___ 
2
  

  So   [   It __ 
Ic

   ]  2  = 1 +   m
2

 ___ 
2
  

  or It = Ic  ÷ 
______

 1 +   m
2

 ___ 
2
     (11.18)

11.3.4 Limitations of Amplitude Modulation

Amplitude modulation suffers from the following drawbacks:

 1. Low Efficiency In amplitude modulation, useful power that lies in the 
sidebands, is quite small, so the efficiency of AM system is low.

 2. Limited Operating Range Transmitters employing amplitude 
modulation have small operating range. This is due to low efficiency. 
Hence information cannot be transmitted over long distances.
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 3. Noise Reception In case of AM, the reception is generally noisy. This 
is because a radio receiver cannot distinguish between the amplitude 
variations that represent noise and those contain the desired signal.

 4. Poor Audio Quality In order to attain high-fidelity reception, all audio 
frequencies up to 15 kHz must be reproduced and this necessitates the 
bandwidth of 30 kHz while the AM broadcasting stations are assigned 
bandwidth of only 10 kHz to minimize the interference from the adjacent 
broadcasting stations. Therefore, in AM broadcasting stations audio 
quality is usually poor.

Example 11.1 A sinusoidal carrier wave of frequency 1 MHz and amplitude 
100 V is amplitude modulated by a sinusoidal voltage of frequency 5 kHz 
producing 50% modulation. Calculate the frequency and amplitude of USB and 
LSB.

Solution Frequency of carrier,

  fc = 1 MHz or 1,000 kHz

 Frequency of modulating signal,

  fm = 5 kHz

 Modulation index,

  m = 50% or 0.5

 Lower sideband frequency

   = fc – fm

   = 1,000 – 5 = 995 kHz Ans.

 Upper sideband frequency

   = fc + fm

   = 1,000 + 5 = 1,005 kHz Ans.

 Amplitude of each sideband

   =   
mVC ____ 

2
   =   0.5 × 100 ________ 

2
  

   = 25 V Ans.

11.4 TYPES OF AMPLITUDE MODULATION

As already discussed in Section 11.3.1, one carrier and two sidebands are 
produced in AM generation. However, it is not essential that all these signals 
are transmitted to enable the receiver to reconstruct the original signal. One 
may attenuate or altogether remove the carrier or any of the sidebands without 
affecting the communication process.
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 Accordingly there are 3 possible suppressed component systems viz. DSBSC 
(double sideband suppressed carrier) system, SSBTC (single sideband transmitted 
carrier) system and SSBSC (single sideband suppressed carrier) system.

 In  DSBSC system, as its name indicates, 
carrier component is altogether removed resulting 
in saving of enormous amount of power. From 
Section 11.3.3, it is known that carrier signal 
contains two-third of total transmitted power for 
100% modulation.

 In  SSBTC system, one sideband is suppressed 
and the carrier and other sideband are transmitted, 
as shown in Fig. 11.5(b). In this case one-sixth 
of total transmitted power is saved for 100% 
modulation.

  SSBSC system consists in transmitting only 
one sideband and suppress the other sideband and 
the carrier, as shown in Fig. 11.5(c). It utilizes the 
fact that the intelligence or message is contained in 
each sideband and not in the carrier. Two sidebands 
being the exact images of each other, carry the 
same audio intelligence. Thus, all information 
is available in one sideband only, and one sideband along the carrier can be 
discarded with no loss of intelligence.

 However, for demodulation purpose at the receiving end, carrier is necessary. 
Hence in this system, carrier is re-inserted at the receiving end in proper phase, 
frequency and amplitude. The received sideband and the re-inserted carrier are 
then mixed in a demodulator to get back the original signal.

 The advantages of SSBSC (or SSB) system are given below:

 1. Smaller operating cost.

 2. 9 to 12 dB improvement in signal/noise power ratio in the reproduced 
output at the receiving end. This is because SSB signal has narrower 
bandwidth, therefore, a narrower passband is permissible within the 
receiver, thereby limiting the noise pick-up.

 3. Small sized power supply requirement—very important in a spacecraft.

 4. Half bandwidth per channel multiplexing twice as many channels in a 
given frequency range.

 5. 83.3% saving in total transmitted power.

 6. Removal of distortion due to selective fading.

 7. Reduction in carrier interference with other stations.

 8. Some privacy automatically provided.

(c) SSBSC System

fm fc f

f

ffm fc

(b) SSBTC System

(a) DSBSC System

fcfm

Fig. 11.5
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 Of course, the receiver for the SSB system gets complicated and the use of 
SSB system is, therefore, limited to radio telephony. The standard or double-
sideband full-carrier (DSBFC) transmission system is widely used in broadcasting 
because of its relative simplicity of its modulating equipment.

 There are various methods of suppressing carrier and one sideband. However, 
the carrier is suppressed always by employing some form of balanced modulator. 
For suppression of one sideband in SSB system, the following three methods are 
commonly employed.

 1. Filter method

 2. Phase shift method

 3. Weaver’s method

11.5 VESTIGIAL SIDEBAND (VSB) MODULATION
 SYSTEMS

A vestigial sideband modulation system is actually a compromise between 
DSBSC and SSB modulation systems. In other words, it can be said that it is 
an optimum choice in which the advantages of DSBSC and SSB modulation 
systems have been exploited.

 As a matter of fact, the generation of  VSB modulation signals is easier than 
other modulated signals such as conventional AM, DSBSC and SSB signals. Its 
bandwidth is only slightly higher (approximately 25%) than SSB signals but 
considerably less than DSBSC signals. SSB modulation is rather most suited 
for the transmission of voice signals because of the energy gap that exists in the 
frequency spectrum of the voice signals between zero and few hundred Hz. On 
the other hand, when signals contain frequency components at extremely low 
frequencies (as in telegraph signals) the USB and LSB of the translated signal 
tend to meet at the carrier frequency. Under such circumstances, it becomes very 
difficult to isolate one sideband from the other. Hence, SSB scheme becomes 
unsuitable for handling such types of signals.

 This difficulty has been overcome in a scheme known as VSB modulation. 
In VSB modulation instead of rejecting one sideband completely as in SSB 
modulation scheme, a gradual cutoff of one sideband is allowed. This gradual cut 
is compensated by a vestige or portion of the other sideband.

 The technique has been illustrated in Fig. 11.6 which shows the frequency 
spectrum of the modulating signal and corresponding DSBSC, SSB and VSB 
signals.

 Obviously, the bandwidth of VSB signal is given by

  BW = fc + fv – fc + fm = fm + fv (11.19)

where fm is the BW of the message signal, and fv is BW of the VSB.
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11.6 COMPARISON OF VARIOUS AM SYSTEMS

The relative merits and demerits of various forms of AM can be summarized 
below:

 1. The demodulation or detection of AM signal is simpler than that of DSBSC 
and SSB systems. The conventional AM can be demodulated by rectifier 

Fig. 11.6 Illustration of frequency spectrum of VSB signal
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or envelope detector. Detection of DSBSC and SSB is rather difficult and 
expensive. Furthermore, it is quite easier to generate conventional AM 
signals at high power levels as compared to DSBSC and SSB signals. That 
is why conventional AM systems are used for broadcasting purpose.

 2. The advantage of DSBSC and SSB systems over conventional AM system 
is that the former needs lesser power for transmission of given information. 
For sinusoidal modulation the carrier consumes about 2/3 of the total 
power for 100% modulation is conventional AM. However, only 1/3 of 
the total power is carried by sidebands which carry the information. This 
makes AM transmitters less efficient. On the other hand, the receivers 
of DSBSC and SSB systems, though efficient are much more complex 
and expensive too and, therefore, only find applications in point-to-point 
communication. In point-to-point communication only a few receivers and 
one transmitter are required. In public broadcast system, one transmitter 
caters to millions of receivers. It is obviously required to be simpler and 
cheaper.

 3. SSB scheme requires only one-half of the bandwidth required in DSBSC 
system and less than that required in VSB system. Thus, it can be said that 
SSB modulation scheme is the most efficient among DSBSC and VSB 
schemes. SSB modulation scheme is used for long distance transmission 
of voice signals because it allows longer spacing between repeaters.

11.7 BASIC PRINCIPLE OF AM GENERATION

In amplitude modulation, the modulating circuit performs an operation on the 
radio frequency in such a way that the amplitude of the RF voltage and current 
in the circuit are changed (modulated) in accordance with an information signal 
(audio or video, for example). The result is that the envelope of the RF signal is a 
replica of the information signal. The modulating circuit is typically an amplifier. 
To accomplish this effect, the gain of the amplifier must be varied. The gain must 
be increased momentarily to obtain the increase in amplitude of the modulated 
signal. An amplifier with nonlinear transfer characteristics provides the desired 
operating feature. The modulating circuit is generally a nonlinear RF amplifier. 
The modulating signal shifts the operating point between points of higher gain 
and lower gain.

11.8 BLOCK DIAGRAM OF AM (AMPLITUDE MODULATOR)
 TRANSMITTER

Block diagram of typical amplitude modulation transmitter is shown in 
Fig. 11.7.
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 Sound waves produced by speech or music strike the diaphragm of a 
microphone that converts them into a tiny varying current. The audio frequency 
output of the microphone is amplified by a low level audio amplifier and, finally, 
by a power amplifier.

 On the other side, the carrier waves of radio frequency are generated by a 
crystal-controlled oscillator. These carriers waves are applied to a tuned buffer 
amplifier and finally to an RF output amplifier. Buffer amplifier is used to isolate 
the RF oscillator and the power amplifier stages.

 The amplified audio signal is then combined with the carrier to give a 
modulated carrier wave which is fed to the transmitter antenna.

11.9 TRANSISTOR AM MODULATORS

Low power AM transmitters usually employ transistors for generating carrier 
power up to a few hundred watts. Three types of linear modulation are possible: 
(1) collector modulation (2) base modulation and (3) emitter modulation.

11.9.1  Collector Modulation

This is very popular method for AM generation. The circuit diagram for collector 
modulation is shown in Fig. 11.8. Here, the transistor Q1 makes an RF class C 
amplifier. The carrier signal is applied to the base of Q1. VCC makes collector 
supply used for biasing purpose. Also, the transistor Q2 makes a class B amplifier 
which is used to amplify the audio or modulating signal. The modulating or 
baseband signal appears across the modulation transformer after amplification. 
The amplified modulating signal appears in series with collector supply VCC. The 
function of capacitor C is to offer low impedance path to high frequency carrier 
signal and, therefore, the carrier signal is prevented from flowing through the 
modulation transformer.

Operating Principle It is a known fact that in a class C amplifier, the magnitude of 
output voltage is a definite fraction of or at the most equal to supply voltage VCC. 

Fig. 11.7 Block diagram of a AM transmitter
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In addition to this, a linear relationship exists between the output tank current It 
and the variable supply voltage Vc (here it has been assumed that supply voltage 
VCC is a varying quantity and its varying value is denoted by Vc). This means 
that in class C amplifier, the output voltage will be an exact replica of the input 
voltage waveform and the magnitude of output voltage will be approximately 
equal to carrier supply voltage VCC. Now if R is the resistance of the output tank 
circuit at resonance, then the magnitude of output voltage is given as

  RIt ª VCC

 So, the unmodulated carrier is amplified by class C modulation amplifier 
using transistor Q1 and its magnitude will remain constant at VCC since there 
appears no voltage across the modulation transformer in the absence of modulating 
signal.

 But now if a modulating voltage vm = Vm cos wmt appears across the 
modulation transformer, this signal will be added to the carrier supply voltage 
VCC. This results in a quite slow variation in carrier supply voltage VCC. This type 
of slow variation in carrier supply voltage changes the magnitude of the carrier 
signal voltage and the output of the modulated class C amplifier as shown in 
Fig. 11.9.

 It may be observed that the envelope of the output voltage is identical with 
the modulating voltage and thus AM signal is produced.

Mathematical Analysis The slowly varying carrier supply voltage Vc may be 
expressed as 

  Vc = VCC + vm

   = VCC + vm cos wmt (11.20)

Fig. 11.8 Collector modulation circuit
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   = VCC + mVCC cos wmt 

   = VCC (1 + m cos wmt) (11.21)

\ Modulation index m =   
Maximum modulating voltage

   _________________________   
Maximum carrier voltage

  

   =   
Vm ____ 
VCC

  

 Let the carrier voltage be

  vC = VCC cos wct

 Then the modulated output voltage will be

  vout = Vc cos wct

 Substituting the value of Vc in above equation from Eq. (11.21), we have

  vout = VCC (1 + m cos wmt) cos wct (11.22)

which is required expression for AM wave.

 The collector modulation is commonly used because of its following 
advantages:

 1. Good linearity.

 2. High collector circuit efficiency.

 3. High power output per transistor.

 However, it suffers from the following drawbacks:

 1. Large modulating power requirement.

 2. Hundred percent modulation cannot be achieved because of collector 
saturation.
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11.9.2  Base Modulation

The circuit for base modulation is shown in Fig. 11.10. The carrier signal from 
a crystal oscillator is coupled to the base terminal of the amplifier through 
transformer T1. The modulating signal is applied across resistor R1 through 
capacitor C1. The capacitor C1 allows only audio frequency a.c. signal to pass 
through and blocks the dc components. The modulating signal develops a voltage 
across R1, which, in turn, alters the quiescent point in the base circuit. With the 
increase in bias current, the signal at the collector terminal is correspondingly 
strengthened. Similarly, as the bias current falls during the reverse part of 
the cycle of the modulating signal, the output at the collector terminal is also 
reduced. Consequently, a plot of the collector output will be found to give a 
variation similar to that shown in Fig. 11.1. The resistor RE is the self-bias 
emitter resistor and CE is its bypass capacitor. Also, R2 is a dropping resistor 
which limits the dc voltage drop across R1, which, in turn, establishes the initial 
quiescent base current. Capacitor C2 is a bypass capacitor for the carrier signal 
in the input circuit. In understanding the operation of this circuit, it is helpful 
to keep in mind the fact that wm is very small in comparison to wc. Hence for 
any given cycle of the carrier frequency the bias in the base-to-emitter circuit 
appears to be fixed. The capacitor C3 is selected to provide series resonance with 
the primary winding of transformer T2. The amplitude-modulated carrier of RF 
current in primary of transformer T2 induces similar current in the secondary of 
transformer T2. Thus, the amplitude modulated wave is radiated out in the space 
by transmitting antenna.
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Fig. 11.10 Base modulation circuit

Special Features of Base Modulation

 1. Power required from this modulator is small in comparison to that of 
collector modulator.
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 2. Comparatively low power output and poor efficiency. The power output 
and efficiency suffer because the unmodulated collector current peaks can 
be only about half as large as in the collector modulated circuit.

 3. Critical adjustment of the base modulated amplifier.

 4. High degree of linearity is more difficult to obtain.

 Base modulation is used in TV transmission because it needs little power and 
can meet the power need of large bandwidth.

11.9.3  Emitter Modulation

The circuit for emitter modulation is shown in Fig. 11.11. It is essentially a CE 
amplifier. The carrier signal from a crystal oscillator is coupled to the base of 
amplifier through capacitor Cin. The modulating signal is applied to the emitter 
circuit. The capacitors Cin and CC are so chosen as to by-pass carrier frequency 
only. The transformer is employed to provide better matching of the impedance. 
The voltage divider R1 – R2 and emitter resistance RE provide the proper biasing. 
The tuned circuit at the collector of the modulator stage eliminates the undesirable 
signals. The capacitor C¢ keeps the RF out of power supply VCC.
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 The modulating signal, being a part of the biasing circuit, produces low 
frequency variations in the emitter circuit. The result is that amplitude of the 
carrier varies in accordance with the strength of the modulating signal. The 
amplitude modulated output is obtained at the collector terminal of the amplifier, 
as shown in Fig. 11.11.

 The characteristics of emitter modulation lies in between those of base 
modulation and collector modulation.
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11.10 SQUARE LAW DIODE MODULATOR

Basic circuit of a  square law diode modulator 
is shown in Fig. 11.12. It utilizes the nonlinear 
region of voltage-current dynamic characteristic 
of a P-N diode. This method is suited at low 
voltage levels because of the fact that current-
voltage characteristics of a diode is highly 
nonlinear, particularly in the low voltage region, 
as shown in Fig. 11.13.

 As shown in Fig. 11.12, carrier and 
modulating signals are simultaneously applied 
across the diode. D.C. supply VCC is connected across 
the diode to provide a fixed operating point on the 
v-i characteristic of diode. The square law diode 
modulator operates on the principle that when two 
different frequencies are simultaneously passed 
through a non-linear device, such as diode, the process 
of amplitude modulation occurs. Hence, when carrier 
and modulating frequencies are simultaneously 
applied at the input of diode, then different frequency 
terms appear at the output of diode. These different 
frequency terms are applied across a tuned circuit 
which is tuned to the carrier frequency and has a 
narrow bandwidth just to pass two sidebands along with the carrier and reject 
other frequencies. Thus, at the output of the tuned circuit, carrier and two 
sidebands are obtained i.e., generation of AM wave.

 The ac current i may be expressed as a function of ac voltage vS as given by 
the following Taylor series.

  i = a1 vS + a2  v S  
2  (11.23)

where a1 and a2 are the Taylor series coefficients

and  vS = Vc sin wct + Vm sin wmt (11.24)

 Substituting the value of vS from Eq. (11.24) in Eq. (11.23), we have

  i = a1 Vc sin wct + a1 Vm sin wmt

    + a2 [ V c  
2  sin2 wct + 2 Vc Vm sin wct sin wmt +  V m  2

   sin2 wmt]

 The quantity in bracket derives from the square term in Eq. (11.23). A little 
thought reveals that it is this term which gives rise to product of the carrier 

Fig. 11.12 Basic circuit of square 
law diode modulator
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and modulating sinusoids, which, in turn, yields the upper and lower frequency 
sidebands thereby permitting the amplitude modulated signal to be identified.

 Substituting sin2 wct =   
1 – cos 2 wct  ___________ 

2
   in above equation we have

  i =   
a2 __ 
2
    (  V c  

2  +  V m  2
   )  + a1 Vm sin wmt –   

a2 __ 
2
    V c  

2  cos 2 wct

    –   
a2 __ 
2
    V m  2

   cos 2 wmt + a1 Vc sin wct

    +   
a2 Vc Vm _______ 

2
   cos (wc – wm) t –   

a2 Vc Vm _______ 
2
   cos (wc + wm) t (11.25)

 The last three terms of Eq. (11.25) are identical in form to those appearing 
in Eq. (11.4), so that together they yield in the output tuned circuit the desired 
amplitude modulated signal. The first four terms are of no use and can be filtered 
out by tuning L-C circuit to frequency wc. The output current is given as

  iout = a2 Vc (1 + m cos wmt) cos wct (11.26)

11.11 GENERATION OF DSBSC SIGNAL

DSBSC signal can be obtained by simply multiplying the modulating signal with 
the carrier signal. By simple multiplication of Vc sin wct and Vm sin wmt, we have 
the lower and upper sidebands without carrier as shown below:

  vc × vm = Vc sin wct × Vm sin wmt

   =   
Vc Vm _____ 

2
   × 2 sin wct sin wmt

   =   
Vc Vm _____ 

2
   [cos (wc – wm) t – cos (wc + wm) t] (11.27)

 It means that a DSBSC signal is obtained by simply multiplying modulating 
signal (Vm sin wmt) with carrier signal (Vc sin wct). This is achieved by a product 
modulator. The block diagram of a product modulator is depicted in Fig. 11.14.
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 Here we will discuss two types of product modulators namely the balanced 
and ring modulator.

11.11.1  Balanced Modulation

We know that a non-linear resistance or a nonlinear device may be used to 
provide amplitude modulation, i.e., one carrier and two sidebands. However, a 
DSBSC signal contains only two sidebands. Thus, if two nonlinear devices such 
as diodes, transistors, etc. are connected in a balanced mode so as to suppress 
the carriers of each other, then only sidebands are left, i.e., a DSBSC signal 
is produced. Thus, a balanced modulator may be defined as a circuit in which 
two non-linear devices are connected in a balanced mode to generate a DSBSC 
signal.

 Two balanced modulator circuits using diodes and transistors as nonlinear 
devices are shown in Figs. 11.15(a) and 11.15(b).
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Fig. 11.15

 It is assumed that both diodes and transistors used in circuits shown in 
Fig. 11.15 have identical characteristics and that the circuit is symmetrical with 
respect to the centre tap of the transformer. As the two halves have to be matched 
or balanced, such a modulator is known as a balanced modulator.
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 The modulating signal Vm sin wmt is applied in push-pull and the carrier 
RF signal Vc sin wct is put in parallel to a pair of identical diodes D1 and D2 
(Fig. 11.15(a)) or two matched transistors Q1 and Q2 (Fig. 11.15(b)). In transistor 
circuit the carrier RF signal is thus applied to the bases of the two transistors in 
phase, while the modulating signal appears 180° out of phase at the bases, as 
they are at the opposite ends of a centre-tapped transformer.

 A bandpass filter used in diode circuit (Fig. 11.15(a)) is that type of filter 
which allows to pass a particular band of frequencies only. Here since the 
bandpass filter is centred around ±wc, it will pass a narrowband of frequencies 
centred at ±wc with a small bandwidth of 2wm to preserve the sidebands.

 The modulated output currents of the two transistors Q1 and Q2 are combined 
in the centred-tapped primary of the push-pull output transformer. These currents, 
therefore, are opposite and subtract as indicated by the direction of arrows in the 
figure. For a symmetrical arrangement, the carrier frequency will be completely 
cancelled.

 It may be proved that the output signal (or modulated signal) contains only 
sidebands with carrier component completely eliminated as below.

 The expression for the modulated wave generated by transistor Q1 may be 
given as

  v1 = Vc (1 + m sin wmt) sin wct

   = Vc sin wct + mVc sin wmt sin wct

 The modulated wave generated by transistor Q2 will be the same as the 
generated by Q1 except that it will have a phase difference of 180° (i.e., reversed 
phase). So

  v2 = Vc sin wct – mVc sin wmt sin wct

 At the output transformer, the output voltage vout, due to push-pull 
arrangement, is proportional to (v1 – v2), so

 Modulated output,

  vout = v1 – v2

   = 2m Vc sin wmt sin wct

   = mVc [cos (wc – wm) t – cos (wc + wm) t]

 Thus, it is proved that the output signal consists of only sidebands and the 
carrier component is eliminated.

11.12  SINGLE SIDEBAND GENERATOR

SSB can be obtained by passing the output of a carrier suppressor (product 
modulator) through filter circuits that are selective to transmit one sideband while 
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suppressing the other. However, this method is suitable only for obtaining SSB 
corresponding to low or moderate carrier frequencies. The other method is the 
phase shift method which avoids filter and instead uses two balanced modulators 
and two phase shifting networks. These two methods are described as below:

11.12.1 Frequency Discrimination Method

In a frequency discrimination method, firstly, a DSBSC signal is generated simply 
by using an ordinary product modulator or a balanced modulator. After this, from 
the DSBSC signal one of the two sidebands is filtered out by a suitable bandpass 
filter. The schematic diagram for this method is depicted in Fig. 11.16.

Product
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Bandpass
filter(BPF)

SSBSC
signal

DSBSC
signal

Modulating
signal

Carrier RF

Fig. 11.16 Frequency discrimination method for SSBSC generation

 In fact, the design of bandpass filter is quite critical and thus puts some 
limitations on the modulating or baseband and carrier frequencies. The frequency 
discrimination method for SSBSC generation have got following limitations.

 1. This method is useful only if the baseband signal is restricted at its lower 
edge due to which the upper and lower sidebands are non-overlapping. 
For example, the filter method is used for speech communication where 
lowest spectral component is 70 Hz and it may be takes as 300 Hz without 
affecting the intelligibility of the speech signal. However, this system is 
not useful for video communication where the baseband signal starts from 
d.c. (0 Hz).

 2. The another restriction of this method is that the baseband signal must 
be appropriately related to the carrier frequency. In fact, the design of the 
bandpass filter (BPF) becomes difficult if the carrier frequency is quite 
higher than the bandwidth (BW) of the baseband signal.

11.12.2 Phase Shift Method

This method uses two balanced modulators and two phase shifting networks as 
shown in Fig. 11.17. This method avoids the uses of filters. In Fig. 11.17, one of 
the modulators M1 receives the carrier voltage shifted by 90° and the modulating 
voltage, whereas another balanced modulators M2 receives the modulating 
voltage shifted by 90° and carrier voltage. Both balanced modulators give an 
output consisting only of sidebands.

 Both the upper sidebands lead the input carrier voltage by 90°. One of the 
lower sideband leads reference voltage by 90° and the other lags behind it by 
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90°. The two lower sidebands are thus out of phase, and when combined together 
in the adder, they cancel each other. The upper sidebands are in phase at the 
adder and therefore, they add producing SSB in which the lower sideband has 
been cancelled.

Mathematical Analysis Let the expressions for modulating signal and carrier signal 
be sin wmt and sin wct respectively.

 Now the balanced modulator M1 will receive sin wmt and sin (wct + 90°) and 
modulator M2 will receive (wmt + 90°) and sin wct.

 We know that the output of balanced modulator M1 will contain sum and 
difference frequencies.

 Hence v1 = cos [(wct + 90°) – wmt] – cos [(wct + 90°) + wmt]

   = cos [(wct – wmt + 90°) – cos (wct + wmt + 90°)]

    LSB USB

 Similarly, the output of balanced modulator M2, will contain

  V2 = cos [wct – (wmt + 90°)] – cos [wct + (wmt + 90°)]

   = cos (wct – wmt – 90°) – cos (wct + wmt + 90°)

 Thus, the output of adder will be

  vout = v1 + v2 = 2 cos (wct – wmt + 90°) … Resulting in LSB

   = |v1 – v2| = 2 cos (wct + wmt + 90°) … Resulting in USB

 The extent of SB suppression depends upon (i) balancing capacity of the 
modulator (ii) control accuracy of the 90° phase of the carrier waves and (iii) 
error in maintenance of 90° shift between the two modulating waves.

Fig. 11.17 Phase-shift method for SSB SC generation
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 The phase shift method was introduced to overcome the bulk of filter system 
using L-C filters. This method has the advantages of (i) ease of switching from 
one SB to another (ii) ability of generating SSB at any frequency and (iii) use of 
low audio frequencies for modulation.

Drawbacks In case the phase shifter provides a phase change other than 90° 
at any audio frequency then that particular frequency will not be completely 
removed from the unwanted SB. Also, in case the two modulators are not 
identical, cancellation will not be complete.

11.13 FREQUENCY MODULATION

As described earlier  frequency modulation is produced when the frequency of 
carrier is varied inaccordance with the modulating signal, while the amplitude of 
the carrier remains constant.

11.13.1 Characteristic of FM Wave

The amount of deviation in frequency is proportional to the amplitude of the 
signal, while the rate is determined by the frequency of modulation source. For 
example, suppose 100 mc. Carrier is being modulated by a sinusoidal signal and 
for given modulation system there is 2 kc., frequency shift per volt of signal 
magnitude. Then, if the modulating signal has an amplitude of 20 volt and 
frequency of 2 kc., the instantaneous frequency of modulated wave will vary 
between 99.96 mc., and 100.04 mc. at a rate of 2000 times per second.

 Figure 11.18 illustrates the form of a frequency modulated wave when a 
sinusoidal modulating voltage is employed.

11.13.2 Analysis of FM Wave

The modulating signal can be written as

  em = Em cos wmt (11.28)

where Em is amplitude of signal (peak) and wm is frequency of signal voltage.

 The general expression for an unmodulated carrier is given by

  ec = Ec sin (wct + q) (11.29)

where quantity (wct + q) = f(t) is the total instantaneous ‘phase’ of function;

so  ec = Ec sin f(t) (11.30)

 The instantaneous angular frequency is

  wi =   
∂f(t)

 _____ 
∂t

   =   ∂ __ 
∂t

   (wt + q) = wc.
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 By definition, the instantaneous angular frequency of frequency modulated 
wave can be written as

  w1 = wc + Kf Em cos wmt (11.31)

where proportionally factor Kf determines the maximum variation in frequency 
for a given signal strength Em. Since

  wi =   
∂f(t)

 _____ 
∂t

  ,

we have f(t) =  Ú 
0
   

t

   wi  dt =  Ú 
0
   

t

   (wc + Kf Em cos wmt)  dt

   = wc
+ + Kf   

Em ___ wm
   sin wmt + q0 (11.32)

 The initial phase q0 is neglected as it plays no part in modulation process.
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 Thus FM wave can be written as

  e = Ec  ( sin wc + Kf   
Em ___ wm

   sin wmt )  (11.33)

 The instantaneous frequency of fm wave is

  f =   w ___ 
2p

   = fc + Kf   
Em ___ 
2p

   cos wmt.

 Therefore, fmax = fc + Kf   
Em ___ 
2p

  

and  fmin = fc – Kf   
Em ___ 
2p

  .

\ Frequency deviation

  Df = fmax – fc = fc – fmin =   
Kf Em

 _____ 
2p

   (11.34)

 The instantaneous frequency can then be expressed as

  f = fc + Df cos wmt.

 The modulation index =

  mf =   
frequency deviation

  __________________  
modulating frequency

   =   
Df

 __ 
fm

   =   
Kf Em

 _____ wm
   (11.35)

 And therefore the expression for fm wave becomes

  e = Ec sin (wct + mf sin wmt) (11.36)

 In fm broadcasting system, Df has a maximum permissible value of 75 kc/s 
and fm may vary from about 33 c/s to 15 kc/s. Consequently, mf can have values 
both greater than unity or less than unity whereas in amplitude modulation ma 
should not exceed unit for distortionless transmission. Variation in transmitted 
frequency is shown in Fig. 11.19.
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Fig. 11.19 Variation of the transmitted frequency for an FM wave
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11.13.3 Power Relation in FM Wave

In amplitude modulated wave, intelligence is contained in side frequencies. 
The amplitude and power level of the side frequencies increase with percent 
modulation and consequently, an increase in modulation level also increases the 
power level of modulated wave. On the other hand, in frequency modulated wave, 
as the amplitude is not affected by modulation, the total power in the modulated 
wave does not change, regardless of the degree of modulation. It is also obvious 
from the operation of reactance tube, where it has been shown that the effect of 
modulating signal is to change the capacitance in oscillator tank circuit so as to 
cause a shift Df in frequency of the oscillator, the modulating signal does not 
change the power output of the oscillator.

11.13.4 Frequency Spectrum of FM Wave

The expression of FM wave can written as

  e = Ec [sin wct . cos (mf sin wmt) + cos wct sin (mf sin wmt)] (11.37)

 Evaluating above expression with the help of Bessel’s expression,

  e = Ec sin wct [J0 (mf) + 2I2 (mf) cos 2wmt + 2J4 (mf) cos 4 wmt …]

    + Ec cos wct [2 J1 (mf) sin wmt + 2J3 (mf) sin 3wmt + …]

   = J0 (mf) Ec sin wct + J1 (mf) Ec [sin (wc + wm) t – sin (wc – wm) t]

    + J2 (mf) Ec [sin (wc + 2wm) t – sin (wc – 2wm) t]

    + J3 (mf) Ec [sin (wc + 3wm) t – sin (wc – 3wm) t] (11.38)

 It is clear from above Exq. (11.38) that the spectrum of fm wave consists 
of carrier and an infinite number of side bands. The side frequency components 
extend above and below the carrier by an amount wm, 2wm, 3wm etc. The side 
frequency pair differing from carrier frequency by wm is known as the first order 
side frequencies and that differing by 2wm as second order side frequencies etc.

Table 11.1 Bessel functions of first kind

 x  n or order

 mf  J0  J1  J2  J3  J4  J5  J6  J7  J8

 0.00  1.00

 0.5  0.94  0.24  0.03

 1.0  0.77  0.44  0.11  0.02

 1.5  0.51  0.56  0.23  0.06  0.01

 2.0  0.22  0.58  0.35  0.13  0.03

Contd..
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 2.5  – 0.05  0.50  0.45  0.22  0.07  0.02

 3  – 0.26  0.34  0.49  0.31  0.13  0.04 0.01

 4  – 0.40  – 0.07  0.36  0.43  0.28  0.13  0.05  0.02

 5  – 0.18  – 0.33  0.05  0.36  0.39  0.26  0.13  0.05  0.02

 The amplitudes of the different frequency components of FM wave determined 
by the values of various order Bessel functions, depend upon the value of mf. A 
graph of several of these functions is drawn in Fig. 11.20.

Contd..
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Fig. 11.20

 It is to be noted from the graph that J0 (mf) at mf = 2.4 has a root. This mean 
that carrier will vanish when frequency deviation Df = 2.4. Bessel functions of 
the first kind for mf values up to 5 are given in table.

11.13.5 Bandwidth of FM Waves

It is defined as the width of frequency spectrum that contains all components 
having an amplitude equal to or greater than one percent of the amplitude 
of unmodulated wave (carrier). Suppose, a given wave has n significant side 
frequency pairs then bandwidth is equal to

  *BW = 2nfm (11.39)

 The relation follows from the fact that each side frequency pair extends 
above and below the carrier by an equal amount and the spacing in the spectrum 

* For nth side frequency pair, one component of the pair will have frequency (wc + nwm) and another 
(wc – nwm) so that total width of frequency spectrum for this pair will be

   = (wc + nwm) – (wc – nwm) = 2nwm.
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between components of successive order is equal to modulation frequency fm. 
Further, from Eq. (11.35),

  fm =   
Df

 ___ mf
  ,

 Therefore, BW = 2n   
Df

 ___ mf
  

or    BW ____ 
2Df

   =   n ___ mf
   (11.40)

which predicts that ratio of bandwidth to the total frequency deviation depends 
upon the number of significant side-frequency pairs(n) obtained with a given 

modulation index (mf). For values mf > 10 it is seen that the ratio   n ___ mf
   tends to 

approach unity and the bandwidth is almost equal to or slightly larger than 2Df. 
For narrow band frequency modulation, modulation index is kept at a low value 
by employing small frequency deviations. Moreover, the number of significant 
side frequency pairs, n, increases as the modulation index, mf, of the wave is 
increased. Therefore, mf is kept low for narrow band transmission.

 Suppose frequency of modulating signal fm is doubled, then, though Df will 
remain unaffected, but mf will be halved (Eq. 11.35).

 Reduction in the value of mf will, in its turn, reduce the value of n, the 
number of significant side frequency pairs. If the reduction in the value of n and 
mf is by like amounts, bandwidth will remain constant even after doubling the 
modulating frequency.

Example 11.2 Find the bandwidth needed for a frequency modulated signal if 
the frequency deviation is 60 kc/s and the modulating frequency is 5 kc/s.

Solution Frequency deviation

  Df = 60 kc/s.

 Modulating frequency

  fm = 5 kc/s.

 Then modulation index will be

  mf =   
Df

 __ 
fm

   =   60 ___ 
5
   = 12

 From Bessel table corresponding to mf = 12, it can be found that there are 
sixteen significant side frequency pairs (i.e. the highest J coefficient for mf = 12 
is J16). That is, n = 16, so that

  BW = 2nfm = 2 × 16 × 5 kc/s. = 160 kc/s.
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11.14 COMPARISON OF FM AND AM

The frequency modulation (FM) has the following advantages over the amplitude 
modulation (AM):

 1. FM receivers may be fitted with amplitude limiters to remove the amplitude 
variations caused by noise. This makes FM reception a good deal more 
immune to noise than AM reception.

 2. It is possible to reduce noise still further by increasing the frequency 
deviation. This is a feature which AM does not have because it is not 
possible to exceed 100 percent modulation without causing severe 
distortion.

 3. Standard frequency allocations provide a guard band between commercial 
FM stations. Due to this, there is a less adjacent-channel interference than 
in AM.

 4. FM broadcasts operate in the upper VHF and UHF frequency ranges 
at which there happens to be less noise than in the MF and HF ranges 
occupied by AM broadcasts.

 5. The amplitude of FM wave is constant. It is thus independent of the 
modulation depth whereas in AM, modulation depth governs the 
transmitted power. This permits the use of low level modulation in FM 
transmitter and use of efficient class C amplifiers in all stages following 
the modulator. Further since all amplifiers handle constant power, the 
average power handled equals the peak power. In AM transmitter, the 
maximum power is four times the average power. Finally, in FM, all the 
transmitted power is useful whereas in AM, most of the power is carrier 
power which does not contain any information.

 However, the FM have some drawbacks over AM which are given below:

 1. FM transmitting and receiving equipments particularly used for modulation 
and demodulation are more complex and more costly.

 2. A much wider channel typically 200 kHz is required in FM as against 
only 10 kHz in AM broadcast. This forms serious limitation of FM.

 3. In FM, the area of reception is small as it is limited to only one line of 
sight.

11.15 PHASE MODULATION

Definition In the process of  phase modulation, the instantaneous phase of the 
carrier is varied by an amount that is proportional to the instantaneous amplitude 
of the signal and at a rate that is proportional to modulating frequency. The 
amplitude of carrier remains unaltered.
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Analysis The modulating signal has the form

  em = Em sin wmt (11.41)

 The instantaneous phase of the wave is given by the expression

  q = q0 + Kp Em sin wmt (11.42)

where proportionality factor Kp determines the maximum variation in phase for 
a given signal strength.

 By definition, the instantaneous phase for phase modulated wave is 
given by

  f(t) = wct + q0 + Kp Em sin wmt (11.43)

 Therefore the expression for phase modulated wave can be written as

  e = Ec sin (wct + Kp Em sin wmt) (11.44)

 q0 representing the constant phase, which plays no part in the modulation 
process, is taken zero. The above expression can be written as

  e = Ec sin (wct + Df sin wmt) (11.45)

where Df = Kp Em (11.46)

and is called phase deviation. If the instantaneous phase of a phase modulated 
wave is given by equation (3), then the instantaneous frequency of the phase 
modulated wave will be

  w =   
df

 ___ 
dt

   =   d __ 
dt

   (wct + q0 + Df sin wmt)

   = wc + Df wm cos wmt

or  f = fc + Df fm cos wmt = fc + Df cos wmt (11.47)

where Df = Df . fm (11.48)

and is called maximum frequency shift for a phase modulated wave. Obviously 
variation of the rate of change f with time will produce a change in Df and 
consequently in the instantaneous frequency ‘f’ of the phase modulated wave. 
This means phase modulation, like frequency modulation, is also a frequency 
variation process. From Eq. (11.48), we can also conclude that if we double 
either the amplitude Em or the frequency fm of the signal then maximum frequency 
shift Df will be doubled. This is in contrast to frequency modulation process in 
which

  Df = Kf   
Em ___ 
2p

    (Eq. 11.34, Section 11.13.2) (11.49)

and thus depends only on signal amplitude and not on signal frequency.
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 We have shown above that the expression for phase modulated wave is

  e = Ec sin (wct + Df sin wmt)

   = Ec J0 (Df) sin wct + Ec J1 (Df) [sin (wc + wm) t

    – sin (wc – wm) t] + Ec J2 (Df) [sin (wc + 2wm) t

    – sin (wc – 2wm) t] + …

 For the particular case Df = 0.5, the values of Jn (Df) can be determined 
from the curves of Fig. 19. These are

  J0 (0.5) = 0.938; J1 (0.5) = 0.242;

  J2 = (0.5) = 0.030

and  Jn (0.5) @ 0 for n > 2.

 The equation of the phase modulated wave then becomes

  e = 0.938 Ec sin wct + 0.242 Ec [sin (wc + wm) t

    – sin (wc – wm) t] + 0.030 Ec [sin (wc + 2wm) t

    – sin (wc – 2wm) t],

   ª 0.938 Ec sin wct + 0.242 Ec [sin (wc + wm) t

   – sin (wc – wm) t],

where the second side band components which have amplitude of 0.03 Ec have 
been neglected. Approximation is more valid when Df < 0.5. Equation can be 
further put in the form

  e = 0.938 Ec  [ sin wct +   
Df

 ___ 
2
   sin (wc + wm) t –   

Df
 ___ 

2
   sin (wc – wm) t ] 

 The corresponding equation for AM wave is

  e = Ec  [ sin wct +   
ma ___ 
2
   cos (wc + wm) t +   

ma ___ 
2
   cos (wc – wm) t ] 

 It is obvious, on comparing the two equations, that both are identical if 
Df = ma with only essential difference of the relative phase of the carrier and 
the sidebands. The difference can be eliminated if the sidebands of amplitude 
modulated wave are shifted in phase by 90° with respect to the carrier.

Example 11.3 A 7.5 kc/s modulating signal has sufficient amplitude to cause 
a phase shift of 50°. Find the amount of indirect FM produced.

  Df = Df,

  fm =   50p ____ 
180

   × 7.5 = 6.55 kc/s
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Comparison with Frequency Modulated Wave

If we compare Eq. (11.36), Section 11.13.2 and Eq. (11.45), then it becomes 
obvious that Df determines the characteristics of phase modulated wave in the 
same manner as the factor mf determines characteristics of frequency modulated 
wave. If Df be made numerically equal to the factor mf, then the two resulting 
waves, i.e., one phase modulated wave due to phase modulation process and 
another frequency modulated wave due to frequency modulation process will be 
identical.

 Since Df plays the role of mf in the case of phase modulated wave, the 
expression for bandwidth can be written as

    BW ____ 
2Df

   =   n ___ 
Df

   (11.50)

 If the frequency of the signal fm is doubled, it will not affect Df (see Eq. 11.46) 
and therefore, unlike to frequency modulation case, there will be no effect on n, 
the number of significant side frequency pairs. But the value of Df is doubled so 
that

    BW ______ 
2(2Df)

   =   n ___ 
Df

  

or    BW ____ 
2Df

   = 2 .   n ___ 
Df

   (11.51)

or in other words bandwidth covered by more widely spaced components is 
doubled. This is in contrast to the case of frequency modulation where bandwidth 
remains constant ever after doubling the signal frequency fm.

11.15.2 Production of FM Wave by Phase Modulation

The undesirable variation of bandwidth with modulating frequency, as stated 
above, can be corrected if Em is made to vary inversely as the modulating signal 
frequency fm. For this purpose, an integrating circuit can be used. If the input to 
this circuit is ei = Em cos wmt, then output will be

  e0 =   1 ___ 
RC

   Ú Em cos wmt dt =   1 ___ 
RC

   .   
Em sin wmt

 _________ wm
  

or  |e0| =   
Em ______ 

RC wm
  

so that for constant Em, the amplitude of output wave, |e0|, varies inversely as wm. 
If the output |e0| is applied to the modulator, then frequency deviation Df will not 
vary with fm as shown below. For this, output voltage, Em, should be replaced by 
Em/CRfm. That is,

  Df = KP   
Em ______ 

RC wm
  ,
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so that Df = Df fm = KP   
Em _____ 

RC fm
   × fm

   = KP   
Em ___ 
RC

   (11.52)

 This mean by doubling fm, Df as well as Df will remain unaffected. 
Consequently, bandwidth remains constant which happens in the case of 
frequency modulated wave. In other words, we can state that in this process 
in which, prior to applying the modulating voltage to modulator, an integrating 
circuit is employed to vary Em inversely as fm, a frequency modulated wave is 
produced by the process of the phase modulation.

11.16 PULSE MODULATION SYSTEMS

We have discussed already the modul-
ation of carrier frequency by sinuso-
idal signals. A signal waveform can 
be produced by taking samples of this 
wave at regular intervals. The sampling 
of information signal is done by the use 
of pulse on varying one of their basic 
characteristics such as amplitude, width 
(duration), or position in accordance 
with this modulating signal (Fig. 11.21). 
These sampled pulses, bearing the 
characteristics of modulating signal, 
are then modulated upon the radio 
frequency carrier and thus short bursts 
of the modulated carrier are transmitted. 
We shall discuss pulse modulation methods in brief. Advantages of this system 
are:

 (i) In such systems, amplitude limiting techniques may be employed to 
minimize noise effects.

 (ii) The transmission can be made independent of fading and other 
difficulties.

 (iii) Multiple signals may be transmitted on a single carrier.

 (iv) Energy is radiated only in short bursts and therefore the consumption of 
power is low.

11.16.1  Pulse Amplitude Modulations (PAM)

In this process, relative amplitudes of successive pulses serve as a measure of 
signal amplitudes at the corresponding sampling instants. Width and position 

PWM

PPM

PAM

Modulating
signal

Fig. 11.21 Various pulse modulation 
method
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of the pulse remain constant (fix). Modulating signal is sampled at the basic 

rate, usually   1 ___ 
2fm

   where fm is the maximum value of frequency present in the 

modulating signal.

 As shown in Fig. 11.22, these amplitude modulated pulses modulate the 
radio frequency carrier. The amplitude modulated radio frequency output is 
then transmitted in the form of short bursts. The duration of each burst is equal 
to the duration of pulses in Fig. 11.22(a). Instantaneous amplitude of each 
radio frequency burst is proportional to the audio frequency signal shown in 
Fig. 11.22(c).

Short bursts of modulated
radio frequency carrier.
Duration of bursts is equal to
the duration of pulses in (a)

Modulating signal

Radio frequency of constant
amplitude and frequency

Pulses of constant amplitude
and duration

(a)

(b)

(c)

(d)

Fig. 11.22 Pulse amplitude modulation

 The main advantages of pulse amplitude modulation are:

 (a) greater peak power, compared to previous amplitude modulation, is 
obtained, and

 (b) signal to noise ratio of the system is improved.
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11.16.2  Pulse Duration or Width Modulation (PWM)

The width of the pulse is varied (around fixed value) in accordance with the 
modulating signal whereas amplitude and position remain fixed.

 An emitter coupled multivibrator generating pulse-width modulation is 
shown in Fig. 11.23. it may be noted that

 (i) the starting time of pulses from a monostable multivibrator is controlled 
by applying trigger pulses, and

 (ii) the signal, to be sampled, controls the duration of these pulses from the 
monostable multivibrator, and

 (iii) the gatewidth of this multivibrator depends on the voltage to which the 
capacitor, C, is charged and therefore if this voltage is varied in accordance 
with signal voltage, rectangular pulses of varying width will be generated 
at output.

Fig. 11.23 Emitter coupled monostable multivibrator

Operation

For this type of modulator, stable state is with Q1 OFF and Q2 ON. When trigger 
pulse (a positive going pulse of large amplitude) is applied at the base of Q1, then 
it starts conducting. As it draws the collector current, voltage at A falls. Since any 
charge on condenser C1 cannot change instantaneously, the falling voltage at A is 
directly applied to the base of Q2. This reduces the plate current of Q2, making 
the emitters less positive with respect to ground. Its result is that Q1 conducts 
more, making now B2 more negative. Action continues so that Q2 is finally cut-off 
while Q1 remain in conduction. This is called regenerative action.

 With Q2 OFF, capacitor C1 begins to charge towards +VCC through R2. The 
rate of charging depends upon the supply voltage and time constant R2 C1. Thus 
when voltage across C1 builds up to a level so as to make B2 sufficiently positive, 
Q2 starts conducting and Q1 is cut-off by regenerative action. The time when Q2 
starts conducting depends upon:
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 (i) the time constant, R2 C1.

 (ii) the voltage across common-emitter resistor, Rk because Q2 conducts only 
when the voltage at base B2 becomes slightly more positive than voltage 
across Rk.

 The voltage across Rk depends upon the current flowing through, which at 
the time is collector current of Q1 (which is then ON). The collector current of 
Q1, in turn, depends on the base bias voltage, at B1. This base bias voltage, in 
turn, is governed by the instantaneous changes in applied modulating signal. 
Thus finally we arrive at the instant t2, at which Q2 conducts, and, is determined 
by the signal to be sampled. As instant t1 is fixed, width (t2 – t1) of the output 
pulse varies in accordance with the modulating signal.

11.16.3  Pulse Position Modulation (PPM)

In this process, the spacing along the time axis between the pulse do not remain 
uniform, but is varies in accordance with the modulating signal (position of the 
pulses is shifted) whereas the amplitude and width remain fixed.

 Pulse position modulation can be achieved by differentiating width modulated 
pulses and then rectifying the differentiated output. After rectifying only those 
pulses which have differentiated trailing edge of width modulated pulses will be 
obtained as shown in Fig. 11.24.

Unmodulated position of trailing edge

(a) Width modulated pulse

(b) Width modulated pulse
after differentiation

(c) Position modulated pulse
after rectifying the pulse(b)

Fig. 11.24 PPM from PWM

11.16.4  Pulse Code Modulation (PCM)

In pulse code modulation, signal is first sampled, then sampled amplitude is 
selected in terms of nearest standard amplitude, called quantization. This selected 
standard amplitude is then indicated by a code of pulses. This finally signal is 
transmitted as code of pulses. We note that there is no modulation, only coding 
is involved. Thus an analog signal is converted into binary digital form.
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 As shown in Fig. 11.25, the signal is sampled at an interval t. This interval is 
kept small so that a sufficient number of samples can be taken. Though the signal 
is sampled at regular intervals, but due to sufficient number of samples taken at 
frequency intervals, nothing useful of the signal to be transmitted is lost.

 The actual amplitude of the sampled signal is then not chosen as such for 
transmission, but it (sampled amplitude) is quantized into a nearest standard 
amplitude. For example, actual amplitude b is chosen as a nearest standard 
amplitude 4; actual amplitude a as a nearest standard amplitude 5. This is done 
to avoid the use of a prohibitively large number of code pulses to indicate the 
sampled amplitudes of the signal. In this process of quantizing the information, 
some distortion (as is obvious from dotted and solid curves) is introduced, but 
this error is minimized the number of standard amplitudes.

 These selected standard amplitude are not transmitted as such but are indicated 
by a code of pulses. As shown in the figure, each of the standard amplitudes from 
0 to 7, can be specified by a different combination of pulses in a three pulse code 
in which a pulse may be either present ot absent, or in other words code mainly 
concerns with the presence or absence of the pulse and such a code corresponds 
to binary digital code in which the presence of a pulse is indicated by 1 and 
absence by 0*. Thus the code for the eight standard amplitudes in three pulse 
code is given in the table.

* Remember zero state of the binary is that state in which output tube conducts while input tube is cut-
off. This is initial state and no trigger pulse is applied to the first tube. When any pulse of appropriate 
polarity and amplitude is applied to the tube second, a reversal of state occurs and output tube is cut 
off while input tube conducts and this is the one state of the binary.
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Fig. 11.25 PCM sampling and quantizing
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 22  21  20

 7 =  1  1  1

 6 =  1  1  0

 5 =  1  0  1

 4 =  1  0  0

 3 =  0  1  1

 2 =  0  1  0

 1 =  0  0  1

 0 =  0  0  0

 Obviously, seven digit code is capable of transmitting 27 = 128 standard 
amplitudes.

 Thus, in the PCM system, groups of pulses or codes are transmitted which 
represent binary numbers corresponding to modulating voltage (called analog 
signal) levels.

 Let us now explain, in brief, sampling, quantizing and coding with the help 
of diagrams. In Fig. 11.26, sampling of a continuously varying signal, p(t), called 

6.3s t( )

p t( )

t1
Ts

s t( )

Speed of rotation = fs

p t( )

t1

Fig. 11.26 Sampling of the signal
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analog signal, is shown conceptually, p(t) is sampled periodically at a rate of fc 
samples per second. Suppose switch remains on p(t) line for t1 seconds, while 
rotating at a desired rate of fS = 1/Ts times per second (t1 << Ts). The switch 
output S(t) is then sampled version of p(t). Both p(t) and s(t) are shown in figure. 
fs is called sampling rate and Ts is the sampling interval.

 Suppose sampled amplitude of one of the pulse is 6.3 then how it is quantized 
and binary coded is shown in Fig. 11.27.

Fig. 11.27 PCM transmission system section

Quantisation Error The difference between the analog signal levels and the 
quantized levels is termed as quantization noise. This noise can be reduced by 
using a large number of quantizing levels at the expense of increased cost and 
bandwidth.

Bandwidth of PCM System The bandwidth of PCM system depends upon the 
highest frequency in the analog signal and the number of bits in the PCM signal. 
Suppose each quantized level is converted into n bits and let fs represent the 
sampling frequency, then signaling rate is

  r = nfs bits/sec.

 If the highest frequency in the analog signal spectrum be W then fs = 2W and 
the signaling rate,

  r = n 2W bits/sec.

 For a speech signal of 3.2 kHz, the usual sampling rate 8 kHz and if the 
system has 128 quantising levels, the number of bits required is 2n = 128 or 
n = 7. The final PCM signal will therefore have a bit rate of 7 × 8 = 56 k.bits/
sec. It means system will require a large bandwidth. 

11.17 COMPARISON BETWEEN FM AND PM

FM and PM are quite similar except by the manner in which the modulation 
index is defined.
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 1. For FM, the phase angle is proportional to modulating wave whereas for 
PM, the time derivative of phase angle is proportionally to modulating 
wave.

 2. In FM, the frequency deviation is proportional to the amplitude of the 
modulating signal whereas in PM, the phase deviation is proportional to 
the amplitude of the modulating signal and, therefore, independent of its 
frequency.

 3. In case of FM, the modulation index is inversely proportional to the 
modulating frequency whereas in PM, the modulation index is proportional 
to the modulating voltage.

 It means that under identical conditions FM and PM are indistinguishable 
for a single modulating frequency. When the modulating frequency is changed, 
the PM modulation index will remain constant but the FM modulation index will 
decrease as modulating frequency is increased and vice versa.

11.18 PM SIGNAL GENERATION

Phase modulation (PM) and frequency modulation (FM) are closely related to 
each other because in both the cases there is a variation in the total phase angle. In 
PM, the phase angle varies linearity with baseband or modulating signal whereas 
in case of FM, the phase angle varies linearity with the integral of baseband or 
modulating signal. This means that FM wave may be obtained by using PM. 
Conversely, PM may be obtained using FM.

 To get FM by using PM, we first integrate the modulating signal and then 
apply to the phase modulator. This process is illustrated with the help of a block 
diagram shown in Fig. 11.28.

Baseband Integrator Phase
modulator

Integreated
modulating

signal

or modulating
signal

FM
signal

Carrier
generator

Carrier
signal

Fig. 11.28 Generation of FM using phase modulator

 Similarly, PM wave may be generated by using frequency modulator by first 
differentiating modulating or baseband signal and then applying to the frequency 
modulator. The process is illustrated with the help of block diagram shown in 
Fig. 11.29.
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11.19 DEMODULATION OR DETECTION

 Demodulation or  detection is a process of recovering the original modulating 
signal (intelligence) from the modulated carrier wave i.e., the demodulation is a 
process reverse of the process of modulation.

11.19.1 Necessity of Demodulation

The wireless signals transmitted from a transmitter consist of RF carrier waves 
and audio frequency signal waves. If the modulated wave is directly fed to the 
loudspeaker, no sound will be heard from the loudspeaker. This is because of 
the simple reason that the frequency of the carrier wave is very high and the 
loudspeaker diaphragm cannot respond to such high frequencies due to large 
inertia of their vibrating disc etc. Neither will such RF waves produce any effect 
on human ear as their frequencies are much beyond the audible frequencies (20 
Hz to 20 kHz approximately). Hence it becomes essential to separate the audio 
frequency signal (intelligence) from the modulated carrier wave.

11.20 AM DETECTION

The process of modulation demands that the modulated wave has some definite 
average value and the carrier wave is separated out. Hence in demodulation 
of an AM wave two operations, viz., rectification of the modulated wave and 
elimination of RF component of the modulated wave are involved.

11.20.1 Essentials of AM Detection

The modulated wave has both positive and negative peaks of the same amplitude 
and, therefore, the average value of the wave is zero. Hence it becomes essential 
to reduce (or better, eliminate) one half of the modulated wave so that the 
average of the resultant wave is not zero. Either half of the modulated wave can 
be eliminated by the process of rectification. After rectification of the modulated 
wave, the RF portion of the remaining half of the wave is removed by means of 
a suitable filter so that a signal, that follows the envelope of the rectified signal 
i.e., the envelope of one half of the wave, is produced. The process is shown in 
Fig. 11.30.

Baseband Differentiator Frequency
modulatoror modulating

signal

FM
signal

Carrier
generator

Carrier
signal

Fig. 11.29 Generation of PM using frequency modulator
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11.21 AM DEMODULATORS (OR DETECTORS)

The devices used for demodulation or detection are called demodulators or 
detectors. For amplitude modulation (AM), detectors or demodulators used are 
categorized as (i) square law detectors are (ii) envelope detectors.

 AM signal with large carrier are detected by using the envelope detector. The 
envelope detector uses the circuit which extracts the envelope of the AM wave. 
In fact, the envelope of the AM signal can only be detected by means of a square 
law detector in which a device operating in the nonlinear region is used to detect 
the modulating signal.

11.21.1 Square Law Detector

The  square law detector circuit is used for 
demodulating modulated signal of small amplitude 
(i.e. below 1 V) so that the operating region may 
be restricted to the nonlinear portion of the V-i 
characteristics of the device. Figure 11.31 shows the 
circuit of a square law detector. It may be observed 
that the circuit is very similar to the square law 
modulator. The only difference lies in the filter 
circuit. The square law modulator uses a bandpass filter whereas the square law 
detector makes use of a low-pass filter.

 In the circuit, the dc supply voltage VAA is used to get the fixed operating 
point in the non-linear region of the diode V-i characteristic. Since, the operation 
is limited to the nonlinear region of the diode characteristics, the lower half 
portion of the modulated waveform is compressed. This produces envelope 
applied distortion. Because of this, the average value of the diode current is no 
longer constant, rather it varies with time as indicated in Fig. 11.32.

 The distorted output diode current is expressed by the non-linear V-i 
relationship (i.e. square law) as

  i = av + bv2 (11.53)

Fig. 11.30 Amplitude detection process
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Fig. 11.31 Basic circuit of a 
square law detector
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Fig. 11.32

where v is the input modulated voltage

 AM wave may be expressed as

  v = A (1 + m cos wmt) cos wct (11.54)

 Substituting the value of v from Eq. (11.54) in Eq. (11.53), we have

  i = a [A (1 + m cos wmt) cos wct]

    + b [A (1 + m cos wmt) cos wct]
2 (11.55)

 Now, if above equation is expanded, then we observe the presence of terms 
of frequencies like 2wc, 2(wc ± wm), wm and 2wm besides the input frequency 
terms.

 Hence, this diode current i containing all these frequency terms is passed 
through a low-pass filter which allows to pass the frequencies below or up to 
modulating frequency wm and rejects the other higher frequency components. 
Thus, the modulating or baseband signal with frequency wm is recovered from 
the input modulated signal.

11.21.2 Linear Diode or  Envelope Detector

Diode detection is called the envelope detection as it recovers the audio frequency 
signal envelope from the composite signal. Diode detector is also called the linear 
detector as its output is proportional to the voltage of the input signal.
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 Linear diode detector makes use of rectification property of a diode. Such 
detectors are widely used in commercial radio receivers. However, a linear diode 
detector needs a carrier voltage of 5V or more so as to provide satisfactory 
operation. With such a high value carrier voltage the cutin voltage of the diode 
may be neglected and the operation may be considered to be taking place over 
the linear portion of the dynamic voltage-current characteristic of the diode. The 
circuit of a basic diode detector is shown in Fig. 11.33. Here L1-C1 is a parallel 
resonant circuit. By varying C1, the resonant frequency of this circuit can be varied 
and hence RF signal of any frequency can be tuned in. It is to be noted that the 
antenna receives various modulated signals of different frequencies from various 
stations and the desired frequency is to be tuned in. The modulated selected 
signal is now applied to the junction diode. The diode conducts when the carrier 
signal is positive and cuts off when it is negative. Consequently, each positive 
half cycle of the carrier wave appears across the parallel combination of R and 
C in the manner depicted in Fig. 11.33(b). The capacitor C charges to nearly the 
peak value of the positive half cycle of the carrier wave. A small voltage drop 
occurs across the diode. During the negative half cycle of the carrier the capacitor 
C discharges through the resistor R at a time constant RC. In choosing R and C 
care must be taken not to select too small a value for RC, otherwise the charge 
will be dissipated and voltage will be reduced to zero during the negative half 

Fig. 11.33 Linear diode detector
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cycle. This condition can be avoided by choosing RC large compared to time it 
takes for the carrier to pass through one cycle. On the other hand, it is important 
that RC not be chosen excessively large, for then the capacitor will discharge 
so slowly that in the decreasing portion of the rectified output diagonal clipping 
occurs as indicated in Fig. 11.33(b). The best value of RC is that which causes 
the rate of discharge of the capacitor to follow the variations in the modulating 
signal. Analysis shows that the maximum permissible value of time constant RC 
for avoiding negative peak clipping is given by

    1 ___ 
RC

   ≥ wm   m _______ 
 ÷ 

______

 1 + m2  
   (11.56)

 The analysis, however, neglects many factors which affect the results 
appreciably. So the maximum permissible value based on empirical formula is 
given as

    1 ___ 
RC

   ≥ wm m (11.57)

 The output signal of the diode detector has somewhat jagged variation 
depicted in Fig. 11.33(b). It has a waveshape that very closely resembles to that 
of the modulating signal, with the exception that it contains a d.c. level. This, 
however, is readily removed by using capacitance-resistance coupling to the next 
stage, as shown in Fig. 11.33(a). The output of this coupling network is a signal 
that very closely matches the original modulating signal.

Mathematical Analysis From Section 11.3.1 Eq. (11.4)

  v = Vc (1 + m sin wmt) sin wct

 The current during conduction period is

  i =   v ______ 
R + rd

   =   
Vc (1 + m sin wmt) sin wct   _____________________  

R + rd
  

where rd is the diode resistance for 0 £ wct £ p

 So Iav =   1 ___ 
2p

    Ú 
0
   

2p

  id (wct) 

   =   1 ___ 
2p

    Ú 
0
   

2p

    
Vc ______ 

R + rd
    (1 + m sin wmt) sin wct d (wct)

 sin wmt term is assumed to be constant because wm << wc.

\  Iav =   1 ___ 
2p

     
Vc ______ 

R + rd
   (1 + m sin wmt) [cos wct ] 0  

p 

   =   
Vc (1 + m sin wmt)

  _______________  
p (R + rd)

   neglecting – ve sign
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  Vav = Iav R

   =   
Vc (1 + m sin wmt) R

  _________________  
p (R + rd)

  

   =   
Vc R ________ 

p (R + rd)
   +   

RVm sin wmt
  __________ 

p (R + rd)
   (11.58)

 (  m =   
Vm ___ 
Vc

   ) 
 In above Eq. (11.58) the first term represents a d.c. component and the 
second term represents the a.c. component, the value of which is proportional 
to the modulating voltage. By processing the second term, information can be 
extracted.

 Detection efficiency,

  b =   
Average pd across the load

   ____________________________   
Peak value of input signal voltage

  

   =   

  
Vc (1 + m sin wmt) R

  _________________  
p (R + rd)

  

  _________________  
Vc (1 + m sin wmt)

  

   =   R ________ 
p (R + rd)

   =   1 __________ 
p (1 + rd/R)

   = 31.8%  rd << R

Advantages of Diode Detectors

 1. They can be operated as linear or power detectors.

 2. They can handle comparatively large input signals.

 3. Good linearity is achieved, as negligible distortion is introduced during 
rectification.

 4. They can be used in simple automatic gain control circuits. 

 However, they suffer from the following drawbacks.

 1. During conducting period the diode consumes some power, so Q of its 
tuned circuit along with its gain and selectivity is reduced.

 2. The diode detectors are not capable of amplifying the rectified signal by 
themselves as is possible in case of transistor detector. However, signal 
can be amplified both before and after rectification so this drawback does 
not matter much.
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Questions
 11.1 What is modulation and why is it necessary?

 11.2 Explain the need of modulation in a communication system. Write the 
types of modulation used for different communication systems and explain 
them in brief.

 11.3 The equation of a carrier signal is given by ec = Ec sin (wct + f) and 
that of modulating signal em = Em cos wmt. Derive an equation for the 
modulated signal and modulation index for amplitude modulation.

 11.4 What do you mean by modulation index? Derive an expression for that 
AM index. Also sketch waveforms for different values of index.

 11.5 Define “amplitude modulation” and “modulation index”. Write down 
the equation for (i) amplitude and (ii) the instantaneous voltage of the 
amplitude modulated wave. Sketch the graph of an amplitude modulated 
wave.

 11.6 In amplitude modulation, derive a relation between total power of a 
modulated signal, carrier signal power and modulation index.

 11.7

 (i) Write an expression for AM wave v(t)

 (ii) Draw the waveform for v(t).

 (iii) Show that modulation index,

   m =   
Vmax – Vmin __________ 
Vmax + Vmin

  .

 11.8 Explain the square law modulator for the generation of AM signals.

 11.9 Explain with a neat diagram, the working of a balanced modulator.

 11.10 Define AM and FM. Use sketches to explain these definitions. Where are 
these employed?

 11.11 Explain frequency modulation.

 11.12 What is phase modulation? Obtain an expression for a phase modulated 
wave when the modulating signal is sinusoidal.

 11.13 Explain the working of square law demodulator for detection of AM 
wave.

 11.14 Explain the working of a linear diode detector.

 11.15 Write short notes on:

 (i) Need of modulation

 (ii) Diode detector

 (iii) Advantages of FM over AM
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 (iv) Types of modulation

 (v) Types of amplitude modulation

 (vi) Vestigial side band modulation system

 (vii) Collector modulation

 (viii) Square law diode modulator

 (ix) Phase shift method for SSB generation

 (x) Power relations in FM wave.

 (xi) Phase modulation

 (xii) Pulse amplitude modulation

 (xiii) Pulse width modulation

 (xiv) Pulse position modulation

 (xv) Pulse code modulation
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12.1 INTRODUCTION

Communication is the process whereby information is transferred from one point 
called the source to the other point called destination. Signal in communication 
is the electrical analogue of the message at the source. (The message at the origin 
is not electrical in nature. It is converted into electrical form using a transducer.

 Signals are basically single valued functions of time which may be real or 
complex valued. Signals can be classified as deterministic signals and  random 
signals. By deterministic signals we mean the class of signals that can be 
expressed explicitly as time functions (This means that the behaviour of the signal 
is known before hand). We say a signal is random if its value is not predictable 
in advance. In this sense, and from the receiving end viewpoint, all meaningful 
signals in communication are random, for if the signal were known before hand, 
there would be no point in transmitting it. Thus a known signal does not contain 
any information. In the present chapter, emphasis will be on unwanted random 
signals or  noise. For example, we may consider a radio communication system. 
The received signal consists of an information – bearing signal component, a 
random interference component and receiver noise. The information bearing 
signal may be voice signal consisting of randomly spaced bursts of energy signals. 
The interference components are extraneous electromagnetic waves produced by 
other communication systems and atmosphere. A major source of noise arises 
from random motion of electrons in the components and devices at the front end 
of the receiver.

12.2 NOISE: CLASSIFICATION AND ORIGIN

Noise may be defined, in an electrical sense, as an unwanted form of electrical 
signal which tends to interfere with the proper and easy reception and reproduction 
of desired signals. Many disturbances of an electrical nature produce noise in 
receivers, modifying the signal in an unwanted manner. In radio receiver noise 
may produce hiss in loud speaker output, whereas in television receivers it may 
appear as snow or confetti (coloured snow) superimposed on the picture. In pulse 
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communication system, noise may produce unwanted pulses which may cancel 
the wanted ones and lead to serious error in the detected signal. Noise is thus 
seen as limiting the range of systems, for a given transmitted power. Noise also 
affects the sensitivity of receivers, by placing a limit on the weakest signal that 
can be amplified and reproduced properly.

 There are numerous ways of classifying noise. It may be sub-divided 
according to type, source, effect or relation to receiver. The most convenient way 
is to divide noise in two broad groups e.g., noise whose sources are external to 
the receiver and noise created within the receiver. From this viewpoint noise can 
be considered to be of two basic types,  external noise originating from sources 
outside the receiver and  internal noise arising from the system itself.

12.2.1 External Noise

Various forms of noise created outside the receiver come under this category 
which can be further classified as atmospheric noise and extra-terrestrial noise.

(a)  Atmospheric Noise

This noise arises from lightening discharges in thunderstorms and other electrical 
disturbances occurring in the atmosphere. This disturbances occur in the form 
of impulses normally used for broadcasting. Atmospheric noise thus consists 
of spurious radio signals with components distributed over a wide range of 
frequencies. These disturbances propagate in the same manner as ordinary 
radio waves of the same frequency. Thus, a receiver located at any point on 
the ground receives and reproduces these signals along with the desired signals. 
These atmospheric noise resulting from natural disturbances is referred to as 
static. Field strength of this noise signal is approximately, inversely proportional 
to frequency. As a result this noise intereferes more with radio receivers than 
television. Atmospheric noise becomes less severe at frequencies above 30 MHz 
because higher frequencies are limited to line of sight propagation (less than 80 
km) and the effect of the noise components is very little in the VHF range and 
above.

(b) Extraterrestrial Noise

This noise arises from sun and other distant stars and can be classified as solar 
noise and cosmic noise.

(i)  Solar Noise

It arises from sun. Under normal conditions (quiet condition), there is a constant 
noise radiation from the sun simply because it is a large body heated at a very 
high temperature (6000°C on the surface). It therefore, radiates over a very broad 
frequency spectrum which includes the frequencies we use for communications. 
However, the disturbances in the sun is variable and undergoes cycles at the 
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peak of which electrical disturbances erupt. These additional disturbances are 
several orders of magnitude greater than the noise generated during periods of 
quiet sun. The solar cycle repeats these period of great electrical disturbances 
approximately every 11 years. Further, these 11 year cycle peaks reach even a 
higher maximum peak every 100 years or so. These 100 year peaks appear to 
be increasing in intensity. Thus, the noise generated by sun changes periodically 
with the solar disturbances.

(ii)  Cosmic Noise

This refers to noise coming from distant stars other than sun. These stars are also 
heated bodies with radiated signals spreading a wide range of frequency. The 
noise received from such stars is also called black-body noise and is distributed 
fairly uniformly over the entire sky. Space noise is observable in the range from 
about 8 MHz to about 1.43 GHz. This is the strongest component of noise in the 
range 20 – 120 MHz.

(iii) Industrial Noise or Man-made Noise

This noise is strongest in industrial areas. The frequency of man-made noise 
spans between 1 to 600 MHz.  Man-made noise is found in urban, suburban 
and industrial areas. The intensity of the noise made by human easily outstrips 
that created by any other source, internal or external to the receiver. Under this 
heading, noise generated by sources such as automobile, and aircraft ignition, 
electric motors and switching gear, leakage from high voltage lines and other 
heavy electric machines are all included. Fluorescent lights are another powerful 
source of such noise and therefore, should not be used where sensitive receiver is 
installed. The noise is usually, produced by the arc discharge present in the above 
mentioned operations. Therefore, the noise produced is most intense in industrial 
and densely populated areas. The nature of this noise is so variable that it is 
difficult to analyse and model this noise on any basis other than statistical. The 
noise however, does obey the general principle that the received noise increases 
as the receiver bandwidth is increased.

12.2.2 Internal Noise

This noise is created by various components used in processing the received 
signal and is completely internal to the system. This can be reduced by proper 
design. The effect of this noise is most significant at the front end part of the 
receiver where the strength of the signal is usually weak. One unavoidable cause 
of this noise is the thermal motion of electrons in conducting media like wires, 
resistors etc. As long as communication systems are constructed with such 
network components as resistors, inductors, capacitors etc., this thermal noise 
will be present. The other source of internal noise arises from the use of electronic 
components in the receiver system. These electronic devices work with random 
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emission from cathode (in case of vacuum devices) or injection of electrons or 
holes (in the case of solid-state devices). This random emission or injection is 
responsible for the other type of internal noise called shot noise. Internal noise 
can thus be classified under two heads shot noise and thermal noise.

(a) Shot Noise

 Shot noise arises in electronic devices because of discrete nature of current flow 
in the device. In vacuum devices this noise arises from random emission of 
electrons from the cathode while in solid-state devices it arises from the random 
diffusion of minority carriers and the random generation and recombination of 
electron hole pairs. When this noise is amplified and fed to loudspeaker it sounds 
like a shower of lead shots striking a metal plate and hence the name shot noise. 
The following analysis makes a quantitative estimation of the power spectral 
density of shot noise in a vacuum diode.

 Consider a temperature limited diode as 
shown in Fig. 12.1. We assume that the cathode-
plate potential difference is large enough to 
cause the electrons emitted thermionically by 
heated cathode to be pulled to the plate with 
such high velocities that space-charge effects are 
negligible. The plate current is then determined 
effectively by the rate at which electrons are 
emitted from the cathode. By considering the 
plate current as the sum of a succession of 
current pulses, with each pulse caused by the transit of one electron through 
the cathode plate space, we can find the mean square value of the randomly 
fluctuating component of the current as follows.

 Assume that a single electron is emitted from the cathode. The electron 
acquires velocity as it moves towards the plate and induces current in (t). The 
emitted electron experiences a force, F given by

  F = qV/d (12.1)

where, q is the electronic charge and V is the applied voltage and d is the 
separation between the electrodes of the diode. The acceleration of the electron 
is, therefore,

  a =   
qV

 ___ 
md

   (12.2)

where m is the mass of the electron.

 Assuming the initial velocity to be zero, the velocity v(t) of an electron at 
any time t is given by

  v(t) =   
qV

 ___ 
md

   t (12.3)

Heater

V
–

+

Fig. 12.1 Vacuum diode
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 The kinetic energy of the electron at any time t is 

  E(t) =   
q2V2

 _____ 
2md2

   t2 (12.4)

 If the motion of this electron induces a charge Q on the plate, then the amount 
of work W that must be done to induce Q on the plate with potential V is

  W = QV (12.5)

 Equating this work to the kinetic energy of the electron given by Eq. (12.4), 
we get

  Q =   
q2Vt2

 _____ 
2md2

   (12.6)

 The induced plate current is given by

  ic (t) =   
dQ

 ___ 
dt

   =   
q2V

 ____ 
md2

   t (12.7)

 That is, ic (t) =   
q
 __ 

d
   v(t) (12.8)

 Thus the induced current is proportional to the velocity of the electron.

 The transit time of the electron ta (time taken by the electron to reach the 
plate from cathode) can be calculated from Eq. (12.3) by integrating both sides 
with respect to t. Thus, 

  d =  Ú 
0
   

ta

  v(t)  dt =   
qV

 ___ 
md

    Ú 
0
   

ta

  t dt 

 That is, 

  d =   
qV

 ____ 
2md

    t a  
2  (12.9)

and  ta =  ÷ ___

   2m ___ 
qV

     d (12.10)

 Substituting the value of d from Eq. (12.9) into Eq. (12.7), we get

  ic (t) =   
2q

 ___ 
 t a  

2 
   t, for 0 < t < ta 

   = 0,  for t > ta (12.11)

 Thus the electron induced current increases linearity from zero to 2q/ta and 
goes to zero as soon as the electron reaches the plate at t = ta. Each emitted 
electron from the cathode induces such triangular current pulses. The total plate 
current is thus, composed of a large number of these triangular current pulses 
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distributed randomly as shown in Fig. 12.2. The diode current is the sum of all 
such current pulses. The area under each current pulse is

  Ios =   1 __ 
2
   ×   

2q
 ___ ta
   × ta = q units (12.12)

 Hence, the average value of the plate current is

  Io =  
_

 n  Ios

   =  
_

 n q (12.13)

where  
_
 n  is the average number of electrons emitted per second.

 We shall now calculate the power density spectrum of the shot noise current. 
The shot noise current i(t) consists of two components e.g., a constant current 
I0 and a time varying component in(t) (see Fig. 12.2(c)). Since in(t) is random, it 
cannot be specified as a function of time. However, in(t) represents a stationary 
random signal can be specified in terms of power density spectrum. As there one  
_
 n  pulses per second, it is reasonable to expect that the power density spectrum of 

in(t) will be  
_
 n  times the energy density spectrum of in(t). Thus, the power density 

spectrum Si(f) of in(t) will be

  Si(f) =  
_

 n  |Ie(f)|
2 (12.14)

where Ie(f) is the Fourier transform of ie(t)

t

I0

i t( )

(c)

2q
ta

i tn( )

t

(b)

i te( )

2q
ta

ta t

(a)

Fig. 12.2 (a) Current pulse induced by a single electron. (b) Plate current comprising 
randomly distributed current pulses. (c) Shot noise current components
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 In order to find Ie(f), we write ie(t) as

  ie(t) =   
2q

 ___ 
 t a  

2 
   [t u(t) – ta u(t – ta) – (t – ta) u(t – ta)] (12.15)

 Taking Fourier transform on both sides we get

  Ie(f) =   
2q
 _________ 

– (2pf)2  t a  
2 
   [1 – exp (– j2pfta) – j2pfta exp (–j2pfta))] (12.16)

 Substituting the value of Ie(f) from Eq. (12.16) into Eq. (12.14) we get

  Si(f) =   
4I0q _______ 

(2pfta)
4
   [(2pfta)

2 + 2(1 – cos (2pfta) – 2pfta sin (2pfta)] (12.17)

 The average power density spectrum Si(f) can be plotted as a function of f. It 
is however, convenient to plot Si(f) in terms of 2pfta as shown in Fig. 12.3. The 
power density spectrum is nearly flat for 2pfta < 0.5.

S fi( )

qIo

qIo
2

0 (2 )p tf a

Fig. 12.3 Power spectral density of shot noise versus frequency

 For a diode having d = 1 mm and V = 10 volts,

  ta = 10–9 sec.

 Thus, the power spectral density of the noise current component is essentially 
flat up to 80 MHz approximately. The power spectral density of the shot noise 
current may be considered to be constant equal to qIo up to this frequency and is 
given by

  Si(f) = qIo (12.18)

 In general, the power density spectrum of the shot noise current of an active 
component is given by

  Si(f) = KqIo (12.19)

where K is a constant and varies from device to device. For junction devices K 
also depends on the mode of biasing. In the case of bipolar junction transistor 
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K = 2. In active devices there are various other types of noise present. Some of 
these noise forms are discussed below.

(i) Partition Noise

 Partition noise occurs whenever current has to divide between two or more paths, 
and results from the random fluctuations in the division. It is thus expected that 
a diode would be less noisy than a transistor (all other factors being equal). It 
is for this reason that the inputs of microwave receivers are often directly taken 
to diode mixers. The spectrum for partition noise is flat. Active three terminal 
components in which the control terminal draws less current are less noisy. In 
recent years, GaAs MESFETs (Metal-Semiconductor Field Effect Transistors) 
have been developed which draws almost zero gate bias current. These devices 
have low partition noise and therefore find application in low noise microwave 
amplification.

(ii) Low-Frequency or Flicker Noise

Below frequencies of a few kilohertz, a component of noise appears, the power 
spectral density of which increases as the frequency decreases. This is known as 
 flicker noise (sometimes called I/f noise). In vacuum tubes the main causes of 
flicker noise are slow changes which take place in the oxide structure of oxide 
coated cathodes and migration of impurity ions through the oxide.

 In semiconductor devices flicker noise results from fluctuations in carrier 
density and is much more troublesome in semiconductor amplifying device 
than in vacuum tube counterparts at low frequencies. The fluctuation in the 
carrier density causes fluctuation in the conductivity of the material. This in 
turn, produces a fluctuating voltage drop when a direct current flows, which is 
the flicker-noise voltage. It follows that the mean square value of flicker noise 
voltage is proportional to the square of the direct current flowing.

(iii) High-Frequency or  Transmit-Time Noise

In semiconductor devices, when the transit time of carriers crossing a junction is 
comparable with the time period of the signal, some of the carriers may diffuse 
back to the source or emitters. It can be shown that this gives rise to an input 
admittance in which the conductance component increases with frequency. This 
conductance has a noise current source associated with it in parallel. Since the 
conductance increases with frequency, the power spectral density also increases. 
A similar effect occurs in vacuum tubes when the transit time of electrons from 
cathode to control grid is comparable to the time period of the signal.

(iv)  Generation-Recombination Noise

In semiconductor devices, some impurity centres will be ionized on a random 
basis, being energised thermally. Thus a random generation of carriers occurs 
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in semiconductor device. The carriers can also recombine with ionized impurity 
centres on a random basis, either directly or through trapping centres. The overall 
result is that the conductivity of the semiconductors have randomly fluctuating 
component which gives rise to a noise current when direct current flows through 
the semiconductance device. The power spectral density of this type of noise has 
yet to be established fully.

(b)  Thermal Noise

This noise arises due to the random motion of free electrons in the conducting 
medium such as resistors. Each free electron inside a resistor is in motion due to 
its thermal energy. The path of individual electrom motion is random and zig-zag 
due to collosion with the lattice structure. The net effect of this random motion 
is that there is no preferred direction of the flow of a group of electrons and as 
a result the average current is zero. On the other hand, because of the random 
motion of the individual electrons, there is a finite value of the r.m.s. current. The 
power spectral density of the current due to free electrons is given by

  Si(f) =   2kTGa2

 _________ 
a2 + (2pf)2

  

   =   2kTG ____________  

1 +   ( 2p  (   f __ a   )  )  2 
   (12.20)

where k is the Boltzmann constant, T is the absolute temperature of the ambient, 
G is the conductance of the resistor and a is the average number of collisions 
per second of an electron.

 The power spectral density of the thermal noise current is plotted as a 

function of 2p  (   f __ a   )  in Fig. 12.4. It is clearly seen that the spectrum of Si(f) may 

be assumed to be flat for 2p  (   f __ a   )  < 0.1. The magnitude of a, the number of 

collisions per second is the order of 1014. Hence, the spectrum is essentially flat 
up to frequencies in the range of 104 GHz. Thus, for all practical purposes, the 
power spectral density due to thermal noise of a resistor may be taken as

  Si(f) = 2kTG (12.21)

 Therefore, the power spectral density of noise is considered to be constant, 
and the contribution of any circuit is determined by the bandwidth of the circuit. 
Thermal noise may be considered to contain all frequency components in equal 
amount. For this reason thermal noise is often referred to as  white noise (white 
signifying the presence of all colours or frequencies). Thermal noise has another 
name called  Johnson noise after J.B. Johnson who made a detailed investigation 
of this noise in conductors.
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 It is evident from previous discussion that a resistor R (Fig. 12.5) can be 
represented by a noiseless conductor G = 1/R in parallel with a noise current 
source in(t) with power spectral density 2kTG as shown in Fig. 12.5(b). Thevenin 
equivalent of this arrangement (Fig. 12.5b) is shown in Fig. 12.5(c) which is a 
voltage source equivalent circuit consisting of noise voltage source in series with 
a noiseless resistor R given by

  vn (t) = R in (t) (12.22)

Si f( )

2 kTG

kTG

-1 0 1 (2 / )p af

Fig. 12.4 Power spectral density of thermal noise current versus frequency

R

a

b

i tn( )

a

b

G = 1
R

V tn( )

R

a

b

(a) (b) (c)

Fig. 12.5 Noise equivalent circuit of a resistor

 Since the power density spectrum is a function of the square of the signal, 
the power spectral density, Sv (f) of the noise voltage can be expressed in terms 
of power spectral density Si (f) of the noise current as

  Sv (f) = R2 Si (f) = 2kTR (12.23)

 From the interpretation of the power spectral density, the power carried by 
the frequency component Df (Hz) centred at frequency f is

  DP = 2 Sv (f) Df = 4kTRDf (12.24)
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 Thus, if the noise voltage vn (t) is filtered by a narrow band filter of bandwidth 
Df (Hz), the output voltage Dvn of this filter will have a mean square value of 

   
_____

 (Dvn)
2  = 4kTRDf (12.25)

 Since the major contribution of internal noise arises from thermal noise, we 
shall consider this noise in more details in subsequent sections.

(i) Resistors in Series

The noise voltage equivalent circuit of two resistors connected in series is shown 
in Fig. 12.6a. Since the two resistors in series can be replaced by a single resistor 
Rs = R1 + R2, the equivalent circuit can be drawn as shown in Fig. 12.6. Therefore, 
the mean squared noise voltage can be written as

   
__

  v n  
2   = 4Rs kT Df (12.26)

where Df is the bandwidth.

Fig. 12.6 (a) Noise voltage circuit of two resistors connected in series.
(b) Equivalent of two resistors connected in series

 Substituting, Rs = R1 + R2, in Eq. (12.26) we get

   
__

  v n  
2   = 4R1 kT Df + 4R2 kT Df

   =  
___

  v n1  
2
    +  

___

  v n2  
2
    (12.27)

 This shows that the resultant noise voltage mean squared is equal to the sum 
of the mean square of the individual noise voltages, or alternatively,

   ÷ 
__

  
__

  v n  
2     =  ÷ 

_______

  
___

  v n1  
2
    +  

___

  v n2  
2
      (12.28)
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 It should be noted that just adding the noise voltages vn1 + vn2 would have 
given the wrong result. For a number of resistors R1, R2, … in series Eq. (12.27) 
can be extended as

   
__

  v n  
2   = 4 (R1 + R2 + R3 + …) kTDf

   
__

  v n  
2   =  

___

  v n1  
2
    +  

___

  v n2  
2
    +  

___

  v n3  
2
    + … (12.29)

(ii) Resistors in Parallel

For two resistors in parallel (Fig. 12.7a), the equivalent noise circuit is shown in 
Figs. 12.7(b) and (c). Here, it is simpler to work with conductance G and the noise 
current sources. Since two conductances in parallel can be replaced by a single 
conductance Gp = G1 + G2, the circuit can be equivalently represented as shown 
in Figs. 12.7(b) and (c). Thus,

   
__

  i n  
2   = 4Gp kTDf

   = 4 (G1 + G2) kTDf

   =  
__

  i n1  
2
    +  

__

  i n2  
2
    (12.30)

G
R1

1
=

1
G

R2
2

=
1

(a)

G1i
2
n1

(b)

i i i
2 2 2
n n n= +1 2

G G Gp = +1 2

(c)

i
2
n2 G2

Fig. 12.7 (a) Two resistors in parallel (b) and (c) Noise current equivalent circuit
of two resistors in parallel

 The argument can be extended to any number of resistors in parallel to give

   
__

  i n  
2   = 4 (G1 + G2 + G3 + …) kTDf (12.31)
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 If it is desired to obtain the voltage-generator equivalent circuit for resistors 
in parallel, the equivalent parallel resistance Rp is to be determined where

    1 ___ 
Rp

   =   1 ___ 
R1

   +   1 ___ 
R2

   +   1 ___ 
R3

   + … (12.32)

and   
__

  e n  
2   = 4Rp kTDf (12.33)

Example 12.1 Two resistors, 22 kW and 47 kW, are at room temperature 
(300 K). Calculate, for a bandwidth of 100 kHz, the thermal noise voltage 
(a) for each resistor, (b) for the two resistors in series and (c) for the two resistors 
in parallel.

Solution Here, kT = 1.38 × 10–23 × 300

   = 4.14 × 10–21 J.

 (a) For the 22 kW resistor 

    
___

  e n1  
2
    = 4 × (22 × 103) × 4.14 × 10–21 × 100 × 103

    = 36.4 × 10–12 V2

  For the 47 kW resistor

    
___

  e n2  
2
    = 4 × (47 × 103) × 4.14 × 10–21 × 100 × 103

    = 67.9 × 10–12 V2

 (b) For the series combination

   RS = (22 + 47) kW

    = 69 kW

  Therefore,  ÷ 
__

  
__

  e n  
2     =   [  

___

  e n1  
2
    =  

___

  e n2  
2
    ]  1/2

 

    = [(36.4 + 67.9) × 10–12]1/2

    = 10.21 mV

 (c) For the parallel combinations of R1 and R2

     1 ___ 
Rp

   =   1 ___ 
R1

   +   1 ___ 
R2

   

  That is, Rp =   22 × 47 _______ 
22 + 47

  

    = 14.98 kW

  Therefore,  
__

  e n  
2   = [4 × 14.98 × 103 × 4.14 × 10–21 × 100 × 103]1/2

    = 4.98 mV
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12.3 GENERALISATION OF THERMAL NOISE
 RELATIONSHIP

Consider a generalized circuit (two port network) consisting of linear, passive, 
bilateral circuit elements (such as resistors, inductors, capacitors). We shall 
extend the concept of thermal noise for single resistor or conductor to the case 
of this generalized circuit. A typical circuit is shown along with its Thevenin and 
Norton equivalent representations in Fig. 12.8. The admittance Yab(f) across the 
terminal of the equivalent circuit in Fig. 12.8a can be written as

  Yab(f) = Gab(f) + jBab(f) (12.34)

i tn( ) S f fi ab( ) = 2 kTG ( )G ( )ab f

a

b
jB fab( )

Y (f G f jB (f)ab ab ab) = ( ) +

(a)

Linear,
passive,
bilateral
network

a

b

Linear,
passive,
bilateral
network

a

b

R f S f fab v ab( ), ( ) = 2 kTR ( )

j fX ( )abZ f R f j fab ab ab( ) = ( ) + X ( )

V tn( )

(b)

Fig. 12.8 (a) RLC circuit with its Norton’s equivalent representation. (b) RLC circuit
with its Thevenin’s equivalent representation

 Thus, the network can be represented by a noiseless admittance Yab(f) in 
parallel with a noise current source of power density Si (f) given by

  Si (f) = 2kTGab(f) (12.35)

 Note that Gab(f), the equivalent conductance seen across the terminal ab 
varies with frequency in general. Hence, the equivalent noise current source has 
a power spectral density which is a function of frequency. An alternative form 
of noise equivalent circuit of the network can be obtained by using Thevenin 
Theorem (Fig. 12.8b).
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 The impedance Zab(f) is given by

  Zab(f) = Rab(f) + jXab(f) (12.36)

 The equivalent circuit consists of a noiseless impedance Zab(f) in series with 
a noise voltage source vn (t) of power spectral density Sv (f) given by

  Sv (f) = 2kT Rab(f) (12.37)

 In general Rab(f), the real part of Zab(f), is a function of frequency. Hence the 
power spectral density of the equivalent noise source is a function of frequency.

 It should be noted that a major limitation of the theorem is that it applies to 
any linear bilateral passive circuit elements in which all of the noise sources are 
due to resistors only. Thus the theorem cannot be applied to circuits containing 
active components like vacuum tubes or transistor etc.

Example 12.2 Determine the power spectral density of the thermal noise 
voltage across terminals ab of the circuit shown in Fig. 12.9. Also, find the power 
spectral density of the noise current.

1 H

1 W

1 F 1 W

a

b

a

b

V tn( )

j fX ( )ab

R fab( )

Fig. 12.9 RLC circuit and its Thevenin’s equivalent

Solution The admittance Yab(f) is given by

  Yab(f) = 1 + j2pf +   1 _______ 
1 + j2pf

  

   =   
2 – 4p2f 2 + 4jpf

  _____________ 
1 + j2pf

   =   
2 + 4p2f 2 + j8p3f 3

  _______________  
1 + 4p2f 2

  

 Hence the impedance Zab(f) is given by

  Zab(f) =   
1 + j2pf

  _______________  
(2 – 4p2f 2) + j4pf

  

   =   
2 + 4p2f 2 – j8p3f 3

  _________________  
(2 – 4p2f 2)2 + (4pf)2
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 The power spectral density of the noise voltage Sv (f) is given by

  Sv (f) = 2kT Rab(f)

   = 2kT Re [Zab(f)]

   =   
2kT (2 + 4p2f2) 

  ________________  
(2 – 4p2f2) + (4pf)2

  

 The power spectral density of the noise current Si (f) is given by

  Si (f) = 2kT Re [Yab(f)]

   = 2 kT   
2 + 4p2f2

 ________ 
1 + 4p2f2

  

12.4 THERMAL NOISE CALCULATION FOR A SINGLE
 NOISE SOURCE

Consider a circuit consisting of noiseless elements as shown in Fig. 12.10. A 
random noise voltage vni (t) is applied to the input terminals of the circuit. We 
wish to determine the root mean square value of the output noise voltage vno (t). 
Let H(f) be the transfer function of the system. Let Sni (f) and Sno (f) are the 
power spectral densities of the noise voltage signals vni (t) and vno (t) respectively. 
Therefore,

  Sno (f) = |H(f)|2 Sni (f) (12.38)

V tni( ) H f( )

a

a'

b

b'

Fig. 12.10 A single random noise source applied to a noiseless circuit

 The average power or the mean square value of the signal at the output is 
equal to the area under Sno (f) versus frequency curve, that is

   
_____

  v no  
2
   (t)  =  Ú 

– •
  

•

   Sno  (f) df

   = 2  Ú 
0
   

•

  |H(f)|2  Sni (f) df (12.39)

since the power density spectrum is an even function of frequency.

 Thus, the r.m.s. value of vno (t) is

   ÷ 
_____

  
_____

  v no  
2
   (t)    =   [ 2  Ú 

0
   

•

  |H(f)|2  Sni (f) df ]  1/2

  (12.40)
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12.5 WHITE NOISE AND ITS MATHEMATICAL
 REPRESENTATION

The noise analysis in communication system is based on an idealized form of 
noise process called  white noise. The power spectral density of this noise is 
considered to be independent of frequency. The power spectral density of the 
white noise process W(t) is represented as

  SW (f) =   
N0 ___ 
2
   (12.41)

where the factor 1/2 has been included to indicate that half of the power associated 
with the positive frequency and remaining half with negative frequencies. This 
is illustrated in Fig. 12.11(a). The quantity N0 has a dimension of W/Hz. The 
power spectral density of white noise shown in Fig. 12.11a shows that it has no 
dc power. In other words the mean or average value of white noise process is 
zero. The autocorrelation function of the power spectral density can be obtained 
by taking the inverse Fourier transform on both sides of the Eq. (12.41). The 
autocorrelation function for the white noise process can be written as

  RW (t) =   
N0 ___ 
2
   d(t) (12.42)

S fW( )

N0

2

0 f

(a)

Rw( )t

N0

2 d t( )

0 t

(b)

Fig. 12.11 Graphical representation of white noise process (a) Power spectral density
(b) Autocorrelation function
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 Thus the autocorrelation function of the white noise consists of a delta function 

scaled by a factor   
N0 ___ 
2
   and occurring t = 0. This is illustrated in Fig. 12.11b. Note 

that RW (t) = 0 for t π 0. This means that no two different samples of white noise, 
no matter how close together they are in time have any correlation between them. 
In a strict sense white noise has infinite average power and is therefore physically 
realizable. However, white noise has convenient mathematical properties and 
therefore is useful for system analysis. The role of white noise process in noise 
analysis is similar to the one played by an impulse function or delta function 
in the linear system analysis. Like impulse function the effect of white noise 
is observed only after passing it through a system with finite bandwidth. It is 
therefore evident that as long as the bandwidth of the noise process at the input 
of the system is appreciably larger than the bandwidth of the system itself, we 
characterize the noise process as white noise.

12.6 MULTIPLE NOISE SOURCES: SUPERPOSITION OF
 POWER SPECTRAL DENSITY

In an electrical network there are a large number of noise sources arising from 
resistor and electronic components. All these sources are independent sources 
of random signals. It can be shown that for multiple noise sources applied to a 
linear system, the mean square value of the response is equal to the sum of the 
mean square values of the responses computed by assuming only one source at 
a time. This is also true for the power density spectra.

X t2( )

X t1( ) y t( )
Linear
system

Fig. 12.12 A linear system with two independent random noise signal input

 Consider a linear system with two independent random signal sources x1 (t) 
and x2 (t) at the input. Let y(t) be the response of the system (see Fig. 12.12). 
Since the system is linear

  y(t) = y1 (t) + y2 (t) (12.43)

where y1 (t) is the response of x1 (t) alone (i.e., in the absence of x2 (t)) and y2 (t) 
is the response of x2 (t) alone (i.e. in the absence of x1 (t))



Noise 12.19

 From Eq. (12.43), we get

   
____

 y2(t)  =   lim    
T Æ •

    1 __ 
T

    Ú 
– T/2

  
T/2

   (y1 (t) + y2 (t))
2  dt

   =   lim    
T Æ •

    1 __ 
T

    Ú 
– T/2

  
T/2

   y1
2(t)  dt +   lim    

T Æ •
    1 __ 
T

    Ú 
– T/2

  
T/2

   y2
2(t)  dt

    +   lim    
T Æ •

    2 __ 
T

    Ú 
– T/2

  
T/2

   y1(t) y2(t)  dt 

   =  
_____

 y1
2(t)  +  

_____

 y2
2(t)  + 2   lim    

T Æ •
    1 __ 
T

    Ú 
– T/2

  
T/2

   y1(t)  y2(t) dt (12.44)

 The integral on the right hand side of Eq. (12.44) is the average value of the 
product y1(t) y2(t). If y1(t) and y2(t) are independent random signals with zero 
mean, then the product y1(t) y2(t) is equally likely to have positive and negative 
values. The average value of y1(t) y2(t) is therefore zero. For a stable system, if 
the mean value of the input signal is zero, the mean value of the output signal 
will be also zero. Hence, the mean of y1(t) y2(t) is zero. Thus, from Eq. (12.44) 
we get

   
____

 y2(t)  =  
____

  y 1  
2 (t)  +  

____

  y 2  
2 (t)  (12.45)

 Expressing the mean square values i.e., average power of the signals in terms 
of power density spectra, we get from Eq. (12.45)

   Ú 
– •

  
•

   Sy(f)  df =  Ú 
– •

  
•

   Sy1(f)  df +  Ú 
– •

  
•

   Sy2(f)  df

   =  Ú 
– •

  
•

   (Sy1(f) + Sy2(f))  df (12.46)

where Sy(f), Sy1(f) and Sy2(f) are the power spectral densities of y(t), y1(t) and 
y2(t) respectively.

 From Eq. (12.46), we may also write

  Sy(f) = Sy1(f) + Sy2(f) (12.47)

 Thus, we find that for s stable linear system, the power density spectra and 
the average power obey superposition principle for independent random noise 
signals.

12.7 EXCESS RESISTOR NOISE

The thermal-noise power density generated in a resistor does not vary with 
frequency. However, many resistors also generate a different type of noise which 
depends on frequency. This noise is called  excess noise. The excess noise is 
inversely proportional to frequency and is called  l/f noise and also pink noise.
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 The amount of excess noise generated in a resistor depends on its composition. 
For example, carbon resistors generate the largest amount of excess noise 
whereas the wire-wound resistors generate negligible amount of such noise. 
However, inductance associated with wire-wound resistors restricts their use in 
high frequency application. Metal film resistors are usually the best choice for 
high frequency communication circuits from noise point of view. The variation 
of the mean-square value of the excess resistor noise current with frequency has 
been depicted in Fig. 12.13.

i 2

no

ffL

i 2

n

Fig. 12.13 The plot of mean-square current due to excess resistor noise versus frequency

12.8 NOISE IN ACTIVE CIRCUITS

In an active circuit there are various sources 
of noise. For example, in a transistor amplifier 
there is thermal noise generated in resistors 
plus the shot-noise generated by active 
components. In addition flicker noise (l/f 
noise) is also present. An equivalent circuit 
of the transistor amplifier identifying various 
sources of noise is shown in Fig. 12.14. Here, 
in2 represents the shot-noise current density 
due to bias current in the output of the device 
and in1 is the shot-noise current density due to 
the input bias current. The other noise source 
is due to the load resistor RL.

 The noise sources for commonly used 
transistors e.g., bipolar junction transistor 
(BJT), junction field-effect-transistor (JFET) 
and metal-oxide-semiconductor field-effect-
transistor (MOSFET) are discussed below.

e tn( )

c
b

e

Vcc

RL

i tn2( )i tn1( )

Fig. 12.14 Noise-equivalent model 
of a bipolar junction transistor
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12.8.1  BJT Noise

The principal noise source in a bipolar junction transistor are the two shot noise 
sources and the thermal noise created by the base spreading resistance r¢b. These 
three noise sources are shown in Fig. 12.14 and are given by

   
__

  e n  
2   = 4 kTr¢b V2/Hz (12.48)

   
__

  i n1  
2
   - = 2 qIB A2/Hz (12.49)

   i n2  
2
  - = 2 qIC A2/Hz (12.50)

where IB and IC are the base and collector current respectively. The noise current 

source  
__

  i n1  
2
    is connected between the base and the emitter junctions and the 

other noise current source is connected between the collector and the emitter 
junctions.

12.8.2  FET Noise

The noise sources in field effect transistor (excluding 1/f noise) are given by

   
__

  e n  
2   =   2.8 kT ______ gm

   V2/Hz (12.51)

and   
__

  i n  
2   = 2 qIg A2/Hz (12.52)

where gm is the trans-conductance and Ig is the gate leakage current of the field-
effect-transistor. The noise sources of MOSFET (Metal-Oxide-Semiconductor-
Field-Effect-Transistor) and JFET (Junction Field Effect Transistor) are the same 
but Ig is negligible for MOSFET. The shot noise increases with the frequency. At 
very high frequencies, the total noise current is

   
__

  i n  
2   = 2 qIg +   2.8 kT ______ gm

   (2pfC¢gs)
2 (12.53)

where C¢gs is approximately two third of the transistor gate-to-source 
capacitance.

12.9 NOISE FIGURE OF AN AMPLIFIER

From our previous discussion, it is evident that the signal is always contaminated 
with noise. Moreover, when a signal is processed by any system, additional noise 
is being added. The ratio of signal power to the noise power is a good indication 
of the purity of the signal. This ratio of signal to noise power is simply called 
 signal-to-noise ratio (SNR) or S/N.

 Consider the case of an amplifier. When a signal is amplified by an amplifier 
the noise generated by the amplifier is added to the original noise present in the 
signal. This causes deterioration in the signal-to-noise ratio of the output of the 
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amplifier compared to that at the input. The ratio of signal-to-noise power at the 
input to that at the output is an indication of the noisiness of the amplifier. In 
any amplifier, the noise present at the input (or noise generated in the source) is 
amplified and delivered to the load and the noise generated inside the amplifier 
is also delivered to the load. Thus the noise at the output is contributed both by 
the source and the amplifier.

 We define the noise figure,  
__

 F  of an amplifier as this ratio of the total noise 
power in the load (at the output) to the noise power delivered to the load by the 
source alone. In terms of power density spectrum, it is the ratio of the total noise 
power density in the load (or at the output) to the noise power density delivered 
solely due to source. This is called spectral noise figure, F. Thus

  F =   
Snto (f) ______ 
Snso (f)

   (12.54)

where Snto (f) is the power spectral density of the total noise at the output of 
this amplifier and Snso (f) is the power spectral density of the noise at the output 
due to source only. As already mentioned, the total noise power spectral density 
present at the output of the amplifier consists of two components e.g., the power 
spectral density of the noise in the load solely due to amplifier, Snao and that 
delivered to load due to source. Thus

  Snto (f) = Snso (f) + Snao (f) (12.55)

 From Eq. (12.54), the spectral noise figure can be written as

  F = 1 +   
Snao (f) ______ 
Snso (f)

   (12.56)

 From Eq. (12.56), it is evident that the spectral noise figure is a measure of 
the noisiness of the amplifier.

Alternative Form

The spectral noise figure can be expressed in terms of the spectral signal-to-noise 
ratio at the input to that at the output. Let Ssi (f) and Sso (f) represent the power 
spectral density of the desired signal at the input and the output respectively. 
thus

  Sso (f) = |H(f)|2 Ssi (f) (12.57)

where H(f) is the transfer function of the amplifier.

 Further, if Snsi (f) represent the power spectral density of the noise at the 
source (i.e. input) then

  Snso (f) = |H(f)|2 Snsi (f) (12.58)

 Thus, the spectral noise figure F can be written using Eq. (12.54) and 
(12.58) as
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  F =   
Snto (f) ___________  

|H(f)|2 Snsi (f)
   (12.59)

 Substituting the value of |H(f)|2 is terms of output and input signal power 
spectral density from Eq. (12.58) into Eq. (12.59), we get

  F =   

 (   Ssi (f) ______ 
Snsi (f)

   ) 
 ________ 

 (   Sso (f) ______ 
Snto (f)

   ) 
   (12.60)

 From Eq. (12.60) it is seen that the spectral noise figure is the ratio of the 
signal-to-noise power spectral density ratio at the input terminals to the signal-to-
noise power spectral density ratio at the output terminals. Thus, the noise figure 
is a measure of the deterioration of the signal-to-noise power spectral density 
ratio in the process of amplification. By definition and also from equation (3), it 
is evident that the noise figure is always greater than unity. Hence, the signal-to-
noise power spectrum ratio always deteriorates in the process of amplification. 
This deterioration is due to the noise introduced by the amplifier which also 
includes the noise introduced by the load impedance.

 The noise figure we have discussed so far is the spectral noise figure. We 
may also define the noise figure in terms of total noise power at the output to the 
noise power contributed due to the source. Thus, the average noise figure  

__
 F  can 

be written as

   
__

 F  =   

2  Ú 
0
   

•

  Snto (f)  df

  ___________  

2  Ú 
0
   

•

  Snso (f)  df

   = 1 +   

 Ú 
0
   

•

  Snao (f)  df

 _________ 

 Ú 
0
   

•

  Snso (f)  df

  

   = 1 +   
Nao ___ 
Nso

   (12.61)

where, Nao is the noise power at the output due solely to the amplifier and Nso is 
the noise power at the output due solely to the source noise.

 From the definition of the noise figure we find that the noise figure of an 
amplifier is always greater than unity. For an ideal amplifier (noiseless one), it 
is unity. Thus the departure of the noise figure from unity is a measure of the 
noisiness of the amplifier. It must be noted that noise figure is not an absolute 
measure but a relative measure of the noisiness of the amplifier compared to 
source noise. It may appear from the expression (average or spectral) for noise 
figure that the noise figure can be made closer to unity by adding extra noise in the 
source. However, it is not a proper solution for improving the noise performance 
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of the amplifier. The reason is that when the noise in the source is increased, 
the amplifier only appears to be less noisy compared to the source. The overall 
signal-to-noise ratio at the output deteriorates badly in such cases making the 
output signal much more noisy. Thus the improvement of the noise figure of the 
amplifier is not possible by increasing the noise of the source alone. On the other 
hand the problem can be easily tackled by using a step-up transformer at the 
input which will increase both the input signal and the input noise. The increased 
noise at the source makes the amplifier look less noisy without deteriorating the 
signal-to-noise ratio at the input (since the signal is also increased by the same 
amount as the noise in the source by the step-up transformer). Thus the noise 
figure is reduced and the signal-to-noise ratio at the output terminals actually 
improves.

 It may be pointed out here that in calculating the power density spectrum of 
the noise we may consider the output variable to be either voltage or current. The 
noise figure is independent of the output variable because voltage and current at 
the output are related by the same load impedance which means that in the ratio 
the load impedance cancels out. Noise figure is sometimes expressed in decibels. 
The average noise figure  

__
 F  in decibels is written as

   
__

 F dB = 10 log10  
__

 F  (12.62)

since the minimum value of  
__

 F  = 1, the noise figure of an ideal noiseless network 
is 0 dB.

12.10 AVAILABLE NOISE POWER SPECTRAL DENSITY

The power or power spectral density discussed so far refer to a normalized 
load of 1 ohm resistance. The normalized power of a signal g(t) is defined as 
the power dissipated by a voltage source g(t) across a 1 ohm resistor or by a 
current g(t) flowing through 1 ohm resistor. If the voltage g(t) is applied across a 
resistance of R ohms, the power dissipated will be obviously different. Denoting 
the normalized power by Pn, the power dissipated across the resistor R can be 
written as

  PR =   
Pn ___ 
R

   (12.63)

 The actual power dissipated by a signal g(t) across a resistor of R ohms is 
1/R times Pn, the normalized power of the signal g(t).

 The power spectral density represents the power dissipated for unit bandwidth 
of the frequency components of g(t) across 1 ohms resistor. Therefore, the power 
density defined before is the normalized power density. Thus, the power spectral 
density dissipated across R will be

  SR (f) =   
Sn (f) _____ 

R
   (12.64)
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where Sn (f) is the normalized power density of g(t) denoted earlier by Sg (f) and 
SR (f) is the actual power density dissipated across R.

12.11 AVAILABLE POWER DENSITY

Let us consider a voltage source g(t) with a normalized power spectral density Sg(f) 
applied from a source (having a source impedance ZS) to a load ZL (Fig. 12.15). 
Let the source impedance be given by

  ZS = RS + jXS (12.65)

where RS is the resistive component and XS is the reactive component of the 
source impedance, ZS.

g t( )

Z R jXS S S= +

Z Z* R jXL S S S= = –

Fig. 12.15 Illustrating available power spectral density

 From the maximum power transfer theorem, we know that the maximum 
power will be delivered to the load when the load impedance is the complex 
conjugate of the source impedance. This means that

  ZL = Z*s

   = RS – jXS (12.66)

 The matched condition is illustrated in Fig. 12.15. It can be easily seen 
that the signal g(t) sees a resistance of 2RS ohms and the actual power density 
dissipated by g(t) ia

  S¢g(f) =   
Sg(f)

 ____ 
2RS

   (12.67)

 Out of the total power spectral density given by Eq. (12.67), one-half is 
dissipated across the source resistance and the remaining half is delivered to the 
load. Hence, the actual power density delivered to the load is

  Sav (f) =   
Sg(f)

 ____ 
4RS

   (12.68)
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 Sav (f) given by Eq. (12.68) represents the maximum power density that can 
be extracted from the signal g(t). For this reason, the quantity Sav (f) is called the 
available power density. Thus for a voltage source g(t) with an internal source 
impedance ZS = RS + jXS, the available power density is equal to 1/4RS times 
the normalized power density of. In general, RS is a function of frequency, and 
equation (4) can be written as

  Sav (f) =   
Sg(f)

 ______ 
4RS (f)

   (12.69)

 In a similar way, it can be easily verified that for a current source i(t) 
having an internal admittance YS (f) = GS (f) + jBS (f), GS (f) and BS (f) being the 
conductive and susceptive components of YS (f), the available power density can 
be obtained as

  Sav (f) =   
Si(f) ______ 

4GS (f)
   (12.70)

where Si(f) is the normalized power spectral density of the current signal i(t).

12.12 AVAILABLE NOISE POWER DENSITY
 OF AN R-L-C NETWORK

In this section we shall find the available power density due to thermal noise 
from a passive network containing RLC elements only. Such an RLC network 
can be represented by an equivalent impedance

  Zab (f) = Rab (f) + jXab (f) (12.71)

 This is shown in Fig. 12.16. The equivalent of the RLC network consists 
of a thermal noise voltage source of power density 2kTRab (f) in series with the 
impedance Zab (f) gives by Eq. (1.71). In order to extract the maximum noise 
power out of this circuit we must use a load ZL (f) across the terminals ab, given 
by

  ZL (f) =  Z ab  
*
   (f)

   = Rab (f) – jXab (f) (12.72)

 The available power density of this source is given by (see Eq. (12.69))

  Sav (f) =   
2kTRab (f) _________ 

2Rab (f)
   =   kT ___ 

2
   (12.73)

 Thus the available noise power (thermal) density from a passive RLC network 
is constant equal to kT/2. It has been assumed that all the resistors are at the same 
temperature T.

 Using Eq. (12.73), the maximum noise power that can be extracted from an 
RLC network in a bandwidth, Df is given by
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_____

  v no  
2
   (t)  = 2Df   kT ___ 

2
   = kT Df (12.74)

where vno (t) is the output noise voltage delivered to the load under matched load 
condition.

12.13 EFFECTIVE NOISE TEMPERATURE

The available power density of any two terminal RLC network is kT/2 (see 
Eq. (12.73). This is not however, true for networks containing sources of noise 
other than thermal noise. Nevertheless, it is possible to express the available 
noise power density from any two terminal network which contains thermal and 
other form of noise in the form given by equation (3) by introducing the  effective 
noise temperature TN. If the available noise power spectral density from any two 
terminal RLC network is Sav (f), then we may write

  Sav (f) =   
kTN ____ 
2
   (12.75a)

that is, TN =   
2Sav (f) ______ 

k
   (12.75b)

 If Sav (f) is a constant over the frequency range of interest, then the effective 
noise temperature is also constant given by Eq. (12.75b). If Sav (f) is a function 
of frequency, the effective noise temperature TN also becomes a function of 
frequency.

 The available noise power from the two terminal network in the bandwidth 
Df can be written as

   
_____

  v no  
2
   (t)  = kTN Df (12.76)

 For RLC network the effective noise temperature is same as that of ambient 
temperature, T. This is because in RLC networks the source of noise is only 
thermal which is given by Eq. (12.73).

Fig. 12.16 Passive network containing RLC elements
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Questions
 12.1 Explain what do you understand by “Noise”.

 12.2 Define “Noise”. Give its classification based on its origins.

 12.3 What is shot noise? Derive an expression for its power spectral density as 
a function of frequency for a vacuum diode.

 12.4 Write short notes on:

 (i) Partition noise

 (ii) Flicker noise

 (iii) Transit-time noise

 (iv) Thermal noise

 12.5 For two resistors connected in series, draw noise voltage equivalent circuit 
and derive an expression for the resultant noise voltage.

 12.6 For two resistors connected in parallel, draw the noise current equivalent 
circuit and derive an expression for the resultant near squared noise 
voltage.

 12.7 What is white noise? Explain its graphical representation.

 12.8 Show that for a stable linear system, the power density spectra and the 
average power obey superposition principle for independent random noise 
signals.

 12.9 Explain noise in (i) a BJT, (ii) a FET

 12.10 Explain spectral noise figure of an amplifier.
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