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Preface

A wealth of information has emerged in recent decades about neu-
rotransmitters, receptors for neurotransmitters, and the different 
areas of the brain that are more or less active in synchrony with 
different types of thoughts. Not only have empirical findings with 
regard to traditional areas of neuroscience exploded, but a rich litera-
ture now exists on how the immune system affects the brain in ways 
that result in reliable changes in mood and behavior. My goal here is 
to present information about brain function and its chemical under-
pinnings in a way that contributes to a conceptual understanding of 
distress and subjective well-being. Along with the emerging concep-
tual understanding of particular brain functions, our understanding 
of how pharmaceuticals, foods, and lifestyle changes influence mood 
and behavior has advanced. The integration of neuroscience and 
immunology has identified the mechanisms through which lifestyle 
changes and what we eat can obviate distress, giving us new avenues 
for improving well-being.

The study of distress was initially the province of psychiatry, but 
a willing partner was found when clinical psychology emerged as a 
profession after World War II. Chapter 1 provides a history of thought 
in psychiatry and explains how we arrived at our current system for 
categorizing distress. In order to understand the physiology behind 
the major categories of distress, background information on how the 
brain operates is required. Chapter 2 offers information on physiology, 
including brain circuits undergirding anxiety and depression, circuits 
for emotional or impulse regulation, and circuits for robust motivated 
behaviors. Chapter 2 also presents information on how hormones, neu-
rotransmitters, and the immune system can influence behavior. (At the 

xv
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end of Chapter 2, exercises for increasing retention of key terms used 
in subsequent chapters are provided.) Pharmaceuticals currently con-
stitute a major strategy used to ameliorate distress. Chapter 3 offers 
information on pharmacology, including the major classes of drugs 
used to influence behavior. In addition, Chapter 3 covers how drugs 
are brought to market and the current controversies over the regula-
tion of pharmaceuticals. Chapters 4 through 8 consider categories of 
distress that afflict adults, whereas Chapter 9 focuses on categories of 
distress in children. In the chapters considering specific disorders, the 
physiology pertinent to each disorder is presented. Then, the efficacy 
and side effects of various treatments, including pharmaceuticals, are 
reviewed.

Chapters 4, 6, and 10 contain some material of special note. Chapter 6, 
on psychosis, tells the story of the relatively new research on fast-spik-
ing gamma-aminobutyric acid (GABA) interneurons and the role of 
N-methyl-d-aspartate (NMDA) receptors in psychosis. Chapter 4, on 
depression, includes the relatively new story of the role of inflamma-
tory processes in mood disorders. Chapter 4 also describes the emerg-
ing story on gut microbiota’s influence on inflammation. With the 
burgeoning awareness of the dramatic impact of systemic inflammation 
on mood, new avenues to prevention and treatment are gaining prom-
inence. The role of diet and exercise in controlling inflammation has 
been clear for some time now. Putting all the information together offers 
strong support for the conclusion that diet and exercise not only have 
strong influence on people’s general health, but in turn affect people’s 
mental states; and this effect is not merely incidental, but occurs at a 
level suitable for therapeutic application. The integrated information on 
physiology provides the rationale for the efficacy of treatment focused 
on diet, exercise, and maintaining interpersonal support from others. In 
keeping with this new approach, the last chapter (Chapter 10) focuses on 
the physiology undergirding health and resilience, offering a research-
based rationale for viewing the mind and body as an inseparable unit 
for both therapeutic and prophylactic purposes. The rich, cellular-level 
detail from the new empirical findings has made it possible, in this pre-
sentation, to offer the latest not just on how to ameliorate distress, but on 
how to enhance well-being.
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A MENTAL HEALTH ROLE FOR HEALTHY LIVING

Some readers may be surprised to learn that maintaining a healthy 
body, particularly avoiding systemic inflammation, is sometimes the 
key to the amelioration of mental and emotional distress. New interven-
tions intended to ameliorate mental distress will include practices that 
are familiar to those with interests in healthy living. The mechanisms 
through which lifestyle changes can be effective in alleviating distress 
are explained. Implementation of healthy lifestyle choices may require 
significant lifestyle modifications for some. In the chapter on addictions 
(Chapter 8), orientations for approaching clients about lifestyle changes 
are discussed in the context of three treatment models: motivational inter-
viewing, relapse prevention, and the transtheoretical model of change. In 
the last chapter, ways to maintain lifestyle changes (e.g., diet, exercise) 
and mechanisms for bolstering adherence to plans are covered.

THIS BOOK’S TARGET AUDIENCE

Traditional training for psychologists has focused primarily on psycho-
logical theories explaining mood, attitudes, thoughts, and behaviors. 
However, a literature is emerging in psychology journals that has identi-
fied activities in various areas of the brain, including changes in blood 
flow, changes in hormone levels in the blood, and markers of inflamma-
tion in blood as critical variables in the psychobiological story. Mind–
body connections are being appreciated in many areas. A number of 
interprofessional journals have emerged examining how psychological 
variables integrate with physiology, bringing together diverse areas such 
as immunology and neuroscience, social psychology, and affective neu-
roscience. This book seeks to provide students of human behavior with 
an understanding of this widely dispersed literature. If offers a more 
articulated understanding of how subjective distress occurs, pointing to 
a broader armamentarium for assisting clients.

Psychiatric journals are also reporting many of these findings. 
However, because so much of this information appears in the sea of med-
ical specialty and biological journals, as well as psychological journals, 
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psychiatrists will probably encounter a good deal of new, professionally 
pertinent information here.

The material presented in this book is also relevant to behavioral 
health clinicians who work in primary care settings and to those clini-
cians working in more traditional mental health settings. With the advent 
of the Patient Protection and Affordable Care Act, behavioral health cli-
nicians are being trained to work in primary care. (More information on 
this topic can be found in Chapter 10, the final chapter.) Behavioral health 
clinicians in primary care identify those who are in distress and discuss 
with these clients alternatives for modifying their distress. Thus, behav-
ioral health clinicians (in most cases trained as psychologists or social 
workers) have the responsibility of explaining various treatment options. 
This book offers them a theoretical basis for their suggestions. Exploring 
treatment options is part of the process of securing informed consent. In 
Chapter 3, the process of securing informed consent and the sometimes 
vexing issue of how psychologists and social workers can discuss medi-
cations without “practicing medicine without a license” are addressed.

HARNESSING INFORMATION FOR BETTER LIVING

The emerging story on the physiology underpinning happiness and dis-
tress offers a useful frame of reference. In sharing this new perspective, 
this book centers on two related themes: how neuroscience, along with 
integrated findings from immunology, has been able to explain behav-
ioral syndromes, and the new alternatives these findings suggest for ame-
liorating distress and promoting well-being. This book tells that story.
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1

Traditionally, mental health professions have relied on the American 
Psychiatric Association and its forerunners to establish the mental 
health agenda. The American Psychiatric Association has delineated and 
labeled those behaviors and syndromes that the larger society regards 
as mental illness. In recent times, especially with the publication of the 
Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition (DSM-5; 
American Psychiatric Association [APA], 2013), the role that the American 
Psychiatric Association has played in setting the agenda has been chal-
lenged. This chapter looks at the evolution of psychiatry and offers an 
explanation of why the earlier prevailing paradigm is being challenged.

THE CURRENT PARADIGM AND HOW WE GOT THERE

American psychiatry has been primarily focused on afflictions. The DSM 
of the American Psychiatric Association, since its inception in 1952, has 
always been a categorical system of disorders. Although the name of the 
National Institute of Mental Health (NIMH) suggests a promise to focus 
on more than mental illness, much of the training in psychiatry assumes 
the medical model. The medical model, a term coined by R. D. Laing (1971) 
in The Politics of the Family and Other Essays, construes clinicians as treat-
ing disorders or diseases. The assumption is that the individual needs to 
be fixed. Proper diagnosis involves evaluation of the initiating complaint, 
a history, a physical examination, and ancillary tests. The correct diagno-
sis will identify the culprit responsible for the less than optimal behavior. 
Some strategy, usually designed to affect the biochemistry, will alter the 
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physiology giving rise to the problem. Clinical social workers, clinical 
psychologists, and counseling psychologists are often involved in treat-
ment. They are schooled in psychopathology, which focuses on identifi-
cation of what is wrong and ways to (one hopes) ameliorate the distress. 
Thus, the current paradigm in mental health treatment is focused on cor-
recting what is wrong rather than promoting what is right.

Jaak Panksepp (2004) divides the history of psychiatry into three 20-year 
intervals. The first is the Kraepelin era, which extended from 1942 to 1962. 
Kraepelin ran governmental psychiatric hospitals in Europe during the 
late 1800s. Kraepelin categorized his patients according to their symptoms. 
He published descriptions of the behaviors of persons in each category 
and documented the lifetime trajectory of persons in each category. In the 
years following Kraepelin, psychiatrists read Kraepelin’s work. Kraepelin 
is credited with inspiring those who wrote the DSM-III (APA, 1980) in their 
quest for establishing reliable categories. The second period of psychiatry 
was dominated by the thinking of Adolph Meyer, who ran a clinic for men-
tal patients at Johns Hopkins. Meyer believed that it was vital to under-
stand the social and environmental stressors impinging on each patient. 
Panksepp (2004) suggests that Meyer’s approach was the inspiration for the 
axes system in the DSM-III, which encouraged evaluation of each patient’s 
individual functioning and environmental factors. (With the DSM-5, the 
axes were dropped.) The third (and current) phase of psychiatry was 
ushered in by the discovery of chlorpromazine by Jean Delay and Pierre 
Deniker for the treatment of psychosis. This third phase is characterized 
by a search for pharmacological interventions for most of life’s difficulties.

HISTORY OF THE DIAGNOSTIC AND STATISTICAL MANUALS  
OF THE AMERICAN PSYCHIATRIC ASSOCIATION

With the census of 1840, the U.S. government began collecting statistics 
on the prevalence of “idiocy/insanity” in America. In 1843, the American 
Statistical Association reported to the U.S. House of Representatives that 
“the most glaring and remarkable errors are found in the statements respect-
ing nosology, prevalence of insanity, blindness, deafness, and dumbness, 
among the people of this nation” (American Psychiatric Association, 2015). 
In fact, whole towns of African Americans were declared “insane.” For the 
10th census of 1880, Fredrick H. Wines was appointed to write a report on 
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the prevalence of mental disorders in the U.S. population, entitled “Report 
on the Defective, Dependent, and Delinquent Classes of the Population of 
the United States, As Returned at the Tenth Census” (Grob, 1991).

Although the census was focused on counting the number of Americans 
in mental distress, several professions (law, medicine, social work, and psy-
chiatry) were developing in the United States in the 1800s. The Association 
of Medical Superintendents of American Institutions for the Insane was 
formed in 1844. This association became the American Medico-Psychological 
Association in 1892, and then became the American Psychiatric Association 
in 1921 (Noll, 2011). Soon the newly formed professional associations 
addressed the task of creating categories for classifying those in their care. 
In 1917, the National Commission on Mental Hygiene and the American 
Medico-Psychological Association developed the Statistical Manual for the 
Use of Institutions for the Insane, which complemented the nomenclature 
developed by the New York Academy of Medicine’s Standard Classified 
Nomenclature of Disease. During World War II, many soldiers required 
treatment for distress. Under the auspices of the Office of the Surgeon 
General, Brigadier General William C. Menninger issued a new classifica-
tion system called the Medical 203. Menninger brought in current concepts 
of the day in revising the Standard Classified Nomenclature of Disease of 
the New Academy of Medicine. After the war, many clinical psychologists 
were trained in Veteran Administration hospitals, which used the Medical 
203. When the American Psychiatric Association published its first DSM in 
1952, it used the conceptual framework of the Medical 203. The DSM was 
130 pages long and listed 106 mental disorders. The manual was divided 
into overarching categories of psychosis, neurosis, and character disorders 
(Grob, 1991; Houts, 2000).

In 1968, the DSM-II was published by the American Psychiatric 
Association. It was very similar to the DSM-I. It listed 182 disorders. 
It used the term “neurosis” and was infused with the psychoanalytic 
dogma of the day. Again, neurosis and psychosis were major divisions. 
The DSM-II clearly differentiated the categories associated with severe 
disability (psychosis) from those not associated with incapacitating dis-
ability (neurosis; Decker, 2013).

During the 1960s and 1970s, the DSM was being broadly criticized. 
Psychiatrist Thomas Szasz (1961) published The Myth of Mental Illness, 
which argued that attributing antisocial acts to uncontrollable disease 
processes would weaken societal sanctions against antisocial behavior. 
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Sociologist Erving Goffman characterized psychiatric labels as a mech-
anism for punishing and controlling nonconformists. In the DSM-II, 
homosexuality was categorized as a sociopathic personality disturbance. 
In response, Evelyn Hooker conducted a study in 1956, finding that many 
homosexuals were well adjusted. Gay activists staged demonstrations at 
the American Psychiatric Association convention in 1970. Later, members 
of the APA voted. Homosexuality was discarded from the manual in 1974 
with the seventh printing of the DSM-II (Decker, 2013).

Hanna Decker (2013), who contributed a book on the history of the 
DSM-III, suggests that a crisis in the credibility of psychiatry was the 
impetus for the DSM-III (APA, 1980). There were protests from gay rights 
groups and dramatically argued objections from Irving Goffman and 
Thomas Szasz. David Rosenhan’s (1973) article in Science told of a normal 
person who was admitted to a psychiatric facility with the complaint 
of hearing voices (part of an experiment Rosenhan was conducting). 
Although the patients recognized that the man was normal, none of the 
professionals realized this. Hospital directors challenged Rosenhan to 
try this again. Believing that Rosenhan was repeating his experiment, 
the doctors identified real patients as Rosenhan plants. (Rosenhan, in 
fact, had not repeated his experiment.) Rosenhan’s publication was a 
major challenge to the psychiatric profession’s claim to be able to dif-
ferentiate the sane from the insane. Further questions about psychia-
try followed. Studies contrasting diagnostic practices in Europe with 
practices in the United States indicated that the same patients would 
not receive the same diagnoses if evaluated by an American versus a 
European doctor. Spitzer and Fleiss (1974) published a paper decrying 
the lack of reliability for all DSM-II categories with the exception of alco-
holism, mental deficiency, and organic brain damage. The association of 
psychiatry with those who performed lobotomies further damaged the 
reputation of the profession. If the society was to continue to rely on the 
psychiatrists’ expert opinions, the public trust in these opinions needed 
to be reinstated (Decker, 2013).

In contrast to the psychoanalytic school dominating the thinking 
on the East and West Coasts, the empiricists were gaining ground in 
the middle of the country during the late 1970s. Samuel Guze, George 
Winokur, Eli Robins, and his sociologist wife, Lee Robins, were at 
Washington University in St. Louis and Nancy Andreasen was at the 
University of Iowa. The empiricists inspired Robert Spitzer, who was 
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selected as the chairperson to supervise the production of the DSM-III.  
The empiricists operated in the tradition of Kraepelin, who sought 
descriptive criteria for assignment to categories of mental illness. Spitzer 
was atheoretical. Conjectures about the etiology of various behavioral 
syndromes were not included in the DSM-III. Ideas about internal con-
flicts, which relied on speculation and not description, were out. The 
emphasis was on achieving reliability. Reliance on discrete observable 
behaviors was the best way to achieve reliability. According to Decker 
(2013), Spitzer corralled the leading experts on various categories into 
a room. Although there was a great deal of disagreement, Spitzer took 
notes on whatever consensus occurred. The result was the DSM-III, 
published in 1980.

James Davies (2014), for his book Cracked, interviewed members of 
the DSM-III taskforce: Robert Spitzer, Donald Klein, Theodore Millon, 
and Renee Garfinkel. All agreed that the process of creating the DSM-III 
involved very little weighing of scientific information, because this infor-
mation was lacking. According to Renee Garfinkel, the process was more 
like a group of friends deciding where to have lunch than a group of peo-
ple making judgments about evidence. Thus, the DSM-III categories arose. 
For each diagnosis, there was a list of relevant behaviors. An individual 
met criteria for a disorder based on observations of some specified num-
ber of behaviors off the disorder’s list. Spitzer worked with the psychome-
trician Jean Endicott on developing standardized diagnostic interviews 
for asking about the occurrence of specific behaviors. Spitzer and Janet B. 
Williams, his social-worker wife, held workshops all over the country.

In the DSM-III, clinicians were encouraged to not only provide a diag-
nosis but also to make assessments on various dimensions relevant to 
the individual’s functioning. Axis I was for diagnostic categories that 
were the focus for treatment. Axis II was for personality characteristics 
and stable patterns of behavior, such as personality disorders or levels 
of intellectual functioning. Axis III allowed for specification of physi-
cal illnesses, such as stroke, Alzheimer’s disease, diabetes, or autoim-
mune disorder. Axis IV allowed assessment of current stressors in the 
individual’s life. Axis V asked for assessment of the individual’s current 
level of functioning. As psychiatry moved toward reliance on pharma-
cology, few clinicians completed the axes (Probst, 2014). The developers 
of the DSM-5 abandoned the axes except for the evaluation of the level 
of function.
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Major Depression and Anxiety Used to Be Neurosis

Ghaemi (2013) characterizes the DSM-III as a serious revision to how neu-
rotic depressive symptoms and psychotic depression were differentiated. 
In the DSM-II era, the concept of depression frequently included psycho-
sis and referred to the enduring and debilitating depression associated 
with manic-depressive illness. In contrast to psychotic conditions, in the 
DSM-II era, neurosis covered the depressive and anxious behaviors of 
those who were treated by psychoanalysts. The depressive symptoms of 
neurotics were highly responsive to life stressors or associated with per-
sonality characteristics. Neurotic depression was seldom debilitating and 
never involved psychosis. In the DSM-II, manic depression was included 
in the section on psychosis.

A big change occurred with the DSM-III. For the first time, with the  
DSM-III, manic depression was classified as a mood disorder along with 
depression experienced by persons who never exhibited mania. That is, the 
DSM-III category of mood disorders merged severe depressive symptoms 
associated with psychosis with the less severe depressive symptoms associ-
ated with neurosis. Thus, those with severe debilitation were merged with 
the “worried well.” Of course, being a member of the “worried well” is pretty 
common. In a 2007 interview with Adam Curtis for the British Broadcasting 
Corporation, Spitzer acknowledged that the changes in the DSM-III resulted 
in the medicalization of 20% to 30% of the population. Spitzer further noted 
that a manual based on behavioral description that does not include the 
 contexts in which these behaviors occurred will sometimes construe normal 
reactions to a bad situation as pathology (Davies, 2014).

The DSM-IV Continues the Tradition of Medicalizing More of Us

The DSM-IV was released in 1994. Allen Frances (2013), in his book Saving 
Normal, reports that he was selected as the chair for the process of revis-
ing the DSM-III-R (APA, 1987) because of his involvement in the produc-
tion of DSM-III and DSM-III-R. There was not much competition for the 
position of the chair for the DSM-IV. Perhaps one of the biggest changes 
in the DSM-IV was the expansion of the categories under bipolar disor-
ders. The category of bipolar II was added in the DSM-IV. Henceforth, the 
original bipolar diagnosis would be known as bipolar I.
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As will be discussed in Chapter 7, “Bipolar Disorders,” since the addi-
tion of the bipolar II category, the rates of bipolar diagnoses have soared 
as have the rates of autism, depression, and attention deficit hyperac-
tivity disorder (ADHD) diagnoses. In his book, Saving Normal, Allen 
Frances (2013) regrets the expanded numbers of the American popula-
tion being diagnosed with depression, bipolar disorders, and ADHD, 
which he attributes to the looseness of the criteria in establishing mem-
bership in the categories. Possibly in anticipation of the large number 
of individuals who would be diagnosed, the DSM-IV included the cri-
terion of causing major impairment or distress in social, occupational, 
or other areas of life before making any diagnosis. In fact, a very large 
survey conducted by Kessler, Chiu, Demler, Merikangas, and Walters 
(2005) found that more than 50% of the U.S. population met criteria for 
a DSM disorder at some point in their lives and a study by Moffitt et 
al. (2010) reported that 65% of the general population had met criteria 
for a DSM-IV disorder during their lifetime. Paul McHugh, a psychia-
trist professor emeritus at Johns Hopkins, commenting on the Kessler 
et al. study to The New York Times, reflected, “the problem is that the 
diagnostic manual we are using in psychiatry is like a field guide and 
it just keeps expanding and expanding” (Carey, 2005). McHugh further 
quipped regarding the expanding number of DSM categories, “pretty 
soon, we’ll have a syndrome for short, fat Irish guys with a Boston 
accent, and I’ll be mentally ill” (Carey, 2005).

Controversy Over the DSM-5

Prior to the publication of the DSM-5, which was released in May 2013, 
there was a groundswell of negative press about American psychiatry 
and the DSM processes. Senator Charles Grassley from Iowa held hear-
ings on the connections between luminaries in psychiatry and the phar-
maceutical houses. Ghostwriting, wherein drug company employees 
write articles and academic psychiatrists attach their names, was found 
to be common (Lacasse & Leo, 2010). As a result of congressional hearings, 
several luminaries, Harvard’s Joseph Biederman and Emory’s Charles 
Nemeroff, were prohibited from submitting grants to federal funding 
agencies for a period of time (Harris & Carey, 2008). Charles Nemeroff 
lost his departmental chair position at Emory because of the controversy. 
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Allen Frances began a campaign to stop the addition of diagnoses in the 
DSM-5 that would further increase the number of Americans being clas-
sified as mentally ill. He explained his activism to Gary Greenberg (2010) 
in an online interview, referencing the newly instituted practice of diag-
nosing children with pediatric bipolar disorders and treating them with 
antipsychotic drugs, “kids getting unneeded antipsychotics that would 
make them gain 12 pounds in 12 weeks hit me in the gut. It was uniquely 
my job and my duty to protect them. If not me to correct it, who? I was 
stuck without an excuse to convince myself.”

Allen Frances’s (2009, 2010, 2011a, 2011b, 2011c, 2011d) specific objections 
to the DSM-5 included the possible inclusion of the category of pre-psy-
chosis; adding the category of disruptive mood dysregulation disorder 
in the children’s section, which Frances characterized as “medicalizing” 
temper tantrums; the inclusion of minor forgetting in the elderly as indic-
ative of disease; the merging of drug abuse and drug dependence cat-
egories; allowing everyday worries to meet criteria for anxiety disorders; 
labeling the bereaved as suffering from major depression; and the expan-
sion of the categories for eating disorders. The Humanistic Psychology 
Division of the American Psychological Association (2011) launched a 
petition addressed to the American Psychiatric Association requesting 
that the American Psychiatric Association abandon the category of pre-
psychosis, which would encourage treatment with antipsychotics. The 
petition referenced the recent finding by Ho, Andeasen, Ziebell, Pierson, 
and Magnotta (2011) that antipsychotic drugs result in shrinkage of 
the cortex. Allen Frances urged people to sign the petition, which was 
eventually signed by 14,000 people and endorsed by 50 mental health 
organizations (Deacon, 2013). The American Psychiatric Association did 
abandon the inclusion of pre-psychosis in the DSM-5. When the APA 
published the DSM-5 in 2013, which allowed for the medicalization of 
temper tantrums and bereavement, Allen Frances urged the boycott of 
the DSM-5. According to Frances and Jones (2014), commenting on the 
process of the development of the DSM-5, “[e]verything has been done 
in a disorganized way: constant missing deadlines, inconsistent methods 
for conducting literature reviews, poor research design for the field tri-
als, and finally the cancellation of the crucial quality control step because 
time was running out” (p. 11).

Beyond specific objections to the DSM-5, Frances and Jones (2014) ques-
tioned why the American Psychiatric Association is the final authority 
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on defining mental illness. Psychiatrists have had the leadership role in 
defining mental illness for years and many psychiatrists are devoted to 
their patients. However, the revelations about the influence of the phar-
maceutical industry on American psychiatry raise legitimate concerns. 
Many committee members developing criteria for schizophrenia, major 
depression, and bipolar disorders have documented ties to the pharma-
ceutical industry (Cosgrove & Krimsky, 2012).

THE LIMITATIONS OF CURRENT DIAGNOSTIC CATEGORIES

Diagnostic categories are useful to the extent that they are reliable, allow 
for better understanding of the etiology of the category, and guide clini-
cal practice. Critics have examined how well these criteria have been met 
by the various versions of the DSM. After the publication of the DSM-III, 
Kirk and Kutchins (1992) published their book on the lack of reliability on 
the DSM-III categories as evaluated during the field studies. Estimates of 
the percentage of time that clinicians disagree on a diagnosis are between 
33% and 46% of the time (Aboraya, Rankin, France, El-Missiry, & John, 
2006). Since the DSM-III, findings regarding category reliabilities have 
deteriorated further. In Saving Normal, Allen Frances (2013) discusses the 
rushed field studies of the categories in the DSM-5. He suggests that the 
reliability of categories in the DSM-5 is considerably weaker than that of 
categories in the DSM-IV. Thus, in terms of criteria for having a useful 
system of categories, the DSM-5 fails the reliability test.

The lack of validity of the DSM-5 categories has also been acknowl-
edged by prominent individuals. Thomas Insel (2013), psychiatrist and 
director of the NIMH, in his blog characterized the DSM-5 as “lacking 
validity” and “at best a dictionary.” S. Nassir Ghaemi (2013), an expert 
in bipolar disorders, also voiced his skepticism regarding the categories 
in the DSM: “The leaders of those DSMs don’t believe there are scientific 
truths in psychiatric diagnoses—only mutually agreed upon falsehood. 
They call it reliability” (p. 16). Ghaemi (2013) reflected on the days before 
the pathologizing of depression, which used to be referred to as neurosis 
or community depression. He finds little evidence of improvement with 
the advent of convincing individuals with ordinary forms of distress 
that they are suffering from a major illness requiring attention and treat-
ment. Indeed, a survey by the WHO (WHO World Mental Health Survey 
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Consortium, 2004) found that the prevalence and severity of diagnosed 
mental disorders were higher in the United States, home of the DSM, than 
in any other country in the world.

With regard to the categories informing etiology, it is widely acknowl-
edged that the DSM diagnoses refer to symptoms. In physical medi-
cine, the same symptoms can be caused by many underlying causes. For 
example, a runny nose may reflect allergies, viral or bacterial infection, or 
irritation. Everyone acknowledges that basing category membership on 
symptoms lumps together apples and oranges. Indeed, Spitzer and First 
(2005) reflected, “little progress has been made toward understanding the 
pathophysiological processes and etiology of mental disorders. If anything, 
the research has shown the situation is even more complex than initially 
imagined, and we believe not enough is known to structure the classifica-
tion of psychiatric disorders according to etiology” (p. 1898). Thus, Insel is 
probably correct in characterizing the DSM-5 as a dictionary.

Another reasonable criterion for a system of diagnostic categories is 
that the categories should guide treatment, as commonly occurs in most 
of modern medicine. However, it is becoming apparent that diagnoses do 
not guide treatment in clinical practice in mental health. For those who 
subscribe to a neurotransmitter deficiency as the “root” of the diagnostic 
problem, drugs used to treat the disorder should all drive the culprit neu-
rotransmitter in the same direction. However, in current practice, drugs that 
increase a particular neurotransmitter and drugs that decrease the same 
neurotransmitter are recommended for the same condition. The selective 
serotonin reuptake inhibitors, such as Prozac, are antidepressants and 
are believed to increase serotonin levels. Now, antipsychotic drugs (e.g., 
Abilify), which decrease dopamine signaling and block particular sero-
tonin receptors (Stahl, 2013), have been approved by the Food and Drug 
Administration (FDA) for treatment of refractory depression. Children 
with ADHD may be treated with stimulant atomoxetine (Strattera), 
which is a norepinephrine-signaling enhancer. However, clonidine, a 
blood pressure medication that decreases norepinephrine- signaling, is 
also used to treat ADHD (Adler & Chua, 2002). Antidepressants, which 
increase norepinephrine, are sometimes prescribed for those with 
obsessive-compulsive disorders (OCDs). However, beta-blockers, which 
decrease norepinephrine function, are also used (Taylor, McKay, &  
Abramowitz, 2010). More children are being treated today with antipsy-
chotic medications than ever. However, a study by Dosreis et al. (2011) 
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found that children for whom antipsychotics were prescribed carried all 
kinds of diagnoses (see Chapter 9, Foster Care section).

In summary, the criteria for a good system of categories include reli-
ability, association with etiology, and ability to guide treatment. The cur-
rent nomenclature fails on all criteria.

Abandonment of the DSM-5

The Patient Protection and Affordable Care Act (2010) will not be using the  
DSM-5. Under the Patient Protection and Affordable Care Act, the 
International Classification of Diseases-9 (ICD-9) and the to-be-published 
ICD-10, when it is released, will be used for billing (Frances & Jones, 
2014). As the insurance industry will be using the ICD-10 categories for 
billing purposes, there is no compelling reason to read or purchase the 
DSM-5. (The DSM-5 will cost $200; the ICD can be downloaded for free.) 
Insel (2013) announced that the NIMH would no longer be using DSM 
categories but rather would be focused on brain circuits underpinning 
particular behavioral syndromes, called research domain criteria. Many 
sectors of current society, the NIMH, and the insurance industry are plan-
ning on just ignoring the DSM-5.

EXTENSIVE NATURE OF THE MIND–BODY CONNECTION

I began my career in mental health working as a ward aide in a state men-
tal hospital in order to finance my undergraduate education in 1967. The 
DSM-II (APA, 1968) had not yet been released. Although psychosis and 
neurosis were common terms, functional and organic were also commonly 
made distinctions. Organic behavioral symptoms were thought to be 
based on physiology. Persons who had suffered strokes were considered 
“organic.” There were people who suffered from syphilis of the central 
nervous system or who had been infected with syphilis during gestation. 
They were also “organic.” However, at that time, the bulk of the patients 
with psychotic diagnoses were considered “functional.” According to the 
extant dogma in the 1960s, physiological explanations could not explain 
their behavior, at least not in a causative sense.

Modern research has discredited the idea that the mind and body are 
separate. Humans do vary in their behaviors. Some of this variation is 
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attributable to genetic differences. Scientists can identify which varia-
tions in the gene recipe for making a protein (called an allele) are associ-
ated with particular behavioral manifestations. There are many examples 
of particular allelic variations of a gene predisposing to behavioral syn-
dromes. Men with two copies of a particular genetic version of the recep-
tor for vasopressin (a particular hormone) are less satisfied with their 
marriages and more likely to have considered divorce. Their wives were 
also less happy (Walum et al., 2008). Researchers in the field of behav-
ioral genetics have established that religiosity (Kandler & Riemann, 
2013), conscientiousness, enjoyment of exercise, and procrastination 
(Gustavson, Miyake, Hewitt, & Friedman, 2014; Huppertz et al., 2014; 
Matteson, McGue, & Iacono, 2013) all have genetic roots. Being a “night” 
or “morning” person is also genetically influenced by the version (allele) 
of the period gene that one carries. In flies (Drosophila), variation of this 
“period” gene is related to the amount of sunlight the ancestors of the fly 
were exposed to. Thus, timing of the sleep cycle is also inherited (Flint, 
Greenspan, & Kendler, 2010).

Just as the body can affect behavior, subjective states, and even atti-
tudes, the reverse is also true. The field of psychoneuroimmunology 
has established that mood and stress can definitely influence physiol-
ogy and disease processes (Littrell, 2008a, 2008b). Sheldon Cohen, whose 
research involves bringing people into the hospital and then spraying flu 
virus into their noses, established that stressors and level of social sup-
port influence whether a person will exhibit symptoms of a cold (Cohen, 
Doyle, Skoner, Rabin, & Gwaltney, 1997; Cohen et al., 1998). Persons who 
were raised by parents who owned their homes are less susceptible to 
disease as adults (Cohen, Doyle, Turner, Alper, & Skoner, 2004). Persons 
undergoing a great deal of stress, such as caregivers of those with 
Alzheimer’s disease, produce lower levels of antibodies after vaccination 
(Glaser et al., 1992). Psychological stress retards wound healing (Kiecolt-
Glaser, Marucha, Malarkey, Mercado, & Glaser, 1995), and social sup-
port improves the immune function of elderly persons (Kiecolt-Glaser 
et al., 1985). The studies of Whitehall employees, the British Civil Service 
agency at which everyone had health insurance, found that employees of 
lower grade status exhibited higher inflammatory markers in blood and 
thus were predisposed to cardiovascular diseases (Marmot, 2004; Steptoe 
& Marmot, 2002). These are examples of psychological events influencing 
negative health outcomes. Examples of psychological events improving 
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brain function are also available. Siegle, Ghinassi, and Thase (2007) enu-
merate the large list of studies demonstrating that successful talk therapy 
does alter brain function as verified on imaging studies. Panksepp (2004) 
cites changes in brain following cognitive behavioral therapy for depres-
sion and OCD. Moreover, placebos can produce measurable changes in 
the brain (Panksepp, 2004). Thus, psychological interventions can defi-
nitely alter physiology. Once again, the mind and the body are a two-way 
street.

Throughout this book, we will identify physiological factors associated 
with the presentation of behavioral syndromes. Some allelic variations of 
genes have been substantiated as factors that increase the risk of develop-
ment of particular behavioral syndromes. In terms of what people believe, 
the belief that a condition has a physiological basis often implies the need 
for a pharmacological intervention. For example, there is a correlation 
between the belief that depression has a physical basis and support for 
a drug as a treatment for depression (Deacon & Baird, 2009; Reavley & 
Jorm, 2012). However, the mind influences the body and the body influ-
ences the mind. Identifying physiology as a causal factor in producing a 
behavioral syndrome need not imply that pharmacology is the only way 
or a desirable way to alter a behavioral syndrome.

Throughout this book, the ways in which diet, social support, medi-
tation, yoga, and exercise can alter physiology will be reviewed. If one 
accepts that anxiety, major depression, and psychosis have physiological 
underpinnings, pharmacological treatments need not be implied. Other 
interventions can work as well. In deciding which interventions are best, 
the criteria should be efficacy and fewer side effects. In each chapter 
of this book, various ways of intervening to ameliorate distress will be 
considered.

ARE DIAGNOSES NEEDED?

The January 2014 issue of Research in Social Work Practice was devoted to 
discussion of the DSM-5. Elaine Gambrill (2014), a social work educator 
noted for her publications on critical thinking, considered the function 
of diagnoses. She proffered the idea that diagnoses do offer an illu-
sion of control as explanation for the continued prominence of diagno-
ses. In fact, there might be something to be said for an illusory sense of 
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control. A number of studies have found that even when people work at 
rigged games with random outcomes, people infer that they have control 
(Baumeister, 2008; Langer, 1975). There is a large literature attesting to a 
sense of control attenuating levels of distress when people operate in a 
stressful environment (Bandura, 2001). Having a label for explaining dis-
tress usually implies that the cause is known and thus, a solution is avail-
able. Although such is not the case for mental disorders, the diagnosis 
may, nonetheless, provide a sense of comfort. Apparently, labels are com-
forting for clinicians as well. The Divisions of Counseling Psychology 
and Humanistic Psychology have established a forum on diagnoses 
(dxsummit.org). According to Jonathan Raskin (2013), chairperson for 
this endeavor, counseling psychologists do want a system of diagnoses. 
Moreover, insurance companies like diagnoses because diagnoses limit 
insurance company expenditures to those cases with legitimate need. So, 
apparently, there is a case to be made for some system of diagnoses.

Ironically, although having a diagnosis may confer an illusory sense of 
control over the future, most mental health diagnoses also carry the impli-
cation that the behavior associated with the disorder reflects the physiol-
ogy to which one is fated (an absence of control). The late Thomas Szasz 
(Aftab, 2014) is famous for his view that mental illness is a myth. Szasz 
did not dispute that some people hear voices or that some people commit 
suicide. What he did dispute was that physiology could determine an 
individual’s behavior and that people can be condemned by their genes 
to engage in particular ways. Szasz believed that people should be held 
accountable for their acts. Is there evidence that people can be condemned 
by their genes to act in particular ways? Contrary to Szasz’s argument 
that the mentally ill are not fated by their genes, it might be argued that 
no one, including those considered normal, has free will. As previously 
stated, men with particular alleles for the receptor for vasopressin will 
be less satisfied with their marriages and more likely to engage in extra-
marital affairs (Walum et al., 2008). Adoption studies on children suggest 
that even when raised in a privileged environment, people rarely achieve 
beyond the economic-status level of their biological parents (Clarke, 2014). 
Biology probably does constrain the choices and outcomes of everyone. 
However, from the societal point of view, there is something to be gained 
when people think they have free will. Persons who are informed that 
obesity is a disease are less likely to stay on a diet (Hoyt, Burnette, & 
Auster-Gussman, 2014). In the laboratory, people have been shown to cheat 
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more when they believe that they do not have free will (Vohs & Schooler, 
2008). The academic achievement gap between Asian children and U.S. 
children has been explained by the fact that Asians tend to believe that 
achievement is a function of effort, whereas Americans tend to believe 
that achievement is a function of innate ability (Hsin & Xie, 2014). Hence, 
believing that one has control and free will really does influence behav-
ior. As a society, it pays to maintain the belief that people have free will. 
Because diagnoses are associated with presumably ineluctable behavior 
patterns, diagnoses limit the subjective sense of free will.

There is another consideration against the utility of diagnoses. Most 
people in mental health settings seek treatment for marital problems, 
conflicts at work, being undecided about what to do in a marriage, and 
feeling overwhelmed with their children. Clients rarely come into treat-
ment seeking a diagnosis. The strongest predictor of outcome in psycho-
therapy is the therapeutic alliance, which means that the therapist and 
the client agree on the nature of the problem and the strategy for achiev-
ing a change (DiClemente, 2007; Martin, Garske, & Davis, 2000). Thus, to 
decide how to proceed, good therapists conceptualize strategies, which 
are guided by the frames of reference of their clients. Then, in order to get 
paid, the clinician struggles to find some category in the DSM that might 
capture the client’s distress. Some people do seek treatment for moods 
(e.g., anxiety or depression) or discomfort in social situations, which are 
more directly related to diagnostic categories. However, with mood dis-
orders, the treatment requires attending to the content of each situation. 
Thus, what the client says about his or her sadness or the content of the 
particular worry directs the treatment to a greater extent than the label. 
Again, the diagnosis is not very helpful.

Khoury, Langer, and Pagnini (2014) alert us to the impact of diagnosis 
on the clinician. For the clinician, a diagnosis encourages the fundamen-
tal attribution error committed by observers. According to the attribution 
error, actors explain their own behaviors in terms of environmental pres-
sures, whereas observers attribute others’ behaviors to enduring traits. 
A diagnosis assigns the cause of distress to the individual rather than to 
situational factors, encouraging a mindless analysis lacking in nuance 
by the clinician. According to Khoury et al., after making diagnoses, cli-
nicians “are less prone to seek novel information toward their patients’ 
environment. Such mindless orientation toward the past may lead to 
misdiagnosis, mistreatment, and seriously compromise the therapeutic 
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alliance between the professional and the individual seeking help” 
(Khoury et al., 2014, p. 5). Thus, again diagnosis can have negative unin-
tended consequences.

There are additional downsides of diagnoses, particularly diagnoses 
associated with a biological origin. For every DSM diagnosis, publications 
in the psychiatric literature on the dismal long-term outcomes abound. 
Efforts to destigmatize may decrease blame. However, even though more 
people believe that conditions such as depression and alcohol depen-
dence are biologically based, stigma has not been reduced. In fact, hold-
ing a biological view is correlated with belief that depressed people are 
dangerous and a desire for social distance from them (Mehta & Farina, 
1997; Pescosolido et al., 2010; Schomerus et al., 2012). Those viewing men-
tal illness as biologically based even want social distance from the rela-
tives of those with a biologically based disorder (Phelan, 2005). Those 
holding the view that panic disorder has a biological basis exhibit more 
pessimism regarding recovery from it and are more likely to believe that 
persons with panic disorder are likely to commit suicide and harm others 
(Lam & Salkovskis, 2007). Similar findings are obtained when depres-
sion is construed as having a biological origin (Deacon & Baird, 2009). 
Paula Caplan (1995) argues against psychiatric diagnoses because these 
diagnoses are used in making legal decisions, such as awarding child 
custody. In some states, those who have been committed to state hospitals 
lose voting privileges, driving privileges, and are excluded from serving 
on juries. Although having a diagnosis may decrease blame, it does not 
reduce stigma and exclusion from the larger society.

Aside from the stigma imposed by others, diagnoses, particularly when 
they have a physiological basis, can become self-fulfilling prophecies for 
the persons receiving them. In a sample of depressed persons, those hold-
ing the biochemical or genetic view of depression expected depression to 
endure for a longer period of time (Lebowitz, Ahn, & Nolen-Hoeksema, 
2013). In a review of the literature on how belief in biological explanations 
impacts self-concept, Lebowitz (2014) found that holding the biological 
view was associated with increased pessimism.

In summary, there are many disadvantages to diagnoses, particularly 
when they imply less personal control. However, diagnoses of disor-
ders perhaps serve the reasonable function of getting some people off 
the hook of accountability. (A manic individual who has cleaned out 
his bank account needs a label as an excuse as much for himself as for 
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his family.) Even those of us who believe that the truly disabled should 
receive disability insurance and perhaps be treated in a hospital rather 
than in a prison recognize that the present system of categories labels 
too many of us.

What Should Be the Criteria for Disorder?

Science cannot answer the question of which behavioral syndromes 
should be regarded as disorders. Science can inform whether a behavioral 
pattern is genetic or influenced by physiology. Science can inform regard-
ing the prevalence of a behavioral pattern. Science can inform whether 
a physiologically based behavioral pattern results in desired outcomes 
for the individual and the society as a whole. Sometimes, the rationale 
for viewing a behavioral pattern as a disorder is that it is physiologi-
cally based and results in bad outcomes. (The rationale that the disorder 
is unusual has clearly been abandoned in America; apparently, “nor-
mal” no longer means “normative.”) However, where to draw the line 
requires a value judgment. Perhaps, the current lines are in the wrong 
place. Many would probably object to 50% of us who meet criteria for 
a DSM label (Kessler et al., 2005, study estimate) being granted rights 
under the Americans with Disabilities Act or receiving Social Security 
disability benefits because of our impairment.

Has Labeling Ordinary Behavior as Mental Illness  
Resulted in Better Outcomes?

The practice of labeling and then treating common behavioral syn-
dromes should result in better outcomes. Thomas Insel questions 
whether current practices of diagnoses and treatments have produced 
less suffering for humanity. Insel (2009) has acknowledged, “The 
unfortunate reality is that current medications help too few people to 
get better and very few people to get well” (p. 704). Indeed, the WHO 
(2011) reports that mental illness is among the leading causes of dis-
ability. Robert Whitaker’s (2010) Anatomy of an Epidemic examines the 
swelling rates of disability rolls attributable to psychiatric conditions 
in the United States. More of us are considered mentally ill now than 
in the past.
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Ghaemi (2008) reflects on the dominant philosophy in current medi-
cal practice, which regards disease entities as requiring a frontal attack 
through some external means. Ghaemi regards current practices as fail-
ing to appreciate how any dysfunction is deeply entwined in the intrinsic 
functions of the body. Ghaemi recognizes that modern medicine is far 
from the practice of medicine as envisioned by Hippocrates. Hippocrates 
is famous for such admonitions as “first, do not harm” and “It’s more 
important to know what sort of person has a disease than to know what 
sort of disease a person has.” Hippocrates believed that the healer should 
harness the body’s natural mechanisms for correcting itself, rather 
than imposing foreign processes. According to Ghaemi (2008), modern 
medicine fails to recognize possible strengths in the patient that can be 
harnessed in the service of limiting distress. Indeed, the DSM-5 aban-
donment of the axes system is further evidence of failure to acknowledge 
the impact of the environment in exacerbating distress or the possibility 
that the environment might offer resources for ameliorating distress.

THE APPROACH IN THIS BOOK

Tom Insel is probably correct in his assessment that the DSM is a diction-
ary. Most of the categories in the DSM have become part of daily terminol-
ogy for everyone. We are stuck with the categories we have been given, so 
we continue to use them. In this book, the physiology and environmen-
tal stressors giving rise to particular behavioral syndromes in the DSM 
are reviewed. The efficacy and side effects of pharmacological interven-
tions are discussed. Additionally, the outcome studies of more naturalistic 
interventions (diet, exercise, meditation, and social support) and ways to 
harness the individual’s capacity for health are considered. The pathways 
through which various interventions influence biology are explained.

This book is designed to assist clinicians in articulating the physiol-
ogy undergirding specific distress and assisting clients in selecting a 
strategy for ameliorating their distress. In the last chapter of this book, 
rather than focusing on distress, the focus switches to ways to promote 
well-being. As discussed in the last chapter, the Patient Protection and 
Affordable Care Act does allow for prevention. Perhaps the future will 
allow us to provide desired support to all people with a minimum of 
labeling.
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This chapter is a primer on physiology, which will offer a foundation for 
the material covered in the rest of the text. The technical terms are intro-
duced in six different sections.

Section 1 of this chapter focuses on genes and epigenetics. Section 2, 
which discusses some of the major neurotransmitters, explains how neu-
rons function and how they communicate with each other through neu-
rotransmitters. Section 3 offers information about the immune system, 
which interacts with the nervous system to influence mood and behavior. 
Section 4 focuses on three circuits that are relevant to styles of behavior: 
the appetitive or approach system, the regulatory control system, and the 
learned helplessness system. At the end of Section 4, two additional cir-
cuits are explained, the behavioral activation system (BAS) and the behav-
ioral inhibition system (BIS). The discussion of the BAS and BIS utilizes 
findings involving the other circuits. Section 5 focuses on emotion, using 
the material in the prior sections to explain various emotions. Section 5 
also covers the physiological systems supporting emotional behavior: the 
autonomic nervous system and hormones. Section 6 considers how social 
connections influence the brain and its physiology.

There is a great deal of information in this chapter, perhaps too much 
to be appreciated in one sitting for those who are not yet familiar with the 
material. It is not necessary to have command of all the material in this 
chapter before moving on. Some of the material in this chapter will be ref-
erenced again in later chapters. The reader might wish to refer to relevant 
sections in this chapter when reading subsequent chapters. Exercises are 
included at the end of this chapter (following the chapter’s References 
section), which will aid in the retention of the terms that are used again 
in subsequent chapters.

Physiology
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SECTION 1: GENES AND EPIGENETICS

Inheritance refers to the process of passing along the instructions for build-
ing the machinery of the body from parents to offspring. Genes are the 
physical mechanism used for the process of inheritance. A gene is a recipe 
for making a protein. Depending on the recipe you get from your parents, 
you will make a particular version of the protein. Proteins can be enzymes, 
and enzymes are the workhorses for making all of the other molecules 
in the body as well as the workhorses for acting on the molecules that 
you consume in your diet. Proteins can also be structural components of 
your body, such as the collagen in your nose or the keratin in your hair. 
Effectively, the versions of the proteins that you inherit play a big role in 
determining the characteristics that differentiate you from other people 
who have had similar experiences and live in similar environments.

Genes are made up of a string of nucleotides. Many genes are strung 
together to comprise a longer string of nucleotides called a chromosome. 
In fact, for storing the DNA, two strings of nucleotides bond horizontally 
with each other, forming a ladder-like structure. The ladder is twisted into 
the familiar double helix (Figure 2.1). The two strings are easily pulled 
apart because the connecting bonds between the sides of the rungs of the 
ladder are of a fragile nature. The gene recipe is present only on one of 
the strings.

Every cell in the body (with the exception of red blood cells) contains 
chromosomes in the nucleus of the cell. (The nucleus of the cell is enclosed 
in a membrane and is found in the larger area of the cell, called the cyto-
plasm of the cell.) In the nucleus there are 23 pairs of chromosomes, one 
from the mother and the other from the father. The actual chromosome 
string can be very long, albeit very narrow. In order to fit into the tiny 
nucleus inside the cell, the string has to be compressed. The chromosome 
is comprised of a DNA string that is wound around other proteins so that 
it gets compressed into a tiny space.

The Two-Step Process of Making a Protein

A nucleotide has a base linked to sugar and phosphate groups. The iden-
tity of the nucleotide is determined by its base. There are only four DNA 
bases: adenine, cytosine, thymine, and guanine. The familiar letters A, 
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C, T, and G seen in the popular press refer to the bases. (The reader may 
wish to look at the image of DNA, Figure 2.1.)

In order to use the recipe in the gene to make a protein, several steps 
need to occur. First, an enzyme complex (machinery that knows how to 
build another nucleotide string) sits on top of the beginning of the gene 
at the start of the string. The machinery uses the DNA template to make 
a string of ribonucleic acid (RNA) nucleotides. (RNA nucleotides are very 
similar to DNA nucleotides except that the sugar in an RNA nucleotide 
differs slightly from the sugar in a DNA nucleotide.) The resulting RNA 
nucleotide string copy of the DNA gene string is called messenger RNA 
(mRNA). The mRNA can leave the nucleus and move into the cytoplasm 

FIGURE 2.1 Image of DNA.

Source: Wikicommons.
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of the cell. This is the first step in the protein-making process. The sec-
ond step occurs when the mRNA encounters another complex of machin-
ery in the cell cytoplasm. In the second step, machinery uses the mRNA 
nucleotides as instructions for stringing together individual amino acids 
(there are 20 amino acid possibilities) into a string of amino acids called a 
peptide or protein. In fact, different sequences of three nucleotides in the 
mRNA string, called a codon, specify which amino acid should be added 
to the emerging chain. The machinery just slides along the mRNA string, 
recognizing the appearance of a start codon, and sequentially adds on 
amino acids according to the instructions from the mRNA.

How the Cell Decides Whether to Make a Protein

Whether a gene will be used to make mRNA is a highly controlled deci-
sion. Often, transcription of the DNA into mRNA is controlled by other 
proteins called transcription factors. Transcription factors help to assem-
ble the machinery that will make an mRNA string using the DNA string 
as the recipe. Many transcription factors, usually proteins, only operate 
when particular molecules, for example, hormones like glucocorticoids, 
are bound to these proteins. The docking of all the machinery for tran-
scribing a DNA nucleotide sequence into mRNA also depends on the 
DNA sequence in the promoter region (the place close to where the copy-
ing machinery, including enzymes and transcription factors, assembles).

Some genes, that is, the nucleotide strings that are recipes for making 
proteins, are polymorphic in a given population. Polymorphic means that 
there are multiple versions of the recipe or nucleotide string in a given 
group of people. Sometimes the difference in the nucleotide string is in a 
single nucleotide in the region, which is used to determine the sequence 
of amino acids in the protein. Even a single change in a base can create an 
enormous functional difference in the protein. (The gene that codes for 
the version of the hemoglobin protein that a person carries requires only 
one base change to yield a propensity to sickle cell anemia.) Sometimes the 
difference is seen in the promoter region of the gene. A change in a nucle-
otide or nucleotides in the promoter region of the gene will not alter the 
version of the protein that gets produced. However, variation across people 
in a gene’s promoter region can determine how frequently the protein gets 
made (expressed) (Alberts et al., 2008; Schaaf, Zschocke, & Potocki, 2012).
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The U.S. government does provide a wonderful resource. If one goes 
to the government PubMed website (National Center for Biotechnology 
Information) and hits online Mendelian inheritance in man (OMIM), typ-
ing in any disease will bring up the various allelic variations that have 
been associated with the disease. Clicking on the number of the allele 
provides a synopsis of current research reports. In later chapters on dis-
orders, we will be considering allele variants associated with various dis-
orders.  A synopsis of genetic information relevant to any disorder can be 
found through OMIM.

Epigenetics

Epigenetics is a newly developing field. It has long been recognized that 
cells of different tissues look very different. How can this be, if all cells 
contain the same DNA? It turns out that as cells differentiate to become 
a particular type of cell belonging to a particular organ, particular genes 
in the chromosome get “packed away” so that the gene becomes inac-
cessible for making mRNA. The packing up, unpacking, and opening of 
the DNA so that it can be copied into mRNA constitutes the new field of 
epigenetics (Carey, 2012).

Epigenetics has resurrected the Lamarckian notion that the environ-
ment can change the genome (Szyf, 2014). Environmental factors do not 
often change the sequence of a DNA string (unless in the case of strong 
chemicals or exposure to strong sunlight). However, environmental 
influence, such as starvation or types of food in the diet, can determine 
whether a gene gets packed away or unpacked. The packing process usu-
ally involves adding a methyl group (methylation) in the promoter region 
of the gene. The methylation makes it hard to open the DNA string to get 
at the DNA recipe for copying. It turns out that the care and feeding of a 
youngster or exposure to particular aversive events have an influence on 
epigenetic modifications that determine which proteins get made.

Epigenetic modifications do influence behavioral outcomes. The rat 
pups of low-licking mothers are more anxious. (Licking rat pups is a form 
of nurturing by the mother.) Michael Meaney and colleagues (Weaver et 
al., 2007) showed that given more licking by the mother, the gene for the 
cortisol receptor (in the hippocampus of the rat pup, explained later) gets 
unpacked so that it is readily available for making the cortisol receptor 
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protein. (The receptor offers a mechanism for discerning when there is 
enough cortisol in the body.) Thus, the nurtured rat pup has a mechanism 
for turning off the system so that there is a break on the production of cor-
tisol, a stress hormone. In contrast to the frequently licked pup, in the low-
licked pup, the DNA sequence (gene) for the cortisol receptor is packed 
away. The animal lacks a feedback mechanism for decreasing the cortisol-
producing system. When Meaney and colleagues (McGowan, Meaney, & 
Szyf, 2008) introduced a chemical that increases openness of the DNA into 
the hippocampus to reopen the cortisol receptor gene in the nervous rats, 
the epigenetic modifications in the rat were reversed. The rats were no 
longer anxious. To prove that the anxiety of the rat pup depended on the 
expression of the cortisol receptor, Meaney et al. also infused an amino 
acid (methionine) into the brain of the high-licked rat, which led to pack-
ing away (methylation) of the cortisol receptor gene. Adding the amino 
acid resulted in anxiety in the rat pups of even the high-licking mother. 
This work is relevant to humans. The same cortisol receptor gene is packed 
away (methylated) in those who have committed suicide and who have 
been abused or neglected as children (Suderman et al., 2012).

A study done by Roth, Lubin, Funk, and Sweatt (2009) found that the 
gene for brain-derived neurotropic factor (BDNF), a factor required for 
brain health, was packed away (methylated) in rat pups of low-licking 
mothers. Additionally, Champagne (2008) found epigenetic modifica-
tions of the oxytocin receptor gene in the low-licked pups. (Oxytocin is 
a hormone that induces caring for young in mothers; the oxytocin recep-
tor is the protein that receives the message delivered by the hormone.) 
In the rat pups that were not licked, the receptor for the oxytocin was 
packed away so that the pups could not receive the instruction to care for 
their young, which was carried by the oxytocin hormone. This epigenetic 
modification in a low-licked female rat resulted in transmission of the 
failure to nurture young to the female offspring. The Champagne finding 
showed that neglect of offspring in rats can be transferred across genera-
tions through epigenetic changes.

Not only can a tendency toward general “nervousness” be transmitted 
through epigenetic means, but specific fears can be transmitted as well. 
Dias and Ressler (2014) showed that if a rat is shocked in the presence of 
say an orange scent (actually they used acetophenone), then an epigenetic 
modification of the receptor for the scent occurs. (There is less methyla-
tion or packing away of the gene, so more of the receptor is made.) This 
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epigenetic modification is transmitted to the gamete (the sperm or egg) 
such that the pups of the parents who were shocked were fearful of 
oranges. In fact, in the Dias and Ressler study, the epigenetic modifica-
tion was transmitted to many generations.

The Dias and Ressler experiment has profound implications. The exper-
iment showed that the environmental challenges faced by the parents can 
shape the genome of the offspring. From a survival-of-the-species perspec-
tive, epigenetic changes are a much more targeted mechanism for adapt-
ing to the environment than evolution. For example, an animal might get 
sick from eating food with a particular characteristic (a particular odor), 
and that experience could be transmitted to progeny, through a quick 
change in methylation. In contrast, evolutionary changes rely on a random 
mutation (change of a sequence of nucleotides) in a DNA sequence during 
copying of the gene for the formation of eggs or sperm. Those mutations 
that make the animal more fit for survival and reproduction persist in 
later progeny. Evolutionary changes normally take a long time and rely 
on a chance alteration in the genome for which the environment selects. In 
contrast, epigenetic changes, when they occur, are targeted and fast.

Telomeres

Telomeres are a specific sequence of nucleotides at the end of a chromo-
some. They are produced by a specific enzyme (telomerase). Because of the 
way that DNA is copied in preparation for cell division, with each copy-
ing event the length of the telomere will be a little shorter, unless the cell 
has activated telomerase. Researchers have realized that the length of the 
telomere serves as a marker for stress (Epel et al., 2004). Those individuals 
who have spent more of their life span in a state of depression have, as a 
group, shorter telomeres in their white blood cells (Wolkowitz et al., 2011).

Some of the interventions that will be discussed in subsequent chap-
ters have been found to influence telomere length. Those whose diets 
are higher in omega-3s (fish oil) have longer telomeres in their white 
blood cells (Kiecolt-Glaser et al., 2013). Meditation is associated with 
higher telomerase activity. The higher telomerase activity induced by 
meditation was statistically mediated by (associated with) an increased 
sense of purpose in life and greater sense of perceived control (Jacobs 
et al., 2011).
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SECTION 2: NEURONS AND NEUROTRANSMITTERS

Neurons are the major cells of the brain and the peripheral nervous sys-
tem. One neuron fires and then transmits a message to an adjacent neu-
ron. However, the neurons do not touch each other. They communicate 
with each other through a chemical called a neurotransmitter, which is 
released into a space between the two neurons called the synaptic cleft 
(Figure 2.2).

Like other cells, neurons have a nucleus where the chromosomes are 
located. Like other cells, the “skin” of the neuron is called a cell membrane. 
Unlike other cells, the neuron’s morphology (shape) has been adapted so 
that neurons can communicate with other neurons. (The reader might 
want to look at Figure 2.2 at this point and notice that the central neuron is 
receiving input from “upstream neurons” and is sending information out 
to “downstream” neurons.  To simplify the explanation we will discuss a 
three-neuron chain of communication.) Coming off the central neuron’s 
cell body are many branches called dendrites. The dendrites receive a mes-
sage from an adjacent neuron, which is “upsteam” in the communicating 
chain of neurons. Another bigger projection, the central neuron’s axon, is 
the structure used by the central neuron to send a message to a receiving 
neuron. In order to communicate with a receiving “downstream” neuron, 
a packet or vesicle containing a neurotransmitter is propelled down the 
central neuron’s axon. At the end of the axon, when the central neuron 
“fires,” the vesicles containing neurotransmitter fuse with the membrane 
of the central neuron. The contents of the vesicles are then “dumped” into 
a space called the synaptic cleft. At the other side of the synaptic cleft is 
the dendrite of a receiving downstream neuron (the neuron at the end of 
the three-neuron chain). On the dendrites of the receiving, downstream 
neuron are receptors for particular neurotransmitters.

The receptors for neurotransmitters are generally classified as iono-
tropic, metabotropic, or as an autoreceptor. Ionotropic receptors open 
channels in the membrane of a neuron and allow ions (charged particles) 
to move into the cell. This process can quickly result in the firing of 
the receiving neuron. Metabotropic receptors change the internal envi-
ronment of the neuron, which will have an effect on the neuron’s firing 
at a later time. The ionotropic and metatropic receptors are usually on 
dendrites receiving the signal from another neuron. In contrast to iono-
tropic and metabotropic receptors, which receive messages from other 
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FIGURE 2.2 Image of a central neuron receiving input from an upstream 
neuron and communicating with a downstream neuron through a synapse.

Source: U.S. National Institutes of Health, National Institute on Aging.

neurons, are autoreceptors. Autoreceptors are found on the cell body 
of the very neuron that released the neurotransmitter. Autoreceptors 
monitor the behavior of the neuron’s own activity. Autoreceptors con-
stitute a negative feedback system, which decreases the probability that 
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the neuron will release a great deal of neurotransmitters within a short 
period of time.

The Life Cycle of a Neurotransmitter

Generally, neurons use only one neurotransmitter to communicate. The 
neuron must produce (synthesize) its neurotransmitter. Once produced, 
the neurotransmitter must be packaged into vesicles, ready for delivery 
down the axon and release into the synaptic cleft. How is the neurotrans-
mitter removed from the synaptic cleft? Sometimes it is broken down 
by an enzyme in the synaptic cleft. Some neurotransmitters (serotonin, 
dopamine, and norepinephrine) are transported back into the presynap-
tic neuron by a protein, called a transporter. The neurotransmitter is then 
ready to be repackaged into a vesicle and reused. Sometimes, not all of 
the neurotransmitter inside the cell gets repackaged. Some of the neu-
rotransmitter can get degraded inside the cell by another enzyme.

How Are the Functions of Neurotransmitters Investigated?

The neurons that utilize serotonin, norepinephrine, acetylcholine, and 
dopamine are located in clusters. Neuroscientists can destroy (ablate) the 
entire cluster. After this specific destruction, researchers investigate how 
the animal’s behavior has changed.

As mentioned, neurons utilizing the neurotransmitters serotonin, 
norepinephrine, and dopamine (the monoamines) are found in clusters. 
Neurons making other types of neurotransmitters are located much more 
diffusely throughout the brain. For example, neurons utilizing gamma-
aminobutyric acid (GABA), the brain’s major inhibitory neurotransmitter, 
and glutamate, the brain’s major excitatory neurotransmitter, are found 
throughout the brain.

Presently, for just about every known receptor type, chemicals that 
will activate the receptor (agonist) or deactivate the receptor (antagonists) 
are available. Neuroscientists, because they can bore into a live animal’s 
brain, can provide targeted delivery of an agonist or antagonist and then 
examine how behavior is affected.

Scientists have procedures for finding the location of neurons with 
receptors for particular neurotransmitters. They can find out which 
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neurotransmitter any neuron is waiting for. Antibodies are molecules 
that bind to specific molecules, in our case, a receptor for a particular 
neurotransmitter. Biologists know how to make antibodies to receptors 
for a particular neurotransmitter. They can tag the antibody with a mol-
ecule that shines when given a light source. Slices of the brain can be 
prepared. The antibody sticks to the receptor. It is then possible to look at 
where the antibody sticks in the brain to identify which neurotransmitter 
the neurons in various locations are waiting for.

For each neurotransmitter, there are multiple subtypes of receptors 
(each produced from a different gene) waiting for that neurotransmit-
ter. Receptor subtypes vary in their sensitivity to the neurotransmitter, 
that is, their affinity for the neurotransmitter. Some receptor types need 
a great amount of neurotransmitter to respond to the message. Others, 
with high affinity, respond to low amounts of the neurotransmitter. 
Particular subtypes of receptor can also vary in terms of the impact they 
will have on the receiving neuron. For the most part, this book will not 
detail receptor subtypes. However, if there is a number next to the recep-
tor (e.g., dopamine receptor type 2), this just provides information on the 
particular receptor subtype.

Because much of the discussion that follows refers to particular sub-
structures in the brain. Table 2.1 lists the basic function of most of 
the structures mentioned in this chapter and elsewhere in the text. 
Figure 2.3 provides a map of particular nuclei found in the brain stem. 
Figure 2.4 offers a side or lateral view of outer brain structures. Figure 
2.5 is a view of brain structures from the front facing the brain, called a 
coronal view. Figure 2.6 gives a lateral view of deeper brain structures. 
Figure 2.7 offers a view of what are referred to as limbic structures, 
which will be further explained later in the text. These images can 
be consulted to determine the location of particular structures in the 
brain.

Specific Neurotransmitters

In Chapter 3, we will cover psychotropic drugs. Psychotropic drugs are 
drugs that alter mood or behavior. Psychotropic drugs are generally 
referred to as agonists or antagonists for a particular neurotransmitter 
system. As previously pointed out, an agonist increases the function of 



36 neuroscience for psychologists and other mental health professionals

TAbLE 2.1
brief Explanation of Some Major brain Structures

Structure General Function

Amygdala Evaluates the emotional significance of stimuli; 
best known for its role in signaling fear

Basal ganglia: caudate, 
putamen, globus 
pallidus, subthalamic 
nucleus

Involved in fine-tuning movement; involved  
in habits

Bed nucleus of the stria 
terminalis (BNST)

Output structure of the amygdala; whereas 
the amygdala is needed for fear, the BNST is 
needed for anxiety (distinction is explained 
in the section Creating Anxiety/Fear in this 
chapter)

Brain stem: medulla, pons, 
midbrain

Area of the brain containing nuclei of the 
autonomic nervous system; nuclei producing 
the catecholamines and the raphe producing 
serotonin

Cerebellum Coordinates fine movements providing  
feedback on motor plans generated  
elsewhere in the brain; plays role in allocating 
attention

Corpus callosum Fiber tracks connecting the right and left 
hemispheres of the cortex

Dorsal anterior cingulate Registers pain from psychological and physical 
sources; sometimes referred to as an error 
detector or a conflict monitor

Fornix Output structure extending from the 
hippocampus to the hypothalamus

Habenula Area in the brain that receives information from 
the retina to set up wake–sleep cycles; plays a 
major role in learned helplessness

Hippocampus Creates and retrieves memories about what 
happened where (episodic memories); restrains 
the HPA

Hypothalamus Regulates appetite and thirst, controls pituitary 
gland function, controls the autonomic 
response to complex stimuli; some areas 
involved in sexual behavior, caretaking of 
young, and rage

Insula Area that receives information from internal 
organs; needed to experience disgust

(continued)
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TAbLE 2.1 (continued)

Medial forebrain bundle Axons from ventral tegmental area, raphe, and 
locus coeruleus and other brain stem nuclei 
projecting broadly and with output to the 
lateral hypothalamus; axons carry information 
between areas 

Nucleus accumbens Area that receives input from the ventral 
tegmental area

Periaqueductal gray Area around the aqueduct (hollow space filled 
with cerebrospinal fluid in midbrain); plays a 
role in sexual function, caring for young, and 
freezing behavior (ventral area) or fighting/
fleeing (dorsal area)

Pineal gland Responds to information about daylight; releases 
melatonin to increase the propensity toward 
sleep

Pituitary gland Master gland in the body; releases hormones that 
influence output of other glands in the body. 
ACTH, a hormone that controls cortisol release, 
is discussed in this chapter

Striatum Region of the mid brain; the dorsal striatum 
contains the basal ganglia; the ventral striatum 
contains the nucleus accumbens

Substantia nigra Area of dopaminergic neurons in the midbrain 
that project to the basal ganglia in the dorsal 
striatum

Thalamus The “Delta hub” of the brain; the area into which 
sensory information is fed before it is sent to 
areas of the cortex, which will interpret the 
information

Ventral tegmental area Area in the midbrain containing dopaminergic 
neurons that project to the nucleus accumbens 
and broadly to the cortex

Ventricles Hollow spaces in brain filled with cerebrospinal 
fluid

ACTH, adrenocorticotropic hormone; HPA, hypothalamic–pituitary–adrenal axis.

the neurotransmitter; an antagonist decreases the function. In this chap-
ter, we will cover some of the major neurotransmitters in the brain that 
inform where the neurons that synthesize or make the neurotransmitters 
are found and what the function of the neurotransmitter might be. This 
information is presented so that when, for example, you are told that a 
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FIGURE 2.3 Brain stem.

Source: Wolters Kluwer: Lippincott Williams & Wilkins; published in Lane et al. (2009b).
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FIGURE 2.4 Lateral view of outer brain structures.

Source: Wolters Kluwer: Lippincott Williams & Wilkins; published in Lane et al. (2009b).
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FIGURE 2.5 Coronal view of the brain.

Source: Wolters Kluwer: Lippincott Williams & Wilkins; published in Lane et al. (2009b).
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FIGURE 2.6 Midsagittal view of the brain.

Source: Wolters Kluwer: Lippincott Williams & Wilkins; published in Lane et al. (2009b).
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drug is a dopamine agonist in Chapter 3, you can predict how the drug 
will affect mood and behavior and you can predict which brain struc-
tures might be impacted by the drug.

Dopamine

There are four major circuits for dopamine in the brain (Figure 2.8). One 
pathway (the tuberoinfundibular pathway) controls the release of hor-
mones from a gland located inside the brain (the pituitary). (The path-
way is at the base of the hypothalamus, just above the pituitary.) In this 
pathway, dopamine inhibits the release of prolactin, a hormone that con-
trols milk production in the breast (Dunlop & Nemeroff, 2007). With dop-
amine depletion, as occurs in heavy cocaine abusers or with blockade of 
dopamine receptors by antipsychotic drugs, breast development in men 
may occur.

A second dopamine pathway (the nigrostriatal pathway) is important 
for controlling movement and habit learning. Neurons in the midbrain 
(substantia nigra pars compacta) project to the striatum, an area control-
ling movement. In Parkinson’s patients, the midbrain substantia nigra 
neurons die. The result is an extreme movement disorder. The muscles 
are flexed, but are unable to move. Resting tremor and pill-rolling move-
ments in the fingers are observed. The facial muscles are motionless and 
eye blink is gone. Disruption of this pathway also impairs habit learning 
and the learning of stimulus response associations (Dunlop & Nemeroff, 

FIGURE 2.7 Limbic structures of the brain.

Source: Wolters Kluwer: Lippincott Williams & Wilkins; published in Lane et al. (2009b).

Anterior cingulate
cortex
Subgenual
anterior
cingulate
cortex
Orbital
prefrontal cortex

Hypothalamus
Amygdala

Hippocampus

Fornix

Posterior
cingulate
cortex

Mid-cingulate cortex



2. physiology 41

2007; O’Doherty et al., 2004; Treadway & Zald, 2011). Antipsychotic 
drugs, which are dopamine antagonists, also cause Parkinson’s disease 
symptoms.

A third pathway (the mesolimbic pathway) has been intensely stud-
ied because all drugs of abuse (alcohol, nicotine, cocaine, amphetamine, 
and opioids) increase activity in this pathway. Here, dopamine neurons 
from the ventral tegmental area (VTA; in the midbrain) project to the 
nucleus accumbens. Dopamine is released into the nucleus accumbens 
with ingestion of drugs of abuse, the opportunity for food, opportu-
nities for copulation, and the occurrence of unexpected rewards (see 
Chapter 8, “Addictions”).

Consideration of the context in which dopamine release occurs led 
to some hypothesizing about the significance of dopamine. The first 
hypothesis was that dopamine release was associated with pleasure. 
This hypothesis was discarded because of the work of Kent Berridge. 
First, Berridge and others observed that when an animal is about to be 
shocked, dopamine is also released into the nucleus accumbens (Faure, 
Reynolds, Richard, & Berridge, 2008; Pruessner, Champagne, Meaney, &  
Dagher, 2004; Salamone, Correa, Farrar, & Mingote, 2007). Second, 

FIGURE 2.8 The dopaminergic systems. Midline sagittal section demon-
strating the projections. Inset: Axial section of the midbrain demonstrating 
the location of the dopaminergic neurons.

Source: Nadeau et al. (2004).
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dopamine release occurs as the animal works to find food or sex, not 
while the animal is consuming food or copulating (Baldo & Kelley, 2007; 
Berridge & Robinson, 1998). Finally, when Berridge and colleagues wiped 
out the dopamine neurons in the VTA, the animal clearly displayed signs 
of enjoyment if force fed; however, the animal would no longer work 
for the food (Berridge & Robinson, 1998; Robinson & Berridge, 2008). 
Salamone, Correa, Farrar, and Mingote (2007) showed that when dop-
amine input into the nucleus accumbens is inhibited, animals become 
lazy and lethargic. The current view is that dopamine is the neurotrans-
mitter of motivation. It is the neurotransmitter of “wanting” rather than 
the neurotransmitter for “liking” (Berridge, 2009b).

The fourth pathway (the mesocortical pathway) refers to neurons from 
the VTA that project broadly throughout the cortex, including to the hip-
pocampus (where memories are formed) and the prefrontal cortex (PFC) 
(where executive function occurs; Treadway & Zald, 2011). In the hip-
pocampus, dopamine plays a major role in changing synapses in the hip-
pocampus to create memories. When these dopaminergic VTA neurons 
are active, the animal is more alert and maintains vigilance. The animal 
is ready to learn about the environment, particularly about how stimuli 
are related to consequences (O’Doherty et al., 2004). As stated by Der-
Avakian and Markou (2012, p. 5), “one role of dopamine is to transfer 
positive incentive value from the reward to the cue that predicts reward.” 
Another way of characterizing the VTA projections to the prefrontal cortex 
is that dopamine is involved in appreciating the emotional significance of 
stimuli (Dunlop & Nemeroff, 2007; Rilling, Sanfey, Aronson, Nystrom, & 
Cohen, 2004). The VTA dopaminergic neurons (in addition to the “want-
ing neurons”) are sometimes referred to as the “incentive salience sys-
tem.” The projections from the VTA to the cortex are about learning what 
is important, that is, assigning significance to the stimuli that surround 
us (Robinson & Berridge, 2008).

A second function of dopamine in the mesocortical pathway may be 
to focus attention and maintain information in working memory (short-
term memory is required to hold ideas in awareness sufficiently long to 
figure things out). In the cortex, receptors are primarily of the D1 type. 
They are found on GABA neurons as well. They probably function to 
help a person ignore irrelevant stimuli (Ledoux, 2014).

Panksepp, Wright, DÖbrÖssy, Schlaepfer, and Coenen (2014) summarize 
the dopamine tracks emerging from the VTA (called the medial forebrain 
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bundle) as “a general-purpose neuronal system that coaxes animals and 
humans to move energetically (enthusiastically) from where they are to 
the places where they can find and consume resources needed for sur-
vival. It permits learning by readily assimilating predictive reward in the 
world” (Panksepp et al., 2014).

Serotonin

Serotonin-producing neurons are located at the midline of the brain stem 
in an area called the raphe (Figure 2.3). Research investigation of the sero-
tonin system has yielded puzzling, contradictory results. For example, 
particular antidepressant drugs increase levels of serotonin. Presumably, 
antidepressants decrease distress, but in the short term these drugs can 
increase anxiety and precipitate suicidal ideation. The research of Chris 
Lowry and colleagues (Hale & Lowry, 2011; Hale, Shekhar, & Lowry, 
2012) has cleared up some of the mystery. Lowry identified multiple 
serotonergic circuits for the neurons in the raphe. One of these circuits 
creates anxiety, whereas other circuits enhance regulation of emotion and 
decrease anxiety. Each circuit operates independently of other circuits. 
The function of serotonin is therefore difficult to characterize, because it 
plays different roles depending on the circuit.

In the section on brain circuits in this chapter (Section 4: Circuits: 
Creating Learned Helplessness), the learned helplessness circuit will be 
described. When subjected to uncontrollable shock, animals exhibit anx-
iety and depression. Serotonin is vital for the creation of learned help-
lessness. If serotonergic neurons in a particular section of the raphe (the 
caudal part of the dorsal raphe) are destroyed, the animal will not dis-
play learned helplessness behaviors of anxiety and “giving-up” (Hale, 
Raison, & Lowry, 2013; Maier & Watkins, 2005).

Another set of serotonergic neurons in the raphe (interfascicular part 
of the dorsal raphe nucleus and neurons near the ventrolateral peri-
aqueductal gray [PAG]) are the antipanic neurons (Hale & Lowry, 2011; 
Hale et al., 2012; Hanusch et al., 2013; Paul, Johnson, Shekhar, & Lowry, 
2014). They project to the prefrontal cortex and to the dorsal PAG. A reli-
able way to induce panic in most animals is to infuse the animal with 
lactic acid. Those animals that fail to panic exhibit stronger activity of 
the serotonin antipanic neurons (Hale et al., 2012, 2013). The antipanic 
serotonergic neurons respond to an anti-inflammatory white blood cell 
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hormone (interleukin 10, discussed later) and to warm and cold tempera-
tures. This may explain why sitting in warm sunlight reduces anxiety. 

The brain contains many hollow spaces (called ventricles) that are 
filled with cerebrospinal fluid (CSF). Yet another set of serotonergic neu-
rons control cilia (hair-like projections) on the cells lining the ventricles. 
Here serotonin increases the movement of the cilia so that CSF is moved 
through the system at a faster rate, allowing for pathogens or toxic chem-
icals associated with stress to be quickly removed from the brain. Finally, 
another group of serotonergic neurons controls sleep stages (Hale & 
Lowry, 2011).

In the literature, many studies have involved the assessment of sero-
tonin metabolites in the CSF. A consistent finding is that those with low 
levels of serotonin metabolites in their CSF are more impulsive and aggres-
sive (Korte, Koolhaas, Wingfield, & McEwen, 2005). Those who have been 
violent or who have committed suicide in a violent manner also are dis-
tinguished by low levels of serotonin metabolites in their CSF (Davidson, 
Putnam, & Larson, 2000). Unfortunately, measuring serotonin metabolites 
in the CSF does not inform about which circuit the metabolite came from. 
However, the findings suggest that some circuits that use serotonin may 
perform an inhibitory function on negative mood or impulses.

Norepinephrine/Noradrenaline

The locus coeruleus is a group of neurons in the brain stem that is the 
major producer of norepinephrine in the brain (Figure 2.3). Neurons in the 
locus coeruleus fire more rapidly during high arousal states as contrasted 
with low arousal states (Brennan & Arnsten, 2010). During normal levels of 
arousal, neurons in the prefrontal cortex are activated by norepinephrine 
through a specific type of norepinephrine receptor. These normal levels of 
arousal improve memory (Brennan & Arnsten, 2010). Under stress, neu-
rons in the locus coeruleus increase the tonic firing rate to even higher lev-
els. Under stress, norepinephrine activates another set of norepinephrine 
receptors in the prefrontal cortex and impairs memory (Brennan & Arnsten, 
2010). Thus, norepinephrine can have opposing effects on the PFC depend-
ing on the rate of release and the subtype class of norepinephrine receptor 
that receives the message. At midlevels of arousal, memory improves. At 
very high levels, memory deteriorates (Brennan & Arnsten, 2010).
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Norepinephrine is also the signal to the astrocytes (a type of supporting 
cell) to release fuel (which can be converted to sugar) for working neu-
rons. Dysfunction of the release of fuel by the supporting cells has been 
implicated in attention deficit hyperactivity disorder (ADHD; Killeen, 
Russell, & Sergeant, 2013). Norepinephrine also tones down inflamma-
tion in the brain by influencing microglia, a type of white blood cell that 
is resident in the brain (Kalinin et al., 2012). It is known that norepineph-
rine neurons are destroyed early on in Alzheimer’s disease, allowing for 
more inflammation in the brain. Inflammation, which entails activated 
white blood cells spewing out damaging molecules, is a big factor in 
Alzheimer’s disease (Levey, 2014).

Acetylcholine

Acetylcholine is released in the brain, where it plays a role in memory. 
Acetylcholine is also used by neurons outside the brain. Acetylcholine is 
the neurotransmitter involved in the division of the peripheral nervous 
system that controls internal organs (the involuntary, autonomic nervous 
system). In the voluntary peripheral nervous system, acetylcholine is the 
neurotransmitter that commands striated muscle tissue so that one can 
move around (Nolte, 2009).

As mentioned previously, all drugs leading to compulsive use result 
in the release of dopamine into the nucleus accumbens (see Chapter 8, 
“Addictions”). Nicotine, for example, is a drug that operates on acetylcho-
line receptors (the nicotinic subtype). In the brain, nicotinic acetylcholine 
receptors (α4β2 receptors) are present on dopaminergic neurons and con-
trol the release of dopamine into the nucleus accumbens (Lüscher, 2013; 
Purves et al., 2012). Thus, acetylcholine plays a role in appetitive struc-
tures, largely dopaminergic structures, described later.

Glutamate

Glutamate is the brain’s major excitatory neurotransmitter. Although glu-
tamate uses both metabotropic and ionotropic receptors, the ionotropic 
receptors are relevant for the excitatory function. α-amino-3-hydroxy-5-
methyl-4-isoxazolepropionic acid receptor (AMPA) and N-methyl-d-
aspartate (NMDA) receptors are two types of receptors for glutamate that 
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open an ion channel. Interestingly, the ionotropic receptors, AMPA and 
NMDA receptors, work together. NMDA receptors are called silent recep-
tors unless they are near an AMPA receptor. When glutamate binds to 
an AMPA receptor and sufficient ions move through the AMPA channel, 
then a magnesium atom blocking the NMDA receptor-associated chan-
nel is displaced out of the ion channel. When glutamate next binds to the 
NMDA receptor, calcium enters the cell making it very likely to fire. After 
this, the AMPA receptor moves nearer to the NMDA receptor, strength-
ening the sensitivity of the neuron to glutamate. The synchrony between 
the NMDA and AMPA receptors makes their conjoint activity “coinci-
dence detectors.” AMPA and NMDA receptors are critical players in the 
formation of long-term potentiation, meaning the way in which the brain 
encodes new memories (Purves et al., 2012). The NMDA receptor also 
needs glycine to bind on part of the receptor to respond to glutamate.

Glutamate is key to formation of new memories and learning. Because 
most of us want to improve our ability to learn, neuroscientists have 
focused on understanding glutamate. Neuroscientist Joe Tsien and col-
leagues created a mouse called the “Doogie Howser mouse” (in reference 
to the 1980 television program about a boy genius) by mutating the recep-
tor for glutamate (Tang et al., 1999). The mutant mouse then performed 
much better on thinking tasks. Tsien speculated about why nature had 
not just created all mice as super-smart. The trade-off is that too much 
signaling through a glutamate receptor provokes a seizure. There is a 
critical threshold between brilliance and death from a seizure. Much cur-
rent investigational work on performance-enhancing drugs involves glu-
tamate receptors; it is a risky business.

After release of glutamate into the synaptic cleft, glial cells (support 
cells) pick up the excess glutamate (Nolte, 2009, p. 193). Astrocytes, a type 
of support cell, which are near the blood vessels in the brain, can thus 
detect where in the brain activity is occurring and shift blood supply to 
brain areas where more activity is occurring (Nolte, 2009, p. 135).

Gamma-Aminobutyric Acid

GABA is the brain’s major inhibitory neurotransmitter. GABA neurons 
are dispersed throughout the brain. When GABA binds to its receptor, 
a channel for chloride opens. With more chloride inside the neuron, the 
neuron is less likely to fire. Although GABA generally inhibits neurons, 
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sometimes GABA’s function is to ensure that only a strong signal from 
inputting neurons activates receiving neurons (Saar, Reuveni, & Barkai, 
2012).

Cannabinoids

The brain has ligands (binding partners) that will bind at cannabinoid 
receptors (marijuana receptors). The molecules produced by the brain that 
bind at receptors for marijuana are called endocannabinoids, “endo” refer-
ring to internal or within. Unlike many other neurotransmitters, which are 
modifications of amino acids (building blocks for proteins), endocannab-
inoids are altered polyunsaturated fatty acid chains. They are released 
after cleavage from the neuron’s cell membrane. Endocannabinoids are 
not packaged into a vesicle. Cannabinoid receptors, which are metabotro-
pic, are found in many areas of the brain. In addition to neurons, recep-
tors are also found on support cells in the brain (astrocytes, microglia, 
and oligodendrocytes; Marco et al., 2011).

Cannabinoids play major roles in decreasing anxiety. They are essen-
tial for being able to extinguish fear memories. They potentiate GABA 
inhibition in the amygdala, a structure involved in anxiety (Figure 2.7 of the 
limbic system showing structures involved in emotional activity.) They 
decrease the stress hormone (cortisol). They also operate in the hypo-
thalamus, a structure involved in the control of food intake (think, the 
munchies). Particular enzymes (hydrolases) degrade the endocannabi-
noids (Marco et al., 2011).

Opioids

Opioid receptors were so named because opium binds to these receptors. 
Opiate derivatives (morphine, heroin, and codeine) also bind to these 
receptors. There are natural opiates in the brain: endorphins, enkepha-
lins, and dynorphins. There are three types of opioid receptors: mu 
receptors for the natural endorphin’s binding partners, delta receptors 
for the natural enkephalin’s binding partners, and kappa receptors for 
the natural dynorphin’s binding partner.

Opioid receptors are found in many places, including the spinal cord, 
where they decrease pain transmission. The dorsal anterior cingulate 
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cortex (dACC), an alarm center in the brain, is full of opioid receptors 
where opioids function to decrease alarm and physical pain. In fact, 
persons carrying a particular allele for the mu-opioid receptor expe-
rience both more physical and emotional pain. They exhibit stronger 
activation of the dACC in response to social rejection (Way, Taylor, & 
Eisenberger, 2009).

Opioid receptors are found on the GABA interneurons in the caudal 
dorsal raphe, the serotonergic structure involved in producing anxiety 
and defeat after exposure to uncontrollable shock (called learned help-
lessness). Opioids increase the release of GABA into the serotonin-releas-
ing neurons, whose cell bodies are found in the caudal dorsal raphe. The 
serotonergic neurons in the caudal dorsal raphe are inhibited by opioids. 
The anxious behavior following inescapable shock is reduced (Maier & 
Watkins, 2005).

In the VTA, opioid receptors are found on the GABA neurons. GABA 
neurons in the VTA synapse onto dopaminergic neurons. GABA inhib-
its dopamine release from dopaminergic neurons, which release into the 
nucleus accumbens. The opioids decrease the release of GABA from the 
GABAnergic neurons. When GABA release is inhibited, the inhibition 
of dopamine release is gone. Effectively, opiates are a break on a break. 
Thus, when opiates hit their receptors in VTA, more dopamine is released 
from VTA neurons into the nucleus accumbens. The effect increases loco-
motion and movement (Lüscher, 2013).

As will be discussed in the section on pleasure (see Section 5: Emotions: 
Specific Emotions; Pleasure), opioids play a role in mediating the sen-
sual pleasure produced by activity in another area of the brain (the ven-
tral pallidum and parabrachial area; Berridge, 2009a, 2009b; Berridge & 
Kringelbach, 2008; Trezza, Baarendse, & Vanderschuren, 2010).

Dynorphin, a naturally occurring opiate, is also produced in the nucleus 
accumbens. Dynorphin counters the effects of endorphins and enkepha-
lins. Dynorphins decrease dopamine release and generally increase dis-
comfort (Bruijnzeel, 2009).

SECTION 3: THE IMMUNE SYSTEM

The immune system refers to the body’s system for responding to patho-
gens and eliminating cancer cells. As we will see in later chapters, recent 
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research has illuminated the impact of the immune system on mood and 
behavior. It is now appreciated that inflammation plays a role in psy-
chosis. Moreover, inflammation is relevant for both depressed and anx-
ious behavior. Targeting the immune system can alter mood, behavior, 
and propensity for auditory hallucinations. Thus, today’s neuroscientists 
must also be students of the immune system. A brief overview of the 
major players in the immune system is provided here.

White blood cells (leukocytes) are the major players of the immune 
system. The word inflammation has been used previously without much 
explanation. Inflammation occurs when white blood cells are geared 
up for a fight, usually against a pathogen. With inflammation, the local 
blood vessels dilate and the skin turns red and may look swollen. This 
vasculature dilation occurs to get the white blood cells to the battle field 
fast. Some of the activated white blood cells may release destructive mol-
ecules that modify molecules (oxidizing) of either the pathogen or compo-
nents of one’s own body. These destructive molecules can kill pathogens, 
but unrestrained release of damaging molecules is very harmful to the 
individual. The immune system is capable of making various types of 
responses tailored to combat particular types of threats. In the text that 
follows, we will look at the divisions of the immune system.

Two Major Divisions: Innate and Adaptive Immunity

The Innate System

Two principal leukocytes of the innate system are macrophages and neu-
trophils. These cells respond to foreign-looking substances found in the 
body. Receptors for foreign-appearing molecules are found on the surface 
or inside the leukocytes. These receptors are not very specific; the receptors 
can respond to more than one particular molecule. In responding to a pecu-
liar-looking molecule, the response of the innate system is fast. Usually, a 
fever is involved. Activated macrophages and neutrophils release hormones 
called cytokines. Some of the cytokines (hormones from white blood cells 
or infected cells) include interleukin (IL)-1beta, IL-6, and tumor necrosis 
factor–alpha. These cyto kines cause the cells lining the blood vessels to 
express surface molecules (intercellular adhesion molecules) that allow the 
white blood cells to move more quickly to the invader. IL-6 stimulates the 
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liver to release proteins, such as C-reactive protein (CRP), which facilitate 
the attack on the invader (Murphy, 2012). Macrophages and neutrophils, 
both of which can engulf pathogens, are the white blood cells that are the 
first responders that rush to the site of inflammation. The macrophages 
and neutrophils release very destructive molecules once they get to the 
site of inflammation. Unfortunately, because cells of the innate immune 
system are not terribly specific, inflammation can be costly for the host.

The innate immune system plays a role in many chronic diseases 
(chronic obstructive pulmonary disease, arthritis, cardiovascular disease, 
and cancer). For example, neutrophils, first responders to a site of infection, 
can release toxic chemicals (superoxide and nitric oxide) that can damage 
tissue. The superoxide can alter (oxidize) fats in the bloodstream. In a blood 
vessel, the oxidized fat particle can look like a foreign invader to a mac-
rophage. The macrophage goes after the altered fat particle, sticks to the 
wall of the blood vessel, and results in cardiovascular disease (plaque on 
the vasculature wall). Additionally, cancer also appears to be advanced by 
an activated innate immune system (Caielli, Banchereau, & Pascual, 2012; 
Mantovani, 2010; Slavich & Irwin, 2014). The supporting evidence for the 
conclusion that inflammation is also a major culprit in depression, anxiety, 
and psychosis appears in the sections of the text focused on these topics.

It is good to remember that if you cut your finger, the fast-responding 
macrophages and neutrophils are your first line of defense; sometimes 
inflammation is a very good thing. However, control of inflammation is 
vital (Murphy, 2012).

The Adaptive Immune System

The other major division for the immune system is adaptive immunity. 
The adaptive responders (T cells and B cells) are highly specific. T-cell 
and B-cell receptors respond to only one very specific protein; a change 
in even one amino acid in the protein chain can disrupt recognition by 
the receptor. After an initial encounter with a pathogen, the T and B cells 
require about 5 days to proliferate and mount a response. The B cells 
make antibodies that bind to foreign particles, so the foreign particle gets 
attacked by other cells. Antibodies can also prevent the foreign pathogen 
or particle from infecting other host cells. The job of T cells is multifac-
eted. Some T cells give permission to the B cells to make antibodies; other 
T cells attack tumor cells or cells infected with a virus.
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Vaccination is a strategy for harnessing the adaptive immune system. 
Following an initial encounter with a foreign protein in the vaccine, the 
T and B cells activate and divide. Some T and B cells become memory 
cells. Memory cells are capable of mounting a very fast response when 
the same pathogen is seen on a second occasion. Although in some ways 
cells of the innate system (mainly macrophages and another type of cell, 
the dendritic cell) are involved in initiating a response from T and B cells, 
inflammation can be negatively correlated with the function of the adap-
tive system (Fleshner, Nguyen, Cotter, Watkins, & Maier, 1998; Murphy, 
2012; Slavich & Irwin, 2014).

Psychoneuroimmunology is a field that investigates how emotions 
impact the immune system. The field was officially initiated when Robert 
Ader found that the immune system can be classically conditioned. Ader 
paired an immune system–dampening drug with needle injection. After 
the conditioning, Ader showed that eventually the needle alone was suf-
ficient to suppress immune system activity in patients with autoimmune 
disease. Ader’s work was highly relevant for persons with inflammatory 
conditions such as lupus (Ader & Cohen, 2001).

Since Ader’s time, studies have shown that people in distress have more 
activation of the immune system in terms of inflammation (as summa-
rized in Littrell, 2008b, 2012), but less of an ability to mount an adaptive 
immune response (as reviewed in Littrell, 2008a). Stressed individuals 
may also have a depressed capacity for producing antiviral cytokines 
(O’Connor, Schultze-Florey, Irwin, Arevalo, & Cole, 2014). As discussed 
in Chapter 1, people who are stressed fail to respond to vaccinations. 
Thus, distressed individuals are more susceptible to innate immune sys-
tem activation diseases (e.g., cardiovascular disease), and are also more 
susceptible to diseases associated with failure to activate the adaptive 
system (e.g., cancer, viral infections of cells).

Chapter 4, on depression, provides details relevant to distressed individ-
uals exhibiting activation of their innate immune systems. Inflammation 
is also discussed in the chapter on psychosis (Chapter 6).

The Glial Cells

Most of the cells in the brain are glial cells or support cells. (Glial derives 
from the Greek word for glue.) There are three types of glial cells: micro-
glia, astrocytes, and oligodendrocytes. All perform vital functions. (The 
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glial cells are discussed in this section on the immune system, because 
some of their functions are relevant to the immune system.) Microglia 
are the brain’s resident macrophages. Macrophages are a type of white 
blood cell that can phagocytize (eat) debris. The microglia play a vital 
role in cleaning up old synapses and remodeling the brain. They also 
play a big role in brain inflammation, which may be a problem in those 
with depression. When the microglia are not activated to fight infection, 
they play a role in maintaining brain health (Kettenmann, Kirchhoff, & 
Verkhratsky, 2013; Littrell, 2012; Parkhurst et al., 2013).

Astrocytes are the second type of glial cell in the brain. They have 
receptors for glutamate (the major excitatory neurotransmitter). By detect-
ing glutamate release, they can release factors that will impact blood ves-
sels, resulting in a shift of blood flow to more active brain areas (Nolte, 
2009). They also play a role in storing glucose and getting this fuel (in the 
form of lactic acid) to very active neurons. One particular theory regard-
ing the cause of ADHD holds that the astrocytes are sluggish in their 
performance of this function (Killeen et al., 2013).

Oligodendrocytes are support cells that wrap around the axons of 
neurons and allow for faster movement of neurotransmitter packets 
down an axon. In multiple sclerosis, for example, oligodendrocytes are 
destroyed (Nolte, 2009).

SECTION 4: CIRCUITS

Appetitive Signaling

In the 1950s, Milner and Olds implanted electrodes into particular areas 
of the brain and allowed animals to stimulate these areas by pressing 
a lever. They noticed that animals would repeatedly press levers that 
stimulated particular areas of the brain. The areas of the brain that 
yielded vigorous self-stimulation involved dopamine tracks emerging 
from the VTA (Koob, 2013).

Much has been learned about the dopaminergic neurons projecting from 
the VTA to the nucleus accumbens. Motivation for many types of reinforc-
ers (sex, food, and drugs of abuse) converge in the nucleus accumbens. In 
fact, in monogamous animals, there are receptors for oxytocin (a hormone 
released on orgasm) in this area, which may explain the mechanism for 
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mate bonding (Young & Alexander, 2014). As stated in Section 2, this sys-
tem is about motivation (wanting but not necessarily liking), about paying 
attention to the environment, and learning the connections between stim-
uli and consequences (the incentive salience system). The system strongly 
activates behavior as well. It is known that when this system is activated, 
the animal will be more lively. Locomotion and exploration are increased 
(Hyman, Malenka, & Nestler, 2006; Nestler & Carlezon, 2006).

In addition to activating to opportunities for sex and food, reward 
areas in people (the ventral striatum area in which the nucleus accum-
bens is located) are also activated by social cues. Research participants 
who read statements of love and appreciation from their friends and 
relatives showed activation in the reward areas. Being treated fairly and 
seeing others treated fairly activates this area. Additionally, these struc-
tures activate when someone else who has been treated unfairly now gets 
rewarded (Lieberman, 2013).

As discussed in Section 2, the appetitive signaling pathway is not 
always about enjoyable activities. When an animal engages in vigor-
ous activity in response to negative aversive stimuli or positive stim-
uli, the nucleus accumbens is activated. The basal amygdala (area 
of the brain that registers fear) projects to the nucleus accumbens. 
When an animal runs away from an aversive stimulus, the nucleus 
accumbens is activated (Hartley & Phelps, 2010), although not 
when an aversive stimuli does not require action (as when viewing 
unpleasant imagery; Lang & Bradley, 2010). The nucleus accumbens 
can be activated when working for food as well as when the animal 
works to avoid shock (Lang & Bradley, 2010). In fact, various areas 
in the nucleus accumbens are active when responding to aversive 
cues, whereas other areas of the brain respond to approach stimuli 
(Berridge & Kringelbach, 2013). Observations of bereaved individu-
als longing for deceased spouses have also noted activation of the 
nucleus accumbens (O’Connor et al., 2008).

Turning Off Activity in the Nucleus Accumbens

The lateral habenula plays a strong role in inhibiting the neurons in 
the VTA that project to the nucleus accumbens (Hikosaka, 2010; Hong, 
Jhou, Smith, Saleem, & Hikosaka, 2011; Lammel et al., 2012). The lateral 
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habenula is active given the absence of an expected reward and when the 
animal is subjected to uncontrollable shock (Hikosaka, 2011; Stamatakis 
et al., 2013; Figure 2.9).

As will be discussed in the text on learned helplessness that follows, 
uncontrollable shock initiates activity in the lateral habenula, which acti-
vates anxiety structures and suppresses the VTA.

Creating Learned Helplessness

In the 1970s, Steven Maier, Marty Seligman, and Bruce Overmier 
developed a paradigm called learned helplessness. Learned helpless-
ness has been characterized as a laboratory model for depression and/
or anxiety. The paradigm entails subjecting an animal to uncontrol-
lable shock delivery. The animals in the control condition experience 
the same level of shock intensity for the same duration, but unlike the 
animal that has learned helplessness, the animals in the control group 
can turn off the shock.

Both escapable and inescapable shocks induce some of the same com-
ponents of anxiety. Both increase stress hormone release (the release of 
cortisol), reduce activity, reduce exploration in an open field, and reduce 
sucrose preference (Christianson et al., 2008; Maier & Watkins, 2010). 
However, inescapable shock induces additional components of anxi-
ety. Animals that have been subjected to uncontrollable shock exhibit a 
reduction in food and water intake, a reduction in social interaction, a 
reduction in swimming when placed in water, a reduction in aggression 
and social dominance, and exaggerated fear. When learned-helpless ani-
mals are moved to another environment where they can turn off shock, 
they fail to exert control. They have effectively learned helplessness. They 
have given up (Maier & Watkins, 2005, 2010).

Neural Circuitry

The neural circuitry involved in learned-helpless behavior has been 
articulated. However, in keeping with the wide variety of behaviors that 
are associated with learned helplessness, the neural circuitry has several 
branches. The habenula begins the response to inescapable shock. The 
habenula projects to two regions: the VTA and the caudal part of the 
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FIGURE 2.9 Lateral habenula. 

The solid circle in the top image is the lateral habenula. C, caudate; CC, corpus callosum; 
Hc, habenular commissure; IC, inferior colliculus; LHb, lateral habenula; MD, mediodor-
sal nucleus of the thalamus; MHb, medial habenula; N3, oculomotor nucleus; PC, poste-
rior commissure; PT, pretectum; Pul, pulvinar; SC, superior colliculus; Th, thalamus.

Source: Hikosaka (2007; modified 2011).
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dorsal raphe nucleus. The caudal part of the dorsal raphe nucleus (which 
contains serotonergic neurons) projects to two regions: the amygdala and 
the striatum (Forgeard et al., 2011; Hale et al., 2012; Strong et al., 2011). We 
will look at each branch in turn.

The Habenula to the Caudal Dorsal Raphe

The habenula sends projections to the caudal part of the dorsal raphe 
nucleus in the brain stem, activating this structure (Amat et al., 2001). 
The causal dorsal raphe nucleus, with its serotonergic neurons, is critical 
to the learned-helpless response. If the caudal dorsal raphe structure is 
lesioned, then learned helplessness cannot be induced (Maier & Watkins, 
2005, 2010).

Creating Anxiety/Fear

The caudal part of the dorsal raphe projects to the basolateral amygdala. 
The basolateral amygdala projects to other areas of the amygdala, 
which eventually activate other brain areas (such as the hypothalamus 
and PAG), resulting in the physiology of anxiety and freezing behavior 
(Christianson et al., 2010; Maier & Watkins, 2010; Strong et al., 2011). A 
critical output area of the amygdala is through the bed nucleus of the 
stria terminalis (BNST). Lesions of the BNST preclude failure to escape 
after exposure to inescapable shock, whereas lesions of other parts of the 
amygdala do not (Forgeard et al., 2011; Hammack, Richey, Watkins, & 
Maier, 2004; Maier & Watkins, 2010).

The BNST is again discussed in the chapter on anxiety (Chapter 5). 
Although the amygdala is about fear, the BNST is about anxiety, or being 
ready to be fearful (see Chapter 5, “Anxiety”). A learned-helpless animal 
is anxious and will exhibit enhanced fear to the next fear stimulus pre-
sentation (Maier & Watkins, 2005, 2010).

Motor Behavior Changes

The caudal part of the dorsal raphe nucleus also projects to the dorsal stri-
atum (which influences motor behavior). The caudal dorsal raphe nucleus 
projection to the dorsal striatum projection establishes the escape deficits 
and may play a role in facilitating freezing behavior (Strong et al., 2011).

The lateral habenula is an initiating structure in producing the syn-
drome of learned helplessness. In addition to projecting to the caudal 
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part of the dorsal raphe nucleus, the lateral habenula also projects to the 
VTA, inhibiting activity in the VTA. The result is that activity is further 
decreased. These connections probably are responsible for the anhedonia 
(lack of motivation and lack of response to reward) observed in learned-
helpless animals (B. Li et al., 2011; Y. Li et al., 2013).

Creating a Resilient Animal

There are several ways to create resilient animals. In resilient animals, 
exposure to uncontrollable shock fails to induce anxiety symptoms and 
“giving up.” Both exercise and exposure to controllable stress will create 
resilience. The mechanisms for creating resilience are known but each 
differs in terms of how it works.

Researchers have known that animals that have prior experience with 
controllable shock are less susceptible to becoming learned helpless 
when later exposed to uncontrollable shock. Researchers have examined 
which brain structures are recruited during the exposure to controllable 
stressors. During exposure to controllable shock, the ventromedial PFC 
sends projections to excite the GABA interneurons in the caudal dorsal 
raphe nucleus. (Recall that GABA inhibits the neurons onto which they 
synapse.) The GABA interneurons inhibit the firing of serotonergic neu-
rons during the initial exposure to controllable shock (Maier & Watkins, 
2010). For those animals that have an initial encounter with controllable 
shock, the ventromedial PFC is again recruited when, subsequently, the 
previously controllable shock becomes uncontrollable. (See Figures 2.5 
and 2.7 for various areas in the PFC.) The ventromedial PFC will effec-
tively tame the learned helplessness structures (the caudal dorsal raphe 
nucleus) when the animal is later exposed to uncontrollable shock. The 
experimenters did do a little bit more experimenting to prove their point. 
If the ventromedial PFC neurons are prevented from firing in the resilient 
animals, then the resilient animals are no longer immune to the effects of 
uncontrollable shock. Knocking out the ventromedial PFC neurons will 
wipe out resilience. Without the ventromedial neurons, learned helpless-
ness in response to uncontrollable shock occurs even in those animals 
with prior experience with controllable shock (Maier & Watkins, 2010).

The ventromedial PFC is a pretty important area for restraining distress. 
As we will see in the chapter on anxiety (Chapter 5), the ventromedial PFC 
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is also important for inhibiting the amygdala (area of the brain activated 
by fright) when learned fears are extinguished. Learned resilience has 
many ramifications. The resilience evoked by exposure to controllable 
shock is a generalized resilience. Those exposed to escapable shock also 
are less impaired when subsequently exposed to social defeat. Although 
resilient animals respond normally to an unconditioned fear stimulus 
(such as the scent of a cat), they less readily develop a conditioned fear 
response. Moreover, in resilient animals, previously learned conditioned 
fears decline to a greater extent during extinction training (Maier & 
Watkins, 2010).

Second Way to Create Resilience

There is another strategy for creating resilience. If animals are given access 
to the running wheel before exposure to uncontrollable shock, they are 
far less likely to become learned helpless. Greenwood et al. (2011, 2012) 
have identified the mechanism through which exercise creates resilient 
mice. As stated previously, the caudal dorsal raphe nucleus is a key struc-
ture in the circuit resulting in learned helplessness. The serotonin from 
the caudal part of the dorsal raphe nucleus synapses onto receptors in the 
amygdala and the dorsal striatum. Exercise will decrease the presence of 
serotonin receptors in both of these structures. Thus, when the serotonin 
is released, there are fewer receptors available to receive the message. 
Helplessness in response to inescapable shock is less likely to occur. Just 
as in the animals, exercise is known to decrease both anxiety and depres-
sion in humans (Herring, O’Connor, & Dishman, 2010; Saeed, Antonacci, &  
Bloch, 2010; Strohle, 2009).

Regulation of Impulses, Motor Activity, and Emotions

The PFC is often referred to as the area of executive control. In the previous 
section on resilience, we encountered the ventromedial PFC, which directly 
inhibits the serotonergic neurons in the caudal part of the dorsal raphe to 
block learned helplessness. In the chapter on anxiety (Chapter 5), we will 
again talk about the ventromedial PFC because it plays a vital role in unlearn-
ing learned fears by directly inhibiting the amygdala. Here, we will be look-
ing at a few more additional regions in the PFC that may be involved in other 
types of restraint: the dorsolateral and the ventrolateral PFC.
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Some caveats need to be stated. The PFC is more developed in humans 
than in other animals. Much of the work on the ventromedial PFC was 
done on animals, where connections between neurons can be traced. In 
contrast to animal work, exploration of emotional and behavioral regula-
tion in people is done with imaging. In order to ask about which brain 
areas influence each other, researchers must rely on imaging of the brain 
as a research participant does something. Researchers investigate which 
areas of the brain are active or inactive at the same time. If one area is 
active while another area is inactive, an inference regarding one area’s 
inhibiting another might be drawn. Human research can also use a tech-
nique called “diffusion tensor imaging” to trace the degrees of axonal 
connectivity between areas. Unfortunately, inferences from imaging work 
can fail to inform more precisely how one region might influence another. 
There could be a direct connection; alternatively, one region could influ-
ence another through a third connection. Neuroscientist Elizabeth Phelps 
(2006) works with animals and people. Phelps cautions that the ventro-
lateral PFC, which plays an active role in recasting emotionally evocative 
stimuli, does not have a direct connection in animals with the amygdala 
(a region involved in fear and anxiety). In people, the ventrolateral PFC 
may influence the amygdala through the ventromedial PFC.

Inhibiting responses across a wide variety of domains involve some of 
the same brain structures: a specific area in the ventrolateral PFC (the infe-
rior frontal gyrus pars opercula, which is also referred to as Area 44), the  
ventromedial PFC (Aron, Robbins, & Poldrack, 2004; Jovanovic & 
Norrholm, 2011; Ochsner, Silvers, & Buhle, 2012), and the dorsolateral PFC 
(Sokol-Hessner, Camerer, & Phelps, 2013; Urry et al., 2006).

The ventrolateral PFC (more specifically, the inferior frontal gyrus) is 
activated when drug addicts inhibit cravings, when anyone represses the 
performance of a previously learned motor response, when repressing 
strongly associated cognitions (e.g., the moon is associated with night, 
and the sun with day), and when suppressing emotional reactions to 
grotesque photos (Tabibnai et al., 2011). Based on human-imaging work, 
the ventrolateral PFC (again, more specifically the inferior frontal gyrus) 
inhibits regions involved in motor output (the subthalamic nucleus that 
controls basal ganglia output), that is, when a person wants to restrain a 
response (Aron et al., 2004). Some imaging studies also suggest that dur-
ing the process of a delay-of-gratification task, the ventromedial PFC is 
again involved in inhibiting activity in the nucleus accumbens (Diekhof &  
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Gruber, 2010; Diekhof et al., 2011). A recent study found that when the 
dorsolateral PFC is inhibited with electrical stimulation, people consume 
more junk food and perform more poorly on a task requiring inhibition 
of an impulsive first response (Lowe, Hale, & Staines, 2014).

The role of the lateral PFC in inhibiting first responses (prepotent 
responses) on tasks has been demonstrated in a variety of ways. Goel 
and Dolan (2003) gave people valid syllogisms, which, however, started 
with false premises. People were asked whether the inference from the 
false premise was true. The question was whether the deduction followed 
from the syllogism, not whether the deduction (conclusion) was false. 
Thus, people had to inhibit saying “false” to an obviously wrong conclu-
sion because it was a logical deduction from the premise. This is hard to 
do; one has to suppress the first, more spontaneous response. On those 
trials in which individuals were able to exert the cognitive control, more 
activity in the right lateral PFC was noted. Elsewhere, it has been dem-
onstrated that when transcranial magnetic stimulation is used to scram-
ble the ventrolateral PFC, then people commit more errors (Verbruggen, 
Aron, Stevens, & Chambers, 2010).

The PFC is also involved in controlling negative emotions. For sup-
pressing anxiety, the ventrolateral, dorsolateral, and the ventromedial 
PFC may all be involved. In studies in which research participants were 
asked to reappraise or think about a distressing image in a less provoca-
tive way, increased activity in the ventrolateral PFC is found (Ochsner, 
Bunge, Gross, & Gabrieli, 2002; Wagner, Davidson, Hughes, Lindquist, &  
Ochsner, 2008). In a particular study examining responses as people 
thought about distressing images in less provocative ways, there was 
decreased activity in the amygdala that was inversely correlated with 
activity in the PFC (Eippert et al., 2007). In another study, people were 
distracted from their reactions to distressing images by having to make 
non–emotion-related judgments. In the distracting task, a decrease in 
amygdala activity was associated with an increase in ventral PFC activity 
(Hariri, Mattay, Tessitore, Fera, & Weinberger, 2003). Other studies find 
that the dorsolateral PFC and the ventromedial PFC are activated when 
altering amygdala activation to negative images or to contemplating the 
possibility of loss (Sokol-Hessner et al., 2012; Urry et al., 2006).

In addition to the amygdala being activated in response to distress-
ing stimuli, the dACC becomes active in response to both physical pain 
and the social pain associated with rejection. The PFC is involved in 
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regulation of the dACC as well as other anxiety structures. When people 
are exposed to social rejection or experience physical pain, strong acti-
vation in the ventrolateral PFC is correlated with less activation of the 
dACC, suggesting that the ventrolateral PFC can suppress the dACC in 
response to physical pain or social rejection (Lieberman, 2013; Lieberman &  
Eisenberg, 2009). In addition to activation in the brain’s distress areas, stress 
hormones spike when people are disturbed. When people are subjected to 
looking at emotional photographs, more activity in the ventromedial PFC is 
correlated with less stress hormone release (Shin & Liberzon, 2010). Across 
studies then, the dorsolateral, ventrolateral, and the ventromedial PFC play 
roles in suppressing distress areas of the brain (Hartley & Phelps, 2010).

In the 1970s, Walter Mischel carried out the now famous marshmal-
low study with 4-year-olds at Stanford University (Mischel, Ebbesen, & 
Raskoff-Zeiss, 1972). These 4-year-olds were given a choice of ringing a 
bell and receiving one marshmallow now or waiting for the experimenter 
to return and receiving two marshmallows. Basically, the marshmallow 
experiment was a test of delay of gratification. Later follow-up on the chil-
dren who had delayed gratification found that they were distinguished 
by higher Scholastic Aptitude Test scores and grade point averages (Eigste 
et al., 2006). When imaged as adults in the scanner, they exhibited more 
activity in the right ventrolateral PFC than others (Casey et al., 2011). Thus, 
delay of gratification depends on structures in the PFC.

Additional findings also suggest that regulatory control capacity extends 
to multiple domains. Those who score high on measures of persistence 
show greater activity in the ventromedial PFC and regard more images as 
pleasant than other people viewing the same images (Gusnard et al., 2003). 
In a short-term study, researchers found that intentionally inhibiting a 
motor response enhanced capacity for dampening amygdala activity while 
watching an emotional face (Berkman, Burklund, & Lieberman, 2009).

The research reviewed in this section suggests that the PFC is involved 
in regulating behaviors and emotions across a variety of domains, includ-
ing downregulating intense negative emotions, delaying gratification, 
inhibiting motor impulses, and inhibiting thoughts. Self-regulation will 
be relevant for recovery from substance abuse as well as regulating nega-
tive emotions (namely, anxiety and sadness). Self-regulation is not a static, 
immutable trait. Roy Baumeister has suggested that areas of the brain 
involved in regulation of emotions and impulses function like a muscle 
(discussed more in Chapter 8). The strength of these areas can be enhanced 
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by practice over time. For example, in an experimental study, attending to 
one’s posture increased ability to resist temptation. Using the nondomi-
nant hand in daily routines increased the ability to maintain smoking 
abstention (Heatherton & Wagner, 2011). In addition to increasing regu-
latory control through practice, it may be possible to increase regulatory 
control by increasing heart rate variability (HRV). This pathway will be 
discussed in a later section on the autonomic nervous system (Section 5).

Putting It All Together: bAS and bIS

Psychologists have developed the concepts of the behavioral activation 
system (BAS) and behavioral inhibition system (BIS). The terms were 
originated by Jeffrey Grey in the 1970s, who examined fear responding 
in animals. These terms were adopted by Richie Davidson in the late 
1980s; he postulated that the right PFC cortex activity was more heavily 
connected with the BIS, whereas activity on the left PFC cortex activity 
reflected activity in the BAS. In fact, in imaging studies, the right PFC 
(the medial region of the right oribitofrontal cortex [OFC]) is responsive 
to punishment, whereas the left PFC (medial region of the OFC) is more 
active during reward (Davidson, Pizzagalli, Nitschke, & Putnam, 2002).

Across studies, operationalization of the BAS and the BIS is done in mul-
tiple ways. Davidson measured EEG activity differentials between the right 
and left sides of the head. (EEG is a crude measure of electrical activity in 
the cortex.) In 1994, Carver and White published paper-and-pencil scales 
designed to assess the BAS and BIS. These paper-and-pencil measures did 
correlate as expected with measures of the differential left versus right elec-
trical activity measured by EEG (Amodio, Master, Yee, & Taylor, 2008).

Research categorizing individuals as high on the BIS has found that 
the measures do relate to behavior in the predicted manner. Early on, 
Davidson measured electrical activity in the two hemispheres of the 
brain. Davidson found that an infant’s greater right side electrical activity 
during stranger approach was correlated with more crying, with greater 
stress hormone (cortisol) output, and predicted subsequent shyness at tod-
dler age (Buss et al., 2003; Davidson & Fox, 1989). This work was consistent 
with previous findings in primates on how hemispheric activity related 
to behavior (Buss et al., 2003). Subsequent research used the paper-and-
pencil measure to identify those with strong BIS. When shown images of 
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angry people, those with high BIS scores showed greater activation of the 
distress area (dorsal anterior cingulate) than others (Beaver, Lawrence, 
Passamonti, & Calder, 2008).

Research examining how operationalization of measures of the BAS 
relates to personality traits has been consistent with the predictions of 
Davidson: Those who score high on the BAS system are less fearful and 
more active. People who score high on measures of BAS are much less 
likely to be intimidated and more likely to be activated in response to 
aggression. When shown anger images, those with high score on the BAS 
show activation in the amygdala, but less activation in an area of the brain 
associated with distress (dorsal anterior cingulate; Beaver et al., 2008).

Preliminary evidence does link high BAS levels with greater dop-
amine function in the nucleus accumbens under conditions of oppor-
tunity for reward. There is also suggestion that high BAS scorers 
have less dopamine function in the PFC, an area that might dampen 
the nucleus accumbens (Wacker, Mueller, Pizzagalli, Hennnig, & 
Stemmier, 2013).

Activity in the left PFC can also be used as a measure of a momen-
tary state. Greater activity in the left PFC is associated with more activity 
in the nucleus accumbens, the appetitive structure (Davidson & Irwin, 
1999; Sutton, Larson, Holden, Perlman, & Davidson, 1997). (Recall that the 
activity in the nucleus accumbens is about making an active response.) 
On being provoked, left-brain activity increases in those who are in a 
position to retaliate relative to those who cannot take action (Harmon-
Jones, Lueck, Fearn, & Harmon-Jones, 2006).

Emotional Inhibition/Regulation in High BAS Scorers

It should be noted that the term inhibition is used in two different ways in 
the literature. Inhibition can refer to inhibiting active behavior as seen in 
shy people. Inhibition can refer to regulating emotional behavior, includ-
ing fear responses. Those with strong BAS are less behaviorally inhibited 
as the term is used to describe shy or fear-subdued individuals; however, 
they are better at regulating (inhibiting) distress.

A number of observations suggest that those with strong BAS are bet-
ter at emotional regulation. Those who display greater left-brain activity 
(those who are high on the BAS) deny any negative affect (Tomarken & 
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Davidson, 1994). They demonstrate decreased attention to and memory 
for negative stimuli (Tomarken & Keener, 1998). They exhibit less star-
tle to a loud noise after being told to suppress their feelings to previ-
ously viewed distressing pictures (Davidson, 1998; Davidson et al., 2000). 
Those with high BAS scores are higher on measures of emotional control 
(increased HRV discussed in the section on the parasympathetic nervous 
system; see Section 5) and higher in the ability to inhibit motoric behavior 
on a stop-signal task (Sütterlin, Anderson, & Vögele, 2011).

Another researcher, George Bonanno, has been examining those with 
strong BAS, although he did not set out to do so. Bonanno has spent much 
of his career examining how people respond to bereavement. Bonanno 
has identified people who deny distress at the time of bereavement but 
who show strong activation in terms of their heart rates and sweaty palms. 
He labels these individuals as repressors. Other researchers have found 
that those who deny any negative affect are higher on left PFC activity 
(Tomarken & Davidson, 1994), suggesting that Bonanno’s subjects have a 
strong BAS. Bonanno’s findings attest to the benefits of having a strong 
BAS. Those who are repressors at the time of bereavement not only report 
less distress at the time of the loss of a loved one, but they also show bet-
ter future recovery (Coifman, Bonanno, Ray, & Gross, 2007).

The meaning of the BAS concept is explored more thoroughly in the 
chapter on bipolar disorders (Chapter 7).

SECTION 5: EMOTIONS

The discussion thus far has been dealing with action tendencies, a com-
ponent of emotional behavior. There is a literature examining particular 
emotions (sadness, disgust, anxiety, pleasure, anger) and their function. 
This section provides an overview of that literature.

Emotions in General

Emotion is a term used in common parlance. In fact, emotion refers to mul-
tiple facets of behavior. Overt action is often a component of an emotional 
response. The autonomic nervous system prepares the body for an overt 
response (Lang & Bradley, 2010). Overt action is supported by changes in 
heart rate and blood flow (controlled by the autonomic nervous system) 
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and output from various glands. People are also generally aware of the 
experience of emotional changes and can report on their feelings. Thus, 
emotions involve three channels: overt behavior, subjective experience 
measured by self-report, and involuntary nervous system responding.

The question of how people become aware of their feelings so that 
they can self-report was an area of controversy between William James 
and Walter Cannon and Philip Bard, who proposed the Cannon–Bard 
theory. James believed that people decided what they felt by observ-
ing their physical response. The Cannon–Bard theory held that internal 
events constituted the basis for self-report (Friedman, 2010). Both theo-
ries have been supported to some extent. Support for William James’s 
position is found in the experiments in which research participants have 
their facial expressions manipulated by the experimenter and are then 
asked to report on their feelings. Congruent facial positions can enhance 
subjective feeling, whereas being forced to maintain a neutral expression 
can dampen self-report of feeling (Duclos et al., 1989). Thus, when people 
describe their subjective experience, although some of their self-reports 
will be based on what is happening in their brains without interaction 
with other structures, feedback from their overt behavior may also con-
tribute to their self-assessment.

Much of the research in neuroscience has concentrated on those brain 
structures associated with changes in emotional behavior. In assign-
ing emotional significance to an environmental stimulus, the amygdala 
is involved. Although the circuitry in the amygdala is best articulated 
for fearful responding to conditioned and unconditioned stimuli, the 
amygdala is also involved in responding to positive stimuli (Berridge & 
Kringelbach, 2013; Lane et al., 2009b). The amygdala receives input from 
the thalamus (a structure in the middle of the brain that receives incom-
ing information from all sensory modalities). The amygdala sends output 
to the hypothalamus. The hypothalamus controls the autonomic nervous 
system (which controls internal organs of the body) and the master gland 
of the body (the pituitary gland). Thus, output from the amygdala con-
trols the autonomic nervous system and affects many of the body’s major 
glands (Lane et al., 2009b).

Animal work suggests that emotions can be evoked by stimuli with-
out cognitive processing of the meaning of the stimuli. For example, rats 
become frightened at the smell of a cat (LeDoux, 2012). Imaging work with 
humans confirms that subliminal presentation of a fearful face can induce 
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activity in the amygdala. In fact, people who are blind because of dam-
age to the occipital lobe only (which processes visual information) can still 
respond to fearful images. This is called blindsightedness and relies on the 
connection of the retina to areas in the midbrain (Liddell et al., 2005). Fear 
can be evoked without any cognitive processing of the stimulus. Persons 
with blindsightedness can have physical responses to scary faces or an 
object being moved (they will reach for it in the new place), although they 
cannot tell you why they are acting the way they do. Thus, people can 
exhibit an emotional response or a response to new information without 
any cognitive processing about what they are responding to.

Although gruesome pictures and angry faces can induce a fast visceral 
response without much cognitive processing, complex situations may 
require cognitive processing before fear is evoked. For example, realiz-
ing that your employer is laying people off requires rather sophisticated 
cognitive processing to induce fear in you. In regard to the complex situ-
ations, the thinking of Richard Lazarus is probably more relevant. The 
late Richard Lazarus, a major figure in the area of stress research, argued 
that situations or stimuli require appraisals regarding the dangerousness 
of the situation as well as appraisals of one’s resources for coping with 
the situation before emotion would be evoked (Schooler & Mauss, 2010). 
The literature on emotional regulation shows that when situations are 
interpreted in non–emotion-provoking ways, activity in the amygdala 
subsides (see discussion in Phelps, 2006).

Later in this section, we consider particular types of emotions. Before 
considering specific emotions, we discuss the physiological mechanisms 
supporting emotional responding. We begin with the autonomic nervous 
system and then review hormonal mechanisms.

Autonomic Nervous System

Neurons in the hypothalamus as well as in the brain stem control the 
autonomic nervous system (Figure 2.10). The autonomic nervous system 
can be divided into two divisions: the sympathetic nervous system (SNS) 
and the parasympathetic nervous system (PNS). Both systems send pro-
jections to internal organs. Neither system is under voluntary control. 
Anatomically, the neurons belonging to each system are easy to distin-
guish. The neurons belonging to the PNS emerge at the top and bottom 
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sections of the spinal cord. The neurons of the PNS act independently of 
each other. Thus, one can digest popcorn in a movie theater (PNS func-
tion onset) while one’s pupils widen (offset of PNS). The neurons of SNS 
project from the middle sections of the cord and at their first synapse 
they send projections to each other (sympathetic chain ganglia) so that 
they all tend to act simultaneously.

There are just two synapses from neurons in the spinal cord to the tar-
get organ in both the PNS and the SNS. In the literature, the terms pregan-
glionic neuron and postganglionic neuron are used to describe this. The term 
preganglionic refers to the first neuron in the autonomic nervous system 
whose cell body is in the spinal cord, which synapses onto the neuron in 
the ganglion (a collection of neuronal bodies). The postganglionic neuron is 
the second neuron, the neuron whose cell body is in the ganglion whose 
axon makes contact with the target organ.

Sympathetic Nervous System

Activation of the SNS occurs in preparation for fight or flight. The first 
neurotransmitter released in this response is acetylcholine and the second 

FIGURE 2.10 The autonomic nervous system.

Source: iStockphoto Support.
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is norepinephrine. With activation of the SNS, pupils dilate, the heart rate 
accelerates, the vasculature constricts, and the pumping force of the heart 
is increased. Respiration is accelerated. The center of the adrenal gland 
(called the medulla of the adrenal gland), which secretes adrenaline (also 
called epinephrine), is actually formed by a postganglionic neuron of 
the SNS. For the most part, adrenaline/epinephrine acts with cortisol (a 
stress hormone) to get fat cells to release stored fuel and to get the liver to 
release glucose. (You need all the fuel you can get to run from the bear.)

To control the SNS, output is controlled at multiple levels. Areas in the 
brain stem monitor blood loss and other bodily states. Thus, the system 
will respond without any complex thinking. For an emotional response 
to complex events, areas in the hypothalamus and the amygdala are more 
relevant to controlling the SNS (Critchley et al., 2003).

Parasympathetic Nervous System

Both the first and second neurotransmitters of the PNS are acetylcholine. 
Activation of the PNS is sometimes mistakenly construed as opposing 
the SNS. In fact, the PNS and SNS are separate systems that often affect 
organs in opposite ways but occasionally act together. However, the PNS 
generally predominates during periods of relaxation, when the body 
turns to digesting food. Again, there is control on multiple levels. The 
hypothalamus and areas in the brain stem control the PNS.

Polyvagal Theory

Cranial nerve X is the vagus nerve. The vagus nerve belongs to the PNS. 
The vagus nerve projects to most major organs. Porges (2011), who devel-
oped polyvagal theory, recognized that in mammals there is more than 
one nucleus in the brain controlling the vagus nerve of the PNS. The phy-
logenetically more ancient division of the vagus nerve slows down the 
heart rate and controls the bradycardia of attention (slowing heart rate in 
order to orient to a novel stimulus). The older vagus is unmyelinated, that 
is, the axonal fibers lack the covering of fat cells that enable faster trans-
mission. The more recently evolved division of the vagus nerve terminates 
at separate areas of the brain stem (primarily at the nucleus ambiguus 
and, to a lesser extent, to the nucleus of the solitary tract). The newer 
division of the vagus has myelinated fibers that allow fast transmission. 
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The myelinated vagus controls some movements of the tongue and face. 
The newer division of the vagus plays a role in regulating blood delivery 
to coordinate with breathing. HRV is a measure of the degree to which 
blood delivery and breathing are coordinated. Higher HRV is desirable. It 
is sometimes referred to as vagal tone (Appelhans & Luecken, 2006; Lane 
et al., 2009a).

As stated earlier, the amygdala does play a role in evaluating the 
emotional significance of various stimuli. The central amygdala proj-
ects directly to brain stem areas controlling HRV (nucleus ambiguus of 
the brain stem; Porges, 2011). An area of the PFC involved in regulating 
fear (medial PFC) is also involved in sustaining more HRV (Thayer & 
Lane, 2009).

HRV (vagal tone) has been the focus of much research. Sometimes it 
is examined as a momentary state measure. Changes in HRV over time 
are assessed in terms of how they correlate with particular behaviors. 
Average HRV over time is also studied as a personality trait. Both as a 
state and trait measure, HRV is correlated with the ability to maintain 
attention during strong emotions, with capacity for social function, and 
control over systemic inflammation. (Vagal control over inflammation 
will be covered in Chapter 4, on major depression.)

Self-Regulation

Stephen Porges has studied children who do and do not score highly 
on measures of HRV. Those children with higher vagal tone are much 
better at delaying gratification (Beauchaine, 2001). Children with higher 
social competence, who can assist other children in distress, exhibit 
higher HRV (Appelhans & Luecken, 2006; Eisenberg & Eggum, 2009; 
Fabes, Eisenberg, & Eisenbud, 1993). Moreover, those with higher HRV 
are able to focus attention away from threatening information (Thayer, 
Saus-Rose, & Johnsen, 2009) and exhibit lesser increases in the stress 
hormone (cortisol; Thayer & Lane, 2009). With regard to working mem-
ory, those with better working memory are higher on HRV (Lane et al., 
2009). They are able to suppress prepotent (habitual) motor responses 
and to maintain focused attention under threat (Thayer & Lane, 2009). 
In contrast to those with high HRV, those who are low on HRV are more 
likely to display submissive behavior in response to intimidation (Sgoifo 
et al., 2003).
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HRV also relates to momentary emotional control. When asked to 
reappraise or suppress reaction in response to emotional material, people 
increase their HRV (Butler, Wilhelm, & Gross, 2006; Critchley et al., 2003). 
Greater HRV is correlated with less activity in the dorsal anterior cingu-
late, an alarm center (Critchley et al., 2003).

Preparing for a Burst of Energy

When a person prepares for exertion, there are two ways to increase the 
heart rate. (During emergencies, the heart rate increases to get more fuel to 
the muscles.) The PNS’s vagus nerve, which slows down the heart rate, can 
decrease its influence on heart rate. Alternatively, the SNS can release nor-
epinephrine into the heart, which increases heart rate and strength of con-
traction. Increasing SNS activity is a slower process than regulation through 
PNS offset (Appelhans & Luecken, 2006). When the heart rate is increased 
through SNS onset, the vasculature will also narrow. (Recall, all SNS neu-
rons are linked and act as a unit.) Some of the SNS neurons synapse onto 
the vasculature and narrow blood vessels. The heart is pumping against the 
pressure of constricted vessels. This will cause a much greater activation of 
the blood pressure and is much more taxing for the body. The research of 
Blascovich and Mendes (2000) finds that those individuals who construe 
a test as a challenge tend to display less peripheral resistance. Those who 
construe a test as a threat tend to display more peripheral resistance.

Cooperative Social Communication

HRV is increased in both mothers and offspring when mothers tend to 
their offspring. HRV is also a correlate of positive facial expressions and 
vocalizations. (Recall that the myelinated vagus and other PNS nerves 
control some of the neurons of the vocal cords, facial muscles, and the 
middle ear to tune for receiving human vocal communication [Porges, 
2011]). The myelinated vagus, the newer division of the vagus, serves to 
decrease the release of stress hormones (Porges, 2011).

Hormonal Activity

A hormone is a substance secreted into the bloodstream, usually by 
a gland, which influences targets that are far away. There are many 



2. physiology 71

hormones in the body that regulate behavior. Indeed, more hormones 
involved in weight and appetite control seem to be discovered every 
year. This section considers cortisol because it is released in response to 
stress. Additionally, oxytocin is considered because it can affect mood 
and behavior associated with mood disorders.

Cortisol

Cortisol is considered a stress hormone; however, it is good to remem-
ber that it is a glucocorticoid, a name that implies that cortisol will alter 
the availability of blood glucose. All kinds of stress, including running 
or starvation, elevate cortisol in the body. The effects of cortisol are far-
reaching. Cortisol can enter cells. It binds to receptors in the cytoplasm of 
a cell. Along with its receptor, it then goes to the cell’s nucleus to increase 
expression of various proteins and decrease expression of others. Cortisol 
controls the expression of many proteins.

One of cortisol’s jobs is to prepare the body for fight or flight. In response 
to cortisol, fatty acids get released from fat cells so that fuel is available 
for working muscles. Many immune system functions get suppressed. 
(This is why topical cortisol gets applied to inflamed areas.) Long-term 
cortisol secretion can erode the body, decrease bone strength, change the 
location of fat stores throughout the body, and decrease fat pads under 
the skin so skin tears more readily. Sustained levels of elevated cortisol 
are also believed to shrink the hippocampus (area for memory retrieval 
and memory formation; Chetty et al., 2014; McEwen & Milner, 2007).

Cortisol also affects psychological function. In the central amygdala, 
cortisol increases the production of another stress-enhancing 
 neurotransmitter (corticotropin-releasing factor [CRF]; Davis, Walker, 
Miles, & Grillon, 2010; Shin & Liberzon, 2010). Cortisol also sensitizes 
the receptors for norepinephrine and epinephrine (adrenaline), which 
are distributed throughout the vascular system in the body. Persons 
who have lost the capacity to produce cortisol (called Addison’s disease) 
because they cannot respond to norepinephrine sometimes do not have 
the stamina to climb a flight of stairs.

The control on cortisol secretion, as with most major hormones, is 
through the hypothalamus. The amygdala sends projections to the hypo-
thalamus (Lane et al., 2009b; Purves et al., 2012) as does the dACC (the 
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alarm center; Eisenberger, Taylor, Gable, Hilmert, & Lieberman, 2007). 
It is a two-step process to get from the hypothalamus to the release 
of cortisol. A part of the hypothalamus (the paraventricular nucleus) 
releases another hormone (CRF) to the master gland (the pituitary) 
of the brain. In response to the release of the hypothalamus chemical 
(CRF), the master gland releases another hormone (adrenocorticotro-
pic hormone [ACTH]) into the bloodstream. The master gland hormone 
(ACTH) acts on the adrenal glands (which sit on top of your kidneys) to 
release cortisol.

There is a short-term break in this pathway (often called the hypotha-
lamic–pituitary–adrenal axis or HPA). The ventromedial PFC, the structure 
involved in toning down anxiety in response to a dopamine signal, can 
limit the extent of the cortisol stress response (Sullivan & Dufresne, 2006).

For long-term control, the body does have a “turnoff” mechanism for 
stopping cortisol release. There are receptors for cortisol in the hippocam-
pus (a brain area associated with the formation of memories about what 
happened where). Given excessive levels of cortisol in the blood, the hip-
pocampus turns off the area in the hypothalamus which releases CRF. 
The rest of the cascade is then turned off. In very stressed out persons, 
who are elevated on inflammatory markers, the cytokines (white blood 
cell hormones) induce a loss of sensitivity in the cortisol receptor to the 
cortisol (Pace & Miller, 2009). In those cases, the turnoff mechanism does 
not work properly.

The dexamethasone suppression test is a crude measure of depression. 
Synthetic cortisol is administered and a blood test is taken to determine 
whether cortisol levels are suppressed. Persons with depression are more 
likely to fail this test. Their receptors for cortisol in the hippocampus 
just do not respond. They do not decrease their secretion of cortisol in 
response to the synthetic cortisol. The dexamethasone suppression test 
is not very specific for depression. People with systemic inflammation 
(alcoholism, autoimmune disease, infection) may also be “dexametha-
sone nonsuppressors” (Pace & Miller, 2009).

Chronic distress can induce a second aberration of the HPA system 
as well. The loss of a variable pattern of release during the day (called a 
circadian pattern) is also a sign of stress. In those who are very stressed, 
cortisol is released at a constant level throughout the day, rather than 
being highest in the morning and declining during the day (O’Connor, 
Wellisch, Stanton, Olmstead, & Irwin, 2012).
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Oxytocin

The hormone oxytocin is a peptide chain of nine amino acids. Oxytocin 
is produced by cells in the nucleus of the hypothalamus. (The cells of 
the paraventricular area releasing oxytocin are distinct from those releas-
ing CRF). Oxytocin does get released during childbirth and it is impor-
tant for inducing contractions in the vagina and then for milk release. 
Stimulation of the vagina during sexual activity releases oxytocin. The 
perception of being trusted by others also releases oxytocin (Porges, 2007; 
Young & Alexander, 2014; Zak, Kurzban, & Matzner, 2004).

Young and Alexander (2014) characterize oxytocin as the hormone or 
neurotransmitter of social connection. In experiments in which animals 
have oxytocin directly injected into their brains, they are better at form-
ing memories of members of their species. People who have their oxy-
tocin levels increased are better able to discriminate facial expressions 
in photos. They are more willing to trust a stranger with their money 
(Young & Alexander, 2014).

Oxytocin has been evaluated in terms of its effect on social behav-
ior. For couples discussing contentious subjects, oxytocin nasal spray 
increases prosocial behavior, such as touching, mutual expressions, and 
eye gazing. On the dark side, oxytocin also tends to increase in-group 
preference while enhancing out-group discriminatory behavior. Women 
do differ from each other in their receptors for responding to oxytocin. 
Those women with more responsive receptors are more satisfied with 
their interpersonal relationships and are more adept in terms of interper-
sonal relationship skills (Carter, Grippo, Pournajafi-Nazarloo, Ruscio, & 
Porges, 2008; De Dreu, 2012; Kemp et al., 2012; Young & Alexander, 2014). 
Women who have been abused as children, on average, have lower levels 
of oxytocin (Heim et al., 2009).

Oxytocin is generally an anxiety reducer. If oxytocin is administered, 
it attenuates anxiety levels and increases HRV. Oxytocin downregulates 
cortisol. People given a nasal spray containing oxytocin (which gets into 
the brain) are especially responsive to happy faces and less responsive 
to frowning faces, as evidenced by activation of the amygdala (Young & 
Alexander, 2014). Those with higher levels of oxytocin heal wounds faster 
(Gouin et al., 2010). In a laboratory test of oxytocin on pain perception, an 
intranasal spray of oxytocin decreased pain intensity as well as decreased 
the pain-induced increase in heart rate (Rash & Campbell, 2014).
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Specific Emotions

We now consider information regarding those areas of the brain that are 
active during various emotional experiences. In reviewing this material, 
it is clear that both basic sensory experiences and complex thought pro-
cesses often activate the same brain structure during a particular emo-
tional experience. Emotional pain and psychological pain register in the 
same brain regions, as does the experience of a disgusting taste or a dis-
gusting thought. It is also the case that our language uses the same word 
(emotional label) to describe experiences that may utilize different brain 
circuitry. As we will see, this is probably the case with pleasure and with 
rage.

Distress/Anxiety

The amygdala is a key structure involved in responding to both innate 
fears and learned fears. The BNST is involved in maintaining a strong 
propensity to respond to fearful situations. Parts of the amygdala are also 
involved in fear conditioning. The specifics are examined in more detail 
in Chapter 5, the chapter on anxiety.

Higher order brain structures also participate in the subjective experi-
ence of distress. The dorsal anterior cingulate is involved in registering 
pain, whether emotional or physical pain, and potentiating anxiety. (A 
high density of opioid receptors is found in this brain area.) The dor-
sal anterior cingulate activates in response to social exclusion, and when 
an individual perceives himself or herself to be stressed (Eisenberger et 
al., 2007; Lieberman, 2013). The dorsal anterior cingulate is active in pro-
cessing physical pain, the pain of a broken heart (Eisenberger, 2012), and 
the pain of envy (Takahashi et al., 2009). When rat pups are separated 
from their mothers, distress signals register in the dACC. The dACC is 
also active during the experience of frustration. Based on brain imag-
ing with humans, the dorsal anterior cingulate has been characterized 
as involved in error detection, conflict monitoring, and processing emo-
tion (Lieberman, 2013; Paus, 2001). This region receives input from the 
amygdala, from the locus coeruleus (releasing norepinephrine) and the 
VTA, and has reciprocal connections with the PFC (Paus, 2001).

In terms of the neurotransmitter involved in distress, agonists at ace-
tylcholine receptors in the brain stem (periaqueductal gray or PAG) are 
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associated with distress calls (Kroes, Burgdorf, Otto, Panksepp, & Moskal, 
2007). The PAG, in the midbrain, is an output structure for the amygdala. 
The regions in the dorsal area of the PAG induce fight or flight. The regions 
in the ventral area of the PAG induce freezing. However, parts of the PAG 
also are involved in sexual response, maternal behavior, and analgesia 
(Farook et al., 2004; Panksepp et al., 2014).

Disgust

The insula plays a role in responding to mixed emotions involving disgust 
and anxiety (Figures 2.4 and 2.5). The insula receives information about 
the state of the body and the skin (Craig, 2002). This area of the brain is 
activated by disgust induced by unpalatable tastes but also in response 
to psychologically disgusting imagery (Calder et al., 2007; Wicker et al., 
2003).

Some distressing situations involve both the activation of the dACC 
and the anterior insula. Both the dACC and the anterior insula are active 
when processing emotionally distressing and disgusting images, when 
responding to aversive tastes, when processing the distressing aspects 
of pain, and when thinking about sad events (Lieberman, 2013; Shin & 
Liberzon, 2010). In addition to the anterior insula and the dACC, the basal 
ganglia are also activated during disgust or recognition of disgust in oth-
ers. Similar responses are evoked, given disgusting images or smells, 
but also morally disgusting ideas as well (Chapman & Anderson, 2013; 
Paulmann, Pell, & Kotz, 2009).

Pleasure

Kent Berridge, who began his research asking questions about what causes 
organisms to develop compulsive use of drugs, spent a great deal of time 
investigating whether dopamine is the neurotransmitter of pleasure. (As 
discussed earlier in this chapter, dopamine is now viewed as the neu-
rotransmitter of motivation.) In the process of disentangling motivation 
from pleasure, Berridge did learn a great deal about which areas of brain 
are active in response to pleasure. According to Kent Berridge, pleasure-
producing nuclei are found in the ventral pallidum, part of the nucleus 
accumbens, and the parabrachial nucleus, which is found in the midbrain. 
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The neurotransmitters in these nuclei are cannabinoids, GABA, and opi-
oids (Berridge, Robinson, & Aldridge, 2009; Kringelbach & Berridge, 2012). 
Although dopamine is involved in signaling to these nuclei, it is not the 
neurotransmitter used in creating the subjective experience of pleasure. 
The subjective sense of pleasure also registers in the OFC (Der-Avakian &  
Markou, 2012). Kringelbach (2010) and Kringelbach and Berridge (2009) 
suggest that the degree of activation in the OFC may differentiate whether 
the subjective experience is positive or negative.

Of course, pleasure is a complicated emotion, if it can be called an emo-
tion. Kringelbach (2010) views pleasure as the result of a process of valu-
ation, that is, the result of reaching a conclusion. Anticipating reward can 
be distinguished from appreciating a reward (Der-Avakian & Markou, 
2012). Moreover, pleasure comes in many flavors: relaxed satisfaction, 
excitement, pleasure from eating, and pleasure from sex. Pleasure can also 
derive from personal achievement or from connection to others. Each of 
these experiences is likely to involve its own circuitry. Parsing positive 
affective experiences encompasses a range of qualitative experiences. For 
those pleasurable states that are associated with excitement (e.g., hearing 
beautiful music), activity is frequently registered in the OFC and the ven-
tral striatum, including the nucleus accumbens (Kringelbach, 2010). The 
pleasure of seeing one’s enemies suffer registers in the nucleus accum-
bens (Takahashi et al., 2009). For rough-and-tumble play in animals, the 
medial PFC and the parietal cortex play a prominent role (Burgdorf, Kroes, 
Beinfeld, Panksepp, & Moskal, 2010; Burgdorf, Panksepp, & Moshal, 2011) 
as do endocannabinoids in the amygdala and nucleus accumbens (Trezza 
et al., 2012). In fact, Porges (2011) argues that the evolutionarily newer divi-
sions of the vagus nerve (part of the PNS), when active, are correlated with 
subjective comfort, possibly a component of some forms of pleasure.

Rage/Anger

Rage/anger is another emotion that probably comes in many flavors and 
is evoked by several different circuitry systems. For example, sham rage 
(when an animal aggressively bares its teeth) can be evoked by stimulat-
ing various regions of the hypothalamus or the septal area. Anger can be 
provoked by activating the circuitry associated with protecting the young 
and staking out mating opportunities (Young & Alexander, 2014). Carver 
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and Harmon-Jones (2009) suggest that some types of anger are associated 
with activation of the BAS, involving dopamine. For predatory aggression 
aimed at acquisition, activation of appetitive, dopaminergic structures 
may be involved. Making people angry is also associated with activity of 
the BAS (Harmon-Jones & Sigelman, 2001). However, predatory aggres-
sion may not be the same as aggression involved in defending territory or 
defensive aggression associated with fear.

SECTION 6: THE HUMAN bRAIN IS SOCIAL

Much of the information on various circuits underpinning anxiety and 
learned helplessness comes from work on rodents and sometimes pri-
mates, such as monkeys. Fear circuitry evolved very long ago in older spe-
cies. The human brain emerged later in the evolutionary timetable. What 
is clear about the human brain is that much of its function is devoted 
to social processes. In fact, when humans are imaged in the scanner 
without a task to perform, the default system comes online. According 
to Lieberman (2013), the default system is activated when people pro-
cess information about social interactions. This is where most people’s 
thoughts will go spontaneously, when they are not engaging in another 
type of problem-solving task.

Giacomo Rizzolatti and colleagues (Rizzolatti, Fogassi, & Gallese, 2001) 
discovered that both primates and human beings possess mirror neu-
rons. These mirror neurons are dispersed widely throughout the cortex 
and cerebellum (Decety & Meyer, 2008; Gallese & Goldman, 1998). These 
neurons are activated both when an individual performs a particular 
action and when an individual watches another person performing some 
action. The neurons enable the capacity for imitation through which lan-
guage and culture are conveyed.

A series of clever experiments have yielded the conclusion that the 
mirror neurons respond to similar intentions to produce an end state, 
not just motoric behaviors. This led to the theorizing that mirror neurons 
allow humans to develop theories of the mind, that is, to observe another 
person and speculate on his or her motives and intentions. Experiments 
conducted by Matt Lieberman (see discussion in Lieberman, 2013) con-
firmed that the motor neurons probably allow observers to intuit the 
intended effect of another person’s action (e.g., watching a person sipping 
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through a straw or gulping a drink may activate the same mirror neu-
rons). However, determining the reason why another person wants to 
achieve an intended effect (he is hungry vs. he needs to take his medi-
cine) activates additional areas of the brain required for complex think-
ing (Lieberman, 2013).

Another capacity that we share with primates is empathy. In fact, iden-
tifying emotion in others is facilitated when we adapt facial expressions 
that are congruent with the expressions of the persons we are observ-
ing. Those who have been injected with Botox (a treatment for wrinkles 
that paralyzes facial muscles) have difficulty identifying emotions in 
others (Lieberman, 2013). When viewing another in pain, areas of our 
brain associated with our own physical pain are activated (Lieberman, 
2013). Feeling another’s pain is not sufficient to activate helping. Prosocial 
behavior requires more than empathy. In order to help another, it is nec-
essary to distinguish one’s self from the other person. (The right tem-
poroparietal junction is active when we distinguish ourselves from 
others [Decety & Meyers, 2008].) Additionally, the areas for inhibiting 
the amygdala, the ventrolateral PFC, come online in those who can help. 
Children with higher HRV, an indicator of emotional regulation, are 
more likely to assist another child in distress (Eisenberg & Eggum, 2009). 
When we are overwhelmed by fear, we can not do much to assist others 
(Decety & Lamm, 2006).

Neuroscience and work with primates have also revealed the extent 
to which our phylogenetic order is concerned with fairness. In fact, 
Franz DeWalls (2014) has demonstrated that monkeys are very aware 
of fairness. When one monkey is given a lesser reward than another 
monkey for the same amount of work, the unfairly compensated mon-
key becomes agitated and throws the food back at the experimenter. 
In work with people in the scanner, an unfairly compensated individ-
ual exhibits activity in the dACC and the anterior insula. Not only do 
people respond to unfairness toward themselves, they also respond to 
unfairness to others. While in the scanner, distress areas in the ante-
rior cingulate cortex are activated when a person views another per-
son being unjustly compensated. When an unfairly treated individual 
is finally seen to be compensated, the reward circuitry in the viewer is 
activated (Civai, Crescentini, Rustichini, & Rumiati, 2012; Lieberman, 
2013; Tricomi, Rangel, Camerer, & O’Doerty, 2010). A sense of justice is 
hardwired in most primates.
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Because the survivability of all humans is dependent on the group, we 
are set up to conform. In addressing the issue of why so many ordinary 
Germans conformed to Adolph Hitler’s madness, Solomon Asch developed 
a paradigm to investigate whether individuals would make an obviously 
wrong judgment when the majority of others made this wrong judgment. 
The “Asch paradigm” asks research participants to indicate whether two 
lines are of equal length, when it is obvious that they are not of equal 
length. When others in the group say that the lines are equal, then 41% 
of people will also say that they are equal. Berns et al. (2005) investigated 
this conformity phenomenon using brain imaging. The Berns et al. results 
suggest that parts of the brain involved in perception are activated when 
people rendered the wrong answer in the Asch paradigm. Thus, what peo-
ple believe they see may in fact be altered by the opinions of others. People 
appear to rely heavily on social proof. What the Berns et al. investigation 
also revealed was the cost associated with nonconformity. Those who went 
against the group judgment exhibited more activation in their amygdalae.

In the chapters to follow, the primacy of our interdependence with 
others will be explored as a vehicle for achieving better physical and 
mental health. The case will be advanced that human interactions can 
change physiology. Each chapter considers mechanisms for harnessing 
our capacity for utilizing mutual support.
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EXERCISES TO REHEARSE THE VOCAbULARY  
USED IN SUbSEQUENT CHAPTERS

Nucleotides comprised of a base, sugar, and phosphate group that 1. 
are found on chromosomes are called ______________.
A ______________ is comprised of three nucleotides and speci-2. 
fies which amino acid should be added to an emerging peptide 
chain.
A ______________ factor moves to a promoter site at the beginning of 3. 
a gene and brings in the machinery for producing messenger RNA 
from a DNA template.
______________ provides the instructions for transcription of a pep-4. 
tide chain.
An ______________ is a particular version of a polymorphic gene.5. 
______________ can be enzymes or structural factors such as colla-6. 
gen or keratin.
Humans have 23 pairs of ______________, which are comprised of 7. 
DNA wound around proteins.
Variation in the ______________ region of a gene determines how 8. 
frequently a protein is made from the gene.
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The field focused on the packing up, the unpacking, and open-9. 
ing of DNA so that it can be copied into making mRNA is called 
______________.
______________ are at the ends of chromosomes. They shorten with 10. 
each duplication. Their length reflects the level of stress the organ-
ism has experienced.
A ______________ is the chemical mechanism through which one 11. 
neuron communicates with another.
A ______________ is the space between the axon terminal of one 12. 
neuron and the dendrite of another neuron.
The axon of a neuron delivers its chemical message to a 13. 
______________ for a particular neurotransmitter that is found on 
the dendrites of the receiving neuron.
Some neurotransmitters (norepinephrine, serotonin, and dop-14. 
amine) are returned to the presynaptic neuron by a protein, called 
a ______________.
______________ are exogenous chemicals that increase the message 15. 
delivered by a neurotransmitter.
______________ are exogenous chemicals that decrease the message 16. 
delivered by a neurotransmitter.
______________, ______________, and ______________ are neu-17. 
rotransmitters referred to as monoamines.
Serotonin neurons are clustered in an area of the brain stem called 18. 
the ______________.
Norepinephrine neurons are clustered in an area of the brain stem 19. 
called the ______________.
Dopamine neurons are clustered in four primary pathways of 20. 
the brain: ______________, ______________, ______________, and 
______________.
______________ is the neurotransmitter released from the caudal 21. 
dorsal raphe in an animal experiencing uncontrollable shock.
An animal whose neurons in the ventral tegmental area have 22. 
been ablated will no longer work for food, although the animal 
may display signs of enjoyment. The missing neurotransmitter is 
______________.
The dopaminergic ______________ pathway is implicated in Parkin-23. 
son’s disease.
______________ is the brain’s major excitatory neurotransmitter.24. 
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______________ is the brain’s major inhibitory neurotrans mitter.25. 
The dorsal anterior cingulate cortex contains many receptors for 26. 
opiates and has been characterized as an ______________.
The two major arms of the immune system are the ______________ 27. 
system and the ______________ system.
The ______________ system is involved in patrolling for particular 28. 
amino acid targets and is induced by vaccination.
The ______________ system will attack foreign-appearing pathogens 29. 
and results in systemic inflammation.
______________ are hormones that are released by white blood cells 30. 
and serve as the mechanism of communication between the leuko-
cytes and between the leukocytes and other cells of the body.
 There are three types of ______________ cells in brain: astrocytes, 31. 
microglia, and oligodendrocytes.
______________ direct blood flow to active areas of the brain.32. 
______________ are the brain’s resident macrophages, a type of white 33. 
blood cell.
______________ is the neurotransmitter of wanting but not necessar-34. 
ily liking.
The dopaminergic neurons of the ventral tegmental area project to 35. 
the ______________, an area in the ventral striatum.
The ______________ plays a strong role in inhibiting neurons in the 36. 
ventral tegmental area that project to the nucleus accumbens.
The ______________ also projects to the caudal part of the dorsal 37. 
raphe.
The ______________ is an output structure of the amygdala, which if 38. 
lesioned will preclude learned helplessness.
Areas of the ______________ constitute brain areas for emotional 39. 
and impulse regulation.
More activity on the left cortex versus the right identifies a person as 40. 
having a strong ______________.
The autonomic nervous system is comprised of the ______________  41. 
system and the ______________ system.
The vagus nerve is part of the ______________.42. 
The ______________ of the parasympathetic nervous system inhibits 43. 
inflammation and enhances regulatory capacity.
______________ is a measure of vagal tone or strength of the vagus 44. 
nerve.
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All kinds of stress, including running and starvation, will elevate 45. 
the hormone: ______________.
______________ is the hormone involved in social connection.46. 
The axis controlling the release of cortisol from the adrenal 47. 
glands by the hypothalamus and the pituitary gland is called the 
______________.

Answers

1. DNA; 2. Codon; 3. Transcription; 4. Messenger RNA; 5. Allele;  
6. Proteins; 7. Chromosomes; 8. Promoter; 9. Epigenetics; 10. Telomere; 
11. Neurotransmitter; 12. Synaptic cleft; 13. Receptor; 14. Transporter; 
15. Agonist; 16. Antagonist; 17. Dopamine, norepinephrine, serotonin; 
18. Raphe; 19. Locus coeruleus; 20. Tuberoinfundibular, nigrostriatal, 
mesolimbic, mesocortical; 21. Serotonin; 22. Dopamine;  
23. Nigrostriatal; 24. Glutamate; 25. GABA; 26. Alarm center;  
27. Adaptive innate; 28. Adaptive; 29. Innate; 30. Cytokines; 31. Glial;  
32. Astrocytes; 33. Microglia; 34. Dopamine; 35. Nucleus accumbens;  
36. Habenula; 37. Habenula; 38. Bed nucleus of the stria terminalis;  
39. Prefrontal cortex; 40. Behavioral activation system;  
41. Parasympathetic nervous system, sympathetic nervous system;  
42. PNS; 43. Vagus nerve; 44. Heart rate variability; 45. Cortisol;  
46. Oxytocin; 47. HPA or hypothalamic–pituitary–adrenal axis.
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This chapter covers information about psychopharmacology for the 
behavioral health clinician. The chapter begins by offering some basic 
information about drugs: how drugs enter the system, how they are 
cleared from the body, and how they are distributed. The concepts of 
tolerance and withdrawal are explained. The purpose is to provide the 
background necessary for understanding what might be read in the 
Physicians’ Desk Reference (PDR), a manual issued annually by pharma-
ceutical houses in collaboration with the Food and Drug Administration 
(FDA) and published by PDR Network providing information regard-
ing side effects, FDA-approved indications, and half-lives of each drug 
currently available in the market. Following this, the major categories 
of psychotropic agents available in the United States are covered. The 
presumed mechanisms of action are reviewed. Information regarding 
efficacy and side effects is presented in the other chapters covering 
specific disorders. Following the presentation of the major categories 
of pharmaceutical medications, the mechanisms of action of addicting 
drugs are presented.

The second section of the chapter provides information regarding how 
drugs are discovered and how the FDA evaluates them. Consideration of 
why pharmaceuticals are so expensive is presented. Problems with the 
way the FDA carries out its mission are discussed. In the third section 
of the chapter, the issues regarding potential roles for behavioral health 
clinicians with respect to medications are considered. Issues regarding 
informed consent are discussed and the imperative of providing infor-
mation regarding pharmaceutical options is covered. The distinction 
between practicing medicine and offering information is reviewed.

Psychopharmacology
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PHARMACOKINETICS AND PHARMACODYNAMICS

Drugs are defined as chemicals that influence physiological functions. 
Psychotropic drugs are chemicals that influence mood and behavior. 
Although alcohol certainly fits this definition, unlike other psychotrop-
ics, alcohol contains calories and can be utilized to produce energy for cel-
lular processes. Thus, alcohol is not considered a drug by the FDA. Before 
they can influence function, drugs must be ingested and delivered to 
target organs. Pharmacokinetics is the study of absorption, distribution, 
and drug elimination. Pharmacodynamics is the study of dose–response 
relationships and how a drug produces its effects (Holford, 2013).

Ways to Ingest Drugs

Many drugs are delivered to the body through oral ingestion (per os 
[PO], which is Latin for “by mouth”). The pKa of the drug, that is, the 
degree to which the drug is ionized into positive and negative par-
ticles, influences whether the drug will be efficiently absorbed in the 
small intestine. For absorption through the gut, the drug cannot be too 
lipophilic (fat loving) or too lipophobic. A reverse transporter in the 
cells of the gut will kick some drugs back out into the cavity of the 
gut. Grapefruit inhibits this reverse transporter, thereby increasing the 
absorption of many drugs (Holford, 2013).

Drugs that are lipid (fat) soluble can be delivered through the skin (trans-
dermal). Hormones and nicotine are delivered through patches worn on 
the skin, for example. Some drugs are absorbed through the mucous lin-
ing in the lung when the drug is inhaled. Street drugs (marijuana, her-
oin, and cocaine) and nicotine can be smoked, although pharmaceuticals 
are not generally smoked. However, narcan−naloxone, a chemical with 
higher affinity to opiate receptors than heroin, can be administered by 
spraying it into the nose. Narcan can rapidly reverse respiratory depres-
sion, which results in death attributable to an overdose of opiates. Drugs 
can also be delivered into the body by injection using a needle. Injections 
can be given into a vein (intravenous [IV]), into a muscle (intramuscular 
[IM]), or under the skin (subcutaneous [SC]).

Once the drug is brought into the body, it is delivered to the rest of the 
body through the bloodstream. Some drugs can be bound to proteins in 
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the bloodstream. Distribution mechanisms must be understood in order 
to determine availability of the drug to target tissues. For psychotropic 
drugs, a big hurdle is the blood–brain barrier (BBB). The BBB refers to the 
layers of lipid bilayer insulation around blood vessels in the brain created 
by the astrocyte cells. The BBB prevents large, nonlipid-soluble molecules 
from diffusing into the tissues of the brain. Many drugs cannot traverse the 
BBB and, therefore, cannot influence the neurons. Psychotropic drugs are 
capable of traversing the BBB. However, the BBB prevents some molecules, 
for example, dopamine, a molecule deficient in those with Parkinson’s dis-
ease, from being directly administered. Therefore, the precursor to dop-
amine, l-dopa, is prescribed for Parkinson’s patients instead.

Ways in Which Drugs Are Eliminated From the Body

Drugs do not stay in the body forever. Drugs such as alcohol, which is 
highly lipid soluble, can be eliminated through the lungs and thus the 
concentration of the alcohol in the body can be measured with a breatha-
lyzer. Most drugs are altered in the liver so that they will be eliminated 
from the body by the kidney. In the liver, enzymes of the P450 system 
metabolize drugs (Correia, 2013). These enzymes can be inhibited by 
grapefruit.

Most drugs follow first-order kinetics, which means that the amount 
of the drug eliminated decreases as a function of time. Drugs that follow 
first-order kinetics have half-lives. A half-life is the time it takes to elimi-
nate half of the dosage of the drug ingested. To determine how much of 
the drug is left in the body at a particular number of half-lives, one com-
putes the reciprocal of two taken to a power representing the number of 
half-lives. Thus, if the half-life is 4 hours, then at three half-lives (12 hours), 
(1/2)3 = 1/8 of the amount of drug initially taken into the body is elimi-
nated. The half-life of a drug is related to the frequency with which a drug 
needs to be taken in order to achieve a steady state in the bloodstream. 
In contrast to drugs with half-lives, alcohol follows zero-order kinetics. 
A given amount of alcohol is metabolized at a constant rate regardless 
of the concentration of the chemical in the body. Alcohol is eliminated 
by the liver at approximately the rate of one drink per hour (a drink is 
1.25 oz. of 80-proof whiskey, 12 oz. of 4% beer, or 4 oz. of 12%-alcohol 
wine). For all drugs regardless of the kinetics they follow, general rules 
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for adults may not apply when determining how long the drug remains in 
the body of small children and elderly. Small children, because their liver 
enzymes have not been stimulated by exposure to various compounds as 
in adults, may not eliminate drugs as rapidly as adults. Older people may 
have compromised liver and kidney function and, thus, will not clear 
drugs as rapidly as healthy younger adults (McKim, 1990).

After drugs are ingested, some drugs get distributed to particular 
tissues and are slowly released from these tissues into the bloodstream 
over time. Cannabinoids are highly lipid soluble. They are effectively 
stored in fat. For persons who regularly smoke marijuana, the drug is 
slowly released over time into their systems. If they exercise, marijuana 
is released from fat stores and can then impact their brains (Gunasekaran 
et al., 2009). They can be high again. Acutely, marijuana can dilate the 
blood vessels in the eyes, so they appear bloodshot. The eyes of one of my 
clients being treated for marijuana dependence did not look clear until 
about a month after abstinence.

If consumed in high concentration, some drugs can be lethal. The 
effective dose 50 (ED50) is the concentration of the drug required to 
achieve the desired effect in 50% of the animals tested. The lethal dose 
50 (LD50) is the dose at which 50% of the animals died. The difference 
between the ED50 and the LD50 is the drug’s safety margin. Barbiturates, 
which at one time were used to treat anxiety or insomnia, have narrow 
safety margins and have been replaced by benzodiazepines, which have 
much better safety margins. Alcohol can depress respiration and can be 
lethal. Nicotine does have a lethal dose and injecting victims with nico-
tinic acid is a method for murder that shows up in murder mysteries, 
although this dose is never reached through smoking (Hart, Ksir, & Ray, 
2009). Opiates can depress the breathing centers in the brain stem. Opiate 
(oxycodone, heroin, methadone) overdoses are common. The older tricy-
clic antidepressants can induce lethal cardiac arrhythmias (Olson, 2013), 
with a 10-day supply being sufficient to induce death. The older tricyclics 
have been replaced by the far less dangerous selective serotonin reuptake 
inhibitors (SSRIs).

The delivery mechanism for getting the drug into the body will affect 
how rapidly the drug influences the brain (Mathias & Swan, 1995). IV 
injections and inhalation are generally fast-acting delivery mechanisms; 
drugs reach the brain before they are broken down by the liver. Oral 
ingestion and transdermal, subcutaneous, and muscular delivery are 
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slow. Transdermal (through the skin) and oral absorption may result in 
incomplete absorption. Moreover, drugs that are orally administered will 
be delivered to the liver, where they are broken down before they can 
reach the brain. Drugs that are ingested through the gastrointestinal track 
generally do not reach the brain in high concentration (Holford, 2013).

The rule of thumb for addiction is that the higher the concentration of 
the drug delivered, the faster the development of compulsive drug taking 
(Mathias & Swan, 1995). Thus, stimulants (including amphetamine) taken 
as oral medication for attention deficit hyperactivity disorder (ADHD) 
are less addictive than smoking methamphetamine.

Drug Dependence

For pharmacologists, the terms addiction or drug dependence used to mean 
that the drug was associated with tolerance and withdrawal. Tolerance 
means that when ingested regularly over a period of time, the individual’s 
body adjusts so that a higher dosage of the drug is required to achieve 
the desired effect. Withdrawal implies that if the drug is abruptly discon-
tinued, then symptoms that are the opposite of the effect of the drug are 
observed. The body’s homeostatic mechanism was imputed to explain both 
tolerance and withdrawal. According to theory, when a drug is ingested, 
the body attempts to return the body to baseline to achieve homeostasis. 
Thus, more of the drug is required to induce the desired effect. If the drug 
is abruptly withdrawn, the body’s homeostatic adjustment still operates, 
producing effects to counteract the drug. Without the restraining influ-
ence of the drug, the homeostatic mechanisms are unopposed and a with-
drawal phenomenon is observed (McKim, 1990).

The homeostatic mechanism explanation has been challenged for many 
drugs. For example, for alcohol, a lack of correlation between the severity 
of withdrawal symptoms and the severity of tolerance has been observed. 
Moreover, some dimensions of tolerance to alcohol are attributable to 
repeatedly performing behaviors (practicing) with high levels of alcohol 
in the system. If the animal is not allowed to practice on a running wheel, 
then tolerance to alcohol, measured by the ability to maintain balance on 
the running wheel, is not observed (Littrell, 1991). With regard to with-
drawal phenomena, explanations that are chemically specific have been 
advanced for a number of drugs.
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At an earlier time, drug dependence was invoked to explain why some 
people develop compulsive-use patterns of drugs (Hart et al., 2009). As 
is discussed in Chapter 8, contemporary views of addiction no longer 
include drug dependence as the mechanism for explaining compulsive-
use patterns. Many pharmaceutical drugs (antidepressants, lithium, val-
proate, and antipsychotics) are associated with withdrawal symptoms. 
These drugs are not associated with compulsive drug taking (Haddad, 
2001). The concept of tolerance has been parsed. Tolerance can develop 
to some of the effects of the drug but not others. Thus, although some 
drugs do create symptoms if abruptly stopped and while tolerance does 
build, the explanations for these phenomena may differ for each particu-
lar drug.

General Concepts

The mechanism of action of various psychotropic drugs generally 
involves a particular neurotransmitter. As pointed out in Chapter 2, the 
term agonist refers to the property of potentiating the action of a particu-
lar neurotransmitter. The term antagonist refers to the property of block-
ing the action of a particular neurotransmitter. Most psychotropic drugs 
are anticholinergic, meaning that they are antagonists for acetylcholine. 
Anticholinergics dilate the pupils, decrease the output of the salivary 
glands, decrease heat loss due to an inability to perspire, and create con-
fusion. Hence the mnemonics for excessive anticholinergic action, “red as 
a beat” (skin flushed), “dry as a bone” (dry mucous membranes and no 
sweat), “hot as a hare” (hyperthermia), “mad as a hatter” (confusion and 
delirium), and “blind as a stone” (blurred vision) (Olson, 2013).

Pharmaceutical drugs have many names. There is the chemical name, 
which follows organic chemistry molecular nomenclature rules, the 
generic compound name, and the brand or trade label. In the medical lit-
erature, usually the generic compound label is used to identify the drug.

MAJOR CLASSES OF PSYCHOTROPIC DRUGS

The side effects and efficacy of various drugs will be covered in the 
chapters discussing the particular conditions for which they are used. In 
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this chapter, the mechanism of action is presented along with the names 
(generic name and trade name) of the major drugs available in the market 
in each category. The PDR lists all drugs on the market included along 
with FDA-approved uses, side effects, and recommended dosing. The 
same information is available online from PDR.net or by visiting the FDA 
website.

Legend drugs are drugs that require a prescription as opposed to being 
sold over the counter (OTC). Some drugs are scheduled, meaning that 
they are covered under the Controlled Substances Act of 1970. Scheduled 
drugs are limited to the number of refills available and have criminal 
penalties associated with trafficking. Some drugs carry black-box warn-
ings when side effects are severe.

Stimulants

Amphetamine, dextroamphetamine (Dexedrine), methylphenidate 
(Ritalin, Metadate, and Concerta), Adderall (a mixture of various amphet-
amine preparations, which has a longer half-life), and lisdexamfetamine 
(Vyvanse) are all classified as stimulants. Their mechanism of action is to 
operate on catecholamine (dopamine, norepinephrine, and epinephrine) 
transporters to block uptake of the neurotransmitter and to get the trans-
porter to run in reverse, releasing the catecholamine. Although stimu-
lants were used during the 1920s in inhalants to relieve nasal congestion, 
they have been replaced for the most part. In the 1950s, stimulants were 
used for weight control, but were discontinued because of the build-
ing of rapid tolerance. They are still occasionally used for narcolepsy, 
although modafinil is presently more likely to be prescribed. Currently, a 
stimulant’s primary use is the treatment of attention deficit hyperactivity 
disorder (ADHD) in children and adults (Biaggioni & Robertson, 2013; 
Howland & Mycek, 2006; McKim, 1990).

Antipsychotics

All antipsychotics, whether the older neuroleptics or the new atypicals, 
have a high affinity for dopamine D2 receptors. They sit on the D2 receptor 
and are basically inert, preventing dopamine signaling. They will block 
the action of dopamine in the nucleus accumbens. The newer atypicals 
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also are serotonin antagonists. Because all antipsychotics can inhibit dop-
amine function in the basal ganglia, they can induce Parkinson’s-type 
symptoms (called extrapyramidal effects). Sometimes, anticholinergic 
drugs, such as benzatropine (Cogentin), are given along with antipsy-
chotics to relieve the effects on muscles so that the extrapyramidal effects 
are attenuated (Howland & Mycek, 2006). The new atypicals have less 
severe extrapyramidal symptoms, although the Clinical Antipsychotic 
Trials of Intervention Effectiveness (CATIE) trial established that they also 
produce movement problems (see Chapter 6, Side Effects With Current 
Treatments section). Some antipsychotics, such as haloperidol (Haldol), 
fluphenazine (Prolixin Decanoate), risperidone (Risperdal Consta), olan-
zapine (Zyprexa Relprevv), paliperidone (Invega Sustenna), and aripipra-
zole (Abilify Maintena), can be injected into a muscle so that the drug is 
active for a longer period of time (Meltzer, 2013). There are racial differ-
ences in the capacity for metabolizing antipsychotics. Asian Americans 
tend to run higher blood levels on antipsychotics and thus do not require 
as high a dose as Caucasians. African Americans are also more likely 
to carry slower metabolizing enzymes (Burroughs, Maxey, & Levy, 2002; 
Gaedigk, Bradford, Marcucci, & Leeder, 2002).

Neuroleptics

The older antipsychotics are sometimes referred to as neuroleptics. Many 
of the old neuroleptics belonged to either the phenothiazine category or 
the butyrophenone category, which classified the dopamine antagonist 
according to the shape of its molecular structure.

Atypicals

The atypicals were introduced in the 1990s and were supposed to be 
associated with attenuated extrapyramidal symptoms. However, the 
CATIE trial found that the atypicals are also associated with movement 
problems (see Chapter 6, Side Effects With Current Treatments section). 
Besides their disappointment on the movement dimension, the atypicals 
are associated with weight gain that fails to plateau, diabetes, and high 
levels of fats (dyslipidemia) in the bloodstream. Ziprasidone (Geodon) is 
less problematic than the other atypicals with regard to weight gain (Stahl, 
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2013). Atypicals are also used to treat bipolar disorders. Several have been 
approved for unremitting depression. They are also used for sleep and 
anxiety. Although only 1% of the population carries a diagnosis of schizo-
phrenia, Abilify and Seroquel are the fifth and sixth best-selling prescrip-
tion drugs (Friedman, 2012). As discussed in Chapter 6, Side Effects of 
Current Treatments section, they have been shown to reduce cortex volume 
in  people, and the volume reduction is about 11% in animals when taken 
over a 2-year period. Animal research employing random assignment 
confirmed the causal role of these drugs in cortex volume reduction.

Clozaril was the first “atypical” introduced to the market. Unique to 
clozapine (Clozaril) is the 1% to 2% possibility of agranulocytosis, that is, 
a failure of the bone marrow to produce a particular type of white blood 
cell (WBC; Howland & Mycek, 2006; Meltzer, 2013). Because agranulo-
cytosis is life-threatening, frequent monitoring of blood is required for 
those taking Clozaril.

Antidepressants

We pointed out that the antipsychotics are antagonists for dopamine (a 
type of monoamine). In contrast, all of the antidepressants are agonists for 
one or another of the monoamines (dopamine, serotonin, or norepineph-
rine). There are two types of antidepressants in the market: monoamine 
oxidase inhibitors (MAOIs) and neurotransmitter uptake inhibitors.

Within the class of neurotransmitter reuptake inhibitors, there are the 
old tricyclics, the heterocyclics, and reuptake inhibitors that are more 
specific for a particular monoamine. Selective serotonergic reuptake 
inhibitor (SSRI) is now a common term. All of the reuptake inhibitors 
have the property of allowing the neurotransmitter to remain in the syn-
apse for a longer period of time. Reuptake inhibitor antidepressants have 
many uses in addition to treatment of depression. They are used to treat 
obsessive-compulsive disorder (OCD) and anxiety. Some of them block 
rapid eye movement (REM) sleep and because people wake up more eas-
ily, they have been used to treat children with enuresis.

MAOIs work by inhibiting monoamine oxidase (MAO), the enzyme that  
breaks down norepinephrine, dopamine, and serotonin. Unfortunately, 
MAO also breaks down tyramine, a molecule found in many foods. 
When tyramine is not metabolized, it causes a life-threatening increase 
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in sympathetic activity. Patients taking MAOIs must refrain from taking 
many OTC medications, eating aged cheeses, herring, and many other 
common dietary items, and drinking wine. For this reason, MAOIs have 
fallen out of use, despite the fact that they have the desirable property 
of more rapidly providing remission of depression (DeBattista, 2013; 
Howland & Mycek, 2006).

Sedative-Hypnotic Agents

The sedative-hypnotics, including barbiturates, benzodiazepine, and 
sleep agents, all act as gamma-aminobutyric acid type A (GABAA) recep-
tors. The GABAA receptor comprises five subunits with various versions 
of proteins (alpha, beta, gamma, delta, epsilon, etc.) constituting the sub-
units at particular locations. Various classes of sedative-hypnotics differ 
in the particular subunits to which they will bind.

Barbiturates were synthesized by Dr. Adolf von Baeyer in the late 
1800s. They were used to treat anxiety and to induce sleep. They still are 
used in surgery. They do, however, have a very narrow safety margin 
with the potential for causing respiratory depression, coma, and death. 
When bound to the GABAA receptor, barbiturates increase the duration 
of opening of the chloride channel so that the neuron is hyperpolarized 
(very depressed) and is less likely to generate an action potential (“fire”). 
Benzodiazepines are anxiolytics (anxiety reducers) that were brought on 
the market in the 1950s. They have a much better safety margin, and are 
rarely lethal unless combined with alcohol. They are “allosteric regulators” 
at the gamma- aminobutyric acid (GABA) receptor. They do not open the 
chloride channel but do increase the probability that GABA, the real neu-
rotransmitter, will open the chloride channel. Benzodiazepines are com-
monly prescribed for anxiety, panic disorder, and sleep. They can cause 
dependence and are associated with lethal withdrawal symptoms, including 
anxiety, insomnia, and life-threatening seizures. Because some have long 
half-lives, withdrawal symptoms can occur days after drug discontinuation. 
Various withdrawal symptoms may not be attributed to drug withdrawal 
because of the lag time, and an individual may not seek appropriate treat-
ment (Howland & Mycek, 2006; McKim, 1990; Trevor & Way, 2013).

Most sedative-hypnotics are either schedule III or IV drugs. They are 
used to treat alcohol withdrawal and are good for decreasing involuntary 
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muscle spasms. They can induce blackouts (failure to encode memories for 
a duration of time) and should not be used if one is driving or operating 
machinery (Howland & Mycek, 2006; McKim, 1990; Trevor & Way, 2013).

Sleep agents, such as zolpidem (Ambien, Intermezzo), zaleplon  
(Sonata), and eszopiclone (Lunesta), are not benzodiazepines. They also 
potentiate GABA but bind at GABA receptors with differing subunits 
than benzodiazepine drugs. They are less likely to cause slurred speech 
and staggering (ataxia). With increasing use, these drugs seem to main-
tain their efficacy; that is, minimal tolerance has been reported (Trevor & 
Way, 2013). However, they are associated with blackouts wherein people 
get up in the middle of the night and drive their cars or fix meals without 
any memory of what they did. Accidents have been reported. The FDA 
has issued warnings for sleep driving and has recommended lower dos-
ages for women (Associated Press, 2007; FDA, 2013a). Zolpidem is asso-
ciated with an increased risk of Parkinson’s disease (Yang et al., 2014).

Mood Stabilizers

Mood stabilizers are used for the treatment of bipolar disorders. Lithium is 
the oldest drug in use for bipolar disorders. Although there is speculation 
about the impact of lithium on intracellular function, there is no certainty 
as to its mechanism of action (Meltzer, 2013). Anticonvulsants are used in 
the treatment of epilepsy. They are also used in the treatment of bipolar 
disorder, although the mechanism of action is unknown (Meltzer, 2013).

MAJOR CLASSES OF DRUGS OF ABUSE

Cocaine and amphetamine are both stimulant drugs. The amphetamine 
sold on the streets is also sold as a pharmaceutical for the treatment of 
ADHD. Both cocaine and amphetamine have similar mechanisms of 
action, either releasing catecholamines directly or blocking reuptake so 
that the neurotransmitter remains in the synaptic cleft for a longer period 
of time.

Both amphetamine and cocaine can be smoked, snorted, or injected. 
Amphetamine can be taken orally. Cocaine, like other “caine” drugs 
(lidocaine, novocaine), blocks nerve conduction in pain fibers as well as 
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acting as a vasoconstrictor. Cocaine is used in oral and optical surgery 
because it blocks pain transmission and stops bleeding at the site of the 
incision (Drasner, 2013).

Marijuana

Marijuana (tetrahydrocannabinol) can be smoked or consumed orally, 
usually included in baked goods. Many states have legalized medical 
marijuana, and Colorado, Washington, Oregon, and Alaska have legal-
ized recreational marijuana for adults. Medically, marijuana is used for 
chronic pain, for the nausea associated with chemotherapy, to decrease 
intraocular pressure in glaucoma, as a muscle relaxant for conditions asso-
ciated with muscle spasms, to decrease anxiety, and to increase appetite 
in those with HIV. There are receptors for cannabinoids in the amygdala, 
where marijuana decreases anxiety. Cannabinoid receptors can inhibit 
the GABAnergic neurons in the ventral tegmental area (VTA), which 
would otherwise limit dopamine release in the nucleus accumbens; thus 
cannabinoids are dopamine agonists. Marijuana can also create a dys-
phoric state associated with depersonalization and psychotic symptoms. 
Marijuana withdrawal symptoms include insomnia, cramping, nausea, 
and anxiety. Because tetrahydrocannabinol is fat soluble, it can be stored 
in adipose tissue for an extended period of time. Thus, drug testing will 
be positive for a long period after discontinuation (Lüscher, 2013; McKim, 
1990; Welch, 2011).

Opioids

Opioids do lead to compulsive drug use. Like all addictive drugs they 
increase dopamine release from VTA neurons into the nucleus accum-
bens. In the VTA, opioid receptors are located on GABAnergic neurons. 
The GABA neurons inhibit dopamine release from the dopaminergic 
neuron. However, the opioid receptors inhibit the GABAergic neurons. 
Opioids put a break on a break, so to speak. Thus, opioids will increase 
dopamine release (Mazei-Robison & Nestler, 2012).

In addition to the VTA, opioid receptors are found in many areas, such 
as in the dorsal anterior cingulate cortex (dACC). Recall that the dACC is an 
alarm and anxiety center. Opioids inhibit the dACC and decrease anxiety. 
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They are also found in the spinal cord where they can inhibit pain transmis-
sion (Mazei-Robison & Nestler, 2012; Schumacher, Basbaum, & Way, 2013).

There are many opiate agonist drugs. Heroin is a schedule I drug, with 
no approved medical use. Medicinal opioids include morphine, oxy-
codone, codeine, meperidine (Demerol), Darvocet, oxycodone (Percocet), 
methadone, and many others. Buprenorphine functions as a partial ago-
nist at opiate receptors (Schumacher et al., 2013).

The nonsynthetic opioids, that is, opioids that derive from the poppy 
rather than from the chemistry set, do result in pinpoint pupils. When taken 
in heavy doses, opioids can rapidly induce sleep; however, at low doses, 
they can exert a stimulant effect. Lethal overdose is attributable to respira-
tory depression, which can be rapidly reversed with naloxone. (Naloxone 
displaces other opiates from their receptors and does not have any effect 
of its own.) Naloxone can be injected, swallowed, or delivered through a 
nasal spray. In fact, paramedics sometimes carry naloxone for fast delivery 
to reverse opioid overdoses in patients (Schumacher et al., 2013).

The agony of heroin withdrawal is legendary. Withdrawal symptoms 
include intense dysphoria, nausea and vomiting, muscle aches, lacrima-
tion (tearing), rhinorrhea (runny nose), mydriasis (enlarged pupil), pilo-
erection (goose bumps), sweating, diarrhea, yawning, fever (Lüscher, 
2013), and spontaneous ejaculations (Redmond, Kosten, & Reiser, 1983). 
Clonidine (a blood pressure medication) and codeine syrup can be 
administered to relieve withdrawal symptoms. For nonsynthetics, opiate 
withdrawal is not life-threatening (Tetrault & O’Connor, 2011).

In the United States, opiate agonist pharmaceuticals are promoted by 
the federal government as an alternative to street heroin. Methadone and 
buprenorphine are the heroin substitutes. Methadone comes as a syrup 
in orange and cherry flavor and is taken only once per day (see Chapter 8, 
“Addictions”). Buprenorphine is combined with naloxone and is sold as 
Suboxone or Bunavail. Bunavail is administered as a film on the gum 
(RxList Inc., 2015). 

The pharmaceutical houses have devised a clever packaging strategy to 
prevent IV injection of buprenorphine. Suboxone, a mixture of buprenor-
phine and naloxone, is administered under the tongue. When Suboxone 
is administered under the tongue, only the buprenorphine is absorbed. 
However, if persons crush their Suboxone pill and try to inject, the nalox-
one will go to the receptor before the buprenorphine. The naloxone effects 
predominate, making Suboxone a safe preparation (drugs.fda).
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Nicotine

Approximately 24% of Americans are current smokers and tobacco-related 
disease is responsible for 440,000 deaths annually (Fowler, Arends, & Kenny, 
2008). Nicotine binds to the nicotinic acetylcholine receptors in the brain. 
Agonists at nicotinic acetylcholine receptors increase the release of gluta-
mate such that the excitatory input to dopaminergic neurons in the VTA is 
increased (Mao, Gallagher, & McGehee, 2011). Thus, nicotine enhances the 
release of dopamine from VTA neurons into the nucleus accumbens (see 
Chapter 8). There are also nicotinic acetylcholine receptors in areas of the 
brain where they enhance cognitive performance.

There are receptors where nicotine will bind outside the brain. Nicotinic 
acetylcholine receptors are found on the neurons in the ganglion of both 
the parasympathetic nervous system and sympathetic nervous system. 
Nicotinic acetylcholine receptors are also found at the neuromuscular 
junction. Nicotine can thus improve cognitive performance, increase 
arousal, and increase muscle tone (Lüscher, 2013; Nolte, 2009).

Nicotine is one of the most rapidly addictive drugs in the formulary. 
Withdrawal symptoms include irritability, restlessness, mouth sores, insom-
nia, difficulty concentrating, and dizziness (Hughes, 2007). An increased 
metabolic rate is an acute effect of nicotine and after discontinuation many 
people gain weight (Filozof, Fernández Pinilla, & Fernández-Cruz, 2004).

The antidepressants, Wellbutrin (bupropion) and Chantix (varenicline) 
have been approved to decrease nicotine withdrawal distress. Varenicline 
has been associated with suicidal ideation induction, violence, and 
impaired driving ability (Lüscher, 2013). For smoking cessation, supply-
ing nicotine using methods other than smoking is a strategy. Nicotine is 
available in patches and in chewing gum. Stead et al. (2012) concluded 
that nicotine replacement in the form of patches and gum was as effective 
as bupropion. There was no evidence that nicotine replacement strategies 
increased heart attack risk.

Currently, nicotine is available as a spray. Questions regarding 
extended use of nicotine spray remain. Although the long-term effects of 
tobacco (cardiovascular disease, cancer, and emphysema) are very grave, 
it is unclear whether the long-term profile of nicotine administered in 
spray atomizers will be as grave (Palazzolo, 2013; Shahab, Brose, & West, 
2013). Presently, nicotine is being investigated as a treatment for ulcerative 
colitis, Parkinson’s disease, Alzheimer’s disease, ADHD, schizophrenia, 
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anxiety, depression, obesity, sleep apnea, and Tourette’s syndrome (Dani, 
Kosten, & Benowitz, 2011). It may be that the negative effects of nicotine 
in cigarettes are largely attributable to the delivery mechanism.

Alcohol

About 10% of the population exhibits problems attributable to exces-
sive consumption of alcohol. Detectable signs of excessive alcohol intake 
include elevations in liver enzyme scores or a palpable fatty liver. Excessive 
alcohol use can also result in detectable changes in red blood cells (RBC: 
e.g., megaloblastic anemia, sideroblastic anemia; Littrell, 1991; Masters, 
2013; O’Shea, Dasarathy, & McCullough, 2010; Rehm, 2011). Alcohol is an 
addictive drug and as with other addictive drugs it increases dopamine 
release into the nucleus accumbens. However, in the amygdala, alcohol is 
also a GABA agonist (Di Chiara, 1997; Gilpin & Koob, 2008; Paul, 2006). 
Although excessive alcohol use has very negative effects, drinking in 
moderation has salubrious effects. Alcohol will increase production of 
high-density lipoproteins, which reduces the probability of cardiovascu-
lar disease (De Oliveira e Silva et al., 2000).

Hangovers resulting from alcohol ingestion do impair function, although 
the effects are not dramatic (Kim, Yoon, Lee, Choi, & Go, 2003; Ling, Stephens, 
& Heffernan, 2010). Alcohol withdrawal is potentially lethal. Symptoms 
of alcohol withdrawal are apparent 6 to 12 hours after alcohol cessation. 
Symptoms include an intentional tremor, visible when a person reaches for 
some object. Other symptoms include vomiting, excessive sweating, agita-
tion, and anxiety (Littrell, 1991). Severity of distress correlates with increase 
in blood pressure. At 12 to 24 hours, some individuals progress to visual, 
tactile, and auditory hallucinations. Generalized seizures can occur at 24 to 
48 hours. Delirium tremens, with a mortality rate of 5% to 15%, can occur 
at 48 to 72 hours following a decrease in blood alcohol levels, consisting of 
hallucinations, disorientation, and autonomic instability (Lüscher, 2013).

Although extreme withdrawal can occur after alcohol discontinuation, 
the occurrence is rare. Most individuals do not require hospitalization. 
Oxazepam or lorazepam, benzodiazepines that are not dependent on 
liver metabolism, is often used for withdrawal treatment (Lüscher, 2013).

Table 3.1 provides a list of some of the drugs available on the market 
organized by class and mechanism of action.



112 neuroscience for psychologists and other mental health professionals

TABLE 3.1
Generic and Trade Names for Major Drugs on the Market  

Organized by Class

Class Subclass Generic Name Trade Name Comments

Stimulant Relatively 
short 
acting

Methampheta
mine

Dexoxyn

Methylphenidate Ritalin, 
Metadate, 
Concerta

Dexmethyl
phenidate

Focalin

Dextroampheta
mine

Dexedrine

Lisdexa
mfetamine
dimesylate

Vyvanse

Stimulant norepine
phrine reuptake 
blocker

Atomoxetine Strattera

Nonstimulant 
alpha2A receptor 
agonist for ADHD

Guanfacine Intuniv

Stimulant Relatively 
long acting

Amphetamine Adderall XR

Methylphenidate Concerta
Methylphenidate 

patch
Daytrana

Antipsycho tic Neuroleptic 
phenothia
zine

Chlorpromazine Thorazine

Fluphenazine Prolixin
Trifluoperazine Stelazine
Thioridazine Mellaril

Neuroleptic 
butyro
phenone

Haloperidol Haldol

Antipsychotic Atypical Aripiprazole Abilify
Clozapine Clozaril
Iloperidone Fanapt
Lurasidone Latuda
Loxapine Loxitane
Olanzapine Zyprexa
Paliperidone Invega
Quetiapine Seroquel

(continued)
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TABLE 3.1 (continued)

Class Subclass Generic Name Trade Name Comments

Risperidone Risperdal
Ziprasidone Geodon, Zeldox, 

Zipwell

Antidepressant MAOI Phenelzine Nardil
Tranylcypromine Parnate
Selegiline Emsam Does not 

require as 
much food 
restriction

Isocarboxazid Marplan

Antidepressant Tricyclic Amitriptyline Elavil
Clomipramine Anafranil Only for OCD
Nortriptyline Aventyl, Pamelor
Maprotiline Ludiomil
Doxepin Sinequan
Imipramine Tofranil
Desipramine Norpramin
Doxepin Sinequan
Protriptyline Vivactil
Trimipramine Surmontil
Amoxapine Asendin

Antidepressant Atypical Bupropion Wellbutrin
Mirtazapine Remeron

Antidepressant SSRI Citalopram Celexa
Escitalopram Lexapro
Fluoxetine Prozac, Sarafem
Fluvoxamine Luvox
Paroxetine Paxil, Pexeva
Sertraline Zoloft
Vilazodone Viibryd
Vortioxetine Brintellix
Fluvoxamine Luvox Only for OCD

Antidepressant Both SSRI  
and SNRI

Duloxetine Cymbalta

Desvenlafaxine Pristiq
Venlafaxine Effexor

5HT2 antag
onists

Trazodone Desyrel

Tranquilizer Benzodiaze
pine

Alprazolam Xanax

Chlordiazepoxide Librium
Clonazepam Klonopin
Clorazepate Tranxene

(continued)
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TABLE 3.1 (continued)
Generic and Trade Names for Major Drugs on the Market  

Organized by Class

Class Subclass Generic Name Trade Name Comments

Diazepam Valium
Estazolam Prosom
Flurazepam Dalmane
Lorazepam Ativan
Temazepam Restoril Short half

life
Triazolam Halcion Short half

life

Tranquilizer Unknown 
mechanism 
of action

Buspirone BuSpar

Tranquilizer Barbiturate Amobarbital Amytal
Mephobarbital Mebaral
Phenobarbital Luminal sodium
Secobarbital Seconal

Sleep agent Nonbenzo
diazepine

Eszopiclone Lunesta

Pyrazolo
pyrimidine

Zaleplon Sonata

Imidazo
pyridine

Zolpidem Ambien, 
Intermezzo

Mood stabilizer Lithium Lithium  
carbonate

Eskalith, 
Lithobid

Mood stabilizer Anticonvul
sants

Valproic acid Depakote, 
Epilium

Carbamazepine Tegretol
Lamotrigine Lamictal
Topiramate Topamax
Oxcarbazepine Trileptal

Strong opioid 
agonist

Alfentanil Alfenta Short acting

Buprenorphine Suboxone
Buprenex

Dolophine Methadone
Fentanyl Duragesic
Hydrocodone Norco, Vicodin
Hydromorphone Dilaudid, Exalgo
Meperidine Demerol
Morphine Avinza, Astra

morph

(continued)
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TABLE 3.1 (continued)

Class Subclass Generic Name Trade Name Comments

Oxycodone OxyContin, 
Percocet

Reminfentanil Ultiva Very short 
acting

Sufentanil Sufenta More potent 
than 
fentanyl

Less strong opioid 
agonist

Codeine Not potent; often 
in cough 
medicine

Tramadol Ultram
Propoxyphene Darvon

Pure antagonists 
for opioids

Short acting Naloxone Narcan

Long acting Naltrexone Revia, Depade
Naltrexone Vivitrol Extended

release 
injectable

ADHD, attention deficit hyperactivity disorder; MAOIs, monoamine oxidase inhibitors; OCD, 
obsessivecompulsive disorder; SNRI, serotonin–norepinephrine reuptake inhibitor; SSRI, 
selective serotonin reuptake inhibitor.

MARKETING OF DRUGS IN THE UNITED STATES

Katzung (2013) explains the process of how drugs are developed. When 
a disease process is understood and the target for changing the process is 
clear, molecules can be screened for their impact on particular cell functions. 
This is the process for discovering novel interventions. However, only 10% 
to 12% of new drugs are for novel intervention strategies. Most newly mar-
keted drugs are not novel interventions for treating disease. Rather, older 
approved chemicals are tweaked, for example, by adding a side chain to the 
molecule. These are called “me too” drugs. Although the “me too” drugs 
are usually not any more efficacious than the drugs already on the market, 
advertising efforts are mounted to capture market share for the drug.

After a chemical has been screened for its impact on various cells, it 
is tested in animals. When there is an animal model for a disorder, then 
the candidate molecule will be screened for its capacity to alter the disor-
der. For example, a drug might be tested for its ability to reduce signs of 
distress after exposure to uncontrollable shock. When initially screening 
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drugs as potential antidepressants, the forced swim test or the tail suspen-
sion test can be used. If the drug under evaluation results in an animal 
struggling for a longer period of time in an uncontrollable situation, then 
the drug is considered a good candidate for further testing. Before being 
tested on humans, the lethal dose in animals is established. The drug is 
tested for toxicity in two species for 3 months. If the drug will be taken for 
extended periods of time by people, then it is tested in animals for more 
than 6 months. Tests are conducted to determine carcinogenesis during a 
2-year period as well as impact on reproduction in rodents and rabbits. 
After the animal toxicity tests, the drug is ready for testing in humans. 
Patent applications, which are filed at this point, can be made either for the 
novel compound or for a new use of a drug that is already on the market.

In Phase 1, the drug is tested in healthy volunteers (20 to 100) to iden-
tify the maximum dose tolerated. Phase 1 trials are usually not blinded. 
Measurements of absorption, half-life, and metabolism are often done. 
Phase 2 trials are conducted to determine efficacy. The drug is tested 
against placebo and sometimes against a known efficacious drug. Phase 
2 has the highest rate of drug failures with only 25% of tested mole-
cules moving to Phase 3. In Phase 3, the drug is tested in clinical settings 
against a placebo with double blinding. Then an application for market 
approval is made to the FDA. In 2007, the median approval time was 
10.2 months for drugs that are similar to those already on the market. For 
drugs with urgent need (HIV treatments and cancer), the review process 
may be accelerated and occasionally permission is granted to make the 
drug available even before Phase 2 studies have been completed. After 
the drug reaches the market, Phase 4 begins. Adverse drug effects are 
expected to be reported to the FDA (Katzung, 2013). In fact, it is esti-
mated that less than 1% to 10% of adverse effects are reported (Gøtzsche, 
2013, p. 122; Hawthorne, 2005) and only 14% of adverse drug events are 
reported when they occur in institutional settings (Alsumidaie, 2014). 
Sidney Wolfe (2014) published an article in JAMA Internal Medicine object-
ing to liberal FDA policies on how pharmaceutical houses inform physi-
cians of drug-associated risks. It should be noted that during Phases 2 
and 3, drugs are evaluated individually. In the real world, patients are 
often treated with multiple chemicals at one time. There are no drug-
combination trials.

The pharmaceutical house has exclusive patent rights to market a drug 
for a 20-year period, and because the patent is filed prior to the human 
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testing, most drugs are sold under exclusive patent for about 11 years. 
Following patent expiration any company, after establishing with the FDA 
that they can produce an equivalent product, can produce the drug as a 
generic. Currently, 67% of prescriptions are for generics (Katzung, 2013).

Elliott (2010) has criticized the American system for conducting Phase 1 
trials. Immigrants often serve as the research participants in these trials. 
Some people, struggling artists or the chronically unemployed, become 
professional guinea pigs who volunteer to participate in these trials. An 
industry has developed around Phase 3 trials. Companies, such as SFBC 
International, Inc., organize their own “Institutional Review Boards” to 
approve studies. Companies pay doctors in private practice to enroll sub-
jects while company representatives collect the data. The pharmaceutical 
houses then analyze the data (Fisher, 2009). Approximately 70% of clinical 
trials on drugs are funded by the industry (Mello, Clarridge, & Studdert, 
2005) and 74% of Phase 3 trials are conducted outside of academic centers 
(Brody, 2007; Fisher, 2009; Gøtzsche, 2013). Industry trial studies are four 
times more likely to be positive than National Institutes of Health (NIH) 
trials (Lexchin, Bero, Djulbegovic, & Clark, 2003). Cohen (2013, p. 1) inter-
viewed an FDA employee, Thomas Marcinjak, who suggested that the 
“clinical trial system is broken,” referring to the many missing cases that 
were unaccounted for in the data from various drug trials.

In 1992, the Prescription Drug User Fee Act was passed by Congress 
and was reauthorized in 2007 (Prescription Drug User Fee Act, 1992). This 
act requires pharmaceutical houses to pay the FDA for processing their 
drug applications (Bass, 2008). The rationale for the legislation was to 
expand the FDA capacity to quickly approve new applications and speed 
the delivery of drugs to market.

The FDA faces new challenges with the development of biological prod-
ucts. Biological products refer to proteins made from human-engineered 
sequences of DNA grown in bacteria among other things. Hawthorne 
(2005) has suggested that with limited funds, the FDA resources will be 
severely stretched.

Concerns About Threats to Health

In the last 10 years, many books have been published by doctors who 
have witnessed changes in their profession attributable to the influence 
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of pharmaceutical companies. Gøtzsche (2013), a cofounder of the pres-
tigious Cochrane Reviews, which publishes meta-analyses on treat-
ments for various conditions, characterizes “big pharma” as organized 
crime. The pharmaceutical companies are driven by profit motives 
and Gøtzsche charges that pharmaceutical houses are largely indiffer-
ent to the safety or efficacy of their products. Other doctors are simi-
larly critical of the influence of the pharmaceutical industry. Possibly, 
the first public note of concern over pharmaceutical house influence 
on the practice of medicine came from Arnold Relman, an editor of the 
New England Journal of Medicine (Angell, 2004). Other voices followed. 
Otis Brawley, the medical director of the American Cancer Society 
(Brawley & Goldberg, 2012), wrote about the drug industry’s promo-
tion of a drug for increasing the production of RBCs with the rationale 
that the drug would decrease fatigue in those receiving chemotherapy. 
In 2003, reports that the drug promotes tumor growth began to appear. 
Drug companies continued with aggressive marketing and the FDA 
held hearings in 2007 (Brawley & Goldberg, 2012). Amgen, the manu-
facturer, pled guilty and was fined $760 million for misbranding, which 
included activities to encourage off-label marketing for the treatment of 
cancer patients who were not receiving chemotherapy (Department of 
Justice, 2012).

In addition to Otis Brawley, other doctors have criticized the pharma-
ceutical houses. Doug Bremner (2011) ran a study finding that Accutane, 
a drug used to treat acne, causes suicidal ideation. He was later sued by 
the drug manufacturer and discouraged from publicizing his findings by 
the medical school that employed him. A similar story of legal harass-
ment by a drug company is told about Martin Teicher, who was the first 
to publish about SSRIs inducing suicidal ideation (Bass, 2008). Richard 
Smith, a former British Medical Journal editor, in the introduction to Peter 
Gøtzsche’s book, acknowledges that Gøtzsche’s style is inflammatory, 
but he largely agrees with Gøtzsche’s conclusions. Pharmed Out, an 
organization of faculty and medical students at Georgetown University, 
has been holding annual conferences attempting to devise ways to limit 
the impact of money-driven medicine. They have an interesting website. 
An alarming fact attests to the legitimacy of all the concerns. Adverse 
prescription drug reactions are the fourth leading cause of death in the 
United States (Katzung, 2013).
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Concerns Over Cost

Americans pay more for their health care than any other nation in the world. 
Despite spending more than any other nation in the world, America is 
nowhere near the top on health care outcomes such as mortality (Relman, 
2014). Presently, the United States is in the 50th place on health care out-
comes (Brawley & Goldberg, 2012). Canada, which spends half of what 
the United States spends on health care per capita, is in the seventh place 
in health care outcomes (Brawley & Goldberg, 2012). Switzerland is in the 
second place on spending on health care, with costs that are 50% less than 
those in the United States (Brawley & Goldberg, 2012).

Everyone is alarmed by the rising percentage of the economy dedi-
cated to health care. In 2009, health care consumed 17.3% of the gross 
domestic product. From 1999 to 2009, health care spending has doubled 
from $1.3 trillion to $2.5 trillion (Blow, 2011). A contributor to the high 
cost of health care is the cost of drugs, which accounts for 10% to 12% 
of each health care dollar (Katzung, 2013; Reich, 2014). Canadians, in a 
country where the government negotiates the price of drugs, pay 70% 
less than the United States for their drugs (Hawthorne, 2005). Under the 
Patient Protection and Affordable Care Act, the government (Medicare 
and Medicaid) is forbidden from negotiating the price of drugs (Reich, 
2014). According to Reich (2014), Big Pharma spent more on political 
campaigns ($36 billion in 2012) than any other industry.

Rather than being an inevitable rising cost of medical progress, drugs 
should not be as expensive as they are. Pharmaceutical houses spend 
about 13% of their budget on research and 25% on marketing (Brody, 
2007). The majority of new drugs are discovered in public institutions. The 
Bayh–Dole Act of 1980 allows universities and pharmaceutical companies 
to patent drug discoveries made at publicly funded institutions (Angell, 
2004, p. 7). According to the Bayh–Dole and the Stevenson–Wydler Acts, 
the FDA is allowed to set a reasonable price for any drug whose discovery 
is funded by the public dollar (Stevenson–Wydler Technology Innovation 
Act, 1980). However, this is rarely done (Angell, 2004).

There are other practices that contribute to the high cost of drugs. 
Pharmaceutical houses often get patent extensions for new formulations 
of the same drug. This practice restricts competition (Angell, 2004). Large 
pharmaceutical houses also pay other manufacturers not to market a 
generic (called “pay for delay”; Federal Trade Commission, 2010).
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There is concern that the FDA is under the influence of the pharma-
ceutical industry. There is a high turnover rate at the FDA and many for-
mer FDA employees go to work in the industry (Brody, 2007; Hawthorne, 
2005). Since 2002, for 91% of the panels advising on drug approval by the 
FDA, at least one person has a conflict of interest. For half of the panels, 
55% of its members have conflicts of interest (Angell, 2004). This may 
well be a low estimate. The FDA does not require the report of compensa-
tion from the industry below $25,000 and equity interest in stock below 
$50,000 (FDA, 2013b). The FDA Amendments Act of 2007 requires the 
FDA to report the number of advisory panel members with conflict of 
interest. According to the 2009 report to Congress, 27.27% of the advisory 
panel members making recommendations on psychopharmacological 
drugs had ties to the industry but were given waivers (Food and Drug 
Administration Report to Congress, 2009). In 2009, nine FDA scientists 
wrote to President Obama alleging widespread corruption in the agency. 
The FDA retaliated by installing spyware on the scientists’ computers 
(Gøtzsche, 2013, p. 111).

This is not just the appearance of a loss of function in protecting the 
public interest by the FDA’s employees. Since pharmaceutical houses 
began paying for drug reviews, the numbers of black-box warnings and 
drug withdrawals from the market have increased from 21.2% to 26.7%. 
Currently, new drugs stand a 26.7% chance of either receiving a black-
box warning or being withdrawn for safety reasons within 25 years of 
approval (Frank et al., 2014). Cases in which harmful drugs were mar-
keted and resulted in death have been documented. Richard Horton, edi-
tor for the prestigious British journal, The Lancet, characterized the FDA 
as suffering “a fatal erosion of integrity.” Horton (2001) published an edi-
torial in The Lancet with a scathing criticism of the FDA’s handling of a 
drug for irritable bowel syndrome, Glaxo-Welcome’s Lotronex (alosetron 
hydrochloride). Several FDA investigators who raised criticisms of the 
safety of Lotronex were excluded from further discussion on the drug. 
Horton told Reuters (2001, as quoted in Wired), “the FDA is not only com-
promised because it receives so much of its funding from industry but 
because it comes under incredible Congressional pressure to be favor-
able to industry. That has led to deaths.” The case of Lotronex is not an 
isolated case. Steven Nissen, cardiologist at the Cleveland Clinic, tells a 
similar story about Avandia, a drug for type 2 diabetes. In a Democracy 
Now (2012) video about the documentary film Escape Fire, which can be 
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viewed online, Nissen discussed Avandia with Amy Goodman. (Escape 
Fire is about what needs to change in medicine.) GlaxoSmithKline pleaded 
guilty to criminal misconduct for concealing the hazards associated with 
Avandia. Nissen views the FDA as an accomplice in this concealment 
(Herper, 2013).

The FDA is not the only institution compromised by industry fund-
ing. Only 15% of states have a policy banning consultants to industry 
from membership on boards making decisions about drugs for state-run 
Medicaid programs (Nguyen & Bero, 2013).

Where Does the Pharmaceutical Industry Spend Its Money?

As stated previously, only 10% to 15% of the drugs on the market are 
new discoveries (Katzung, 2013). Most are “me-too” drugs, which 
were developed by tweaking a prior chemical already on the market. 
Millions are spent on studies, which Marcia Angell characterizes as mar-
keting devices, to advertise the “me-too” drugs in an attempt to cap-
ture more market share. In drug trials, drugs are often tested against 
placebo rather than against drugs that are already on the market. In a 
study (Antihypertensive and Lipid-Lowering Treatment to Prevent 
Heart Attack Trial [ALLHAT] study) in which various blood pressure 
medications were compared for efficacy, diuretics, the cheapest drugs on 
the market, were found to be superior (Angell, 2004). It is also the case 
that older drugs have the advantage of having Phase 4 information on 
adverse effects.

The pharmaceutical industry also relies on direct marketing to the 
public, which is legal only in New Zealand and the United States (Berndt, 
2007). As previously mentioned, pharmaceutical houses spend 1.5 times 
more of their budget on marketing than on research and development 
(Angell, 2004; Maher, 2006).

Another fact attests to the high cost of drugs not being an inevitable 
result of medical progress. Drug industry profits are among the high-
est of any industry and accounted for $712 billion in 2007 (Katzung, 
2013). Profits in the drug industry are only exceeded by profits in com-
mercial banking and the oil industry (Maher, 2006). In 2002, profits of 
the pharmaceutical houses were higher than all of the other Fortune 
500 industries combined (Angell, 2004; Gøtzsche, 2013).
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Mechanisms for Controlling Medical Practice

The process by which information about drugs is publicized has 
also been criticized (Goldacre, 2012a; Seife, 2012; Whoriskey, 2012). 
Drug companies pay key opinion leaders at medical schools to lec-
ture on their newer products to convince doctors that their patented 
medications are superior. Pharmaceutical houses fund 60% of the 
continuing- education events for practicing doctors (Gøtzsche, 2013). 
Arnold Relman pointed out that half of the members of the body 
making decisions about accrediting continuing-education events 
were connected to the industry (Brody, 2007). Ghostwriting is the term 
for academic physicians allowing their names to be attached to arti-
cles and books written by pharmaceutical houses for large sums of 
money. Ghostwriting is common. Moreover, physicians rely on treat-
ment guidelines developed by panels of experts. Panel experts issu-
ing guidelines are often industry funded (Gøtzsche, 2013).

The FDA requires two positive trials to approve a drug. All of the nega-
tive trials are ignored by the FDA (1998; Gøtzsche, 2013). Pharmaceutical 
houses fund 70% of the drug trials, designing the studies and choosing 
the outcome measures (Mello et al., 2005). In terms of publications, the 
positive studies are published but the negative trials are less often made 
public (Turner, Matthews, Linardatos, Tell, & Rosenthal, 2008). Moreover, 
when a study is conducted by a researcher with financial ties to the 
pharmaceutical house, negative findings are less likely to be reported 
(Friedman & Richter, 2004). Thus, doctors reading medical journals get a 
distorted evaluation of the efficacy of any particular drug. Another indus-
try trick utilized when the planned drug trial yields negative results has 
been to scan the data for a point in time when results favor the drug. The 
time point at which the drug looks like it is effective becomes the end 
point that is published in a journal (Brody, 2007).

All drug trials are now required to be registered before they are con-
ducted so that the chicanery of capitalizing on chance cannot occur. 
According to the FDA Amendments Act of 2007 to the Food and Drug 
Administration Modernization Act of 1997, a summary of results of trials 
is to be provided within a year of completion. Moreover, the International 
Committee of Medical Journal Editors vowed that they would not publish 
studies that had not complied with the registration of their drug trials (Bass, 
2008). However, medical journal editors rarely insist on the observation of 
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these standards (Goldacre, 2012b, 2013). Not only do journals sometimes 
fail to ensure that publications reflect results from the studies as planned, 
but journal editors do not always ensure that article abstracts reflect the 
actual findings from studies (Gøtzsche, 2013). Abramson (2013) discusses 
the fact that the abstracts of articles on drug trials have failed to report 
the more negative details that are buried in the article. Vedula, Li, and 
Dickerson (2013) document the discrepancies between actual study find-
ings on Neurontin (gabapentin, which is a drug for epilepsy and other 
uses) and industry advertisements. The establishment of the Cochrane 
Reviews was an attempt to provide doctors with more honest evaluations 
of the efficacy of particular interventions (Avorn, 2013).

Medical journals are compromised by their financial dependence on 
pharmaceutical houses. Many medical journals rely on advertising reve-
nue from the pharmaceutical industry or large article reprint orders from 
the pharmaceutical houses to cover costs (Gøtzsche, 2013). A study by 
Wilkes, Doblin, and Shapiro (1992) published in Annals of Internal Medicine 

reported that expert panels found many advertisements to be unbalanced 
and misleading. The industry response to the article by Wilkes et al. was 
to pull its advertisements from Annals of Internal Medicine, subsequent to 
which the journal editors resigned (Brody, 2007).

In addition to controlling much of the information that physicians rely 
on, pharmaceutical houses have additional mechanisms for influencing 
physicians. Physicians are bombarded by free gifts from pharmaceutical 
houses. In fact, the Physician Payment Sunshine Act, part of the Patient 
Protection and Affordable Care Act (2010), was passed to limit this prac-
tice. Under this law, pharmaceutical houses must report their gifts to 
physicians (Rodwin, 2013). Pharmaceutical companies and device mak-
ers paid doctors $380 million over a 5-month period in 2013 (Reich, 2014). 
Although doctors may believe that they are not influenced by free gifts, 
they are (Elliott, 2010; Sah & Fugh-Berman, 2013).

Off-Label Promotion

When drug companies suspect that their drug will not prove efficacious 
in a drug trial, they often stop testing and promote “off-label” use of the 
drug. Off-label marketing is illegal, but drug representatives are allowed 
to discuss studies of off-label use with doctors and to respond to a doctor’s 
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questions. Prior to the FDA Amendments Act of 2007, if a company did 
not bring its product to market, the data regarding efficacy were not in 
the public record (Hawthorne, 2005). Title VIII of the FDA Amendments 
Act of 2007 leaves the decision of whether the information is publicly 
available up to the discretion of the NIH.

Physicians are allowed to prescribe any drug on the market to treat 
any condition regardless of whether the drug has been approved by the 
FDA for the particular age group or the particular use. When physicians 
engage in “off-label” prescribing, the physician, rather than the drug 
company, assumes liability for any untoward effects; that is, the physi-
cian and not the company can be sued. In fact, half of all the prescrip-
tions billed to Medicare and Medicaid are for off-label uses (Angell, 2004). 
Off-label use is common in insurance-funded medicine (Mojtabai &  
Olfson, 2010), and in the Veterans Administration (VA) system (Leslie, 
Mohamed, & Rosenheck, 2009).

Drug companies have been sued for off-label promotion of atypi-
cal antipsychotics for the elderly and for small children. When Eliot 
Spitzer was attorney general for the state of New York, his office sued 
GlaxoSmithKline for misleading doctors about the efficacy and safety 
of paroxetine for adolescents. Internal company memos showed that the 
company knew paroxetine was associated with suicidal ideation in con-
trolled studies. (According to Eliot Spitzer, the FDA was also aware [Harris, 
2004].) Moreover, in a ghostwritten publication by psychiatrist Martin 
Keller, the abstract indicated that the drug was effective although the data 
in the article failed to find a difference between placebo and drug. In fact, 
GlaxoSmithKline settled with Spitzer’s office, agreeing to register its tri-
als and paying $2.5 million for repeated and persistent consumer fraud in 
concealing the harms of paroxetine (Bass, 2008; Hawthorne, 2005).

Even for drugs that are on the market, side effects identified during 
a trial of the drug for a new indication are usually not made part of the 
public record unless the drug is finally approved for the new indication. 
Cymbalta, an antidepressant, was tested for urinary incontinence in adults. 
None of the subjects in the urinary incontinence trial was depressed. The 
study was negative for improvement of urinary incontinence but did find 
that Cymbalta was associated with a significant increase in suicide attempt 
rates (400/100,000 on Cymbalta vs. 160/100,000 on placebo). Because the 
Cymbalta was not approved for urinary incontinence, the study’s findings 
were not made public (Gøtzsche, 2013). Recently, however, Cymbalta did 
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get approved for urinary incontinence and Cymbalta now has a warning 
for suicidal ideation in children and adults (Lenzer, 2005).

Psychiatric Medications

Medications for psychiatric disorders are particularly vulnerable to criti-
cism. The drug industry supplies one third of the American Psychiatric 
Association’s budget (Gøtzsche, 2013). Ghostwriting is especially preva-
lent in psychiatry (Leo, Lacasse, & Cimino, 2011). For those issuing treat-
ment guidelines for bipolar disorder, schizophrenia, and depression, 
more than 90% had financial ties to pharmaceutical houses (Cosgrove, 
Bursztajn, Krimsky, Anaya, & Walker, 2009). The reader might wonder, 
given their professional stakes and the professional pride of members 
of the psychiatric profession, how money could play a truly influential 
role. An answer might lie in just what is on offer to those who might be 
vulnerable. The individual compensation packages from the pharmaceu-
tical companies for their top industry consultants and speakers topped 
$550,000. Half of those receiving that level of compensation were psychia-
trists (Weber & Ornstein, 2013).

It should be noted that most psychiatrists are not responsible for 
the current state of affairs. Most are hardworking and well meaning. 
However, as Ben Goldacre (2012a) points out in his TED (technology, edu-
cation, and design) Talk, “What Doctors Don’t Know About the Drugs 
They Prescribe” well-meaning doctors are limited by the information 
that is available to them. Evidence-based practice is based on evidence. 
What can be done when the evidence is tainted?

Antidepressants and antipsychotic drugs are among the highest 
grossing drugs for the pharmaceutical industry (Gøtzsche, 2013). In fact, 
20% of Americans are prescribed psychotropic medications (Friedman, 
2013). In Anatomy of an Epidemic, journalist Robert Whitaker (2010), com-
pared the outcomes for various conditions in the era before psychiatric 
drugs to outcomes after their availability. For all categories of disorder, 
outcomes have deteriorated since the advent of modern treatments. In 
fact, Whitaker argues that the expansion of persons on disability in the 
United States is attributable to drug-induced disability. Marcia Angell 
(2011a, 2011b, 2011c) reviewed Whitaker’s book in The New York Review of 
Books. She did not disagree with Whitaker and, in fact, recognized that 
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diagnosis in psychiatry is much more subjectively based than in other 
areas of medicine. A fierce debate ensued in subsequent issues of the The 
New York Review of Books between Angell and several prominent psychi-
atrists. This was not the first occasion when Marcia Angell was openly 
critical of psychiatry. In her role as an editor of the New England Journal of 
Medicine, Angell (2000) wrote an editorial regarding a major study evalu-
ating antidepressants and talk therapy published by Keller et al. (2000). 
Angell indicated that it was the policy of the journal to publish the ties 
to industry of all authors as well as to have a disinterested party write 
an editorial regarding the findings of major studies. Angell indicated 
that Keller’s ties to pharmaceutical houses were longer than the article. 
Moreover, Angell had to go to Britain to locate a psychiatrist without ties 
to pharmaceutical houses to write the editorial.

Others have also criticized the “psych” medication industry. After 
public outcry on induced suicidal ideation in teens by antidepressants, a 
hearing was held in September of 2004. Even though the FDA informa-
tion was not shared with the members of the FDA panel, black-box warn-
ings were placed on SSRIs for children and young adults (Bass, 2008; 
Hawthorne, 2005).

There have been no useful novel biochemical approaches to psychiatric 
treatment in the last 50 years; new pharmaceuticals have been “me-too” 
chemicals (Friedman, 2013). It is notable that the pharmaceutical houses 
have largely abandoned the search for new psychotropic medications 
(Friedman, 2013). Tom Insel (2011), director of the National Institute of 
Mental Health (NIMH), attributes this departure to “the absence of bio-
markers, the lack of valid diagnostic categories, and our limited under-
standing of the biology of these illnesses.”

Both Panksepp (2004) and Insel (2011) have noted that most psych drugs 
were discovered before any understanding of the physiology involved in 
the behavioral manifestation. According to Panksepp (2004), behavior-
ists went to work for pharmaceutical houses. Inspired by B. F. Skinner, 
the emphasis was on behavior and not what was happening inside the 
“black box” of the brain. The behaviorists screened molecules for their 
impact on behavior with little regard for examining the pathway in the 
brain explaining how the molecule altered overt behavior. Drugs were 
often discovered through serendipity. For example, people noticed that 
chlorpromazine (Thorazine) produced a calming effect on animals and it 
had been used to sedate individuals for surgery. It was therefore tried out 
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for its impact on the agitation of psychosis. John Cade noted that lithium 
seemed to decrease aggression and excitement in animals. It was given to 
those with mania. MAOIs, used to treat tuberculosis, seemed to energize 
patients; hence, it was adapted for the treatment of depression. Insel (2014) 
characterizes the pharmaceutical industry’s approach to psychiatric medi-
cations in the following way, “We’ve studied drugs, not disorders—if you 
throw something at the wall, and the P is less than 0.05, you win.”

The NIMH has instituted new policies for receipt of funding for testing 
new drugs. The NIMH is pledged to limit funding of drug trials to those 
occasions when there is a rationale for how the drug targets a basic physi-
ological pathway assumed to give rise to the disorder (Reardon, 2014). 
The NIMH also has committed itself to observing the rules on the regis-
tration of drug trials.

THE ROLE OF BEHAVIORAL HEALTH CLINICIANS  
WITH REGARD TO PHARMACEUTICALS

Bentley and Walsh’s (2013) The Social Worker and Psychotropic Medication 
and Dziegielewski’s (2009) Social Work Practice and Psychopharmacology: A 
Person-in-Environment Approach are texts written to prepare behavioral 
health clinicians to work with medications. The aforementioned texts 
were written primarily for social workers working with persons receiving 
services for the chronically mentally ill. In working with those deemed to 
be chronically mental ill, behavioral health clinicians may have respon-
sibilities for monitoring side effects of pharmaceuticals. Additionally, 
master’s-level behavioral health clinicians are often hired to provide psy-
choeducation for those with chronic mental illness and their family mem-
bers. Psychoeducation consists of encouraging compliance with physician 
recommendations and providing rationales for medication compliance.

In their books, Bentley, Walsh, and Dziegielewski have been favorable to 
the expansion of social work roles. In some states, clinical psychologists with 
additional training have acquired prescription privileges. Dziegielewski 
advocates for social workers seeking these privileges as well.

In this section, some caveats in taking on responsibilities for monitor-
ing side effects are provided. The last segment of this section considers 
issues that arise for behavioral health clinicians who work independently, 
as occurs in private practice settings. In these settings, behavioral health 
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clinicians do not have specific obligations with regard to medications. 
However, they do have responsibility for securing informed consent for 
whatever treatment they intend to provide. In this section, obligations for 
discussing medications in the context of securing informed consent are 
considered as well as the issue of what nonmedical professionals can say 
with regard to medications.

Obligations in Assuming Responsibilities  
for Monitoring Side Effects

When a profession assumes responsibility for medications, not only is 
the prescribing physician named in the lawsuit but others with respon-
sibility (e.g., the pharmacist and the nurse) can also be sued (Littrell & 
Ashford, 1995). The responsibility for monitoring side effects is heavy. 
The range of adverse events that regularly occur with prescription drugs 
is far-reaching. Psychiatric drugs are responsible for 9.6% of medication 
adverse drug events seen in emergency rooms (Hampton, Daubresse, 
Chang, Alexander, & Budnitz, 2014). When I worked in the Alcohol and 
Drug Dependency department at a health maintenance organization, 
sometimes alcoholics were prescribed the more fast-acting MAOI anti-
depressants to treat their depression. Recovering alcoholics do relapse. 
Drinking on an MAOI can result in stroke. Antidepressants can result in 
orthostatic hypotension, that is, dizziness that occurs if someone stands 
up too quickly. This is a particular problem in the elderly. SSRI antide-
pressants can induce serotonin syndrome, which is rare but serious. The 
serotonin syndrome includes delirium, muscle convulsions, and can be 
lethal. Antipsychotics can induce neuromalignant syndrome, which is 
also rare, but equally serious. Neuromalignant syndrome is associated 
with muscle convulsions, high temperature, delirium, and death. SSRIs 
have black-box warnings for suicidal ideation in teens and young adults. 
The antipsychotic drugs can induce irreversible tardive dyskinesia, a 
severe movement disorder. Trazodone (Desyrel, an antidepressant) can 
result in an erection of extended duration, for which surgical intervention 
may be necessary. Antipsychotic drugs interfere with the body’s ability to 
regulate temperature and, given physical exertion or high ambient tem-
peratures, heat stroke can occur (Charder & Knoll, 2014). None of these 
possible occurrences are trivial. Taking responsibility for monitoring side 
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effects may entail the obligation for noticing these occurrences before it is 
too late to prevent irreversible damage.

Although few behavioral health clinicians have been involved in litiga-
tion regarding adverse medication reactions, it has occurred. In his blog 
“ ‘I Was Just Following Orders’: a Seroquel Suicide, a Study Coordinator, 
and a ‘Corrective Action’ ” on November 12, 2012, on the Mad in America 
website (www.madinamerica.com), Carl Elliott discusses the legal pro-
ceedings against social worker Jean Kenny. Kenny was the study coordi-
nator for the Cancer, Lifestyle & Evaluation of Risk (CLEAR) study and 
the CATIE study at the University of Minnesota. Kenny’s job included 
obtaining informed consent, administering prescription drugs, monitor-
ing side effects, and making judgments about akathisia (movement prob-
lem induced by antipsychotic medication). Dan Markingson was enrolled 
in the trial evaluating an antipsychotic medication, perhaps without hav-
ing consented. Markingson’s mother made many calls to Kenny report-
ing that her son was deteriorating. Eventually, Markingson did commit 
suicide in a particularly gruesome way. Markingson’s mother sued the 
university and later made complaints to the board about Jean Kenny. The 
board took corrective action against Kenny requiring her to take 18 hours 
worth of continuing education. The case illustrates the liability that tak-
ing responsibility for the impact of medications confers.

Clinicians Functioning Independently

Many mental health clinicians are therapists. Often they function inde-
pendently without being members of a team, which would systematically 
review how clients are progressing. In 1994, José Ashford and I conducted 
a study in which fieldwork supervisors were the research participants 
(Littrell & Ashford, 1994). (Fieldwork supervisors provide instructions to 
social work students in internship settings.) We provided scenarios of a 
man and his wife who sought counseling for marital problems. In the sce-
nario, a description of the husband portrayed many symptoms of depres-
sion. We varied the setting in which the couple was seen: using either 
a family service agency or a community mental health center. We asked 
fieldwork supervisors whether they would consider the possibility of a 
referral for medication. What our results showed was that the setting in 
which the client was seen had an impact on what clinicians said they would 

http://www.madinamerica.com
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do. If the man was seen in a community mental health center, he would be 
referred. If he was seen in a family service agency, fieldwork supervisors 
were less likely to say they would raise the medication issue. Our study 
suggested that the setting determined what the fieldwork supervisors 
construed to be their responsibilities. The study raises an issue regard-
ing the absence of clarity on whether a profession has a responsibility for 
assessing International Classification of Diseases-10 (ICD-10) (WHO, 2015) 
criteria and assuming the responsibilities of a mental health professional 
in the diverse settings in which they might be working.

Informed-Consent Duties of Clinicians  
in Clear Mental Health Professional Roles

According to Appelbaum, Lidz, and Meisel (1987), lawyers with expertise 
in mental health law, informed-consent statutes have been passed in almost 
all states. Colorado, Ohio, and Washington have passed informed-consent 
legislation for mental health counselors (Handelsman, 2001). Informed 
consent requires that clinicians inform clients of the risk and benefits asso-
ciated with proposed treatments as well as the risk and benefits of proce-
dures for particular conditions that the clinician does not intend to provide. 
Assuming that informed-consent statutes extend to all mental health clini-
cians, behavioral health clinicians may be bound by the same standards.

The case of Osheroff versus Chestnut Lodge may have precedent-setting 
implications regarding the duty to discuss medication options for various 
ICD-10 conditions. Chestnut Lodge was a residential treatment center 
known for its psychoanalytic approach. Chestnut Lodge treated Osheroff 
with talk therapy for his depression. When he failed to improve, Osheroff 
sued Chestnut Lodge for failure to provide the option of medication. The 
case was settled out of court. Although a precedent was not established, the 
imperative of exploring a range of options with clients is consistent with 
most mental health professional codes of ethics. Thus, if a client clearly 
meets criteria for an ICD-10 disorder, a discussion regarding a medication 
option should occur and be documented (Littrell & Ashford, 1995).

With regard to informed consent, written agreements are now pre-
ferred, with a copy of the agreement provided to the client (Bennett, 
Wise, Johnson-Greene, & Bucky, 2007; Littrell & Ashford, 1995). The writ-
ten agreement should inform the client of avenues available to redress 
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concerns about the therapist. The document should be written at a level 
consistent with the client’s level of educational attainment (Welfel, 2012).

What Can Nonmedical Clinicians Say About Medications?

Informing of a medication option is advisable when a client clearly meets 
criteria for an ICD-10 disorder. In the context of considering options for 
a client who is not currently taking medication, the nonmedical clinician 
can provide information. However, the information should be current 
and accurate. Clinicians who regularly have such conversations with cli-
ents about medications should probably have references ready to support 
whatever information they offer. Conversations should be documented 
along with the client’s decision.

With regard to clients who are on medication, the issue of what non-
physicians can say has arisen. Tuma was a nurse working with can-
cer patients. After Tuma advised a particular patient on the benefits of 
Laetrile, the attending physician contacted the nursing board asserting 
that the nurse had acted improperly. The nursing board tried to revoke 
Tuma’s license, but Tuma appealed. The administrative law judge ruled 
for Tuma, indicating that the nursing board had the prerogative to estab-
lish whatever rules the board deemed appropriate, however, it violated 
the due process to punish someone for breaking a rule that was never 
stated. Since the Tuma case, rather than nonphysicians being further con-
strained regarding what they can say about medications, job descriptions 
with respect to medications for nonphysicians have expanded. In the 
courts, the duty to catch medication errors has been imposed on phar-
macists. Nurse practitioners and psychologists have prescription privi-
leges in many states. However, discussion about the actions of another 
profession’s treatment of a client is a gray area without many legal prec-
edents (Littrell & Ashford, 1995). Professional codes, except for comments 
on promoting harmonious collegial relationships, are vague (Ingersoll, 
2001). State licensing statutes should certainly be consulted.

It is unwise to encourage clients to quit taking their medication. As 
discussed in subsequent chapters, all psychotropic medications have rela-
tively severe withdrawal symptoms. Withdrawal from benzodiazepines 
can even be lethal. Antipsychotic medications create receptor sensitivity to 
dopamine and induce expression of greater numbers of receptors. When 
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the medication is abruptly withdrawn, psychosis might emerge in persons 
who were taking antipsychotics for treatment of a nonpsychotic condi-
tion. Antidepressant medication withdrawal is rather severe. Thus, clients 
should be warned about abrupt discontinuation of any medication.

Recent evidence suggests that in only a very small minority of cases 
do physicians discuss potential adverse effects of antidepressants with 
clients (Gopal et al., 2012). (Side effects of various medications are covered 
throughout this book.) Clients who are currently on medication may be 
experiencing side effects that they are misattributing. It may be helpful 
to inform clients regarding which symptoms may be side effects of their 
drugs. Providing general information about a drug does not constitute 
practicing medicine. Encouraging clients to inform their physicians about 
side effects is good practice. Encouraging clients to inform physicians 
about any supplements they are taking is good practice as supplements 
may be contraindicated with particular medications (Ingersoll, 2001). 
Helping clients who are dissatisfied with the approach of their physicians 
to find another doctor is an alternative.

WEBSITES FOR INFORMATION REGARDING DRUGS

EROWID.org provides useful information on street drugs and pharmaceutics.
The U.S. FDA website drugs@FDA has a link to “dailymeds” another FDA website.
The NIMH website www.nimh.nih.gov/health/publications/mental-health-

medications/index.shtml lists side effects and black-box warnings.
US.DoJ.gov gives Drug Enforcement Administration (DEA) information on street 

drugs. http://www.dea.gov/index.shtml
Agency for Healthcare Research and Quality National Guideline Clearing 

House: www.healthfinder.gov
National Institute on Drug Abuse: www.drugabuse.gov
Pharmedout.org
An online version of the Physicians’ Desk Reference can be found at www.pdr.net
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4

This chapter covers major depression. It begins with a discussion of the 
syndrome of depression as defined by criteria in the various versions of the 
Diagnostic and Statistical Manuals (DSMs) issued before the newly minted 
DSM-5 (American Psychiatric Association [APA], 2013). The prevalence in 
time and across national boundaries will be considered. The role of events 
and genetics in bringing on depression is discussed. The link between 
depressive behaviors and systemic inflammation is considered. The efficacy, 
rationale, and side effects for various treatments are reviewed. A discussion 
about possible causes of the increasing rates of persons meeting the criteria 
for depression in the Western world is left for the final chapter of this book.

THE SYNDROME OF DEPRESSIVE BEHAVIORS

Major depression is a disorder that primarily relies on the subjective char-
acterization by the client of his or her own behavior. The syndrome requires 
a self-report of negative mood, absence of enjoyment (anhedonia), lack of 
energy, thoughts of worthlessness or guilt, recurrent thoughts of death, and 
inability to concentrate. Several of the behaviors contributing to the crite-
ria for a diagnosis of depression can be assessed through observation by 
another person: motoric agitation or motoric retardation, change in appe-
tite, and change in sleeping. Ninety percent of those with depression are 
also anxious (Ressler & Mayberg, 2007).

Prevalence Over Time and Cultures

The lifetime probability of ever meeting the DSM criteria for depression 
is 25% for women in the United States and 7% to 12% for men in the 
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United States (Ressler & Mayberg, 2007). The rates of depression have 
increased steadily across the decades in the United States (Lambert, 
2006). If you were a male born around the turn of the 20th century, you 
had a 1% probability of becoming depressed, whereas if you were born 
after 1960, your rate rises to 9% to 10%. If you were a female born around 
the turn of the 20th century, your rate of depression was 2%, whereas 
later rates rise to 25% (Klerman & Weissman, 1989; Wickramaratne, 
Weissman, Leaf, & Holford, 1989). Although the rates of depression have 
increased across cohorts born after World War II, suicide rates for men 
have remained relatively constant between 1940 and the 1980s (Maris, 
Berman, & Silverman, 2000). The rates of depression are particularly high 
in the United States and Europe as contrasted with developing countries. 
In China and Taiwan, less than 1% of persons ever suffer a mood disorder 
(Parker, Gladstone, & Chee, 2001). In Africa and in Mexico, the rates are 
low (Grant et al., 2004; Rook & Lowry, 2008).

Approximately, 88.1% of depressive episodes, whether a first or subse-
quent episode, occur in response to a life event (Keller, Neale, & Kendler, 
2007). The onset of the first episode of major depression is preceded by 
the occurrence of a stressful life event in 70% to 82% of cases (Keller 
et al., 2007; Slavich, Monroe, & Gotlib, 2011; Slavich, O’Donovan, Epel, &  
Kemeny, 2010). Interpersonal loss is the most frequent type of stress asso-
ciated with emergent depression, particularly when the loss involves 
rejection by another (Slavich, Thornton, Torres, Monroe, & Gotlib, 2009; 
Slavich et al., 2010, 2011). Those who have experienced early parental 
loss are more likely to become depressed after a stressor (Slavich et al., 
2011). Clarifying the relationship between type of stressors and specific 
symptoms, Kendler, Hettema, Butera, Gardner, and Prescott (2003), in a 
sample of 7,322 individuals, found that events involving humiliation and 
loss were more likely to precipitate depression, whereas events associated 
with danger and loss were precipitants to anxiety.

FINDINGS IN THOSE WITH MAJOR DEPRESSION

Brain Imaging and EEG Findings

In imaging studies, those with depression display greater activity in 
those brain areas associated with conflict monitoring, such as the anterior 
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cingulate gyrus (Davidson, Pizzagalli, Nitschke, & Putnam, 2002). Those 
with both depression and anxiety display increased activation of the 
amygdala in response to unpleasant imagery (Treadway & Zald, 2011). 
They display stronger activation of the anterior insular cortex and the sub-
genual anterior cingulate (Johansen-Berg et al., 2008; Ressler & Mayberg, 
2007), two additional areas associated with conflict monitoring.

In depressed individuals, brain areas associated with response to 
reward and motivated behavior, which are strongly innervated by dop-
amine, tend to show lesser levels of activation. Brain imaging work finds 
lower levels of activation in both the ventral striatum and the orbitofron-
tal cortex (Der-Avakian & Markou, 2012). In response to rewarding stim-
uli, those with depression also fail to show strongly enhanced activity 
in the nucleus accumbens (Pizzagalli et al., 2009). Consistent with lower 
dopamine tone, those with depression have lower levels of dopamine 
metabolites in the cerebrospinal fluid (CSF; Dunlop & Nemeroff, 2007).

In Chapter 2, the habenula’s role in learned helplessness was reviewed. 
After exposure to uncontrollable shock, the habenula activates the raphe 
to increase anxiety and inactivates appetitive structures (the ventral teg-
mental area and the nucleus accumbens). In fact, greater activity in the 
habenula has been noted in persons with depression and in healthy peo-
ple receiving failure feedback (Hikosaka, 2010, 2011). Fritz Henn (Forgeard 
et al., 2011) has noted that rats bred for susceptibility toward learned help-
less induction show enhanced activation of the lateral habenula.

In Chapter 2, Davidson’s theory regarding the behavioral activation/
approach system versus the behavioral inhibition/withdrawal system 
was reviewed. In fact, greater activity on the left cortex of the brain is asso-
ciated with greater blood flow to the ventral striatum (where the nucleus 
accumbens is located; Davidson & Irwin, 1999). Davidson’s theories con-
cerning greater activity on the right side of the cortex versus the left side 
have been borne out. Those with depression do show more right-side 
versus left-side activity on EEG measurements, which is consistent with 
findings from glucose utilization and blood flow studies (Tomarken &  
Keener, 1998). Moreover, the children of depressed parents, who are 
not currently depressed, also show lower levels of activation in the left 
 prefrontal cortex (PFC) (Tomakren & Keener, 1998).

There is reason to suspect that activity in the alarm or conflict manage-
ment areas and the dopamine behavioral-activation-system regions may 
be related. Diffusion tensor imaging is a brain imaging technique that 
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allows researchers to see the density of axon fibers connecting one area 
of the brain to another. This imaging work established that the subgen-
ual anterior cingulate cortex (ACC) is strongly connected to the nucleus 
accumbens (associated with more active behavior), as well as other struc-
tures involved in mediating anxiety (the amygdala, the hypothalamus; 
Johansen-Berg et al., 2008). Helen Mayberg has used electrical stimula-
tion of Brodmann’s area 25 (the subgenual anterior cingulate) to turn off 
activity in this conflict-monitoring area. After brain regions associated 
with conflict-monitoring are turned off, people reported that “the curtain 
has lifted.” The appetitive or approach system comes online with more 
activity in the nucleus accumbens. Rather than reporting euphoria, they 
want to engage with their environment. For example, one man said he felt 
like cleaning out the garage (Mayberg, 2007).

Hormonal Findings

Across studies, between 50% and 70% of depressed individuals display 
elevations in cortisol, the stress hormone (M. B. Müller & Holsboer, 2006; 
Pace & Miller, 2009). Persons with depression are also likely to be dexam-
ethasone nonsuppressors (see Chapter 2, section on hormonal activity, 
for explanation), and they more often fail to show the expected fluctua-
tions in cortisol release associated with circadian rhythms (Dunlop & 
Nemeroff, 2007). Oxytocin levels also tend to be lower in those with 
depression (Yuen et al., 2014).

Thinking Styles

Depression has been characterized by Aaron Beck as a pessimistic view 
of the self, the world, and the future. Research suggests that depressed 
individuals do exhibit negative automatic thoughts (Forgeard et al., 
2011). Depressed individuals view negative events as more likely to 
occur and they are more likely to blame themselves for these events 
(Forgeard et al., 2011). They attend to negative stimuli and recall negative 
stimuli to a greater extent than do persons without depression (Gotlib 
& Joormann, 2010). Susan Nolen-Hoeksema (E. R. Watkins & Nolen-
Hoeksema, 2014) has argued that persons with depression ruminate 
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about negative events. When they have a stressful day, they ask them-
selves “why does this happen to me?” and “how long will this last?” 
In contrast, those who are not depressed are more likely to engage in 
physical activity after a stressful day.

Emotional Control or Regulation

Gotlib and Joormann (2010) place emphasis on an inability to regulate 
emotion in the development of a depressed mood. They showed that per-
sons with depression are less adept at focusing on a target and ignoring 
distracting negative stimuli. Task performance of those with depression 
is particularly impaired after commission of a mistake (Pizzagalli, 2011). 
Sheline et al. (2009) showed that depressed people were unable to down-
regulate activity in the alarm area (anterior cingulate) when asked to 
reappraise negative imagery.

Emotional control refers not only to the capacity for inhibiting atten-
tion to negative stimuli but also the capacity to sustain positive focus. 
Tomarken and Keener (1998) have questioned whether those with 
depression have difficulty sustaining positive affect. A number of 
studies offer data consistent with an inability to sustain positive emo-
tions. Heller et al. (2009) compared the responses in persons instructed 
to enhance, suppress, or attend to positive and negative stimuli over 
a 37-minute time period. Although there were no differences initially 
in activity in the nucleus accumbens between depressed and nonde-
pressed individuals to the positive imagery in the enhance condition, 
during the latter half of the time period, the depressed individuals 
could not sustain the activity in the nucleus accumbens to the posi-
tive imagery; those without depression could sustain activity in the 
nucleus accumbens.

The idea that depressed individuals have problems with emotional 
regulation is also consistent with findings from examination of the startle 
response. A startle response to an aversive noise is modulated by a prior 
presentation of positive or negative images. In nondepressed individuals, 
startle reflex is attenuated by positive imagery and enhanced by nega-
tive imagery. Dichter, Tomarken, Shelton, and Sutton (2004) showed that 
depressed individuals were unaffected by the pictures. On first view-
ing neutral images, they startled as readily to the aversive noise as the 
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controls viewing the negative pictures. However, the startle response of 
depressed individuals was not diminished by the positive imagery. Thus, 
prior context did not alter the startle response of the depressed persons.

In Chapter 2, in the section on regulation of impulses, motor activity, 
and emotions, the areas of the brain involved in restraining impulses, 
delaying a prepotent response, restraining the amygdala after extinction, 
and regulating mood were reviewed. These areas include the dorsolat-
eral PFC and the ventromedial PFC (Hartley & Phelps, 2010). There are 
findings with regard to these structures in persons with depression. In 
fact, those with depression show less activity in the dorsolateral PFC and 
dorsomedial PFC (Davidson et al., 2002). Those with depression, when 
asked to inhibit negative affect in response to negative imagery, show less 
activation of the left ventral lateral PFC and less diminution in amygdala 
activity (Johnstone, van Reekum, Urry, Kalin, & Davidson, 2007). Heart 
rate variability (HRV; vagal tone) is associated with better capacity to reg-
ulate behavior (see Chapter 8 and Chapter 2, section on polyvagal theory). 
Depressed persons exhibit lower levels of HRV (Chang et al., 2013; Kemp, 
Quintana, Felmingham, Matthews, & Jelinek, 2012).

Brain-Derived Neurotrophic Factor

Stressed animals exhibit low levels of brain-derived neurotrophic fac-
tor (BDNF) in the hippocampus (Lakshminarasimhan & Chattarji, 2012).  
There has been speculation that BDNF might play a causal role in cre-
ating symptoms of depression (Sheline, 2000). However, the story on 
BDNF is brain-region specific. In the nucleus accumbens, BDNF levels 
are increased by stress and depressed persons exhibit more BDNF in this 
brain area (Feder, Nestler, & Charney, 2009).

THEORIES

Learned Helplessness

In the 1970s, the learned-helplessness paradigm was introduced. Maier, 
Overmier, and Seligman exposed animals to uncontrollable shock. 
Control-group animals received the same level of shock as the animals 
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that could not influence their fate; however, the control-group animals 
were able to escape their shock by pressing a lever. Both groups of rodents 
exhibited raised levels of cortisol. However, when an opportunity was later 
provided to escape an aversive stimulus, the learned-helplessness animals 
were passive. They also exhibited less activity on a forced-swim task.

As discussed in Chapter 2, the brain circuitry resulting in learned-
helpless behavior has been identified. Uncontrollability of the shock is 
detected by the lateral habenula. The lateral habenula projects to the cau-
dal dorsal raphe nucleus, which in turn projects to the amygdala to ini-
tiate anxiety-associated behaviors. The lateral habenula also projects to 
the ventral tegmental area (VTA) to inhibit cells in this area that project 
to the nucleus accumbens. The net result is lowered release of dopamine 
from the neurons in the VTA to the nucleus accumbens (Balcita-Pedicino, 
Omelchenko, Bell, & Sesack, 2011; Friedman et al., 2011; Omelchenko, 
Bell, & Sesack, 2009). Although the loss of dopamine is not a loss of plea-
sure per se, it does mean a loss of interest in and a loss of motivation for 
responding to both positive and negative stimuli. Thus, there will be a 
failure of activation of the ventral striatum (the projection area of the VTA)  
in response to rewards. Moreover, an inability to mount an enthusiastic 
response is observed (Der-Avakian & Markou, 2012; Treadway, Bossaller, 
Shelton, & Zald, 2012).

The lateral habenula is in the area of the brain that sets up circadian 
rhythms and sleep–wake cycles. The increased activity in the habenula 
may explain the sleep disruption that is frequently seen in those with 
depression (Aizawa, Cui, Tanaka, & Okamoto, 2013).

Inflammation

Manipulated Variable Research in Animals

Researchers have shown that exposure to uncontrollable shock will also 
increase the level of interleukin-1β (IL-1β), an inflammatory cytokine in 
the brain (Maier & Watkins, 1998). When an antagonist to IL-1β is placed 
into the hippocampi of the animals exposed to uncontrollable shock, the 
depressive behaviors (loss of exploration of novel stimuli, less moving 
around, and less drinking of sugar water) disappear. This finding sug-
gested that inflammatory molecules in brain play a causal role in creating 
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the depressive profile. Maier et al. also tested whether inflammation 
attributable to a response to a pathogen would also result in depressive 
behavior. They placed part of the cell wall of a bacterium, lipopolysaccha-
ride (LPS), into the paw of the animal. This procedure raised the level of 
inflammatory cytokine in blood in peripheral regions. Subsequently, this 
led to more IL-1β in the brain. The animal exhibited depressive behaviors. 
Again, when an antagonist for IL-1β was placed into the hippocampus, 
the depressive behaviors disappeared (Maier & Watkins, 1998).

Others have manipulated peripheral inflammation either with LPS (the 
wall of a bacterium) or administration of an inflammatory cytokine. In ani-
mal work, after administration of LPS or administration of cytokines, inflam-
matory cytokines increase in the brain and the animal loses preference for 
formerly preferred foods and exhibits more social avoidance, less explo-
ration, an increase in cortisol levels, and an increase in body temperature 
(Dantzer, O’Connor, Lawson, & Kelley, 2011; Nadjar, Bluthé, May, Dantzer, 
& Parnet, 2005). In terms of brain responsivity, the animals are less willing 
to work to apply electrical stimulation in areas associated with dopamine 
release (Borowski, Kokkinidis, Merali, & Anisman, 1998), and increased lev-
els of activation in the bed nucleus of the stria terminalis in the amygdala 
(the anxiety region) are noted (Engler et al., 2011; Frenois et al., 2007).

Manipulated Variable Research in Humans

Findings from human work, in which inflammation is induced in the 
periphery, find both lower response in reward areas and stronger response 
in distress areas. The way in which peripheral inflammation is created has 
varied across studies. Eisenberger et al. (2011) noted that following LPS 
administration in the periphery, people displayed less activation in the 
ventral striatal area (where the nucleus accumbens is located) in response 
to monetary reward. In those females administered LPS in the periphery, 
greater activation of the dorsal anterior cingulate cortex (dACC;  an alarm 
center) was found in response to social exclusion (Eisenberger, Inagaki, 
Rameson, Marshal, & Irwin, 2009) and higher activation was noted in the 
amygdala in response to fearful faces (Inagaki, Muscatell, Irwin, Cole, & 
Eisenberger, 2012). Harrison et al. inoculated research participants with 
nonharmful bacterial proteins to induce systemic inflammation. As pre-
dicted, the inoculated research participants displayed activation in the 
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ACC (Harrison et al., 2009). Inoculation with interferon-α (IFN-α), an 
inflammatory cytokine, is used to treat melanoma and hepatitis C. Patients 
treated with IFN-α show activation in the dorsal ACC (Capuron et al., 2005). 
Capuron et al. (2012) also noted less activity in the nucleus accumbens 
and other brain structures activated by dopamine after IFN-α treatment. 
In fact, the images looked almost identical to the images from Parkinson 
patients whose dopamine neurons die and who as a group show elevations 
in depressive symptoms (Miller, Haroon, Raison, & Felger, 2013).

Correlational Research in Depressed Persons

Many investigators have found that inflammatory markers are elevated 
in the blood of those with depression and anxiety. Elevated levels of 
interleukin 6 (IL-6), tumor necrosis factor alpha (TNF-α), C-reactive pro-
tein (CRP), intercellular adhesion molecule-1 (ICAM-1), and monocyte 
chemoattractant protein-1 (MCP-1)   have been noted (Dowlati et al., 2010; 
Howren, Lamkin, & Suls, 2009; Rajagopalan et al., 2001; Raison, Capuron, 
& Miller, 2006; Schiepers. Wichers, & Maes, 2005; Zorrilla et al., 2001). 
There are false negatives as well, suggesting that depression is not always 
associated with inflammation (Musselman et al., 2001). However, the 
level of inflammatory cytokines does predict failure to respond to anti-
depressant medications (O’Brien, Scully, Fitzgerald, Scott, & Dinan, 2007; 
Yoshimura et al., 2009).

Stress and Inflammation

Researchers have also subjected study participants to stressful conditions, 
such as the Trier Social Stress Test. In this paradigm, research partici-
pants are assigned to give a speech about a painful subject (e.g., your most 
embarrassing moment) to a scowling audience. This procedure results 
in elevations in IL-6, with those who were already depressed exhibiting 
greater elevations in IL-6 (Pace et al., 2006). Other paradigms have been 
used to assess the link between stress and inflammation. In response to 
social rejection or a laboratory stressor, levels of inflammatory cytokines 
increase, which correlate with activation in the dorsal anterior cingulate  
cortex (Slavich, Way, Eisenberger, & Taylor, 2010).
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Correlational findings are also available for persons undergoing par-
ticular types of stressors. Cole et al. (2007) examined levels of a transcrip-
tion factor for inflammatory cytokines (nuclear factor-κB [NF-κB]). Cole 
et al. found that levels are elevated in lonely people. The spouses of per-
sons with Alzheimer’s disease have elevated IL-6 levels (Kiecolt-Glaser 
et al., 2003; von Känel et al., 2006). Those who are under stress in the work 
environment exhibit elevations in ICAM-1, inflammatory cyto kines, and 
fibrinogen (a factor that will facilitate blood clotting; Hong, Nelesen, 
Krohn, Mills, & Dimsdale, 2006; Ramachandruni, Handberg, & Sheps, 
2004; Steptoe et al., 2003; von Känel, Mills, Fainman, & Dimsdale, 2001). 
Slavich et al. (2010) noted that those with higher levels of TNF-α at base-
line exhibited stronger activation of the dorsal anterior cingulate cortex 
in response to social rejection.

Anti-Inflammation Factors and the Hygiene Hypothesis

The studies in which inflammatory cytokines are increased either by a 
psychological stressor or by introducing a pathogen suggest that inflam-
mation is a proximal cause of depression. The discussion has focused 
on inflammatory cytokines. However, the leukocytes also produce anti-
inflammatory cytokines, such as interleukin 10 (IL-10) and transform-
ing growth factor beta (TGF-β), following the clearance of a pathogen. 
Correlational findings suggest that depressed people also have lower lev-
els of IL-10 along with their higher levels of inflammatory cytokines (Li 
et al., 2010).

The hygiene hypothesis has been proposed to explain why persons in 
developed countries have higher levels of depression, anxiety, inflam-
matory bowel disease, and asthma. Given environments where there is 
much exposure early in life to bacteria, such as Mycobacterium vaccae from 
animal feces, relatively high levels of IL-10 are induced. The elevations in 
anti-inflammatory cytokines will create resilience to the impact of later 
environmental stressors (Rook & Lowry, 2008, 2009).

Brain Mechanisms

The pathways through which brain inflammation and elevated cytokines 
can change behavior are beginning to be elucidated. Some new chemicals, 
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neutrophil gelatinase-associated lipocalin (NGAL) and orexin, not previ-
ously introduced in this book may be relevant. Both NGAL and orexin 
may be proximal causes. NGAL is increased with inflammation and is rel-
evant for hippocampal signaling (Naudé et al., 2014). Orexin is decreased 
with inflammation and is relevant for activation of appetitive structures 
(VTA and nucleus accumbens; Weymann, Wood, Zhu, & Marks, 2014). 
When inflammatory cytokines increase in the brain, the activity of the 
habenula is increased (Hikosaka, 2011). As previously discussed, habe-
nula activity is increased in learned helplessness. Future work will no 
doubt provide greater specificity regarding the pathways through which 
inflammation influences behavior.

Heritability

Heritability for major depression is about 31% to 42% (Dunlop & Nemeroff, 
2007). Alleles for proteins in the dopamine pathways do predispose 
for depression (Dunlop & Nemeroff, 2007). However, the most heavily 
studied allele for depression is the short promoter allele for the gene for 
making the serotonin transporter. The short transporter predisposes to 
depression. With the short transporter, lesser amounts of the serotonin 
transporter are produced. Presumably, serotonin remains in the syn-
apse cleft for a longer period of time. In persons without a mood disor-
der, those with a short transporter display stronger amygdala response 
to frightening images (Hariri et al., 2002). In addition, those with short 
transporters display lower volume in brain areas that regulate emotions 
(Pezawas et al., 2005). Those with two short transporter alleles exhibit 
greater cortisol spikes following a stressor (Gotlib, Joormann, Minor, & 
Hallmayer, 2008). Those with a short transporter are also more likely to 
become depressed, given treatment with IFN-α (a cytokine used to treat-
ment melanoma and hepatitis C; Miller et al., 2013).

Although most of the heritability studies have examined how those 
with the short transporter respond to negative stimuli, Way and Taylor 
(2010) examined response to positive stimuli. Those with the short trans-
porter are more responsive to positive events. Indeed, Robert Levenson 
(reported in APA Monitor by Sleek, 2014) found that those with the short 
promoter for serotonin transporter were less happy in turbulent relation-
ships but more happy than others in nurturing relationships. Thus, the 



154 neuroscience for psychologists and other mental health professionals

allele for the short promoter seems to convey greater responsivity to the 
environment, rather than depression under all conditions.

Current research suggests that it is a genetic and environmental interac-
tion that raises the risk for depression. Researchers often find that partic-
ular alleles only predispose to depression given a stressful environment. 
Uher et al. (2011) found that the short serotonin transporter only leads 
to depression given a stressful childhood environment. Moreover, social 
support can ameliorate the risk of increased depression of those with 
both the genetic predisposition and childhood maltreatment (Kaufman 
et al., 2004). Another genetic variation, which can predispose to depres-
sion given a bad early home environment, is the G allele for the oxytocin 
receptor. However, if an individual with one or two copies of the G allele 
has a happy childhood home environment, then the person rates higher 
on empathy, optimism, and trust (McQuaid, McInnis, Stead, Matheson, & 
Anisman, 2013). Again, the outcomes for various alleles, which increase 
the risk for depression, are heavily influenced by the environment. Given 
a supportive environment, risk alleles can promote positive outcomes.

DRUG TREATMENT

Presently, 11% of the population of the United States older than 12 years 
is taking an antidepressant. Of this 11%, 60% have been taking the anti-
depressant for more than 2 years and 14% have been taking the drug for 
more than a decade (Pratt, Brody, & Gu, 2011). Because many people are 
taking these drugs for decades, both the short-term and the long-term 
efficacy, as well as the side effects of these drugs, should be considered.

Efficacy

The predrug-era literature suggests that an untreated episode of depres-
sion will last on average about 2 to 6 months. Sixty-seven percent of 
patients will have recovered by 6 months and 89% will have recovered 
by the second year (Beck, 1967; Klein, Gittelman, Quitkin, & Rifkin, 1980; 
Lehman, 1983; Posternak & Miller, 2001; Posternak et al., 2006). Thus, the 
rates of spontaneous remission are high.

Typically, drug trials are conducted for an 8-week period (Thase et 
al., 2005). At 8 weeks, the average difference on a Hamilton Depression  
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Rating Scale (customary outcome measure) between the treatment group 
and placebo control is 1.8 points out of 56 (Kirsch, 2010). At 8 weeks, about 
two thirds of patients on the drug achieve a 50% reduction in symptoms, 
and about 33% to 40% achieve recovery such that they are no longer scor-
ing in the depressed range (Nemeroff, 2001; Thase et al., 2005; Tranter, 
O’Donovan, Chandarana, & Kennedy, 2002). In an analysis of all the drug 
trials reported to the Food and Drug Administration (FDA) in which the 
dependent measure was assessed at 8 weeks, Kirsch (2010) found that anti-
depressants only achieved superior results over placebo for the extremely 
depressed (with a 4-point difference on the Hamilton Depression Rating 
Scale). Antidepressants failed to achieve better results than placebo for the 
mild and moderately depressed. In an analysis of the data from the National 
Institute of Mental Health Collaborative Depression Study, the remission 
rates broken down by disease severity are as follows: for very severe, 32% on 
drug versus 18% on placebo; for severe, 34% on drug versus 27% on placebo; 
and for mild and moderate, 45% on drug versus 44% on placebo (DeRubeis, 
Fournier, & Fawcett, 2010).

The question of outcome at 8 weeks does not capture long-term out-
comes. Duration of wellness between episodes is a more meaningful out-
come. In reviewing early predrug-era studies, Zis and Goodwin (1979) 
found that between 57% and 66% did not experience a second episode 
of depression ever. In another review of the predrug literature, H. E. 
Lehmann (1983) found that most individuals experienced remission for 
2 to 3 years. The predrug long-term outcomes for sustained wellness are 
relatively positive. This can be contrasted with the literature on sustained 
recovery for those who continued on the drug. In a meta-analysis of those 
who continue on antidepressants, Williams, A. N. Simpson, K. Simpson, 
and Nahas (2009) report that 23% will relapse by 1 year, 34% will relapse 
by 2 years, and 45% will relapse by 3 years. Keller et al. (2007) examined a 
cohort of those with multiple episodes of depression who had responded 
to drugs and who remained well for 6 months. In the subsequent  
6 months, 19% relapsed and another 19% had relapsed by 2 years. In sum-
mary, examining the outcomes from predrug to postdrug fails to suggest 
that pharmaceuticals have improved the duration of recovery.

Long-term outcomes on drugs are hard to evaluate. If antidepressant 
drugs are discontinued, a rather severe withdrawal syndrome ensues that 
includes both anxiety and dysphoria. Indeed, in studies comparing those 
who were recovered and then taken off drug versus those who maintained 
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taking the drug, the differences in depression relapses are dramatic. It has 
been argued that because the relapse rates in those withdrawn (sometimes 
around 70%) are well above the rates of relapse in those never medicated, 
the difference is probably attributable to drug withdrawal (Littrell, 1994). 
Several other studies provide expectations of the outcome for those who 
continue on medications. Bockting et al. (2008) compared those who were 
not taking medications versus those who did. During the 2-year follow-
up, 60% of the continuous users relapsed versus 46% of the nonusers. The 
Sequenced Treatment Alternatives to Relieve Depression (STAR*D) study 
conducted by the National Institute of Mental Health (NIMH), in which 
physicians could switch patients to various other antidepressants given 
a failure to respond, found that “the proportion that responded or remit-
ted and stayed well for a year was estimated to be a disappointing 15%” 
(Nierenberg et al., 2008, p. 433). Examining the levels of wellness before 
the advent of antidepressants to levels of wellness in the medicated has 
led to the question of whether antidepressants convert a short-term epi-
sode into a chronic condition (Byrne & Rothschild, 1998; Fava & Offidani, 
2011; Whitaker, 2010).

Withdrawal

When antidepressants are discontinued, dizziness, nausea, lethargy, head-
ache, anxiety, tingling and burning sensations, confusion, tremor, sweat-
ing, insomnia, irritability, memory problems, anorexia, whooshing noises 
in the ear, muscle spasms, and protruding tongue movements have 
been observed (Ceccherini-Nelli et al., 1993; Haddad, 1997; Haddad &  
Dursun, 2008; Stoukides & Stoukides, 1991). Patients describe electric-
shock sensations in the head along with visual flashes of light (Gotzsche, 
2013; Haddad, 2001). Mania and hypomania have also been reported 
(Goldstein et al., 1999; Lejoyeux & Adès, 1997; McGrath, Stewart, Tricamo, 
Nunes, & Quitkin, 1993; Narayan & Haddad, 2011). Because these with-
drawal symptoms are also reported in those who were prescribed anti-
depressants for anxiety (Pato, Zohar-Kadouch, Zohar, & Murphy, 1998), 
they cannot be attributed to “unmasking depression.” Symptoms can 
persist as long as 13 weeks (Haddad, 2001).

Drug companies will not pay for studies regarding drug withdrawal. 
Therefore, we lack information about how long exposure to a drug is 
required for the body to become dependent on the drug. Also lacking 
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are well-established protocols for withdrawal. Haddad (1997) reports that 
after the 8-week exposure, between 20% and 86% will exhibit withdrawal 
symptoms. Joseph Glenmullen (2005), in his book, The Antidepressant 
Solution: A Step-by-Step Guide to Safely Overcoming Antidepressant 
Withdrawal, Dependence, and “Addiction,” has provided instructions on 
how to taper drugs. However, long tapers will not always decrease the 
incidence of symptoms (Tint, Haddad, & Anderson, 2008). Frank, Kupfer, 
and Perel (1989) suggest that psychotherapy can decrease the risk of 
relapse during the withdrawal process.

In gathering material for this book, I requested that individuals send 
me their descriptions of coming off antidepressants. The subsequent 
paragraphs were contributed by an individual weaning her way off of an 
antidepressant. I think it is heuristic.

My story of withdrawal from Wellbutrin is not dramatic, but I think it is 
poignant. I’m happy to share it and you can decide whether it is a good fit 
for your book.

I have been on psychiatric medication since age 17 (I am now 36). Like 
many, I was told that I would be reliant on this medication for the rest of 
my life. I have tried almost every class of antidepressant, countless anti-
psychotics, mood stabilizers, anti-anxiety medications . . . pretty much of a 
little bit of everything. At times, the medications were stabilizing, but at 
other times, the side effects greatly outweighed the benefits.

About a year ago, with my doctor I began decreasing my medication, 
but could only decrease it so much without “crashing.” My doctor was not 
willing to weather the storm with me.

Six months ago I started seeing a practitioner from the Mad in America 
resource list with the same goal of discontinuing my medications. She and 
I were (and still are) determined to make this goal a reality.

At the time, I was only taking Wellbutrin, Lamictal, and Klonopin (I say 
only because, for me, this was nothing). I did not have a hard time coming 
off Klonopin as I have heard others describe. And I am not yet off Lamic-
tal. However, I am off Wellbutrin, but the journey, though short, was my 
first personal experience with the true brain changing effects of psychiatric 
medication.

I had some typical side effects (nausea, dizziness) decreasing form 300 
to 200 and then to 150, but coming off the 150 was torture. There is no 
extended-release dose below 150 and the smallest regular release dose is 
75. Regardless of how I tried to taper, my body and mind were screaming. 
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I was exhausted and weighted down emotionally and physically and my 
mind was swimming in thoughts of suicide (which I have struggled with 
for nearly my entire life, but had been relatively absent for some time be-
fore stopping the Wellbutrin). Fearing my own impulsivity, I admitted my-
self to the hospital to restart the medication.

I was frustrated, but persistent. My doctor helped me transition to some 
natural supplements as I simultaneously tapered the Wellbutrin and even-
tually I was able to stop both the natural supplements and the Wellbutrin.

The process of coming off the Wellbutrin opened my eyes to the effect 
the Wellbutrin was having on my brain as well as the grip of the pharma-
ceutical industry. Given that now, not long after stopping all antidepres-
sants, both natural and not, I am having a full range of natural emotional 
states, I do not believe I needed Wellbutrin any longer, yet it would have 
been easy to conclude otherwise given my reaction when I tried to stop it 
initially.

Good luck with you book!

Side Effects

Antidepressant drugs do have side effects. Dry mouth and nausea are 
the merely annoying side effects (Physicians’ Desk Reference, 2015). In 80% 
of those taking selective serotonin reuptake inhibitors (SSRIs), sexual 
dysfunction, including anorgasmia, erectile dysfunction, diminished 
libido, and genital anesthesia, is reported (Rosen, Lane, & Menza, 1999). 
Sexual dysfunction can continue after drug discontinuation (Csoka, 
Csoka, Bahrick, & Mehtonen, 2008). Sperm production is also decreased 
(Akasheh, Sirati, Noshad Kamran, & Sepehrmanesh, 2014). There are 
serotonin transporters on platelets that are needed for blood clotting. 
SSRIs are associated with the risk of bleeding ulcers and stroke (Loke, 
Trivedi, & Singh, 2008; Serebruany, 2006; Wu, Wang, Cheng, & Gau, 2011). 
Serotonin transporters are also found on cells involved in bone turnover 
and SSRIs are associated with increased risk of osteoporosis (Bliziotes, 
2010; Kawai & Rosen, 2010). In some, SSRIs can induce movement disor-
der, including lip smacking and dystonia (Leo, 1996; Zhou et al., 2005). A 
rare but potentially lethal side effect is the selective serotonin syndrome, 
which is characterized by tremor, muscular rigidity, high temperature, 
mental clouding or agitation, rapid heartbeat, and increased blood pres-
sure (Boyer & Shannon, 2005).
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Antidepressants do impact mental function. Cognitive dysfunction 
can occur such as poor memory (Damsa et al., 2004; Fava et al., 2006). 
Antidepressants can induce mania (Leverich et al., 2006; Post, Denicoff, 
Leverich & Frye, 1997), violence (Moore, Glenmullen, & Furberg, 2010), and 
suicidal ideation (Laje et al., 2007). They carry a black-box warning for sui-
cide in young people. Cymbalta carries a warning for suicidal ideation in 
all ages (Lenzer, 2005). There are reports of emotional numbing. To fur-
ther investigate emotional numbing, McCabe, Mishor, Cowen, and Harmer 
(2010) conducted an imaging study, comparing the brain scans of those on 
an SSRI (citalopram) with healthy individuals. Those on the drug exhibited 
diminished response to both negative and positive stimuli. Antidepressants 
can also lower seizure threshold (Haddad & Dursun, 2008).

In the long term, antidepressants may increase inflammation. Metabolic 
syndrome and obesity are associated with systemic inflammation. SSRIs 
increase risk of weight gain and metabolic syndrome (Dannon et al., 2007; 
Fava, 2000; Kivimäki et al., 2010; Raeder, Bjelland, Emil Vollset, & Steen, 
2006; Serreti & Mandelli, 2010). Type 2 diabetes is another inflammatory 
condition and SSRIs increase the risk of type 2 diabetes (Andersohn, 
Schade, Suissa, & Garbe, 2009; Kivimäki et al., 2010; Rubin et al., 2010). 
Long-term antidepressant exposure is associated with higher levels of 
CRP (a marker for inflammation; Hamer, Batty, Marmot, Singh-Manoux, &  
Kivimäki, 2011) and with lower HRV (Dawood et al., 2007; Kemp et al., 
2010; Licht et al., 2008).

Pregnancy

Thirteen percent of pregnant women are taking an antidepressant 
(Cooper, Willy, Pont, & Ray, 2007). Exposure to antidepressants increases 
the risk of preterm birth; low birth weight; pulmonary hypertension in 
the newborn; birth defects, such as heart malformations; lower Apgar 
scores in the newborn; and later developmental delays. Increased miscar-
riage and preeclampsia in the mother have been recognized (Chambers 
et al., 2006; Domar, Moragianni, Ryley, & Urato, 2013; Pedersen et al., 2009;  
Ross et al., 2013). Studies with a large number of patients have found 
that the risk of autism spectrum disorder is three to four times higher 
in mothers taking antidepressants (Croen, Grether, Yoshida, Odouli, & 
Hendrick, 2011; Rai et al., 2013; Sørensen et al., 2013).
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Changing Recommendations

Examining the outcome studies for the antidepressants, the National 
Institute for Health and Clinical Excellence (NICE) in the United Kingdom 
has changed its guidelines for treating depression. The NICE guidelines 
recommend a stepped-care approach. For those with mild and moderate 
depression, psychotherapy and self-help strategies are recommended as 
the first line of treatment. Similar changes in strategy are recommended 
in the Netherlands (NICE, 2009; Sheldon, 2012).

Ketamine

A great deal of excitement has been generated in response to clinical 
trials using ketamine as an antidepressant. Ketamine has the reputa-
tion of providing rapid release of depressive symptoms. Ketamine is 
an N-methyl-d-aspartate (NMDA) receptor antagonist. Speculation 
regarding why ketamine might produce antidepressant effects ranges 
from increasing glutamate signaling at α-amino-3-hydroxy-5-methyl-4-
isoxazolepropionic acid (AMPA) receptors, to increasing BDNF, and to 
increasing mammalian target of rapamycin (mTOR; a signaling protein 
induced by insulin). Regardless of the mechanism, it is good to remember 
that in animals, prolonged exposure to NMDA blockade with ketamine 
will destroy fast-spiking gamma-aminobutyric acid (GABA) interneu-
rons, which is believed to be the culprit in schizophrenia (Woo, 2013). 
Indeed, Schatzberg (2014) cautions that the long-term dangers from ket-
amine are not yet known.

Novel Drugs

Consistent with inhibiting NMDA receptor function, as occurs with ket-
amine, both zinc and magnesium exert antidepressant effects, presum-
ably by blocking NMDA signaling. However, N-acetylcysteine, which 
increases activity at the NMDA receptor, also exhibits antidepressant 
activity (Duman & Voleti, 2012; Murrough et al., 2013; Pilc, Wieronska, 
& Skolnick, 2013). GLYX-13 is a partial agonist at the NMDA receptor. It 
is a peptide comprised of four amino acids. It promotes playfulness in 
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rats and is currently in clinical trials for depression (Burgdorf et al., 2013; 
Panksepp, Wright, DÖbrÖssy, Schlaepfer, & Coenen, 2014).

With the recognition that the dorsal anterior cingulate cortex is involved 
in emotional pain and the finding that this region is replete with opioid 
receptors, Panksepp et al. (2014) have been testing the opioid partial agonist 
(buprenorphine) as a treatment for depression. Apparently, it did well in 
clinical trials in Israel. It is a legal drug. Caveats are needed here. There is 
a large literature contributed by people who work in of addictions. George 
Koob argues that, over time, the presence of external opiates will increase 
dynorphin (the discomfort opiate) in the brain (see Chapter 8, section on 
neuroscience of addiction). Thus, the duration of buprenorphine’s long-
term efficacy needs to be evaluated.

ELECTRICAL STIMULATION TREATMENT

Transcranial Magnetic Stimulation

Repetitive transcranial magnetic stimulation (TMS), which involves 
external application of an electrode, is an FDA-approved treatment for 
major depression. It is more effective than sham treatment (Ressler & 
Mayberg, 2007). In clinical trials, TMS is as effective as SSRIs with an 
effect size of 7.1 (George et al., 2010; Ressler & Mayberg, 2007) com-
pared to an effect size of 0.67 for cognitive behavioral therapy (CBT)  
combined with antidepressant (Otto, Smits, & Reese, 2006). In those 
who are treatment resistant to antidepressant drugs, 36% recover 
following TMS (Demirtas-Tatlidede & Mechanic-Hamilton, 2006; 
Fitzgerald et al., 2006; O’Reardon et al., 2007). TMS increases activ-
ity in the dorsolateral PFC, an area that Davidson’s work suggests 
regulates negative emotion (De Raedt et al., 2010). It normalizes the 
hypothalamic−pituitary−adrenal axis (Pridmore, 1999). It increases 
dopamine levels in the dorsal and ventral striatum (Dunlop & 
Nemeroff, 2007; Yadid & Friedman, 2008). The TMS stimulator is sold 
by Fisher Wallace for $700. It is FDA approved for depression. Unlike 
antidepressant drugs, it is not associated with weight gain, suicidal 
ideation, or sexual side effects. Cases of induction of mania have been 
reported (Dolberg, Schreiber, & Grunhaus, 2001). If used improperly, it 
can burn the face. Other reported side effects include soreness around 
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the placement of the magnets but only 4% of those in trials drop out of 
treatment (O’Reardon et al., 2007).

Deep Brain Stimulation

Helen Mayberg targets the subgenual ACC for delivering electrical 
activity to reduce activation in this brain area. (The treatment does 
involve surgical intervention to implant the stimulator.) It does relieve 
depression. Rather than inducing euphoria, turning off the subgenual 
ACC allows patients to wish to engage with their environment. (Recall 
that one man said after brain stimulation that he wanted to clean out 
the garage; Panksepp et al., 2014; Ressler & Mayberg, 2007.) Other pio-
neers have targeted the lateral habenula for stimulation at levels that 
will downregulate activity with relative success (Sartorius et al., 2010). 
Additionally, increasing activity in the ventral striatum or nucleus accum-
bens has been targeted as offering relief of anhedonia (Der-Avakian &  
Markou, 2012).

Deep brain stimulation will probably be beyond what many people 
are willing to do. It is invasive, requiring insertion of the stimulator into 
the body. Mayberg reports that even though depression is relieved by the 
stimulator, patients opt for removal of the stimulator because they are 
reminded of their disorder when they look in the mirror.

ACTIVITIES TO INCREASE REGULATORY CAPACITY

Depressed people may have less developed areas in the brain for con-
trolling or regulating both good and bad mood. Some have developed 
strategies for improving regulatory control. By using transcranial 
magnetic stimulation of the dorsolateral PFC over a series of days, 
 deRaedt et al. (2010) were able to improve mood and enhance inhibi-
tory control.

An approach called cognitive rehabilitation has been developed spe-
cifically to target the PFC in order to increase capacity for emotional 
regulation. According to Siegle, Shinassi, and Thase (2007), “cognitive 
rehabilitation begins by identifying affected cognitive functions and brain 
regions through neuropsychological assessment and neuroimaging” 
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(p. 236). Siegle et al.’s approach utilizes specific cognitive tasks to develop 
capacity through the PFC. Unlike traditional therapy, in which people 
talk about their problems (which can be a painful process), their approach 
focuses on clients externally. Siegle et al. utilized two tasks. In the first 
task, clients were instructed to distinguish a particular bird sound from 
white noise. The second task involved presentation of numbers, one at a 
time, on a computer screen. The client was asked to add the last two dig-
its appearing on the screen. Thus, the client had to add, while keeping in 
short-term memory both the answer and the last digit presented, so that 
this digit could be summed with the next digit to appear on the screen. 
Following 2 weeks of training, depression and rumination had decreased 
more in the trained group than in the placebo group. Moreover, the 
amygdala displayed less activation in response to negative stimuli and 
there was an increase in PFC activity.

The research on using cognitive tasks to increase regulatory control is 
very consistent with animal work. Animals housed in enriched environ-
ments have stronger ventromedial PFC responses and are more resilient 
given social defeat (M. L. Lehmann & Herkenham, 2011).

As will be discussed in Chapter 8 and Chapter 2 in the section on poly-
vagal theory, vagal tone (more parasympathetic activity) is associated 
with better control over mood. HRV is an index of vagal tone. Ways to 
increase vagal tone are discussed in the section on decreasing inflamma-
tion, which follows on p. 164. 

COGNITIVE BEHAVIORAL THERAPY

In the NIMH Collaborative Depression Study, antidepressant treat-
ment was contrasted with CBT. Antidepressants were found to produce 
improvement faster, but by the end of the study outcomes equalized 
(Blackburn & Moore, 1997; Elkin et al., 1989; Shea et al., 1992, Simons, 
Murphy, Levine, & Wetzel, 1986; J. T. Watkins et al., 1993). Even for the 
severely depressed, outcomes for CBT and medications are equivalent, 
although CBT achieves a larger effect size in meta-analysis (DeRubeis, 
Gelfand, Tang, & Simons, 1999). In a particular study with random assign-
ment to condition, for the moderately to severely depressed at 16 weeks, 
58% achieve at least 50% reduction in symptoms in both the CBT and 
drug conditions. Forty-six percent were remitted in the antidepressant 
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group and 40% were remitted in the CBT group (DeRubeis et al., 2005). 
Those treated with CBT show lower rates of relapse than those on drugs 
(Evans et al., 1992; Simons, Murphy, Levine, & Wetzel, 1986).

WAYS TO TARGET INFLAMMATION

Increasing HRV (Vagal Tone)

In Chapter 2 in the section on Polyvagal Theory, the concept of vagal tone, 
or more reliance on the parasympathetic nervous system, was reviewed. 
Vagal tone is measured by HRV. Greater HRV is anti-inflammatory as the 
lymph nodes receive input from the vagus nerve (Pavlov & Tracey, 2005; 
Rosas-Ballina & Tracey, 2009). There are a number of things one can do to 
increase vagal tone. Eating more omega-3s is associated with increases in 
HRV (Farooqui, Ong, Horrocks, Chen, & Farooqui, 2007). Electrical acu-
puncture will increase vagal tone (Oke & Tracey, 2009). Relatively cheap 
biofeedback equipment, including the cell phone “app” called Azumio, is 
available for improving vagal tone (Lehrer et al., 2003, 2006). (A clinical 
trial of this biofeedback method has been shown to decrease depression, 
Karavidas et al [2007].) Increasing time spent with trusted companions 
increases oxytocin levels, which will increase HRV (Grippo, Lamb, 
Carter, & Porges, 2007; Grippo, Trahanas, Zimmerman, Porges, & Carter, 
2009; Kemp et al., 2012; Zak, Kurzban, & Matzner, 2005). Aerobic exer-
cise increases HRV (Hansen, Johnsen, Sollers, Stenvik, & Thayer, 2004). 
Both meditation (Pace et al., 2009) and yoga (Bernardi et al., 2001; Kiecolt-
Glaser, 2010) have been shown to decrease inflammation and to increase 
vagal tone or HRV.

Direct Anti-Inflammatories

As mentioned previously, higher levels of IL-6 have been noted in those 
who are treatment resistant to antidepressant drugs (O’Brien et al., 2007; 
Yoshimura et al., 2009). Raison et al. (2013) employed an antibody to 
TNF-α (called infliximab) to knock out a central inflammatory cytokine. 
They found that it did produce a treatment response in those who were 
elevated on inflammatory markers. However, those without inflamma-
tory marker elevations fared better on placebo. Although this approach 
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did achieve success for some, infliximab is a very strong disrupter of the 
immune system. Reports of neurological problems of the type associated 
with multiple sclerosis have been reported with these drugs (Fromont, 
DeSeze, Fleury, Maillefert, & Moreau, 2009; Mohan et al., 2001). They also 
carry a black-box warning for tuberculosis.

Aspirin inhibits cyclooxygenase (COX) enzymes so that the COX 
enzymes cannot produce prostaglandin E2, an inflammatory mediator. 
Aspirin does ameliorate negative mood in animals (Crestani, Seguy, & 
Dantzer, 1991; Dhir, Padi, Naidu, & Kulkarni, 2006; Teeling, Cunningham, 
Newman, & Perry, 2010). Aspirin as monotherapy has never been evalu-
ated or compared to antidepressants in humans. The results on whether 
aspirin can augment the efficacy of antidepressants have been inconsis-
tent. Müller et al. (2006) found that aspirin enhanced antidepressant effi-
cacy; however, Warner-Schmidt et al. (2011) found that persons taking a 
COX inhibitor, such as aspirin, were less likely to respond to an SSRI. 

In the social rejection paradigm used by Eisenberger et al., some sub-
jects were pretreated with Tylenol (acetaminophen) prior to playing the 
rejection game. Those research participants receiving the Tylenol dis-
played much less activation in the dACC (an alarm center) in response to 
social exclusion (DeWall et al., 2010).

Diet

Omega-3 Fatty Acids

Fatty acids in which the first double bond is three carbons away from the 
end of the methyl end of the fatty acid chain are called omega-3s (Champe, 
Harvey, & Ferrier, 2008). Omega-3s include docosahexaenoic acid and 
eicosapentaenoic acid. Fish oil and walnuts are good sources of omega-
3s. Omega-3s are noted for decreasing inflammation (Iwami, Nonomura, 
Shirasugi, & Niimi, 2011). They work through a variety of mechanisms.

As discussed in Chapter 2, the parasympathetic nervous system inner-
vates the lymph nodes and decreases inflammation. HRV is a measure of 
vagal tone. Omega-3s increase HRV (Farooqui, Ong, Horrocks, Chen, &  
Farooqui, 2007) and consumption levels correlate with HRV in adults 
(Mozaffarian, Stein, Prineas, & Siscovick, 2008). Omega-3s get converted 
in the body to resolvins and protectins, which limit inflammation. In fact, 



166 neuroscience for psychologists and other mental health professionals

there are receptors for resolvins and omega-3s on white blood cells (WBCs; 
Ji, Xu, Strichartz, & Serhan, 2011; Oh et al., 2010; Oh & Olefsky, 2012). When 
omega-3s bind to their receptors on WBCs (the GPR120 receptor) inflam-
mation is inhibited and insulin sensitivity increases (Oh et al., 2010).

Omega-3s also skew the microbiota in the gut toward anti-inflamma-
tory species (Forsythe, Sudo, Dinan, Taylor, & Bienenstock, 2010). In addi-
tion to having strong anti-inflammatory effects, there are receptors for 
omega-3 in the hypothalamus. When the omega-3s bind to these recep-
tors, they increase metabolic rate and decrease appetite (Cintra et al., 2012; 
Lam et al., 2012).

The association of high levels of omega-3 consumption and a lower 
probability of experiencing depression has been noted (Kiecolt-Glaser, 
2010). People whose diets are enriched with omega-3 experience less 
increase in inflammation under stress (Maes, Christophe, Bosmans, Lin, &  
Neels, 2000). They are also at lowered risk for the emergence of other 
inflammatory diseases, such as cardiovascular disease and type 2 diabe-
tes (Arita et al., 2005). An initial test of omega-3s, specifically eicosapen-
taenoic acid, has shown promise as monotherapy in treating depression. 
Although the difference between placebo and omega-3 did not reach sta-
tistical significance in this small N study (N = 35; p = .087), there was a 45% 
response rate in those receiving omega-3s compared to a 23% response 
rate in the placebo group (Mischoulon et al., 2009). In a random assign-
ment study, omega-3s did decrease the stress levels of medical students 
during examinations (Kiecolt-Glaser, Belury, Andridge, Malarkey, & 
Glaser, 2011). Further work with an adequately powered study is required 
before definitive conclusions can be made.

Mediterranean Diet

Mediterranean diets are associated with lower cytokine levels, less oxi-
dative stress (i.e., presence of damaging molecules), and lower levels of 
depression (Dai et al., 2008; Luciano et al., 2012; Sánchez-Villegas et al., 
2009). A particular protective effect has been noted for high consump-
tion of fruits, nuts, and legumes, whereas consumption of whole-fat 
dairy and meat was deleterious (Sánchez-Villegas et al., 2009). Beyond 
the Mediterranean diet, curcumin, which is found in turmeric, is anti-
inflammatory and suppresses the activation of NF-κB, a transcription 



4. depression 167

factor inducing expression of many inflammatory cytokines (Aggarwal, 
2010; Shehzad, Rehman, & Lee, 2013). Curcumin has been shown to pro-
duce antidepressant effects of comparable magnitude to fluoxetine in 
animals (R. Wang et al., 2008) and is better than placebo treatment in 
humans (Lopresti, Maes, Maker, Hood, & Drummond, 2014). Black pep-
per will facilitate the absorption of curcumin (Anand, Kunnumakkara, 
Newman, & Aggarwal, 2007).

Vitamin D

Vitamin D can facilitate the differentiation of T regulatory cells (the anti-
inflammatory WBCs) as well as decreasing activation of NF-κB tran-
scription factor activity in WBCs. (NF-κB increases many inflammatory 
cytokines). Vitamin D is associated with higher levels of IL-10 (the anti-
inflammatory cytokines) and lower levels of inflammatory cytokines 
(Adler & Steinbrink, 2007; Adorini & Penna, 2009). Meta-analysis sug-
gests that for those with clinically significant levels of depression, vita-
min D supplementation has a moderate effect on decreasing symptoms; 
however, the number of studies is limited (Shaffer et al., 2014).

Folate, Vitamin B12, and Homocysteine

Levels of folate, methionine, and homocysteine are connected. High lev-
els of homocysteine suggest an inadequate conversion of homocysteine 
back to methionine. Thus, high levels of homocysteine signal low levels 
of methionine (an amino acid). The process of converting homocysteine 
to methionine requires 5-methyltetrahydrofolate. Several other enzymes 
are needed for maintaining adequate levels of 5-methyltetrahydrofo-
late. B vitamins are cofactors for enzymes in the conversion of homo-
cysteine to methionine (Beydoun, Shroff, Beydoun, & Zonderman, 2010; 
Champe et al., 2008; Ye et al., 2011). Thus, both folate and B vitamins are 
needed for maintaining low levels of homocysteine and adequate levels 
of methionine.

Low folate levels have been observed in persons with major depression, 
as have high levels of homocysteine and low levels of B12 and B6 (Beydoun 
et al., 2010). Additionally, particular alleles for enzymes involved in pro-
cessing these chemicals (folate hydrolase and methylenetetrahydrofolate 
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reductase) are associated with higher levels of major depression (Ye 
et al., 2011).

Levels of homocysteine and methionine are related to depression through 
several pathways. High levels of homocysteine are bad because they cause 
inflammation (Alvarez-Maqueda et al., 2004; Siow, Au-Yeung, Woo, & 
O, 2006; G. Wang, Siow, & O, 2000). Adequate levels of methionine are 
needed to maintain good mental health because methionine is converted  
to S-adenosyl-methionine, which is required to make neurotransmitters, 
such as dopamine and norepinephrine (Beydoun et al., 2010; Ye et al., 2011).

Vitamin supplements and S-adenosyl-methionine (SAM) are readily 
available at health food stores. Folate and B vitamins can be consumed 
in green leafy vegetables, citrus fruits, peas, and beans. In clinical trials, 
response to SAM for decreasing depressive symptoms has been positive 
(Papakostas, Mischoulon, Shyu, Alpert, & Fava, 2010).

Avoid Inflammatory Factors

High levels of saturated fats in the diet enhance inflammation through 
a variety of avenues. In WBCs, there are receptors (toll-like receptors) to 
which saturated fats will bind with the result being activation of the WBC 
(Milanski et al., 2009). Particular proteins keep the cells lining the intes-
tinal tract close together so that bacteria cannot enter the bloodstream. 
Saturated fats will disrupt these cell connectors so that bacteria can cross 
the barrier. Moreover, high saturated fats in the diet will change the com-
position of the microbes in the intestine toward more inflammatory spe-
cies and decrease microbe species diversity (De La Serre et al., 2010; Lam 
et al., 2012; Wallis, 2014).

Gut microbiota have become a major focus of research. Stress will 
alter the gut microbiota (Y. Wang & Kasper, 2014). Microbiota are a 
factor in obesity. In animal research, if the feces of lean animals are 
implanted into the obese animals, the obese animals lose weight. The 
mechanisms through which bacteria influence hunger are complex. For 
example, Helicobacter pylori (bacteria associated with ulcers when pres-
ent, but esophageal cancer when absent) decreases the release of ghre-
lin, a hunger-promoting hormone (Wallis, 2014). Thus, gut microbiota 
do influence health. Probiotics (found in yogurt) may aid in establish-
ing proper bacterial colonies and may decrease both depression and 
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anxiety (Y. Wang & Kasper, 2014). For extreme cases of inflammatory 
bowel disease, fecal transplants from a healthy donor are being done 
by some gastroenterologists.

Saturated fat also influences the neurons in the hypothalamus, which 
control hunger and metabolic rate. A high-fat diet induces stress in these 
cells. In the hypothalamus, brain glial cells also release more inflamma-
tory factors given a high-saturated-fat diet (Maric, Woodside, & Luheshi, 
2014; Schneeberger et al., 2013). A high-fat diet also increases the level of 
inflammatory cytokine production in the hippocampus in response to 
stress (Sobesky et al., 2014).

The sugar contained in fruit consists of sucrose, which is a glucose 
molecule linked to a fructose molecule. Sucrose is not inflammatory. 
However, the food industry now uses carbohydrates in corn to produce 
highly concentrated fructose, which is inflammatory (Ferder, Ferder, & 
Inserra, 2010; Tappy & Lê, 2010). High-fructose corn syrup is often added 
to fruit juices. Eliminating high-fructose corn syrup should further 
decrease inflammatory factors.

Preliminary evidence suggests that preservatives added to food (e.g., 
breads, ice cream) to increase shelf life change gut microbiota and con-
tribute to gut inflammation and may be a factor in explaining the rela-
tively high rates of inflammatory bowel disease in those eating a Western 
diet (Chassaing, 2013).

Obtaining Adequate Sleep

Sleep deprivation has inflammatory effects (Irwin, Wang, Campomayor, 
Callado-Hidalgo, & Cole, 2006; Lucassen et al., 2010; Redwine, Hauger, 
Gillin, & Irwin, 2000; Vgontzas et al., 2004). Thus, obtaining adequate lev-
els of sleep can be expected to reduce risk of depression.

Exercise

Uncontrollable shock creates escape deficits, social avoidance, and an exagger-
ated fear response. Allowing an animal increased time on an exercise wheel 
will abrogate the impact of uncontrollable shock (Greenwood & Fleshner, 
2011). Many findings suggest that exercise exerts salubrious effects by 
decreasing inflammation and associated phenomena (Cotman, Berchtold, &  
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Christie, 2007). Exercise decreases inflammatory cytokine response to 
stress (Hamer & Steptoe, 2007; Mathur & Pedersen, 2008). Exercise increases 
HRV (Coats et al., 1992), which dampens inflammation. Exercise influences 
immune system regulators. It decreases NF-κB activation, the transcrip-
tion factor for inflammatory cytokines. Exercise decreases the expression 
of toll-like-receptor 4, which initiates an inflammatory response (Hamer & 
Steptoe, 2007). It improves the integrity of the gut intestinal barrier so the 
gut is less likely to allow entry of harmful bacteria (Luo, Xiang, Nieman, & 
Chen, 2014). In the brain, exercise is associated  with increased BDNF in 
the hippocampus and with increased neurogenesis (Trejo, Carro, & Torres-
Aleman, 2001; van Praag, Kempermann, & Gage, 1999).

In the clinical literature, exercise has demonstrated efficacy in amelio-
rating major depression (Babyak et al., 2000; Hoffman et al., 2011) with 
effect sizes comparable to pharmacological interventions (Greenwood & 
Fleshner, 2008). In a study in which 156 persons were randomized to exer-
cise, to Zoloft, or to a combination of the two, there were no differences 
at 4 months among the conditions; however, at 6 months, only 15% of 
the exercise group remained depressed contrasted with 46% in the Zoloft 
group and 40% in the combination group. In terms of those who got bet-
ter but then relapsed, relapse occurred in 8% in the exercise group, 38% 
in the medication group, and 31% in the combination group.

Beyond inflammation, learning new physical skills will integrate the 
new neurons produced in the hippocampus during neurogenesis into 
circuits and rescue them from early death (Curlik, Maeng, Agarwal, & 
Shors, 2013; Shors, Anderson, Curlik, & Nokia, 2012).

Meditation

The literature on compassion meditation and mindfulness medita-
tion is expanding. Persons who practice meditation display less stress 
in response to the Trier Social Stress Test, faster cortisol recovery after 
the Trier Social Stress Test, and lower elevations in inflammatory mark-
ers (Kaliman et al., 2014; Pace et al., 2009). Their amygdalae activate to 
a lesser extent in response to emotional stimuli (Desbordes et al., 2012). 
Mindfulness meditation has also proven successful in reducing levels of 
depression and lowering levels of neural activity when sadness was pro-
voked by the experimenters (Farb et al., 2010). As reviewed by Slavich 
and Irwin (2014), a number of studies find that meditation decreases the 
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production of many inflammatory cytokines. Yoga integrates many com-
ponents of meditation and may be more appealing for people who like 
to have specific foci as they learn to regulate their capacity for focusing 
attention. The results of yoga in reducing distress have been documented 
(Balasubramaniam, Telles, & Doraiswamy, 2013; Khalsa, 2013; Kiecolt-
Glaser et al., 2010).

Social Engagement

Positive social interactions increase levels of oxytocin. Oxytocin is anti-
inflammatory (Gouin et al., 2010). As discussed in Chapter 2, oxytocin 
lowers anxiety levels. Humans are social animals. The centrality of human 
interactions is paramount. Chapter 10 will offer additional findings on the 
relationship between positive social interactions and mental health.

SUMMARY

There are many alternatives available for treating depression. Cognitive 
behavioral therapy is as effective as antidepressants, although it may 
be slower to achieve results. CBT is associated with lower probability of 
relapse compared to antidepressants. New talk therapies targeting regula-
tory capacity are being developed. Lifestyle changes involving diet, exer-
cise, and positive interaction with others are also effective in decreasing 
depression. The lifestyle changes reviewed in this chapter are the same 
interventions recommended to prevent heart disease and cancer. A draw-
back to making lifestyle changes is that they require developing new hab-
its, similar to the lifestyle changes recovering alcoholics must implement 
in their lives to stay sober. Although this may seem daunting, it is also the 
case that small changes can yield big payoffs. In the last chapter of this 
book, we will look at ways to make and sustain lifestyle changes.

USEFUL WEBSITES AND INFORMATION ON FOOD

International Scientific Association for Probiotics and Prebiotics: A Consumer 
Guide: http://www.isapp.net

WGO Practice Guildelines: http://www.worldgastroenterology.org/probiotics-
prebiotics.html

http://www.isapp.net
http://www.worldgastroenterology.org/probioticsprebiotics.html
http://www.worldgastroenterology.org/probioticsprebiotics.html
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National Center for Complementary and Alternative Medicine: http://nccam 
.nih.gov/health/probiotics/introduction.htm

ConsumerLab.com: www.consumerlab.com/reviews. Website that provides 
information on probiotics. 

Aggarwal, B. B., & Yost, D. (2011) Healing spices: How to use 50 everyday and exotic 
spices to boost health and beat disease. New York, NY: Sterling Press. This is a 
great cookbook. Aggarwal is an immunologist who is employed at Anderson 
Cancer Center in Houston, TX.
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This chapter focuses on anxiety disorders. It begins with a discussion 
of the physiology of anxiety, including the major structures involved in 
the creation of a fear memory. The mechanisms for extinction of condi-
tioned anxiety will be considered. As will be explained, extinction does 
not eliminate the memory. Rather, with extinction, the prefrontal cortex 
(PFC) overrides the memory. Recent research suggests that there may be 
a way to eliminate the fear memory. This new possibility is called recon-
solidation. When an unsettling memory is brought into awareness, there 
may be a window of time for altering the memory so that when the old 
memory is placed back into storage (the reconsolidation process), the old 
memory gets replaced with a new version or is even eliminated.

Following discussion of the basic physiology of fear conditioning, spe-
cific anxiety disorders (generalized anxiety, obsessive-compulsive dis-
order [OCD], and posttraumatic stress disorder [PTSD]) are discussed. 
Finally, treatments are considered. The chapter ends with a review of the 
literature about how clients can talk about their fears to minimize them 
and how relabeling or reappraising of past events can be helpful.

THE PHYSIOLOGY OF ANXIETY

Basic Physiology of Fear

The emotion for which the neuronal connections have been best articu-
lated is fear. Identification of the amygdala as a prime player in anxiety 
emerged when Kluver and Bucy in 1937 made lesions in the amygdala 
of monkeys. These monkeys exhibited fearlessness in approaching  

Anxiety
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objects that previously had frightened them. In fact, they were prone to 
orally explore previously feared stimuli (Phelps, 2006). About 40 years 
later, Joseph LeDoux became a pioneer in mapping out the parts and the 
connections of the amygdala. The amygdala plays a prominent role in 
both fear in response to natural fear inducers (fox urine if one is a rodent) 
and in fear conditioning. In fear conditioning, a natural fear stimulus, 
for example, fox urine, is presented with a tone. Later, presentation of 
the tone alone (called a conditioned stimulus) will elicit the fear response 
(conditioned response) similar to the way in which the fox urine (uncon-
ditioned stimulus) had elicited the unconditioned fear response.

Different parts of the amygdala are activated in response to natural 
stimuli versus a conditioned stimulus. The medial amygdala activates in 
response to the unconditioned stimulus. The lateral amygdala is involved 
in learning the association of the conditioned stimulus with the uncondi-
tioned stimulus. In terms of the output from the amygdala, the amygdala 
projects to the hypothalamus so that the proper autonomic responses 
(activation of the sympathetic nervous system) and hormonal responses 
(activation of the hypothalamic–pituitary–adrenal axis) occur. The medial 
amygdala, which processes innate fear, also projects outward. Eventually, 
for innate fears, the medial amygdala sends output to the nucleus accum-
bens and the dorsal periaqueductal gray (for fight or flight). The lateral 
amygdala, the association area for learning the connection between condi-
tioned and unconditioned stimuli, projects to the central amygdala, which 
in turn then signals to the ventral periaqueductal gray for freezing. Thus, 
depending on the signaling in the amgydala, the fear response can be 
fight or flight or freezing (Chen, Shemyakin, & Wiedenmayer, 2006; Fogaca 
et al., 2012; LeDoux, 1998, 2003; Walker, Toufexis, & Davis, 2003). In terms 
of higher order structures, the dorsal anterior cingulate cortex, which also 
projects to the basolateral amygdala, is activated in response to viewing a 
fearful expression (Milad, Wright, et al., 2007) and there are connections 
from the amygdala to the anterior cingulate cortex (Paus, 2001).

Human work exploring fear or anxiety has also used the paradigm 
of fear conditioning. A shock is paired with a light. The light will soon 
elicit activation of the amygdala and sweaty palms. Consistent with ani-
mal data, imaging work in persons with damage to the amygdala finds 
that they fail to learn conditioned fear responses. Although persons with 
damaged amygdala can report that the light means the shock is coming, 
their hands do not perspire in response to the light (Phelps, 2006).
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The amygdala will respond to minimal cues signaling danger. For 
example, Whalen et al. demonstrated that the stimulus of “eyes which 
were opened wide” was enough to evoke a response in the amygdala 
(Whalen et al., 2004). Even when fear-inducing stimuli are presented at 
subthreshold for awareness levels, the amygdala can be activated (Phelps, 
2006; Shin & Liberzon, 2010). Fear conditioning can occur through obser-
vation of another person receiving shock paired with a conditioned stim-
ulus. Even when the observer has never been shocked, but has observed 
another person shocked in the presence of the conditioned stimulus, the 
observer will display amygdala activation and increased palm perspira-
tion in response to the conditioned stimulus (Phelps, 2006).

Differentiating Anxiety From Fear

Michael Davis has focused on the distinction between fear and anxiety. 
Although fear describes a response to a specific stimulus, anxiety refers 
to an unsettling apprehension, a fear of something anticipated, with the 
object of dread not necessarily specified or only vaguely understood. 
Anxiety is more future focused, rather than the here and now of fear. 
Anxiety can be measured by presenting an annoying stimulus (an air-
puff to the eyes, a loud noise) and measuring the startle response (the 
degree of muscle tension around the eyes). A number of manipulations 
will increase a startle response. Thinking about bad things or looking 
at gruesome pictures, being threatened verbally, awaiting unpredictable 
shock, or being in the dark will all enhance the startle response. The area 
of the brain involved in anxiety has been identified. Anxiety-potentiated 
startle involves activation of the bed nucleus of the stria terminalis 
(BNST), considered to be part of the extended amygdala. In terms of the 
molecules involved in activating the BNST, corticotropin-releasing factor 
(CRF) and calcitonin gene-related peptides are involved (Davis, Walker, 
Miles, & Grillon, 2010). In contrast, progesterone and testosterone (hor-
mones) seem to ameliorate fear-potentiated startle (Toufexis, Myers, & 
Davis, 2006).

It should be noted that the amygdala and the BNST are also involved 
in responding to positive stimuli. Some nuclei in the BNST also project 
to the ventral tegmental area (VTA) and may play a role in stress- elicited 
drug-seeking behavior (Kim et al., 2013; Silberman & Winder, 2013). The 
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responses of the amygdala and BNST nuclei to positive stimuli have 
received less attention in the literature.

Fear Memories

In the 1990s, much controversy was generated over whether memories 
of traumatic events could be repressed and forgotten. A general consen-
sus has now emerged. Fear memories are more vivid and more strongly 
formed than other memories. Strong activation of the amygdala involves 
more epinephrine–adrenaline and norepinephrine–noradrenaline release 
from the adrenal glands (glands above the kidney). These hormones 
operate on the hippocampus, where episodic memories (where-and-
when memories) are formed (Arnsten, 1998; Phelps, 2006). (The process of 
creating a long-lasting memory of the event is called consolidation of the 
memory.) Greater activation of the amygdala at the time of an event results 
in a stronger memory of the event (Shin & Liberzon, 2010). However, 
amygdala activation at the time of the frightening event narrows atten-
tion. Additionally, cortisol, the stress hormone, will impair memory for 
nonessential contextual features around the event. The central features 
of the situation will be better remembered, although details may not be 
retained (LeDoux, 2003; Phelps, 2006).

Memory researcher James McGaugh’s work informs us that when a 
fear-inducing event has been experienced, it does take some time for the 
memory to be consolidated in the hippocampus. James McGaugh was 
well aware that norepinephrine release at the time of memory formation 
can strengthen this memory. Norepinephrine acts on norepinephrine 
receptors (beta-adrenergic receptors), which enhance the encoding of fear 
memories. If this process can be interrupted, for example, by administer-
ing a blood pressure medication (propranolol, a beta-adrenergic antago-
nist), the formation of the strong emotional memory can be interrupted. 
Blocking memory consolidation has made it to the clinic. Earlier, McGaugh 
suggested that if people who had suffered a trauma (such as a car accident) 
were given propranolol (an antagonist to the norepinephrine receptor), then 
the memory consolidation would be blocked (Phelps, 2006). In clinical tri-
als of accident victims, those given propranolol at the time of the accident 
were less likely to develop posttraumatic stress disorder (PTSD; Ressler &  
Mayberg, 2007).



5. anxiety 199

How Does Extinction Happen?

Behaviorists have long known that it is possible to extinguish a conditioned 
fear response by presenting the conditioned stimulus (tone) without the 
unconditioned stimulus (fox urine). Rather than unlearning, the extinction 
process involves new learning. The neurocircuitry for this process is now 
known. Basically, neurons in the ventromedial PFC area (more specifically 
the infralimbic region) project to GABAergic (gamma-aminobutyric acid–
ergic) intercalating neurons in the amygdala, which block other neurons in 
the amygdala. The fear response is nullified. Rather than being erased, the 
conditioned fear circuitry is still intact. If the animal has its cortex removed 
or inactivated, the old fear returns (Maroun, 2013; Milad, Quirk, et al., 2007; 
Shin & Liberzon, 2010). Furthermore, creating frightening conditions for 
the animal will also reinstate the previously extinguished fear response 
(Maroun, 2013). Considering this process in people, for example, if an aging 
veteran, who has lived successfully without PTSD symptoms for 40 years, 
loses his spouse, old war fears may return. It is to be expected.

Under stressful conditions, it is difficult to extinguish a previously 
learned conditioned fear response. Under stressful conditions, impair-
ment in the plasticity of new connections in the medial prefrontal cortex 
may occur (Maroun, 2013).

In contrast to the conditions that make extinction harder, others 
have found ways to enhance the extinction process. Because extinction 
involves making new synapses from neurons in the medial PFC to inhib-
itory neurons in the amygdala, Mike Davis et al. sought to determine 
whether d-cycloserine, an N-methyl-d-aspartate (NMDA) agonist and a 
potentiator of new synapse formation, would facilitate extinction during 
the extinction process. Davis et al. were successful in strengthening the 
speed of extinction with d-cycloserine (Ressler et al., 2004). It should be 
noted that the d-cycloserine is only administered during the extinction; 
it is not given for an extended period of time.

Possibility of Reconsolidation

Memory researchers have reasons to believe that when a memory is 
brought into awareness, it can be altered in some way or even prevented 
from being placed back in storage. The term reconsolidation refers to the 
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process of placing a previously consolidated memory trace back into stor-
age after it is recalled. In an original demonstration, Nader, Schafe, and 
Le Doux (2000) re-exposed a rat to a conditioned fear stimulus, but then 
injected a protein expression inhibitor in the amygdala. (The initial con-
solidation of a memory and reconsolidation of a memory trace requires 
synthesis of new proteins.) After the interference with reconsolidation, 
the rat was no longer fearful of the conditioned stimulus and there was 
no fear reinstatement later, as is observed sometimes with an extinction 
process. This demonstration generated a great deal of excitement in the 
clinical community. It showed that following recall of a memory, there 
is an opportunity to recast or “reconsolidate” the memory with the win-
dow of opportunity being between 1 and 6 hours. Unlike extinction, 
which entails a formation of a new connection of the ventromedial PFC 
to downregulate the amygdala, a reconsolidated memory would not be 
subject to reinstatement given a stressful period.

Disrupting reconsolidation has been employed in the treatment of 
PTSD. Because propranolol (the norepinephrine receptor blocker, i.e., a 
beta-adrenergic antagonist) blocks the formation of the first memory trace, 
it seemed reasonable to block reconsolidation of the memory trace with 
propranolol. (Propranolol is a relatively innocuous blood pressure medi-
cation that inhibits receptors for adrenaline/noradrenaline.) Providing 
propranolol systemically and with intra-amygdala application, Debiec and 
LeDoux (2004) were able to block reconsolidation in rodents. Kindt, Soeter, 
and Vervliet (2009) used propranolol in the laboratory to block reconsoli-
dation in humans. Roger Pitman, a PTSD researcher, used propranolol 
during exposure sessions in an attempt to alter reconsolidation (Ressler & 
Mayberg, 2007). Following propranolol treatment during and after expo-
sure to a fearful memory script, those with PTSD displayed lower levels of 
sympathetic nervous system (SNS) activation when thinking about their 
fear in a subsequent exposure session (Brunet et al., 2008).

There is a complication. The animal work indicates, at most, a 6-hour 
window for changing the reconsolidation process. Furthermore, it is 
known that old memories are more stable than more recently formed 
memories. In people with PTSD, many of the memories are old memories. 
Graff et al. (2014) speculated that old memories were more stable than 
recently formed memories because of epigenetic modifications to a gene 
for a protein involved in neuronal cell activation (c-Fos).
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The details here are dicey and probably not vital for appreciating 
the bottom line, but a brief explanation is provided for those who want 
detail. C-Fos is a marker of brain activity in an area and signals the 
availability of a window for changing a memory in the reconsolidation 
process. More c-Fos is a marker for greater plasticity, that is, greater 
capacity to alter neuronal connections. An enzyme, histone deacety-
lase 2, will prevent the increase of c-Fos by changing the c-Fos gene’s 
DNA’s accessibility. (Recall from Chapter 2 that altering the accessibility 
of DNA is called an epigenetic change.) Graff et al. speculated that if 
they employed a chemical to knock out the enzyme (histone deacety-
lase 2) that was precluding the increase in c-Fos, they could increase 
the malleability of the memory and alter the reconsolidation process. 
Graff et al. were able to inject their chemical into the body cavity in 
mice, which inhibited histone deacetylase, allowing more c-Fos to be 
expressed. Following administration of the histone deacetylase inhibi-
tor, Graff et al. showed that the “trauma” memory was erased. This was 
a clever demonstration in animals, in which you can deliver a chemical 
to the site in the brain where you want it. In people, drug delivery may 
or will constitute a problem with this type of intervention. However, the 
experiment did constitute a “proof of concept.”

Teaching Active Coping

Animal work has also shown that fear responses can be eclipsed by creat-
ing active responses. In a particular demonstration, after learning condi-
tioned fear, some animals were allowed to make the active response of 
moving into safe territory. In the active animals, rather than the lateral 
amygdala signaling to the central amygdala to generate the downstream 
syndrome of fear, signaling was diverted through another structure in 
the amygdala (lateral amygdala to basal amygdala) and then to the ven-
tral striatum (location of the nucleus accumbens). The animals making 
the active coping response failed to display freezing, the conditioned fear 
behavior (Amorapanth, LeDoux, & Nader, 2000). In reviewing this study, 
LeDoux and Gorman (2001) suggested that development of PTSD can be 
precluded by producing active coping responses following exposure to 
fear-inducing events.
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TYPES OF ANXIETY DISORDERS

Anxiety disorders are the most common form of disorder. At any point in 
time, 12% of the population meets criteria for an anxiety disorder. Over 
the course of a lifetime, 28.8% of the population will experience an anxi-
ety disorder (Kessler et al., 2005). For some anxiety disorders, the stimu-
lus bringing on the anxiety is clear. The anxiety-evoking stimuli are clear 
for PTSD and for phobias. Similarly, with OCD, the fear-eliciting stimuli 
that precipitate the anxiety-reducing ritualistic behaviors are clear. The 
precipitant for those with panic attacks is also clear. (Those with panic 
attacks seem to respond to small, nonharmful changes in their blood 
chemistry.) In contrast, in generalized anxiety disorder (GAD), fear-elicit-
ing stimuli are less easily identified.

There is a great deal of overlap between anxiety and depression. One 
third to one half of those with depression also meet criteria for anxiety 
disorder; 40% to 50% of those with anxiety will meet depression criteria 
at some point (Murphy et al., 2004). Panic disorder is a particular problem 
in primary care. The medical utilization rates are higher for those with 
panic disorder than those with other anxiety disorders (Deacon, Lickel, & 
Abramowitz, 2008).

Generalized Anxiety Disorder

GAD is characterized by worry and apprehension. Feeling “keyed up” 
or “on edge,” being readily fatigued, having difficulty sleeping, mus-
cle tension, irritability, and difficulty concentrating contribute to the 
diagnosis.

Persons who are high on trait anxiety do exhibit more amygdala acti-
vation when shown frightening images, even when the presentation of 
these images is too brief to allow cognitive processing (Etkin et al., 2004; 
Ewbank et al., 2009). There is also support for the view that anxious people 
do selectively attend to and dwell on dangers. Persons who are selected 
for extreme scores on measures of anxiety are quicker in finding angry 
faces and fearful faces in a crowd (Doty, Japee, Ingvar, & Ungerleider, 
2013; Phelps, 2006). When working on another task, those selected for high 
trait anxiety are more distracted by fearful faces or words that can evoke 
emotion. The results of a meta-analysis confirmed the hypothesis that the 
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attention of anxious individuals is drawn to threat stimuli (Bar-Haim, 
Lamy, Pergamin, Bakermans-Kranenburg, & van Ijzendoon, 2007).

The dorsolateral PFC (DLPFC), an area implicated in emotional 
regulation, is hypothesized to exercise some control over the brain’s 
fear structure, the amygdala. Experimental results confirm that the 
DLPFC can downregulate the brain’s fear response. Although research 
participants exhibit activation of the amygdala in response to fearful 
faces, when asked to categorize the emotion in the faces, the DLPFC is 
active and there is less activity in the amygdala (Hariri, Bookheimer, & 
Mazziotta, 2000). Thus, the DLPFC offers a mechanism for restraining 
the amygdala's capacity for generating anxiety.

Those with anxiety disorders may be less effective in inhibiting the 
amygdala. Research with young adults with high anxiety levels sug-
gests a low level of connectivity between the DLPFC and the amygdala, 
as evidenced by a weaker negative correlation between these two areas 
compared to healthy controls (Hardee et al., 2013; Monk et al., 2008). 
Inhibited (shy) children often exhibit high anxiety levels as adults. An 
imaging study of young adults who had earlier been identified as inhib-
ited children confirmed lower levels of connectivity between the DLPFC 
and the amygdala (Hardee et al., 2013). In addition to using the DLPFC 
to downregulate the amygdala, the parasympathetic nervous system, as 
measured by greater heart rate variability, is also involved in downregu-
lating anxiety. Those with high vagal tone (greater heart rate variability) 
are better at regulating fear (see Chapter 2, Polyvagal Theory section). 
However, those with anxiety disorders exhibit lower levels of heart rate 
variability (Thayer, Friedman, & Borkovec, 1996). Thus, both emotional 
regulation through the DLPFC regulation and regulation through the 
parasympathetic nervous system (specifically the vagus nerve) appear 
to be deficient in those with anxiety disorders.

Many of the same genetic risk factors predispose to GAD, panic dis-
order, and PTSD. Phobias, however, seem to be genetically independent 
(Chantarujikapong et al., 2001; Craske & Waters, 2005). The short sero-
tonin transporter has received much attention as a risk factor for depres-
sion and anxiety. The adjective short refers to the promoter region of the 
serotonin transporter. Because the promoter region is smaller, less of 
the serotonin transporter is made. (Recall that the transporter’s job is 
to remove serotonin from the synapse.) Thus, in those who are anxious, 
serotonin remains in the synapse for a longer period of time.
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The short serotonin transporter allele is a risk factor for anxiety. 
However, genetic studies suggest that symptoms developing in a per-
son with the short transporter risk allele are highly dependent on 
environmental factors. In a representative study, Petersen et al. (2012) 
genotyped children on their serotonin transporter allele as well as 
assessing the stressfulness of their environments. Petersen et al. found 
that when coupled with a stressful childhood environment, those with 
both the stress and the short transporter were more likely to exhibit 
symptoms of both depression and anxiety in adolescence. (Those 
with the long transporter were resilient in the stressful environment.) 
Although some researchers have focused on the interaction of alleles for 
the serotonin transporter and stressful environments, Way and Taylor 
(2010) examined how those with the short serotonin transporter fare in 
supportive environments. They found that those with the short sero-
tonin transporter exhibited better mental health outcomes than others 
when raised in supportive environments. Thus, the short allele for the 
serotonin transporter should probably be characterized as conferring 
greater responsiveness to the environment rather than being a depres-
sion–anxiety risk factor.

The impact of the serotonin transporter alleles on momentary responses 
has also been evaluated. Hariri et al. genotyped people on the serotonin 
transporter and then scanned their brains as they observed frightening 
or gruesome photos (Munafo, Brown, & Hariri, 2008). Those with the 
short transporter exhibited more activation in their amygdalae. Lonsdorf 
et al. (2009) found that those with the short transporter exhibited stronger 
fear-potentiated startle (where the presentation of a loud noise increased 
subsequent startle to an air puff), another marker of anxiety.

Summary

Those with GAD differ from others in particular ways. They do seem to 
focus and be drawn in by negative stimuli. In terms of the physiology 
for regulating distressing emotions, they show deficits. There are genetic 
variations that predispose to anxiety; however, genetic risk factors require 
particular environments before anxiety symptoms are manifested. All of 
these findings are consistent with the possibility that anxiety symptoms 
can be modified through environmental interventions. In the section on 
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treatment, we consider ways to increase emotional regulation and change 
the manner in which people deploy their attention.

Obsessive-Compulsive Disorder

Persons with OCD become anxious at particular times and develop ritu-
als that serve to decrease their anxiety. The concept of “negative rein-
forcement” explains how this works. When behaviors turn off a negative 
experience, the behaviors become “negatively reinforced” and increase 
in frequency. OCD rituals decrease subjective, internal anxiety and, thus, 
the behavioral ritual becomes negatively reinforced (Christianson et al., 
2012). In fact, in an experiment in which persons with OCD were induced 
to perform their escape or anxiety behaviors at a higher level, each time 
escaping their initial anxiety, their fears of contamination were even 
more enhanced (Deacon & Maack, 2008). A negative reinforcement effect 
was noted. The study suggests that giving into the urges to perform OCD 
rituals will increase their tenacity.

Although the OCD of most individuals is another form of an anxiety 
disorder, earlier it was noted that some of those with OCD exhibited 
problems in other brain circuits not generally associated with anxiety 
(Rapoport, 1989). There is evidence suggesting that the basal ganglia, 
structures associated with the control of movement, are involved in the 
expression of OCD behaviors in subsets of those with OCD. A variety of 
observations led to the emergence of this evidence.

Some persons who are infected with group A beta-hemolytic strep-
tococcus pharyngeal (throat) infection subsequently develop rheumatic 
fever. Rheumatic fever affects the heart. Later, Sydenham’s chorea follows 
(Swedo et al., 1989). Sydenham’s chorea involves tics, that is, involuntary, 
repetitive movements of the upper body and the face. Along with the 
tics, some (17% in the Hounie et al. [2007] sample) develop compulsions 
to avoid germs and rituals to avoid contamination, for example, wiping 
doors, washing hands, and avoiding contact with presumably contami-
nated areas. Thus, there seemed to be a connection among infection with 
a particular bacterium, an autoimmune response to the heart, movement 
problems, and characteristic OCD behaviors.

With advances in immunology and understanding of antibodies, it 
became possible to assess antibody titers in the blood of persons with 
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Sydenham’s chorea. In fact, it was confirmed that those with documented 
Sydenham’s chorea did have antibodies to proteins expressed in the 
basal ganglia (an area of the brain involved in controlling movements). 
The explanation for the antibody elevation is that proteins expressed by 
streptococcus bacteria are similar in structure to proteins expressed in 
the basal ganglia. Thus, the antibodies to the bacteria cross-react with 
proteins (lysoganglioside receptors) in the basal ganglia (Hounie et al., 
2007). These findings implied that the basal ganglia may be a key struc-
ture in the expression of OCD-associated behaviors. Consistent with this, 
some individuals displaying OCD behaviors have a documented his-
tory of scarlet fever followed by Sydenham’s chorea (Hounie et al., 2007; 
Mercadante et al., 2005).

Some individuals with OCD also meet criteria for Tourette’s syndrome. 
Tourette’s syndrome is characterized by tics, which may include eye blink-
ing; grimacing; jaw, neck shoulder, or limb movements; sniffing; grunting; 
chirping; throat clearing; corprolalic utterances (compulsion to make offen-
sive statements); biting; and/or hitting. In children with Tourette’s, 60% 
to 70% also exhibit hyperactivity and 50% exhibit obsessive- compulsive 
behaviors (Swain, Scahill, Lombroso, King, & Leckman, 2007). The joint 
occurrence of tics and ritualistic compulsions suggests that the OCD 
behaviors of some can be considered to be a type of movement disorder.

Recent studies have confirmed that basal ganglia structures are critical 
to the expression of OCD behaviors. Recordings from neurons in the basal 
ganglia confirm that this area of the brain is active during the expression 
of OCD behaviors, such as excessive checking (Burbaud et al., 2013).

Super Recollectors

Other data are consistent with the basal ganglia, structures involved in 
motor regulation, being relevant in OCD. James McGaugh and Larry 
Cahill have recruited persons with exceptional long-term memories. 
(For example, these individuals remember everything they did on each 
Tuesday of their lives.) McGaugh and Cahill were fascinated by these 
individuals and wanted to explore the ways in which they differed from 
other people. Brain imaging work on these individuals noted that they 
have larger than average right anterior putamens and caudates, structures 
of the basal ganglia (LePort et al., 2012). The basal ganglia are thought to 
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mediate memory for habits, particularly motor habits. Thus, it is under-
standable why increased basal ganglia size might be found in those with 
superior memories (Graybiel, 2008; Leckman & Riddle, 2000). In addi-
tion to their superior memories, McGaugh and Cahill’s research subjects 
with superior memories also exhibited features of OCD. Several of them 
hoarded or collected items, required detailed organization of their physi-
cal environments, and displayed heightened fear of germs. (For exam-
ple, one individual insisted on organizing her closet in sections based 
on clothing color.) With regard to social function, McGaugh and Cahill’s 
super-memory individuals displayed normal social interactions. None of 
McGaugh and Cahill’s subjects with superior memory regretted his or 
her superior memories or reported that his or her memories interfered 
with his or her daily life activities (LePort et al., 2012). Although there is 
no evidence to suggest that those with superior memories have antibod-
ies to proteins in the basal ganglia, the finding of larger basal ganglia 
does suggest that basal ganglia are implicated in both superior memories 
and OCD.

Possibility of More Targeted Treatment

The recognition that some persons with OCD may actually suffer from 
an autoimmune disorder does suggest that targeting the immune system 
may offer a better way to ameliorate distress. Swain, Scahill, Lombroso, 
King, and Leckman (2007) report mixed results for intravenous infusion 
of antibodies to other antibodies. The recognition that the basal gan-
glia are involved in symptom production has led to the development of 
deep brain stimulation in this brain area as another treatment strategy 
(Burbaud et al., 2013). The selective serotonin reuptake inhibitors (SSRIs) 
are also employed (Rapoport, 1989).

Even when OCD emanates from dysfunction in movement structures 
of the brain, developing regulatory capacity offers a productive treat-
ment strategy. Observations of children with Tourette’s syndrome con-
firm that brain regulatory areas can suppress symptoms. Interestingly, 
persons with tics can suppress the tic for a given time interval, but the 
tension associated with suppression builds. At some point, they succumb 
and move their bodies. Recall that the ventrolateral PFC is involved in 
regulating attention and in suppressing motoric behavior. When persons 
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with tics are engaged in activities requiring focused attention, possibly 
engaging the ventrolateral PFC (the regulation center introduced in 
Chapter 2), symptoms subside (Swain et al., 2007). For those with com-
pulsions and obsessions, whether the OCD behaviors arise from the 
basal ganglia or other brain areas, developing the brain’s regulatory 
capacity constitutes a treatment strategy. Presently, response prevention 
(i.e., restraining the urge to perform a compelled behavior) following 
exposure to ritual-eliciting stimuli is recommended for the treatment of 
OCD (Foa, 2005; Swain et al., 2007).

Posttraumatic Stress Disorder

PTSD is the fourth most common psychiatric disorder, occurring in 10% 
of men and 18% of women (Breslau et al., 1998). The diagnosis of PTSD 
requires exposure to some fear or horror-evoking situation that others 
would evaluate as horrific. Witnessing harm to another person can also 
qualify as trauma. Following trauma, the individual is plagued by intru-
sive thoughts, strong physiological responses given reminders of the pre-
vious trauma, a generalization of the fear reaction to other stimuli, active 
avoidance of reminders, emotional numbing, enhanced startle response, 
and hypervigilance. Although symptoms most often develop shortly after 
the traumatic event, in some people, there is a delay in the development 
of PTSD symptoms. There is an interesting difference in those with PTSD 
as contrasted with other anxiety disorders. Most anxiety disorders are 
associated with higher levels of cortisol. Those with PTSD exhibit lower 
baseline levels of cortisol compared to controls, although higher levels of 
CRF, a hormone that is involved in initiating the release of cortisol, have 
been found in their cerebrospinal fluid (Jovanovic et al., 2010b).

Factors Associated With Enhanced Risk for PTSD

Why do some develop PTSD while others do not? Even when given expo-
sure to trauma, 80% to 90% of individuals are resilient and do not develop 
PTSD (Gillespie et al., 2009; Hoge et al., 2004; Jovanovic & Ressler, 2010). In 
a study in Sweden, the type of trauma predicted 16.7% of the variance in 
determining whether PTSD would develop after the trauma. In terms of 
the types of life-threatening events that result in PTSD, traumatic events 
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caused by people are more likely to result in PTSD than other types of 
events. Traumas, such as an accident or a fire, result in PTSD less than 
10% of the time, in contrast to events, such as rape or combat exposure, 
which have occurrence rates between 20% and 60%. Traumas associated 
with a loss of trust in other human beings result in more frequent devel-
opment of PTSD. Charuvastra and Cloitre (2008), who reviewed this lit-
erature, raise the issue of whether the loss of trust in others is a mediator 
for when an event will result in PTSD.

Consistent with the idea that loss of trust in others is a key factor in 
PTSD development, social support during the time immediately follow-
ing the stressor does decrease the emergence of PTSD (Boscarino, 1995; 
Charuvastra & Cloitre, 2008). Early abuse, such as child abuse, increases 
risk (Charuvastra & Cloitre, 2008; Duncan, Saunders, Kilpatrick, 
Hanson, & Resnick, 1996). Repeated exposure to stressors also increases 
the probability of developing PTSD (Ozbay et al., 2007).

Personal characteristics also influence whether a person will develop 
PTSD following exposure to trauma. Having a greater propensity to 
experience anxiety increases the risk of developing PTSD after trauma. 
Those displaying greater skin conductance to threat and slower habitu-
ation to frightening stimuli are more likely to develop PTSD following 
trauma (Guthrie & Bryant, 2006; Pole et al., 2009). Among firefighters, 
those exhibiting a strong startle response, as assessed prior to exposure 
to a fire, were more likely to develop PTSD after a fire (Gilbertson et al., 
2002). Those who experience dissociation at the time of the event are more 
likely to develop PTSD (Charuvastra & Cloitre, 2008).

In Chapter 2, the role of the ventrolateral PFC in regulating responses 
was reviewed. The possibility that those with PTSD will have less emo-
tional regulatory capacity has been tested. New et al. (2009) compared 
three groups: persons with PTSD, persons who had not been exposed to 
trauma, and persons without PTSD but who had been exposed to trauma. 
Research participants were asked to either suppress or magnify their 
response to negative pictures while their brains were scanned. Those with 
PTSD exhibited less ability to alter (suppress or magnify) their responses 
than others. During the suppression instructions, those with PTSD showed 
less activity in the ventrolateral PFC than those who were never exposed 
to trauma, although the difference between those with and without PTSD 
who had been trauma exposed was not statistically significant. In terms of 
the capacity to magnify distress, the two groups without PTSD activated 
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similar regions and differed from those with PTSD. These findings sug-
gest that self-regulatory capacity may be impaired in those with PTSD. 
Consistent with this, structural differences in the ventromedial PFC of 
those with PTSD (Christianson et al., 2012), an area that can inhibit fear 
experience and expression, have also been identified.

Persons with PTSD do, as a group, have smaller hippocampi. The find-
ing of smaller hippocampal volume has been attributed to greater expo-
sure to cortisol, the stress hormone. However, Pitman et al. questioned 
whether a reduction in hippocampus volume occurs after trauma, or 
whether the small hippocampus precedes the trauma and renders an 
individual susceptible to the development of PTSD. To address their 
question, Roger Pittman and colleagues (Gilbertson et al., 2002) exam-
ined the hippocampi of the never–trauma-exposed identical twins of 
Vietnam veterans with PTSD. The hippocampi of identical twins who 
had never been exposed to trauma were also smaller. This finding sug-
gested that a small hippocampus might be a risk factor for PTSD rather 
than a consequence.

Several allelic variations in genes have been identified as associated 
with PTSD: a variation in the gene for catechol-O-methyltransferase, 
which is an enzyme for degrading dopamine, norepinephrine, and epi-
nephrine (Norrholm et al., 2013); a variation in the FKBP5 gene, which is 
involved in regulating sensitivity to cortisol (Mehta et al., 2011); a varia-
tion in the gene for the receptor for CRF, which is involved in respond-
ing to stress hormones (Feder, Nestler, & Charney, 2009). The pituitary 
adenylate cyclase-activating peptide (PACAP) protein receptor is one of 
the latest genes to be identified as risk factors for PTSD. In women, a 
single nucleotide change in the receptor for pituitary adenylate cyclase-
activating polypeptide (PACAPR, which means the receptor for PACAP) 
has been linked with PTSD, as has high circulating levels of the PACAP 
protein itself. It is known that the PACAP system is involved in regulat-
ing CRF levels (Lehmann, Mustafa, Eiden, Herkenham, & Eiden, 2013). 
Persons without PTSD have been evaluated to determine how the PACAPR 
genetic risk factor influences response to threat. Researchers found that 
women carrying the risk factor for genetic variation for PACAPR display 
heightened amygdala activation to threat stimuli as assessed by func-
tionalMRI (Ressler et al., 2011; Stevens et al., 2014). In summary, variations 
in proteins involved in responding to the cortisol and to the stimulus for 
cortisol production (CRF) increase the risk for PTSD.
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PTSD Recovery

Two distinct processes may occur when an individual recovers from PTSD: 
extinction and learning safety cues. As discussed earlier, extinction occurs 
through a process during which conditioned stimuli are encountered with-
out being followed by the unconditioned stimulus. Extinction does not 
erase the original memory trace through the amygdala. Rather, the ven-
tromedial PFC inhibits the amygdala. The previously discussed research 
suggests that those with PTSD may have deficit capacity for regulation of 
emotional responding, a capacity relevant for the process of extinction.

Recovery from PTSD can also involve another type of conditioning: 
learning safety cues. This type of learning entails associating a relax-
ation response to safety signals. In their daily lives, persons with PTSD 
more often fail to distinguish threatening from nonthreatening environ-
ments. They are hypervigilant even in safe environments (Christianson 
et al., 2012; Jovanovic, Kazama, Bachevalier, & Davis, 2012; Jovanovic & 
Norrholm, 2011). Laboratory demonstrations are consistent with the 
hypothesis that those with PTSD fail to learn safety signals. Javanovic 
and colleagues developed a procedure to show that those with PTSD 
have difficulty learning to acquire proper responses to safety signals. In 
the laboratory, fear-potentiated startle can be measured. For most people, 
if a soothing stimulus precedes a loud noise, the eye contractions (startle 
response) are decreased relative to when an aversive stimulus (gruesome 
pictures) precedes the loud noise. In a laboratory test, researchers condi-
tioned particular symbols to be associated with presentation of an aver-
sive stimulus and some stimuli to signal safety. Those with PTSD startled 
to the same extent when soothing stimuli (safety signal) preceded the 
loud noise as when the disturbing stimuli preceded the loud noise. This 
occurred despite the fact that those with PTSD were cognitively aware 
that the soothing stimuli were signals for relaxation (Jovanovic et al., 
2010a; Jovanovic et al., 2012). Thus, in those with PTSD, there are obsta-
cles to both the extinction process and the learning safety-cue route to 
recovery.

Another potential system that might facilitate or impair the capacity for 
recovery from PTSD is the immune system. The involvement of inflam-
mation in creating symptoms of major depression was reviewed in the 
chapter on depression (Chapter 4). Changes in immune system function 
are also associated with PTSD. Epigenetic changes in genes coding for 
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proteins in the immune system have been noted. Those with PTSD exhibit 
higher levels of tumor necrosis factor alpha (TNF-alpha) in plasma. They 
are also lower on interleukin 4 (IL-4), a cytokine that exerts an anti-inflam-
matory effect in the brain (Smith et al., 2011). Those with PTSD exhibit 
lower heart rate variability (Minassian et al., 2014), a factor that suggests 
less control over inflammation. Recall that Naomi Eisenberger et al. found 
that with systemic inflammation, there is less activation of the nucleus 
accumbens in response to reward (see Chapter 4, section on inflamma-
tion). Consistent with the impact of inflammation on reward structures, 
those with PTSD also display less activation in the nucleus accumbens in 
response to social and monetary reward (Elman et al., 2009).

In terms of avenues for recovery from PTSD, strengthening the regula-
tory capacity of the PFC should facilitate both extinction and conditioning 
a relaxation response to safety cues. Activating strategies for decreas-
ing systemic inflammation offers another route for enhancing recovery.  
We will look at further avenues in the next section on treatments.

TREATMENTS

Talk Therapies

Behavioral treatments are a major approach to treating anxiety disorders. 
For phobias and PTSD, persons are exposed to stimuli associated with 
their fear without the occurrence of actual harm. For OCD, individuals 
are exposed to stimuli that elicit compulsive behavior and not allowed 
to perform their rituals. For those with panic attack, inducing bodily 
changes with lactic acid infusion brings on the fear, which is then allowed 
to extinguish. These treatments yield effect sizes in the range of 0.79 to 
1.38 (Deacon & Abramowitz, 2004). After treatment, there is evidence of 
brain changes. For example, Straube, Glauer, Dilger, Mentzel, and Miltner 
(2006) found that following exposure treatment, persons with specific 
phobias displayed less activity in the insula (an area that detects distress 
in internal organs) and anterior cingulate cortex when viewing the feared 
object. Those with OCD, after treatment, showed reductions in the activ-
ity of basal ganglia (Schwartz, Stoessel, Baxter, Martin, & Phelps, 1996).

Because GAD is not associated with specific fear-eliciting stimuli, 
exposure and response prevention are not appropriate. Specific versions 
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of cognitive behavioral therapy have been developed for treating GAD. 
Treatment entails cognitive restructuring, relaxation, and self-monitoring 
to ease anxiety symptoms. Progressive muscle relaxation and training in 
self-monitoring are employed so that relaxation can be applied at par-
ticular times. Learning to counter catastrophic thinking is also addressed 
(Deacon & Abramowitz, 2004). For panic attacks, learning methods of 
control of breathing offers an additional tool.

Cognitive behavioral therapy is effective in the treatment of generalized 
anxiety. A study of youth with GAD compared the effects of cognitive 
behavioral therapy to SSRIs at 2 weeks after the end of treatment. Both 
groups had improved on measures of daily anxiety. Both treated groups 
showed enhanced levels of right ventrolateral PFC activation when view-
ing pictures of angry faces compared to a nontreated group. As the ventro-
lateral PFC is believed to be an area of emotional regulation, the imaging 
results affirmed the efficacy of both procedures (Maslowsky et al., 2010).

Medications for Anxiety

Benzodiazepines are often used to treat acute anxiety. Benzodiazepines 
are also frequently prescribed for sleep. Selection among benzodiaz-
epines is based on their half-lives. Those with shorter half-lives include 
Halcion (triazolam) and Restoril (temazepam). Although Halcion is less 
likely to result in morning sedation, it can induce agitation and psycho-
sis. All of the benzodiazepines can result in blackouts, such that indi-
viduals fail to remember what occurred while they were under the drug’s 
influence. Benzodiazepines do impair driving ability. Tolerance to these 
drugs develops after 2 to 3 weeks’ use (Trevor & Way, 2013). After use for 
extended periods of time, benzodiazepine discontinuation is associated 
with withdrawal symptoms, including anxiety, agitation, and possible 
seizures. Withdrawal symptoms can be lethal. Benzodiazepines are asso-
ciated with increased risk for Alzheimer’s disease (Billioti de Gage et al., 
2014; Roy, Scola, Boustani, & Fairbanks, 2014).

There is concern that medicating persons with anxiety will decrease 
the efficacy of exposure therapy. Extinction during exposure therapy 
involves making new connections such that a patient learns that in a given 
context, the unconditioned stimulus will not occur. In order to learn new 
associations during exposure therapy, the anxiety response needs to be 
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evoked. Part of the anxiety response involves sensations from the body. 
However, if a patient is medicated during the exposure training, inter-
nal anxiety will not be generated. Theoretically, there will be insufficient 
anxiety for the extinction process to take place. When the drugs are dis-
continued, then any apparent gains of exposure training will disappear. 
Clinical outcomes are consistent with this thinking (Otto, Smits, & Reese, 
2006; Rothbaum et al., 2014).

Selective serotonin reuptake inhibitors are also used in the treatment 
of anxiety disorders. Between 20% and 33% of individuals fail to respond 
to the SSRIs. Response, when it occurs, is usually delayed for about 2 to 
6 weeks (Farach et al., 2012). A meta-analysis, including all of the stud-
ies provided to the Food and Drug Administration (FDA) on paroxetine 
for anxiety, found that paroxetine decreased scores on the Hamilton 
Rating Scale for Anxiety (HRSA) by only 2.31 more points compared to 
placebo. (There are 56 possible points on the HRSA.) The difference in 
change between placebo and drug was significant, but effect sizes were 
small. There was some variation in efficacy across types of anxiety dis-
orders. Treatment effects were a little higher for panic disorder than for 
GAD. Unlike the efficacy of SSRIs, which differ as a function of severity 
of depression, treatment efficacy did not differ for those with mild, mod-
erate, and extreme anxiety levels. As in the studies on depression, much 
of the change in baseline scores could be attributed to placebo effects 
(Sugarman, Loree, Baltes, Grekin, & Kirsch, 2014). In terms of making a 
cost/benefit analysis, all of the side effects of antidepressants discussed 
in Chapter 4 can be expected to occur when taken for the treatment of 
anxiety disorders.

Other Nondrug Treatments

In Chapter 4, the role of inflammation in depression was reviewed. In 
those with anxiety, elevations in inflammatory factors also have been 
noted (Hou & Baldwin, 2012; Salim, Chugh, & Asghar, 2012). Consistent 
with the idea that anxiety also involves inflammation, Thayer, Friedman, 
and Borkovec (1996) have found lower heart rate variability in those with 
generalized anxiety. (Recall that lower heart rate variability is associated 
with greater systemic inflammation.) In Chapter 2, approaches to decreas-
ing inflammation were reviewed. Some of these approaches have been 
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applied to anxiety. Increasing consumption of omega-3s was shown to 
lower anxiety in medical students during examination periods (Kiecolt-
Glaser, Belury, Andridge, Malarkey, & Glaser, 2011) and in substance abus-
ers (Buydens-Branchey, Branchey, & Hibbeln, 2008). Exercise is an effective 
anxiety reducer and lowers systemic inflammation (Otto & Jasper, 2011).

There are additional strategies for lowering anxiety levels. Tai Chi prac-
tice has been found to lower anxiety levels (Song et al., 2014). Oxytocin 
is the hormone released during social bonding. There are oxytocin 
receptors in the central amygdala that, when activated by oxytocin, will 
decrease freezing in response to conditioned stimuli in animals (Viviani 
et al., 2011). Researchers have increased oxytocin by using nasal spray. 
Oxytocin nasal spray, administered as individuals see fearful stimuli, 
diminishes cortisol levels, amygdala activation, and subjective distress 
(Kirsch et al., 2005). Thus, there are theoretical reasons for increasing time 
with trusted friends, an activity that might raise oxytocin levels (Zak, 
Kurban, & Matzner, 2004). It can be effective in lowering anxiety levels.

Ways in Which to Talk About and Deal  
With Past Traumatic Events

In their review of the literature on PTSD, Charuvastra and Cloitre (2008, 
p. 18) express the widely held view that “One of the essential components 
of treatment is the ‘emotional processing’ of memories of trauma, with 
the goal of diminishing and resolving feelings of fear associated with 
memories.” Charuvastra and Cloitre acknowledge that this requirement 
is consistent with Freud’s view of the necessity of catharsis.

One of the assumptions made by followers of Freud is that expres-
sion of emotion will dissipate the emotion. Freud was a contemporary 
of those who developed the first law of thermodynamics, which states 
that energy can be transformed from one form to another but it can never 
be created or destroyed. Drawing an analogy from physics, the think-
ing was that if trauma created energy in a person’s body, it needed to be 
released through catharsis, or it would be trapped in the body leading to 
psychosomatic illness (Breuer & Freud (1895/2013); Consedine, Magai, & 
Bonnano, 2002; Gross, 1998). Unfortunately, viewing emotions as trapped 
energy may not capture how human emotions function. Many formal 
studies of catharsis in which research participants are angered and then 
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either distracted or allowed to vent find that venting seems to solidify 
the intensity of the subject’s feelings. On a subsequent encounter, those 
who have vented are more bothered rather than less bothered by the irri-
tant (Bushman, Baumeister, & Strack, 1999; Bushman, Bonacci, Pedersen, 
Vasquez, & Miller, 2005; Ebbesen, Ducan, & Konecni, 1975; Green & 
Murray, 1975). Thus, allowing emotional expression will not necessarily 
drain the emotion, as suggested by Freud’s catharsis model.

There may be ways to revisit memories of past traumatic events that 
will prove beneficial. Exposure therapy involves revisiting memories of 
traumatic events and, because nothing terrible follows, the distress extin-
guishes. There is support for the efficacy of this approach. Consistent 
with beneficial effects of revisiting painful experiences, there is a large 
literature evaluating the impact of writing about distressing events. 
Jamie Pennebaker has repeatedly shown that writing about trauma can 
have beneficial effects. Persons who write about their own past trauma or 
the past trauma of others exhibit better coping skills, lower levels of dis-
tress, and make fewer health care visits. However, the beneficial effects 
are found in those who reach some type of cognitive resolution. Those 
who achieve benefit from writing about trauma use more words such 
as because of and understanding (Littrell, 1998, 2009). If revisiting emotion 
fails to lead to a change in perspective, then a beneficial effect will not 
occur. Consistent with this view, Dickerson, Kemeny, Aziz, Kim, and 
Fahey (2004) had research participants write about a time when they felt 
ashamed. After writing, research participants were not only more dis-
tressed, but they also exhibited elevations in inflammatory markers. In 
another study, evaluating the impact of catharsis, mothers whose preg-
nancies resulted in stillbirths were assigned to hold their deceased infants 
and were compared to matched controls who had not held their infants. 
Those presented with their stillborn children were more depressed or 
anxious and less able to bond with their subsequently born children 
(Hughes, Turton, Hopper, & Evans, 2002). Consistent with the observa-
tions from the Pennebaker studies, revisiting emotionally painful events 
only works to dissipate pain when some new positive cognitive message 
is achieved. Merely reexperiencing pain does not appear to be helpful.

The experimental literature on reappraising distressing stimuli pro-
vides some suggestions about ways to talk about painful events in ways 
that are helpful. When stimuli are described in neutral terms, then peo-
ple exhibit less arousal and less activation in the brain’s distress centers 
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(dorsal anterior cingulate). Making nonemotional judgments rather than 
emotional judgments is associated with reduced amygdala activity and 
more prefrontal cortex activity (Tracy, Klonsky, & Proudfit, 2014). This 
approach is quite consistent with the process of meditation. When medi-
tating, thoughts are not judged, they are just acknowledged. Jacobs et al. 
(2010, p. 3) characterize mindfulness as occurs during meditation as, “the 
abilities to carefully observe and label internal or external experience in 
a non-reactive, non-judgmental manner.” Consistent with this, Creswell, 
Way, Eisenberger, and Lieberman (2007) measured people on their ten-
dencies to adopt mindfulness, a nonjudgmental approach to their feelings. 
Those who rated higher on mindfulness, or the tendency to allow thoughts 
to pass without judgment, exhibited more activation in the PFC and less 
amygdala activation as they labeled the emotional faces of others.

The studies on labeling emotion raise the question of whether distress 
might be enhanced if people label their emotions in such a way that they 
magnify their distress. Ayduk, Mischel, and Downey (2002) make a dis-
tinction between talking about a painful experience in a manner that 
makes it more abstract (cool focus) versus ways that enhance immersion 
in the experience (hot focus). In a study in which subjects were instructed 
to talk about an event with either a hot or cool focus, the hot focus mag-
nified distress. Kross, Ayduk, and Mischel (2005) replicated this finding 
in a study in which a painful experience involving anger was discussed 
from a distance stance or intense emotional stance. Only the distance 
stance reduced anger about the situation.

Reestablishing Connections to Others

Charuvastra and Cloitre (2008) make the case that the creation of PTSD 
symptoms in those experiencing trauma may be mediated by the threat 
to social bonds and trust in others that the trauma creates. As a treat-
ment for PTSD, enhancing social bonds may be a very important compo-
nent. When anticipating shock, holding the hand of a loved one decreases 
the fear registering in the dorsal anterior cingulate cortex (Eisenberger 
et al., 2011). It is also the case that those Vietnam veterans who became 
involved in their communities were more likely to exhibit resolution of 
PTSD than those who did not establish bonds in the community (Koenen, 
Stellman, Stellman, & Sommer, 2003). Thus, the evidence suggests that 
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social bonding can ameliorate anxiety and is consistent with the idea that 
it can relieve PTSD symptoms.

Lisa Najavits has developed a therapy of “seeking safety treatment” for 
those substance abusers with PTSD. For those with both PTSD and sub-
stance abuse, Najavits argues that exposure therapy in early sobriety can 
jeopardize sobriety and lead to relapse. Najavits avoids stirring up painful 
remembrances by detailing prior trauma. She acknowledges the trauma 
that her clients have experienced, but does not focus on it. Rather, she helps 
clients identify safe places and safe people to be with. When flashbacks 
occur, clients are taught the coping mechanism of focusing elsewhere. Her 
results have been encouraging (Najavits, Weiss, Shaw, & Muenz, 1998).

Various talk therapy interventions have been shown to successfully 
resolve the distress of prior trauma. Bleiberg and Markowitz (2005) used 
interpersonal therapy to ameliorate PTSD symptoms. David Spiegel ran-
domly assigned survivors of childhood sexual abuse to “talk about it in 
group therapy” or “talk about daily life in a supportive environment.” 
At the end of treatment, there was no difference in outcome (Classen, 
Koopman, Neville-Manning, & Spiegel, 2001). Perhaps social support 
is sufficient to decrease anxiety levels for the long term (Littrell, 2008). 
The question remains: If PTSD symptoms dissipate through establishing 
bonds and learning where it is safe, is anything to be gained through 
once again revisiting painful memories?

The Importance of Self-Concept

As discussed earlier, research shows that physical expression of an emo-
tion intensifies rather than dissipates the feeling. During a display of strong 
emotions, an individual will be observing himself or herself feeling that 
emotion. Consistent with the theorizing of William James (discussed in 
Chapter 2), subjective experience is influenced by self-observation of overt 
behavior. Persons who have their facial muscles positioned into an expres-
sion consistent with the evoked emotion report a more intense subjective 
experience. For example, James Laird had subjects either frown or assume 
a neutral expression while observing pictures of the Klu Klux Klan. Those 
who scowled reported more anger (Laird, 1984). The principle here is 
that if I see myself expressing a particular emotion, a certain amount of 
self-definition is conveyed in this observation. It follows that if emotional 
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arousal during an exposure session fails to decline, this failure offers evi-
dence reinforcing the self-concept of not being in control. The emotion 
may be evoked with stronger intensity on a subsequent occasion.

Studies of PTSD in combat experience have suggested the importance 
of self-concept in contributing to PTSD symptoms. Various countries 
have different ways of responding to their soldiers when they have expe-
rienced distress from battle. Evacuating them from the front lines and 
treating people in hospitals where they wear pajamas can be contrasted 
with keeping soldiers on the front lines, staying in uniform, and pro-
viding “aid in place.” The latter is associated with less subsequent PTSD 
(Solomon & Benbenishty, 1986). During World War II, faster recovery was 
also noted when soldiers were treated on the front lines rather than being 
evacuated to hospital units (Grob, 1991; Littrell, 1998). Consistent with 
this thinking, the U.S. military has changed its approach to PTSD. There 
is much more emphasis on fitness and resilience rather than on labeling 
symptoms as disability (Cornum, Matthews, & Seligman, 2011; Vergun, 
2012). Military hospitals in Afghanistan are referred to as fitness centers. 
Rituals for honoring fallen comrades are held. Each day the company 
commander visits the disabled soldier and conveys the message that he 
is very much missed and that other soldiers are counting on the disabled 
soldier’s return. There is much acknowledgement of the trauma associ-
ated with witnessing comrades die, but the person with PTSD is por-
trayed as capable of resilience and not assigned a “patient” role.

Other therapists who work with PTSD have focused on the narratives 
that individuals tell themselves about their experiences. Frank Neuner 
(Bichescu, Neuner, Schauer, & Elbert, 2007) works with African chil-
dren who have been captured by warlords and then forced to become 
soldiers who brutally attack others while under the influence of stimu-
lants. Neuner has developed narrative therapy. The idea is for the chil-
dren to redefine themselves, viewing the trauma as a smaller interlude 
in their lives, which entails a much bigger story of involvement in their 
families and communities. Children are encouraged to create a physical, 
visual time line for telling who they are by placing rocks for the hard 
times and flowers for the good times. Don Meichenbaum (2007), a widely 
recognized psychologist who has contributed treatment videos for the 
American Psychological Association, also views treatment of PTSD as 
helping clients to tell a broader narrative. Although the horror of par-
ticular events can be dramatic and attention grabbing, each individual 
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is encouraged to tell “the rest of the story,” which entails strength and 
survival and the beauty of friendship with and love for lost loved ones. 
Hassija and Cloitre (2014) emphasize to clients that “you own the mem-
ory” and “the memory does not own you.” Haissija and Cloitre have 
developed the Skills Training in Affective and Interpersonal Regulation 
(STAIR) narrative model for treating PTSD. The STAIR model incorpo-
rates training in emotional regulation and changing assumptions of the 
availability of social support. In the STAIR model, clients learn to identify 
opportunities for social support and skills for accessing this support. The 
frequent experience of anxiety and/or depressive feelings can shake self-
confidence. Again, frequent distress can become self-defining.

Journalist Scott Stossel (2014), in his story about his own anxiety dis-
order, discusses how he resolved his problem. He found solace in the 
realization that anxiety has a great deal of survival value, at least for the 
species. He uses this perspective to quit labeling his propensity to become 
anxious as a problem. In general, redefining a difficult problem offers an 
opportunity for new ways of looking at it. In fact, there is a literature 
on finding benefit in trauma. Those who can identify benefit from hard 
times exhibit fewer symptoms of distress (McMillen, 1999).

Making Decisions About How to Proceed

Many tools to treat anxiety are available: exposure therapy; more indi-
rect routes to recovery from anxiety such as meditation, diet, exercise, 
involvement in support groups; or medication. Perhaps the determin-
ing factor in deciding what to do should be the client’s preference. The 
best predictor of outcome for a wide range of problems is the therapeu-
tic alliance (Martin, Garske, & Davis, 2000). As we would expect, when 
therapist and client agree on the problem and the strategy for relieving 
distress, better results ensue.
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6

This chapter focuses on psychotic disorders. The largest category of psy-
chotic disorders is schizophrenia. Approximately 1% of individuals meet 
the criteria for this disorder. There are no blood tests available for the 
diagnosis of schizophrenia (Woo, 2013). Rather, schizophrenia is diag-
nosed on the basis of exhibition of particular symptoms for a period of 
several weeks (Steiner et al., 2013). More detailed descriptions of classical 
symptoms were offered by German psychiatrist Kurt Schneider in 1920. 
Now referred to as “first-rank symptoms,” they include auditory hallu-
cinations, somatic hallucinations, delusions of being controlled, thought 
withdrawal (someone is stealing one’s thoughts), thought insertion 
(thoughts are being inserted), thought broadcasting (others know what 
you are thinking), and delusions of reference (the stop sign is sending a 
personal message to me). In categorizing the classic signs of schizophre-
nia, symptoms are organized into the categories of positive and nega-
tive signs. Positive signs are things that are normally not present, but are 
present with illness, for example, hallucinations and ideas of reference 
(the stop sign is sending a personal message to me). Negative signs are 
normally present, but are lacking in illness, for example, motivation is 
absent. This generalized apathy is also called “flat affect” (Woo, 2013).

PHYSIOLOGY OF PSYCHOSIS

The dopamine hypothesis for explaining symptoms of schizophrenia 
was promulgated several decades ago. It was based on the fact that drugs 
that are dopamine agonists, such as cocaine and amphetamine, can 
result in hallucinations and paranoia at high doses. Moreover, drugs that 
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block dopamine 2 receptors do decrease the more dramatic symptoms of 
schizophrenia. In fact, there is good evidence that hallucinations may in 
fact be attributable to excessive dopamine release in the nucleus accum-
bens. When people with schizophrenia are given radiolabeled l-dopa (the 
precursor for making dopamine), the data are consistent with excessive 
amounts of dopamine in axons and excessive release. However, attempts 
to identify differences between patients and controls in genes control-
ling dopamine function or in proteins controlling dopamine function 
have not been successful (Grace, 2012; Howes & Kapur, 2009). Questions 
regarding those neurotransmitter systems that control dopamine release 
in the nucleus accumbens have yielded more insights into the physiology 
underpinning schizophrenia.

Fast-Spiking, GABA-Producing Interneurons

Parvalbumin-positive (PV+), gamma-aminobutyric acid (GABA)-produ-
cing, fast-spiking interneurons control the release of dopamine in the 
nucleus accumbens (Curley et al., 2011). They do this as follows: GABA 
interneurons project to neurons in the hippocampus that indirectly 
control the dopamine-releasing neurons in the nucleus accumbens 
(Grace, 2012; Howes & Kapur, 2009; Labrie & Roder, 2010; T. L. Schwartz, 
Sachdeva, & Stahl, 2012). A wide range of data implicates the fast-spiking 
GABA neurons and the receptors (N-methyl-d-aspartate [NMDA] recep-
tors for glutamate) that control the activity of these neurons as being the 
core feature of the syndrome of behavior associated with schizophrenia.

Examination of the brains of those who had schizophrenia reveals aber-
rations in the GABA interneurons. Autopsies of the brains of those with 
schizophrenia find a deficiency in the enzyme GAD67, which produces the 
GABA neurotransmitter as well as PV protein (a marker protein for these 
neurons). There are fewer synaptic contacts of these GABA interneurons 
in those with schizophrenia (Curley et al., 2011; Lewis, Curely, Glausier, & 
Volk, 2012; Volman, Behrens, & Sejnowski, 2011; Woo, 2013).

The fast-spiking GABA interneurons produce gamma oscillations. 
Gamma oscillations are needed to form a coherent perception of sensory 
information, for encoding information, and for recall and storage of infor-
mation (Bartos, Vida, & Jonas, 2007; Behrens & Sejnowski, 2009; Doischer 
et al., 2008). “Alterations in brain oscillatory activity is the hallmark of 
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schizophrenia pathophysiology” according to Powell, Sejnowski, and 
Behrens (2012, p. 3) and, according to Steullet et al. (2010), again when 
referring to schizophrenia, “abnormality in synchronized neuronal activ-
ity driven by fast-spiking interneurons is a core feature of this disorder” 
(p. 2547). Deficits in gamma oscillations along with associated cognitive 
deficits have been noted in those with schizophrenia (Woo, 2013). Those 
with schizophrenia display performance deficits on short-term memory 
tasks and have difficulty detecting motion (Kantrowitz & Javitt, 2010b), 
distinguishing pure tones (Deo et al., 2013), distinguishing prosodic 
changes required for recognizing sarcasm, and understanding the mean-
ings of words when used in a metaphorical sense (Kantrowitz, Hoptman, 
Leitman, Silipo, & Javitt, 2013; Kantrowitz & Javitt, 2010a). Many of those 
with schizophrenia (but not all) exhibit profound deficits in cognitive 
function, with one quarter scoring in the retarded range of intellectual 
function and, as a group, they score 1 standard deviation below the mean 
(van Os & Kapur, 2009).

Unusual behaviors are noted in those children for whom hallucinations 
emerge later in life. Walker, Lewine, and Neumann (1996) asked observers 
of home movies to identify those young children who would later develop 
schizophrenia. Observers were able to do so at better-than-chance levels. 
Unusual postures of these children were a clue. Additionally, the delay in 
meeting developmental milestones predicts the emergence of later psy-
chosis (Sorensen et al., 2010).

The risk factors for schizophrenia do influence the development 
of the fast-spiking GABA interneurons. Rubella or influenza virus of 
the mother during the last two trimesters of pregnancy increases the 
risk of schizophrenia in the offspring by a factor of 5, and infection 
is estimated to explain 30% of those with schizophrenia (Brown &  
Derkits, 2010; Sullivan, 2005). Indeed factors associated with infection 
(the cytokines interleukin 8 [IL -8] and tumor necrosis factor alpha 
[TNF-alpha]) in the mother predict later schizophrenia in the offspring 
(Miller et al., 2013). In animals, exposing pregnant dams to infection 
during pregnancy results in a reduction of PV+ interneurons (i.e., the 
fast-spiking GABA interneurons) and changes in patterns of oscillation 
(Powell, Sejnowski, & Behrens, 2012; Volk & Lewis, 2013).

Cannabinoid 1 receptors are present on the GABA interneurons in the 
dorsolateral prefrontal cortex (PFC), where they inhibit GABA release. 
Adolescent marijuana smoking is a risk factor for schizophrenia (Eggan, 
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Stoyak, Verrico, & Lewis, 2010). The marijuana is believed to further 
impair the function of the GABA interneurons.

Problems With the NMDA Receptor

Although some investigators were exploring the role of fast-spiking GABA 
interneurons and gamma oscillations, others focused on NMDA recep-
tors. NMDA receptors are receptors for glutamate. The NMDA receptor 
for glutamate on the membrane of the fast-spiking GABA interneurons 
contributes to the function and integrity of the fast-spiking GABA 
interneurons (Volman et al., 2011). In order to maintain levels of GAD67 
(the enzyme-producing GABA) and PV in these neurons, the integrity of 
the NMDA receptors must be maintained (Kinney et al., 2006). Thus, the 
NMDA receptors are part of the story on the GABA interneurons, which 
produce the gamma oscillations. In this section, we consider the NMDA 
receptors.

Recognition that ketamine, an antagonist of the NMDA receptor, pro-
duces both the positive and negative symptoms of schizophrenia sug-
gested that NMDA receptors might be relevant to schizophrenia. One 
way to measure the number of NMDA receptors is by using a detectable 
chemical that will bind at the receptor and then evaluating how much of 
the chemical can be seen. Occupancy of the NMDA receptors in the hip-
pocampus has been measured in vivo in drug-free persons with schizo-
phrenia, showing less receptor occupancy than controls (Pilowsky et al., 
2006).

In fact, a multitude of factors can perturb the function of NMDA recep-
tors. Some of these pathways are genetic. Others are not. According to 
Steullet, Neijt, Cuēnod, and Do (2006, p. 816), referring to schizophrenia, 
“Because of the heterogeneity of illness, it is likely that several different 
defects cause hypofunction of NMDA receptors in different subgroups 
of schizophrenic patients.” We now consider some of the ways in which 
NMDA receptor function can be disturbed.

The NMDA receptor is comprised of several subunits. One subunit 
will bind glutamate but only if another subunit has glycine or d-serine 
bound to it. Alleles for the proteins involved in d-serine metabolism 
are associated with the risk for schizophrenia (Labrie & Roder, 2010; 
Snyder & Gao, 2013). Those with schizophrenia exhibit lower levels of 
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endogenous d-serine in plasma. Plasma levels of d-serine are inversely 
correlated with positive and negative symptoms of schizophrenia 
(Hashimoto et al., 2003).

Many of the genetic risk factors for schizophrenia code for proteins 
involved in the function of the NMDA receptor. These include neu-
roreglin 1, DISC, dysbindin, and G72 (Geddes, Huang, & Newell, 2011; 
Labrie & Roder, 2010; Powell et al., 2012; T. L. Schwartz et al., 2012; Snyder 
& Gao, 2013). In fact, lower levels of proteins involved in the expression of 
the NMDA receptor were noted in PV+ neurons in the autopsied brains 
of those with schizophrenia (Bitanihirwe, Lim, Kelley, Kaneko, & Woo, 
2009). A very large N study confirmed genetic variations related to gluta-
mate function as risk factors for schizophrenia (Schizophrenia Working 
Group, 2014). Consistent with the idea that there are multiple routes to the 
dysfunction of NMDA receptors and fast-spiking GABA interneurons, 
Arnedo et al. (2014) have identified multiple genetic pathways, each path-
way involving more than one interacting protein variant, as predicting 
particular types of schizophrenia. The identified pathways differed in 
terms of the degree of risk that the alleles in the pathway conferred for 
the emergence of schizophrenia.

Environmental factors can also influence the function of NMDA 
receptors. Deficiency of vitamin D during pregnancy is a risk factor for 
schizophrenia in the offspring. In animal models, restricting vitamin 
D in the pregnant dam will decrease NMDA receptors in the offspring 
(McGrath, Burne, Feron, Mackay-Sim, & Eyles, 2010; Mittal, Ellman, & 
Cannon, 2008). Obstetric complications, particularly hypoxia, raise the 
risk of schizophrenia from 1% (general population) to 6% (Buka, Tsuang, & 
Lipsitt, 1993). Obstetric complications are associated with lower expres-
sion of NMDA receptors (Mittal et al., 2008). In addition to environmental 
factors being associated with NMDA receptor deficiencies, antibodies to 
NMDA receptors have been found in 10% of those with acute psychosis 
(Steiner et al., 2013).

Inflammatory Factors and Free Radicals

Free radicals are molecules with an unpaired electron. Free radicals 
can disrupt the enzyme for producing GABA and destroy GABAergic 
interneurons (Cabungcal, Steullet, Kraftsik, Cuenod, & Do, 2013; Carter, 
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2006; Powell et al., 2012). Inflammation would increase free radicals and 
impair the function of NMDA receptors (Behrens, Ali, & Dugan, 2008; 
Behrens & Sejnowski, 2009; Woo, 2013). Levels of free radicals are elevated 
in the plasma of those with schizophrenia, and these levels correlate with 
psychotic symptoms (Berk, Ng, Dean, Dodd, & Bush, 2008; Li et al., 2011).

Several factors influence the levels of free radicals. Mitochondria are 
the energy factories of all human cells; they are the location at which the 
products of glucose are handed off to oxygen to yield adenosine triphos-
phate (ATP), the energy currency of the cell. Because of the handoff of 
electrons, mitochondrial dysfunction can result in the production of free 
radicals, that is, molecules with an unpaired electron. Alterations in the 
mitochondria of those with schizophrenia have been observed (Karry, 
Klein, & Ben Shachar, 2004; Marchbanks et al., 2003).

Glutathione is the body’s major molecule for “mopping up” free radi-
cals. A number of investigators have reported lower levels of glutathi-
one in the plasma and cerebrospinal fluid of drug-naive persons with 
schizophrenia (Browne et al., 2000; Do, Cabungcal, Frank, Steullet, & 
Cuenod, 2009; Gysin et al., 2007, 2011; Lipska & Weinberger, 2000; Rao, 
Williams, & Goldman-Rakic, 2000). Allelic variation in proteins involved 
in synthesizing glutathione is a risk factor for schizophrenia (Do et al., 
2009; Gysin et al., 2011, 2007; Tosic et al., 2006; Wood et al., 2009a; Wood, 
Yucel, Pantelis, & Berk, 2009b). Levels of glutathione are particularly rel-
evant for fast-spiking GABA interneurons. Decrements in glutathione are 
associated with decrements in the level of PV (Hashimoto et al., 2003) 
and with decrements in gamma oscillations and cognitive performance 
(Ballesteros et al., 2013). Glutathione is important not only for “mopping 
up” free radicals, but also for increasing the signaling at NMDA receptors 
(Lakhan, Caro, & Hadzimichalis, 2013).

Free radicals can trigger inflammation; they also increase with inflam-
mation (Bitanihirwe & Woo, 2011). S100B is a marker of inflammation and 
those with schizophrenia exhibit elevations in S100B in the cerebrospinal 
fluid (Meyer, Schwartz, & Muller, 2011) as well as other inflammatory mark-
ers (Potvin et al., 2008). During inflammation, the enzyme indolamine 2,3 
dioxygenase (IDO) is activated. The product of IDO (after another step) is 
kynurenic acid, which can also block the function of the NMDA receptor 
(Erhardt, Olsson, & Engberg, 2009). In the postmortem brains and cerebro-
spinal fluid of those with schizophrenia, elevated levels of kynurenic acid 
have been found (Erhardt et al., 2009; Linderholm et al., 2012).
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There is a suggestive finding that inflammation anywhere in the body 
precipitates psychosis in those who are susceptible (Graham, Carson, 
Ezeoke, Buckley, & Miller, 2014). Miller et al. (2013) found that 35% of those 
who were experiencing relapse to psychosis had urinary tract infections, 
which were significantly higher in those with schizophrenia who were 
stable in the community. In fact, there are case reports of the resolution of 
psychosis after clearing of the peripheral infection (Kirkpatrick & Miller, 
2013; Miller, 2014).

Limitations in Current Diagnostic Practices

As mentioned earlier, it has long been recognized that schizophrenia 
places individuals with diverse patterns of behavior into the same cate-
gory. For most observers, those with paranoia appear very different from 
those with extreme disorganization (called hebephrenics, which is a term 
used in the International Classification of Diseases-10 [ICD-10]). In fact, Bleuer, 
an early diagnostician, used the term “schizophrenias” suggesting diver-
sity in underlying etiologies (Steiner et al., 2013). Clinically, the diversity of 
behaviors exhibited by people sharing the phenomena of hallucinations is 
striking. It is appreciated that there are many different ways in which the 
function of the GABA interneurons can be perturbed, ranging from those 
who fail to develop GABA interneurons in utero due to a viral infection in 
the mother to inflammation in later life. Unfortunately, in clinical practice, 
pinpointing the possible causes of dysfunction of the GABA interneurons 
is not done. However, with the recognition that inflammation and infec-
tion may be the culprit, checking for evidence of an acute infection may 
become part of routine examinations in the future.

Some individuals develop psychosis and catatonia (where the body is 
frozen in a particular position) without any childhood precursors. This 
was the case for author Susannah Cahalan, who, in 2013 wrote, “Brain on 
Fire: My Month of Madness.” Development of antibodies to self sometimes 
occurs with cancer. (Susannah had a melanoma tumor.) Tumor cells express 
aberrant proteins, and the body develops antibodies to these never-before-
seen proteins just as if they were proteins in a virus. If the leukocyte cell 
producing the antibody detects its target, then the cell divides and many 
antibodies of a particular type are produced. Antibodies to cancer pro-
teins can sometimes react to self-proteins, including an NMDA receptor 
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protein. This is what happened to Susannah, who produced antibodies to 
her NMDA receptors. She exhibited many features of schizophrenia, bipo-
lar disorder, and epilepsy. Fortunately, the doctors (eventually) treated 
Susannah for an autoimmune disorder. The delusions went away when 
the disorder was treated as an immune system problem. Susannah’s case 
does further establish the NMDA receptors as relevant for producing the 
symptoms of schizophrenia and bipolar disorder.

Some consider gamma oscillations to be the defining feature of schizo-
phrenia, but ICD-10 (WHO, 2015) diagnoses and Diagnostic and Statistical 
Manual of Mental Disorders, Fifth Edition (DSM-5; American Psychiatric 
Association, 2013) diagnoses are based on the presence of symptoms, 
namely, hallucinations of a particular duration. Gamma oscillations, 
reflecting GABA interneuron function, can be measured. As discussed, 
the gamma oscillations relate to both positive and negative symptoms 
of schizophrenia. However, such measurement is not part of clinical 
diagnosis.

It is possible that some persons may be misclassified with the schizo-
phrenia label. About 8% of the general population report hearing voices, 
with about half of these individuals reporting distress over these voices 
(Howes & Kapur, 2009; Johns, Nazroo, Bebbington, & Kuipers, 2002). 
Heins et al.’s (2011) data suggest that early trauma may increase the prob-
ability of hearing voices later in life, although early trauma is not asso-
ciated with the negative symptoms of schizophrenia (cognitive features 
and lack of motivation). Thus, whether Heins et al.’s research participants 
should be regarded as having schizophrenia is unclear. The “hearing 
voices” movement was begun by persons who experienced auditory hal-
lucinations, declined medications, and went on to become high-function-
ing people. They now resent having been labeled and medicated. Eleanor 
Longden (2013), whose TED (technology, education, and design) Talk can 
be watched online, is representative of this movement. One hopes the 
future will yield improved ways to classify persons that better relate to 
the etiologies giving rise to symptoms.

CURRENT TREATMENTS

Antipsychotic drugs are the current mainstay treatment for psychosis. 
Both the older neuroleptics and the newer atypicals block dopamine 
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2-type receptors. In clinical studies, evaluation of these drugs usually 
occurs at 8 weeks. About 30% fail to respond adequately to these drugs 
(Nitta et al., 2013). Only 17% to 22% experience a benefit beyond pla-
cebo or natural recovery (Morrision, Hutton, Shiers, & Turkington, 2012). 
Studies following patients 1 to 2 years later find less relapse and less hos-
pital readmission in those maintained on the drug (Leucht et al., 2012); 
however, relapse rates across studies are between 18% and 55% on the 
maintained drug (Samaha, Seema, Stewart, Rajabi, & Kapur, 2007). Many 
patients discontinue their medications (Robinson et al., 1999).

Side Effects With Current Treatments

As with many other pharmacological interventions, withdrawal effects 
shortly after drug discontinuation are likely. Antipsychotic drugs occupy 
the D2 receptors. The brain adjusts. More of these receptors are expressed 
in the nucleus accumbens to compensate for the blockade, and these new 
receptors are more likely to be of the high-affinity type (Grace, 2012; 
Seeman et al., 2005). As expected, if the drug is withdrawn, the brain 
will have too many receptors, and rebound effects are observed. When 
the patients discontinue medication, the relapse rates during the 6 to 10 
months after discontinuation are much higher than those during later 
periods (Harrow & Jobe, 2013).

Drugs that block dopamine, both the older neuroleptics and the newer 
atypicals, are associated with shrinkage of regions of the cortex when 
taken at recommended dosages (Fusar-Poli et al., 2013; Ho, Andreasen, 
Ziebell, Pierson, & Magnotta, 2011). Although it is difficult to determine 
whether these changes are caused by the drugs because the studies did 
not exhibit random assignment, there are studies on macaques in which 
monkeys were randomly assigned to drugs. These studies also found 
brain volume decrement of about 11% in those monkeys maintained on 
antidopaminergic drugs (Dorph-Petersen et al., 2005; Konopaske et al., 
2007, 2008). Glial cells (supportive fat cells), which release growth fac-
tors that maintain brain health (M. Schwartz & Schechter, 2011; Ziv & 
Schwartz, 2008), are reduced along with the cortex-volume reduction 
(Konopaske et al., 2008).

The old neuroleptics were notorious for causing extrapyramidal 
Parkinson’s-type symptoms (muscle rigidity, hand tremor, shuffling gait, 
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reduced movement of facial muscles), as well as tardive dyskinesia, a 
severe movement disorder that emerges over time. Over a 5-year period, 
about 25% of patients on traditional antipsychotics will develop tardive 
dyskinesia (Stahl, 2013, p. 134). Although the newer atypicals were ini-
tially believed to be free of movement disorder problems, the Clinical 
Antipsychotic Trials for Intervention Effectiveness (CATIE) trials found 
that the new atypicals also produce movement dysfunction (Casey, 2006). 
Additionally, the atypical antipsychotics are notorious for inducing severe 
obesity, dyslipidemia, and type 2 diabetes (Gianfrancesco, White, Wang, 
& Nasrallah, 2003; Pramyothin & Khaodhiar, 2010; van Os & Kapur, 2009). 
(In fact, the disparity in longevity with shorter life spans for those with 
schizophrenia has increased since the advent of the atypicals, van Os & 
Kapur, 2009.) Dopamine  inhibits the release of prolactin from the pitu-
itary gland. Drugs that block dopamine signaling increase prolactin lev-
els. High prolactin levels can induce osteoporosis (Calarge, Zimmerman, 
Xia, Kuperman, & Schiechte, 2010) and breast development in 15% of men 
when taken over a 60-day period (Etminan, Heran, Carleton, & Brophy, 
2014). Acutely, the atypicals can provoke potentially fatal cardiac arrhyth-
mias (Haddad & Anderson, 2002; Meltzer, 2013). Antipsychotics are also 
associated with a rare, but potentially fatal phenomenon of neuroleptic 
malignant syndrome. Muscle tension, high temperature, and high blood 
pressure ensue (Katzung, 2013).

Most people do not like the subjective effect of the antipsychotics. 
If antipsychotics are taken by normal people, they become depressed 
(Morrision et al., 2012). As discussed in Chapter 2, dopamine is the neu-
rotransmitter associated with motivation and drive. Blocking this neu-
rotransmitter induces dysphoria and motivational impairment (van Os & 
Kapur, 2009).

Questions Raised by Long-Term Follow-Up Studies

Studies are now available that followed those with schizophrenia over 
an extended period of time. Wunderink, Nieboer, Wiersma, Sytema, and 
Nienhuis (2013) followed the patients for 7 years. Initially, Wunderink 
et al. recruited 128 research participants who had been stable for  
6 months for a 2-year study. These research participants were either ran-
domly assigned to be tapered off the drug over an 18-month period or 
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maintained on drug. After the 18 months, further treatment was deter-
mined by clinicians in the community. Five years later, at 7 years after 
initial sample recruitment, Wunderink et al. were able to find 80.5% of 
the original sample: 52 from the discontinuation arm and 51 from the 
drug-maintenance arm. Over the course of the ensuing 5 years, those in 
the discontinuation arm were medicated less of the time and at lower 
doses. However, only eight of the patients from the discontinuation arm 
remained unmedicated throughout the entire 6.5 years of the follow-up.

Comparing outcomes of the two groups at 7 years, there was no sta-
tistical difference in the percentage that experienced relapses (61.5% in 
the discontinuation arm vs. 68.8% in the drug-continuation arm). There 
was no difference in the number of relapses during the 7-year period 
(1.13 vs. 1.35). However, in the discontinuation group, the relapses were 
more likely to have occurred during the first 2 years when the drugs 
were discontinued, whereas the relapses in the drug-maintenance 
group were distributed throughout the follow-up period. (It should be 
recalled that relapses occurring immediately after drug discontinua-
tion may represent a withdrawal phenomenon rather than the natural 
cycling of the disorder.) The dramatic difference between the drug-
discontinuation research participants and the drug-continued research 
participants was in functional recovery. In the drug-discontinuation 
arm, 46.2% achieved functional recovery versus 19.6% in the drug-
 continuation arm. Those for whom the drug was discontinued were 
more likely to be employed and to have established meaningful rela-
tionships with others.

Other findings are consistent with the Wunderink findings. Johnstone, 
Macmillian, Frith, Benn, and Crow (1990) found that those who remained 
unmedicated after a first episode were doing better than the medicated 
group at year 2. In fact, 40% of those in the unmedicated group remained 
well throughout the follow-up period. In a study by Gleeson et al. (2013) 
designed to evaluate enhanced treatment, the enhanced-treatment group 
was found to exhibit worse cognitive and social outcome at 2.5-year fol-
low-up, which was statistically mediated by better medication compli-
ance. That is, the worse outcomes were explained by better compliance 
with taking medications. Bola, Leihtinen, Culberg, and Ciompi (2009) 
examined the outcomes from five studies in which those with schizo-
phrenia received minimal or no medications (27% to 43% of the samples 
received low levels of medications). In all studies, outcomes favored the 
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minimally medicated group. Finally, according to the WHO, in develop-
ing countries, where only 16% are medicated, 66% of those with first-epi-
sode schizophrenia exhibit good outcome compared to 37% in developed 
countries, where 61% are medicated (Jablensky, 1992).

For the most part, the studies finding that those who are unmedi-
cated do better in the long term have not been random-assignment stud-
ies. Harrow, Jobe, and Faull (2012) followed their patients over 20 years. 
Fifteen percent were always medicated, whereas 24% were never medi-
cated. Those refusing medication were functioning higher on IQ tests 
and tests of abstract reasoning at study initiation. All outcomes, includ-
ing relapse rates, were better for the unmedicated group. Available 
studies cannot answer the question of why those who are unmedicated 
do better. It may be that the drugs impair function. It may be that better 
functioning people are more likely to decline medication.

The findings of better outcome for the unmedicated have not gone unno-
ticed. McGorry, Alvarez-Jimenez, and Killackey (2013, p. 899), reflecting 
on the Wunderink et al. study, suggested that tolerating an initial relapse 
on drug discontinuation “may be a price worth paying for better longer-
term functional recovery.” Tom Insel, in response to the Wunderink et al. 
publication in his National Institute of Mental Health (NIMH) director’s 
blog of August 28, 2013, acknowledged the failings with the current phar-
macological approaches to schizophrenia.

Better Targets for Treatment

Antipsychotic drugs target D2 receptors. They do not target GABA 
interneurons. Several researchers have recognized that current treat-
ments have the wrong targets. According to Howes and Kaput (2009,  
p. 556), “current antipsychotic drugs are not treating the primary abnor-
mality and are acting downstream.” According to Wunderink et al. 
(2013), “the dopamine system might play a more peripheral role in psy-
chosis than previously thought, while hypothesized primary derange-
ments, such as the N-methyl-D-aspartate receptor and/or interneuron 
dysfunction, remain untouched by dopamine blockade” (p. 919). In fact, 
a number of interventions targeting mechanisms more closely associated 
with NMDA receptors and/or GABA interneuron function have been 
successful.
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Omega-3s

There are theoretical reasons why omega-3s (a fat in fish oil) will tar-
get GABA interneuron function. Omega-3s are anti-inflammatory (Arita 
et al., 2005). They decrease free radical production as evidenced by less 
lipid peroxidation and less kynurenic acid. Because they reduce free radi-
cals and kynurenic acid, they should be protective of GABA interneurons. 
Omega-3s also increase brain levels of glutathione (Berger et al., 2008). 
Tests of omega-3s as both a monotherapy and as adjunctive treatment 
have been positive.

Researchers have been able to identify particular children who are at 
higher risk for the emergence of psychosis (Thompson, Nelson, & Yung, 
2011). In these children, many treatments, including psychotherapy, antip-
sychotics, and omega-3s, have been tested for their efficacy in decreasing 
the emergence of frank psychosis. The Cochrane Collaboration (Marshall 
& Rathbone, 2011) found no benefit of psychotherapy, family interventions, 
and antipsychotic drugs. The only successful intervention was omega-3s. 
Over the 52-week period, psychosis emerged in 27.5% of the control group, 
but in only 4.9% of the omega-3 group (Amminger et al., 2010).

In a small N study, Peet, Brind, Ramchand, Shah, and Vankar (2001) 
used omega-3s as the sole treatment for early-episode psychosis. If psy-
chosis failed to remit, then researchers treated with antipsychotics. All 
12 of those on placebo required antidopaminergic medication to control 
symptoms, whereas 6 of 14 did not require medication in the omega-3 
group. Even after medication, Peet et al. observed lower positive symp-
toms in the omega-3 (eicosapentaenoic acid [EPA]-2 g/day) group. Puri 
and Richardson (1998), in a letter to the editor of American Journal of 
Psychiatry, reported on the reduction of both positive and negative symp-
toms in a man who refused antipsychotic medications. Although very 
little can be concluded from one patient, it is reported here because it also 
suggests that using omega-3 as a sole intervention might be sufficient. In 
fact, this hypothesis has received very little study.

The late David Horrobin (2003) was an advocate of the use of omega-3s 
for those with schizophrenia, but he cautioned that for those who have 
been treated with antipsychotics for decades, the omega-3s may not be of 
much use. Several tests of omega-3s as an adjunct to antidopamine agents 
for those with recent onset psychosis were positive. Decreases in posi-
tive symptoms and negative symptoms and less cognitive decline were 
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noted in various studies. Additionally, a 20% reduction in the dosage of 
medication for adequately controlled symptoms in those taking omega-
3s was found (Berger et al., 2007, 2008). Berger et al. (2007) further found 
that those taking omega-3s exhibited lower levels of Parkinson’s disease 
symptoms. Moreover, omega-3 as an add-on in first-episode psychosis 
increased glutathione levels, which correlated with the improvement in 
negative symptoms (Berger et al., 2008).

Studies of omega-3s in persons who have been psychotic and 
medicated for decades have not been successful (Fenton, Dickerson, 
Boronow, Hibbeln, & Knable, 2001), although even in these studies 
(Arvindakshan, Ghate, Ranjekar, Evans, & Mahadik, 2003; Emsley, 
Myburgh, Oosthuizen, & van Rensburg, 2002; Laugharne, Mellor, & 
Peet, 1996; Reddy, Fleet-Michaliszyn, Condray, Yao, & Keshavan, 2011), 
higher functioning on global measures for those treated with omega-
3s was noted. For example, Peet and Horrbin (2002) found that plasma 
values of unsaturated fatty acids, including omega-3s, correlated with 
a reduction in symptoms. However, meta-analyses have recognized 
that the data on efficacy have been inconsistent (Fusar-Poli & Berger, 
2012; Joy, Mumby-Croft, & Joy, 2000; Maidment, 2000).

Peet (2004) emphasizes that for omega-3s to achieve efficacy, the entire 
diet requires change. The efficacy of omega-3s is probably attributable 
to a reduction in inflammatory factors. It is known that high levels of 
dietary saturated fats are inflammatory as is high-fructose corn syrup 
(Cani et al., 2008; Ferder, Ferder, & Inserra, 2010). Indeed, high intake of 
dietary saturated fats is associated with poorer outcomes in schizophre-
nia (Christensen & Christensen, 1988). Thus, to achieve maximum ben-
efits, dietary strategies for treating schizophrenia will require a change in 
the total diet.

N-acetylcysteine

N-acetylcysteine is the precursor for the production of glutathione. As 
mentioned previously, glutathione is a scavenger for free radicals, and free 
radicals will damage the function of the fast-spiking GABA interneurons. 
Additionally, glutathione is anti-inflammatory and will also enhance the 
activity at an NMDA receptor (Labrie & Roder, 2010). Animal work has 
shown that N-acetylcysteine can prevent oxidative stress in fast-spiking 
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interneurons in animals that are genetically altered to limit glutathione 
production (Cabungcal et al., 2013).

N-acetylcysteine has not been tested as a monotherapy for schizophre-
nia. However, Berk, Copolov, et al. (2008) used N-acetylcysteine as an 
adjunct to antipsychotic medications in schizophrenia. After 24 weeks, 
the group supplemented with N-acetyl-cysteine produced lower scores 
on negative symptoms, and exhibited fewer movement problems. There 
have also been tests of N-acetylcysteine as a mechanism for improving 
performance on tasks requiring gamma oscillations. Those who were 
on N-acetylcysteine achieved better electrophysiological performance on 
an auditory processing task, which is sensitive to NMDA receptor func-
tion (Lavoie et al., 2008). Furthermore, Carmeli, Knyazeva, Cuenod, and 
Do (2012) showed that N-acetylcysteine as an adjunct treatment for 60 
days enabled better gamma oscillations and improvements in cognitive 
function.

Sarcosine

As mentioned previously, glycine and d-serine (both amino acids) bind at 
particular places in the NMDA receptor and enhance signaling. Sarcosine 
is related to the availability of glycine. Sarcosine will block the uptake of 
glycine into cells so that glycine is more available to bind to the NMDA 
receptor. Sarcosine has been tested as a monotherapy and an add-on. Lane 
et al. (2008) tested two dosages of sarcosine to treat drug-free acutely psy-
chotic persons with schizophrenia. Twenty individuals were randomly 
assigned for sarcosine at a dose of 2 g or 1 g for 6 weeks. Both positive 
and negative symptoms were decreased by an average of 20% for the 
antipsychotic drug-naive research participants. Others have evaluated 
sarcosine as an adjunct to antipsychotic medication (Lane, Chang, Liu, 
Chiu, & Tsai, 2005; Lane et al., 2008; Tsai, Lane, Yang, Chong, & Lange, 
2004). Sarcosine achieved significant reductions in positive and negative 
symptoms in those with schizophrenia.

Tsai and Lin (2010) conducted a meta-analysis on the efficacy of sar-
cosine as well as other strategies for increasing glycine and d-serine. 
They concluded that sarcosine improved both positive and negative 
symptoms, with effect sizes in the range of those of the newer antipsy-
chotics. However, when sarcosine is employed as an adjunct, the type 
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of antipsychotic drug made a difference. Positive effects were noted for 
those receiving risperidone or olanzapine. Tsai and Lin (2010) also con-
cluded that sarcosine was well tolerated, although Tsai and Lin (2010) 
noted that most studies did not extensively report on side effects.

Anti-Inflammatory Drugs

Nitta et al. (2013) conducted a meta-analysis of the studies examining the 
use of nonsteroidal anti-inflammatories as an adjunct in the treatment of 
schizophrenia. Their analysis suggested a small effect size for aspirin on 
positive symptoms in those with first-episode schizophrenia.

Vitamins and Minerals

There are several pathways through which vitamins and minerals might 
alter function at the NMDA receptor and alter function of the GABA 
interneurons. High levels of the inflammatory factor homocysteine have 
been noted in the plasma of schizophrenics (Dietrich-Muszalska et al., 
2012; Lipton et al., 1997). Adequate levels of folate and vitamin B are 
required for converting homocysteine (an inflammatory factor) back to 
methionine, an amino acid. Low folate levels have also been noted in 
first-episode, medication-naive persons with schizophrenia (Kale et al., 
2010). In those with schizophrenia, serum folate correlates inversely 
with negative symptoms and homocysteine correlates positively with 
motor problems (Goff et al., 2004). Thus, adequate folate levels and B 
vitamins are needed to ensure low levels of the inflammatory factor, 
homocysteine.

The importance of serine for NMDA function has been explained. 
Regulation of the conversion of dietary serine (l-serine) to the form of 
serine (d-serine) that facilitates NMDA function requires several vita-
mins and minerals (Mg++ and B6; Labrie & Roder, 2010). Thus, it is 
important to ensure an adequate supply of vitamins and minerals in 
the diet.

Although little can be concluded from case studies and small N studies, 
they can indicate where interventions deserve to be evaluated. In a case 

study, the psychosis of a child remitted with ingestion of multivitamins 
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(Rodway et al., 2012). Positive results of treating schizophrenics with 
methylfolate have been reported (Godfrey et al., 1990).

Nonchemical Interventions

Demonstration projects treating those who hear voices with psychologi-
cal treatments have been completed. In these demonstration projects, 
clients are not medicated immediately. If severe deterioration persists, 
then medications at low doses are added. Bola et al. (2009) identified the 
shared factors in the various projects as “respect for individual patients, a 
low-stress environment with clear expectations and dependable interper-
sonal relations, and an effort to involve the patients as active participants 
in their recovery process” (p. 12).

Soteria projects have been tested in the United States and in Switzerland. 
According to the Soteria project protocol, patients reside in the commu-
nity in a small home-like atmosphere. The expectation of improvement 
is conveyed. Participation in daily tasks is expected. Psychotic symptoms 
are described in nonalarming terms. In the United States, one of the proj-
ects assigned patients based on bed availability and in the second cohort 
observed random assignment to Soteria or treatment as usual (Bola & 
Mosher, 2003).

Other demonstration projects have involved family members. The 
Swedish Parachute Project entails mental health professionals meeting 
with families several times per week and assisting family members 
in communicating with the distressed individual (Seikkula, Alakare, &  
Aaltonen, 2011). Mary Olson, a faculty member at Smith School of 
Social Work, was trained in this methodology and is now leading an 
evaluation of a similar project called “Open-Dialog” (Seikkula & Olson, 
2003). Will Hall, an individual who reports hearing voices, is a clinician 
involved in this project. Will Hall regularly blogs about his experiences 
on his own website and at the Mad in America website (www.willhall 
.netopendialogue/).

Bola et al. (2009) evaluated five studies of demonstration treatments 
in which medications were kept to a minimum. They found that the 
outcome from these projects was moderately superior in functional out-
come to the outcomes of treatment as usual with medications. Two to 3 
years after beginning these treatments, across the studies by Bola et al., 
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it was evaluated that 27% to 43% of individuals were doing well and had 
remained unmedicated.

DILEMMA FOR SOCIETY AND CLINICIANS

As the developments in the understanding of the neurological and bio-
chemical mechanisms of schizophrenia have accelerated, philosophic 
change has also impacted the world of clinical treatment. “Psych Rehab” 
has emerged as a model for working with the seriously mentally ill. 
Rather than being trained to work in community mental health centers 
or state hospitals, Psych Rehab professionals focus on providing services 
to the community. Case management services are a primary vehicle for 
service rather than traditional psychotherapy. The emphasis is on hir-
ing consumers (the new term for patients) as patient advocates and as 
case managers. The mantras are empowerment, consumer choice, lived expe-
rience, and recovery (Corrigan, Mueser, Bond, Drake, & Solomon, 2008; 
Pratt, Gill, Barrett, & Roberts, 2007; Rapp & Gosha, 2005). Psych Rehab 
has emerged as a new profession, with its own professional association. 
Advanced degree programs are now being offered at several universities 
(see www.uspra.org).

Since the closing of the state hospital systems in the 1960 to 1970s, many 
have documented the lack of services in the community for the chroni-
cally mentally ill (Torrey & Gorman, 2005). However, it is now possible 
in some states to bill Medicaid for case management services. Depending 
on the state, there may be a funding mechanism to provide services to 
those who were previously neglected. Thus, mechanisms for paying for 
the services provided by the newly minted Psych Rehab professional may 
now be available.

Social workers and other mental health professionals have served in 
the role of a psychoeducator for those with chronic mental illness and 
their families (Bentley, Walsh, & Farmer, 2005). The Ho, Andreasen, 
Ziebell, Pierson, and Magnotta (2011) study on brain-volume reduction 
as a result of antidopamine drugs has been widely publicized, as has 
the Wunderink et al. study, which found better outcomes in those who 
were unmedicated. It remains an ethical question of whether social work-
ers and other mental health clinicians should be encouraging medica-
tion compliance with antidopaminergic drugs. If mental health clinicians 

http://www.uspra.org
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impart information, questions remain about how the negative aspects of 
medications should be imparted.

Places such as the Copeland Center (www.copelandcenter.com) 
in Philadelphia provide training to the case managers in the state of 
Pennsylvania. The philosophy of the Copeland Center is to involve con-
sumers in their treatment. Wellness Recovery Action Plan (WRAP) train-
ing, a treatment strategy of the Copeland Center, teaches case managers 
to work with consumers to develop action plans called WRAPs. WRAPs, 
similar to living wills, are directions for others to follow if the person 
relapses into psychosis. The WRAP philosophy is to assist consumers to 
be in charge of their recovery and to control their destinies. (Evaluation 
of the WRAP program has been positive, although the evaluators did not 
ask about compliance with medications [Cook et al., 2010].) Although not 
being openly against medications, at their training events, the Copeland 
Center features individuals who were psychotic at certain points in their 
lives, but who are presently are not on medication. Unmedicated former 
patients lead the training sessions.

Several high-profile groups have organized in this country to argue 
against forced treatment. Attorney James Gottstein has founded 
PsychRights. PsychRights sues on behalf of patients who are committed 
and forced to take medications. (PsychRights has also sued those who 
bill Medicare for off-label medications for children.) MindFreedom was 
founded by David Oaks. Both James Gottstein and David Oaks experi-
enced psychosis in college as discussed in a web radio show from the 
MindFreedom website in March 2012. They are now very active com-
petent persons who realized their considerable achievements without 
medications.

With the many high-profile shootings done by mentally ill individuals 
in this country, there is more public support for increasing involuntary 
treatment of those with mental illness. In fact, a bill (Helping Families in 
Mental Health Crisis Act) has been introduced in Congress to encourage 
more involuntary treatment (Carey, 2013). The passage of Kendra’s Law in 
New York state was precipitated by a person with mental illness whose 
violence resulted in a terrible murder. In line with Kendra’s Law, persons 
who are committed to outpatient treatment are more aggressively fol-
lowed when they fail to present for their scheduled appointments. The 
system ensures that these individuals are medicated, often against their 
will. Other states have passed laws similar to the New York state law 

http://www.copelandcenter.com
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(Appelbaum, 2005; Busch, Wilder, Van Dorn, Swartz, & Swanson, 2010; 
Swanson et al., 2013). An evaluation of Kendra’s Law found that the costs 
to the state in terms of inpatient treatment and arrests eventuating in jail 
time have decreased since the passage of the law (Swanson et al., 2013). 
However, the evaluation of forced treatment did not consider the cost in 
terms of lost productivity and development of dementia in those comply-
ing with medications. Additionally, examination of whether compliance 
with medications increases or decreases violence has not been done. All 
the antidepressants carry black-box warnings for violence against self in 
young people.

In summary, there is a movement for ending forced treatment with 
antipsychotics. However, fierce opposition is to be expected. Presently, 
the newer antipsychotics (Seroquel and Abilify) are big money makers 
for the drug companies, with Abilify being the top-grossing drug in 
the United States (Lagnado, 2013). Sorting out the future policies will be 
controversial.
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This chapter examines bipolar disorders. We begin with a history of this 
disorder so that the dramatic differences in the prevalence of this disor-
der over time will make some sense. The rationale for the addition of the 
bipolar II category in 1994 to the Diagnostic and Statistical Manual of Mental 
Disorders (DSM) will be provided (American Psychiatric Association 
[APA], 1994). The case will be made that bipolar I and II share very little 
except for their common name. After discussing the history of the bipolar 
category, its neuroscience and genetics are reviewed. The neuroscience 
and genetics presentation diverges to cover bipolar I and the recently 
added bipolar II separately. Current pharmacological treatments and 
their outcomes are also reviewed. Because part of the rationale for early 
treatment of bipolar disorder derives from the kindling hypothesis, the 
case for kindling is reviewed. Finally, alternative, nontraditional treat-
ments are covered.

HISTORY OF THE CONCEPT

Emil Kraepelin, the German psychiatrist famous for his descriptions of the 
patients in his asylum, did distinguish manic depression from schizophre-
nia. The primary differentiating factor, for him, was that those with manic 
depression recovered, whereas those with schizophrenia did not and fre-
quently exhibited a trajectory of deterioration (Craddock, O’Donovan, &  
Owen, 2009; Kraepelin, 1919). In the DSM-II, schizophrenia and manic 
depression were both listed under psychoses. In the era of DSM-II, there 
was considerable diagnostic confusion, and Lawrence Kolb (1968), author 
of an authoritative text of that era, commented on the reliability problems 
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across countries and time periods in the diagnoses of manic depres-
sion. Manic depression was very difficult to distinguish from schizo-
phrenia. According to Kolb, if the family was wealthy, the patient was 
called manic depressive; if poor, the patient was labeled schizophrenic. 
With the DSM-III (APA, 1980), manic depression was moved from the 
psychosis section to the affective disorder section of the manual. Little 
rationale for moving manic depression from the psychosis section to 
the mood section was provided. Across studies, 47% to 90% of persons 
with bipolar I experience psychosis with hallucinations and delusions 
(F. K. Goodwin & Jamison, 2007, p. 53).

As defined in the DSM-IV-TR (American Psychiatric Association, 
2000), bipolar I requires an episode of mania or a mixed episode (rap-
idly changing affect from negative to positive emotion within a given 
time period). Bipolar I does not require an episode of depression. Mania 
criteria are comparatively restrictive, requiring 1 week of elated, expan-
sive, or irritable mood, with three or more of the following (or four or 
more of the following if irritability rather than expansive mood is pres-
ent): inflated self-esteem, decreased need for sleep, pressured speech, 
flight of ideas or racing thoughts, distractibility, increased goal-directed 
activity, excessive involvement in risky but pleasurable activities. The 
manic episode must cause marked impairment in occupational activ-
ity or in interpersonal relationships in order to qualify as mania. The 
need for hospitalization or psychotic features precludes a diagnosis of 
hypomania.

In 1994, the DSM-IV added the category of bipolar II. In contrast to bipo-
lar I, bipolar II requires having experienced an episode of major depres-
sion at some point in one’s life plus an episode of hypomania. Hypomania 
requires only 4 days of an elevated or irritable mood with the same num-
ber of symptoms off the expansive-mood list, but with the caveat that 
none of the behaviors is severe enough to disrupt functioning.

In 2007, Merikangas et al., surveying a community sample, reported 
that the lifetime prevalence of bipolar I was 1% of the population; life-
time prevalence for bipolar II was 1.1%. In clinical settings, the percentage 
of persons being diagnosed with bipolar disorders has increased. With 
the addition of bipolar II, from the years 1999 to 2003, adult doctor visits 
yielding a diagnosis of bipolar disorder increased from 4.77% to 6.28% 
(Moreno et al., 2007).
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Why Was Bipolar II Added?

At the time of the writing of the DSM-IV (APA, 1994), it was broadly 
acknowledged that antidepressant medications could precipitate mania. 
Allen Frances, the chairperson for the DSM-IV explained the rationale 
for including the category of bipolar II in the DSM-IV in 1994 (Frances & 
Jones, 2012), “We had to balance the fear that patients with bipolar disorder 
tendencies would be harmed iatrogenically if treated as routine unipolars 
(i.e., risking the dangers of receiving antidepressants without coverage 
with a mood stabilizer) against the concern that some patients who are 
really unipolar would be misidentified as having bipolar II disorder (and 
then receive unneeded mood stabilizers, which adds the burden of poten-
tially quite harmful side effects)” (p. 474). At the time, Kupfer, Carpenter, 
and Frank (1988) wrote that those persons who had a history of a major 
depressive episode but had periods of hypomania suffered from a variant 
of major depression rather than from bipolar disorder. In contrast, Dunner 
(1993) argued that because those exhibiting features of bipolar II were mid-
way between those with bipolar I and those with depression on the vari-
able of family members with bipolar I, then those with hypomania should 
be considered variants of bipolar disorder. Dunner’s side prevailed.

Who Was Right?

Frances and Jones (2012) cite studies finding that when persons meeting 
criteria for bipolar II are treated as unipolar depressed patients and are 
treated with antidepressants they are no more likely to exhibit mania 
than others. Thus, the reason for distinguishing the category of bipolar II 
has proven to be moot. There are other reasons for rejecting the idea that 
bipolar I and II share underlying commonalities. In studies attempting to 
identify gene variants predisposing to bipolar I and II, both fail to share 
the same risk factors. Vieta and Suppes (2008), who have published exten-
sively on bipolar disorders, conclude, “in summary, from the genetic per-
spective, most investigators tend to think that bipolar II breeds true” 
(p. 166). Second, in a 13-year study of persons with bipolar disorder,  
Judd et al. (2003) concluded that those with bipolar I and those with bipo-
lar II followed different trajectories.
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Finally, there is the question of the likelihood of those with bipolar II 
experiencing a later episode of mania. Coryell et al. (1995) followed a clin-
ical sample of persons (mean age = 36 years) with bipolar II and persons 
with unipolar depression for 10 years. Those with bipolar II were only 
slightly more likely to later exhibit mania than patients with unipolar 
depression (7.5% vs. 5.2%). Other predictors of conversion to mania were 
having a history of psychosis or a family history of bipolar I or schizoaf-
fective disorder.

Young adulthood is the most likely period in which mania usu-
ally emerges (Duffy, Alda, Hajek, & Grof, 2009). The Longitudinal 
Investigation of Bipolar Spectrum Project, a large study conducted at 
several universities, provided an opportunity to determine the rate of 
conversion from bipolar II to bipolar I in a nonclinical, younger sample 
(mean age = 19 years). The risk of moving from bipolar II status to bipo-
lar I was higher in a sample of younger college students than that found 
in the research with older adults in the Coryell et al. study. In a study by 
Alloy et al. (2012), 17.4% of those with bipolar II had experienced a manic 
episode at 4.5-year follow-up. Of the 25 individuals who developed a 
manic episode, more than half became psychotic. In the Alloy et al. sam-
ple, prior higher levels of depression, higher behavioral inhibition sys-
tem (BIS) scores (the BIS is a measure of anxiety discussed in Chapter 2), 
impulsivity, and younger age of onset of mood disorder predicted the 
emergence of mania.

Retrospective reporting of adults with bipolar I finds that they more 
often identify depressive precursors rather than hypomania precur-
sors as preceding the onset of their bipolar I diagnosis (Calabrese 
et al., 2006). In samples of young adults with early-onset depres-
sion (who were not assessed for hypomania), Goldberg, Harrow, and 
Whiteside (2001) found that 19% of those followed for 15 years devel-
oped mania. Questions remain about whether early hypomania or 
depression better predict the later emergence of mania. In a review by 
Fiedorowicz et al. (2011) of nine studies following samples of persons 
with unipolar depression, 7.5% did later develop mania. Predictors of 
later mania included family history of bipolar I, history of delusions, 
periods of decreased need for sleep, grandiosity, periods of enhanced 
goal-directed behavior, and periods of enhanced energy. Fifty-nine 
percent of those who developed mania had experienced the “hypo-
mania” symptoms.
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What to Conclude?

The issue of whether those who have experienced both episodes of major 
depression and hypomania should be treated as bipolar is important. As 
Frances and Jones pointed out, the medications used to treat bipolar dis-
orders have more negative side effects than the medications for major 
depression. There can be a great cost to misclassification. The Alloy et al. 
study does suggest that the presence of hypomania does increase the 
probability of later developing mania. However, extrapolating from the 
Alloy et al. study, 82.6% will be false positives if bipolar II is regarded as 
a proxy for bipolar I. In older clinical samples, 92.5% of those meeting 
criteria for hypomania in the Coryell study and more than 75% of those 
with three or more symptoms of hypomania in the Fiedorowicz et al. 
analysis did not subsequently develop mania or hypomania as defined in 
the DSM-IV (APA, 1994). Coryell et al. (1995) concluded that bipolar II “is 
probably not simply a variant of bipolar I disorder or of a non-bipolar dis-
order, but is a separate and autonomous disorder” (p. 389). Perhaps those 
labeled bipolar II deserve the development of unique treatments rather 
than being lumped together with those labeled bipolar I, as commonly 
occurs in most pharmacological outcome studies (Thase et al., 2006).

BIPOLAR I

In the studies identifying genetic risk factors, the same genetic risk fac-
tors often emerge for bipolar I as for schizophrenia. Studies find that 
in the familial background of those with bipolar I there is an elevation 
in the numbers with schizophrenia; those with schizophrenia have an 
elevation in family members with bipolar I (Craddock et al., 2009; Lin & 
Mitchell, 2008; Thaker, 2008; Williams et al., 2011). In Chapter 6, the case 
for the core feature of schizophrenia being a dysfunction in fast-spiking 
gamma-aminobutyric acid (GABA) interneurons was made. Dysfunction 
of these GABA interneurons also is found in those with bipolar I (Benes & 
Berretta, 2001). As with schizophrenia, cognitive deficits have been noted 
in those with bipolar I (Murphy et al., 2001). In a review of the physiologi-
cal findings of those with bipolar I, Berk et al. (2011a) list a host of abnor-
malities in those with bipolar I that have been detected in those with 
schizophrenia: inflammation and immune alterations, oxidative stress, 
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and mitochondrial dysfunction. In a study of the children of parents with 
well-characterized bipolar I disorder, cognitive deficits and abnormal 
immune system function predicted those children in whom mania later 
emerged (S. E. Meyer et al., 2004; Padmos et al., 2008). It should be recalled 
that unusual thinking patterns are part of the constellation preceding 
the emergence of schizophrenia, and immune system anomalies are also 
found in those with schizophrenia.

There are additional areas of overlap between schizophrenia and those 
with bipolar I as well. Both those with schizophrenia and those with 
bipolar I display deficits on eye-tracking tasks (Lin & Mitchell, 2008). 
Both disorders share symptoms. Mood episodes occur in schizophrenia, 
and hallucinations and delusions emerge in half of those with bipolar I 
(Kerner, 2014; Lin & Mitchell, 2008). Thus, the overlap in the physiology 
underpinning schizophrenia and bipolar I is striking.

In Chapter 2, a discussion of the neurotransmitter dopamine was 
proffered. Dopamine is characterized as the neurotransmitter mediat-
ing motivated behavior and hallucinations. When found in excess, as 
occurs with unrestrained cocaine or amphetamine ingestion, excessive 
movement, excessive talking, excessive urgency about accomplishing a 
task, and an inability to sleep emerge. All of these are criteria for mania. 
This is circumstantial evidence implicating dopamine release in the 
nucleus accumbens as the proximal cause of the symptoms of mania. 
In schizophrenia, excess dopamine is the proximal cause of delusions 
and hallucinations. Neurologist Malon DeLong (Okun, Bakay, DeLong, 
& Vitek, 2003), who conducts surgery on patients with Parkinson’s dis-
ease, observed that ablating nonmotor portions of the globus pallidus (a 
structure also known as the pallidum, which receives projections from 
the nucleus accumbens) induces mania (Nolte, 2008). Thus, the same 
structures implicated in psychosis are generally involved in manic 
behavior.

Although Kraepelin distinguished the disorders of manic depression 
and schizophrenia, some are questioning whether there is a basis for this 
distinction (Lichtenstein et al., 2009). In fact, in their review of the pos-
sible mechanisms underlying bipolar symptoms, Berk et al. (2011b) iden-
tify many of the same factors, which some of these same authors have 
argued, underlie symptoms of schizophrenia. At the end of their article, 
Berk et al. (2011b) reflect, “It is also becoming clearer that these pathways 
do not match the currently accepted DSM-IV classification” (p. 813). Berk 
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et al. indicated that they were not yet prepared to challenge extant nosol-
ogy in the DSM, which holds that bipolar disorder and schizophrenia are 
different disorders. However, challenges are likely to come in the future. 
Many now agree with Bleuer (Freud’s contemporary) who characterized 
schizophrenia as really being “schizophrenias” (see Chapter 6). Perhaps 
bipolar behavior constitutes another variant reflecting excessive release of 
dopamine in the nucleus accumbens, which is secondary to the aberrant 
function of the fast-spiking GABA interneurons. For Kraepelin, the prin-
ciple distinction between schizophrenia and bipolar I was that the latter 
got better. We return to whether this is still the case in a later section.

Does Depression Always Occur in Those With Mania?

The term bipolar implies that there are two poles to the disorder. The pre-
vious term for bipolar, manic depression, also implies that people who have 
exhibited mania experience periods of depression. However, the criteria 
for bipolar I in the DSM only require that an individual meet the crite-
ria for a manic or mixed episode at some point in life. People who have 
experienced a mixed or manic episode do not always experience depres-
sion. Of those who have experienced mania, 25% to 33% never experi-
ence depression (Karkowski & Kendler, 1997; Kessler, Rubinow, Holmes, 
Abelson, & Zhao, 1997). Although some believe that depression follows 
a manic episode (Benazzi, 2002), the data are against this presumption. 
Vieta, Angst, Reed, Bertsch, and Haro (2009) followed 2,390 patients for 
12 weeks and found that depression followed mania in only 5% of the 
cases. Haag, Heidorn, Haag, and Greil (1987) noted mania following 
depression as well as the reverse pattern.

Another assumption is also being challenged. Historically, both 
depression and mania were thought to be episodic. F. K. Goodwin and 
Jamison (2007) report that manic episodes emerge precipitously and last 
between 6 weeks and 6 months. In the predrug literature, according to  
F. K. Goodwin and Jamison (2007), an episode of depression was reported 
to last 11 weeks to 3 months, with the suicide rate (19%) being high for 
bipolar I disorder (Simpson & Jamison, 1999). In a later section, we evalu-
ate current outcomes of bipolar I. As we look at current outcomes, bear in 
mind that before the advent of modern treatments, mania and depression 
were thought to be episodic, not permanent traits of the individual.
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BIPOLAR II

Bipolar II is a new category introduced officially in 1994 with the publica-
tion of DSM-IV (APA, 1994). Consequently, a predrug-era literature does 
not exist. Bipolar II requires an episode of depression at some point dur-
ing the life span along with meeting criteria for an episode of hypomania. 
Kessler et al. (2005) report that as much as 16% of the general population 
will experience an episode of major depression. Periods of hypomania 
are common in nonclinical samples (Udachina & Mansell, 2007; Wicki & 
Angst, 1991). Thus, many people can be anticipated to receive a diagnosis 
of bipolar II who might not have been diagnosed with bipolar disorder 
in the past. In fact, Berk and Dodd (2005) estimate the population preva-
lence of bipolar II to be 3% to 5%.

Studies of clinical samples of those with bipolar II suggest that they 
are much more likely to have comorbid disorders than are those with 
bipolar I. They are distinguished based on anxiety disorders, substance 
abuse disorders, and eating disorders. They are particularly more likely 
to meet criteria for borderline personality disorder (Berk & Dodd, 2005; 
Judd et al., 2003). (Persons with borderline personality are character-
ized by extreme moodiness, intolerance of being alone, suicidal gestures 
or self-mutilation, impulsivity, and intense angry outbursts.) The rate 
of suicide attempts is higher in bipolar II (24%) than in bipolar I (17%; 
Rihmer & Pestality, 1999).

Nonclinical College Student Samples of Bipolar II

The Longitudinal Investigation of Bipolar Spectrum Project at Temple 
University and University of Wisconsin has been collecting data for 
approximately 6 years on college students who meet criteria for bipo-
lar II disorder. Meeting criteria for bipolar II was rigorously evaluated 
in the Longitudinal Investigation. Persons must have met criteria for 
an episode of hypomania and an episode of major depression. Several 
findings have emerged from this study. College students meeting 
criteria for bipolar II achieve high scores on the Carver and White 
paper–pencil measure of the Behavioral Activation Scale (Alloy et al., 
2009a). (Recall from Chapter 2 that the BAS scale measures a propen-
sity for strong responses in the appetitive areas of the brain.) Persons 
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with bipolar II exhibit more substance abuse behaviors, but substance 
abuse risk is restricted to those with high scores on impulsivity and 
high scores on a fun-loving subscale of the BAS (Alloy et al., 2009b). 
In terms of school performance, those with bipolar II and with high 
scores on the BAS scale who are also high on impulsivity drop more 
classes and have lower grade point averages (GPAs; Nusslock, Alloy, 
Abramson, Harmon-Jones, & Hogan, 2008). Students with bipolar II have 
fewer routine activities in their schedules (Shen, Alloy, Abramson, &  
Sylvia, 2008). They exhibit more disruptions in their daily routines 
(Boland et al., 2012). Although routine disruptions can decrease sleep for 
everyone, those with bipolar II lose more sleep than others when their 
schedules are disrupted (Boland et al., 2012). During examination peri-
ods, the hypomanic behaviors of those with bipolar II increase, which is 
not mediated by less sleep (Nusslock, Abramson, Harmon-Jones, Alloy, & 
Hogan, 2007). The information on the sensitivity to disruptions in rou-
tine does have implications for treatment, which will be discussed later.

Harmon-Jones et al. (2008) sought to examine the relative brain activa-
tions of persons who were given difficult tasks. Basically, the researchers 
were evaluating how persons with hypomania respond to frustration. 
They compared students with elevations on both hypomania and depres-
sion scales with students who did not achieve high scores on either scale. 
Left-brain activity was assessed in response to increasing task difficulty 
for gaining reward. Those scoring high on both depression and hypoma-
nia scales exhibited stronger left-brain activity when working for reward. 
However, the increased left-brain activity was only present on tasks for 
achieving gain, not for avoiding punishment. In terms of mood of people 
working on the difficult tasks, greater left-brain activity was associated 
with self-report of anger and increased activation or arousal. Thus, rather 
than giving up in response to frustration, those with hypomania exhib-
ited activation.

Other researchers have identified high school and college stu-
dents with hypomanic behaviors who have not been screened for having 
experienced an episode of major depression. Because they have not met 
criteria for major depression, they could differ from the persons in 
the Longitudinal Investigation of Bipolar Spectrum Project. Studies 
suggest that those who score highly on the hypomania scale exhibit 
more self-reported positive emotion when watching various types of 
films (Gruber, Johnson, Oveis, & Keltner, 2008), report greater positive 
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affect in response to reward, and are more self-confident (Johnson, 
Ruggero, & Carver, 2005). They expect higher levels of future success 
(T. Meyer & Krumm-Merabet, 2003), although they are not differenti-
ated on expectation of better interpersonal relationships (Johnson &  
Carver, 2006).

On measures discussed in Chapter 2, those students achieving high 
scores on measures of hypomania appear to be doing well. They are 
higher on heart rate variability, that is, vagal tone (Gruber et al., 2008). 
After viewing positive material, they show a greater diminution in star-
tle response than did normal controls (Sutton & Johnson, 2002). When 
provoked by a report that their tuition would be increased, they also 
display activation of the left prefrontal cortex (PFC), which is associated 
with approach rather than with withdrawal behavior (Harmon-Jones 
et al., 2002).

Summary

Data on genetics and on trajectories over time suggest that bipolar I 
and II are in fact distinct disorders. However, a small percentage of 
those meeting criteria for bipolar II will eventually become bipolar I. In 
clinical samples, those with bipolar II are particularly likely to exhibit 
comorbidity, especially with borderline personality disorder. In con-
trast to those with bipolar II who, by definition, have experienced at 
least one episode of major depression, the findings for persons meet-
ing criteria for hypomania alone are relatively positive. Those with 
hypomania exhibit better vagal tone and respond robustly to posi-
tive stimuli. Even for those nonclinical sample subjects who also have 
high elevations on depression scales, given frustration or threat they 
increase the activity in the strong motivational areas of the brain. If 
those with hypomania are also high scorers on measures of impulsiv-
ity, then they face the risk of lower academic achievement and are more 
likely to abuse drugs. However, those with bipolar II who are not high 
scorers on impulsivity are not more likely to drop classes in school or 
abuse substances. There is a suggestion that those prone to hypomanic 
behaviors may be less prone to establishing regular schedules and may 
be more strongly impacted by disruptions in whatever daily routine 
they have.
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TREATMENT

Must Pharmacological Treatment Be Initiated  
to Prevent Kindling?

Post (2007) proffered the kindling hypothesis of affective disorders. The 
kindling hypothesis was modeled on the ways that rodents responded 
to electrical stimulation of their brains. It was well established that if 
an animal receives a small amount of electrical stimulation to the brain 
over time, then subsequently a small dose of electrical stimulation can 
induce a seizure. In a kindled animal, the level of stimulation necessary 
for inducing a seizure is far less than that in a naive animal. After suf-
ficient exposure to low levels of stimulation, seizures will occur spon-
taneously. The phenomenon of becoming more sensitive over time is 
referred to as kindling. Drawing an analogy to his model of seizure 
development, Post suggested that an experience of affective symptoms, 
either depressive symptoms or mania symptoms, “kindled” or changed 
the brain. By analogy to seizure kindling, symptoms of depression or 
mania would somehow change the brain. The alterations in the brain 
would make the brain much more vulnerable. The prediction was that 
the longer the duration of symptoms, the less likely a person would be 
to respond to treatment and that the periods of wellness in between 
illness episodes would be shorter. To summarize, those individuals 
with greater duration of symptomatic status would exhibit a worsening 
course.

F. K. Goodwin and Jamison (2007), in their classic book on bipolar 
disorders, evaluated whether the data support the kindling hypothesis. 
F. K. Goodwin and Jamison (2007) find that the duration of wellness 
intervals is shorter in those persons with bipolar disorders who have 
experienced more lifetime episodes of illness. However, they suggest 
that this does not necessarily support the kindling hypothesis. Many 
years ago, Slater (1938, as translated by Oepen, Baldessarini, Salvatore, &  
Slater [2004]) hypothesized that persons with bipolar I may each have 
a natural timing for mood episodes. Some persons will naturally cycle 
fast with many episodes in the course of a given time period; others 
will take a long time to complete a cycle, having only one episode 
within a time period. Assuming that an episode is constant across peo-
ple, those with short cycles will exhibit shorter episodes of wellness. 
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Aggregating across individuals of the same age will yield an inverse 
correlation between number of episodes and duration of wellness 
intervals. This need not imply that more episodes within a time frame 
“cause” an inability to experience wellness (as would be implied by 
the kindling hypothesis). To properly evaluate the kindling hypothesis, 
one must examine whether the duration of wellness shortens with the 
ordinal value of the episode of illness. F. K. Goodwin and Jamison (2007,  
p. 152) concluded that the data fail to support the association of shorter 
duration of the wellness interval with ordinal value of the episode. 
After the first three episodes, the frequency of subsequent episodes is 
fairly consistent. Stated alternatively, the duration of wellness between 
episodes stabilizes (2007).

A second prediction of the kindling hypothesis is that a longer dura-
tion of untreated illness should make response to treatment less robust. 
Baldessarini and colleagues (Baethge et al., 2003: Baldessarini, Tondo, 
Baethge, & Batti, 2007) proffered data against another variant of the 
kindling hypothesis that treatment delay will lead to worse outcome. 
Baldessarini et al. (2007) conclude that delay in treatment seeking after 
illness does not increase the percentage of time with illness or increase 
the need for hospitalization.

Surprisingly, even Post’s animal data do not support the theory that 
suppressing symptoms (seizure activity) with medication will block the 
process of kindling. Remember, the process of kindling the brain occurs 
as an animal is subjected to low levels of electrical stimulation of the 
brain. Post et al. have medicated animals with lamotrigine and carbam-
azepine, two drugs employed in the treatment of bipolar disorders, as 
the animals’ brains were stimulated. Medicating animals with lamotri-
gene and carbamazepine while applying electrical activity to the ani-
mals’ brains found that these drugs facilitate kindling (Postma, Krupp, 
Li, Post, & Weiss, 2000). Once the animal is kindled, then seizures will 
occur spontaneously. Spontaneous seizures can be suppressed with 
anticonvulsant drugs; however, over time, the drugs lose their efficacy. 
In order to reinstate drug efficacy, the animal must be taken off the drug 
and exposed to electrical stimulation without the presence of the drug 
(Post, 2004; Weiss, Clark, Rosen, Smith, & Post, 1995). Thus, in the ani-
mal work, suppressing symptoms with anticonvulsants did not seem to 
ameliorate the kindling process. Analogizing the animal-kindling phe-
nomenon to those with human bipolar disorders, the kindling data offer 
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little reason for believing that suppressing symptoms with a drug will in 
any way influence whatever mysterious process occurs in humans with 
bipolar disorders.

The kindling rationale for early treatment has been marshalled to sup-
port early treatment in children. Thus, the evidence against the kindling 
hypothesis is particularly relevant for the pharmacological treatment of 
children with possible bipolar disorder (see Chapter 9, on children).

The Pharmacological Treatments:  
Lithium, Anticonvulsants, and Atypical Antipsychotics

Lithium has been the mainstay for treatment of bipolar disorders since its 
discovery by Cade in 1949. No one knows how lithium works. However, 
it does decrease suicide and affective episodes. The side-effect profile 
of lithium includes cognitive slowing (Ghaemi, 2008; F. K. Goodwin & 
Jamison, 2007; Silva et al., 1992). Lithium induces weight gain in 20% of 
those taking the drug and 20% of patients develop diabetes insipidus 
(more loss of water through the kidney). Lithium can result in thyroid 
dysfunction (Chen & Silverstone, 1990; F. K. Goodwin & Jamison, 2007). 
On withdrawal, acceleration of mania can be expected (F. K. Goodwin, 
1994). Lithium is a known teratogen, and heart valve defects in the fetus 
can occur if taken during pregnancy (F. K. Goodwin & Jamison, 2007).

A major concern for treatment with lithium is kidney dysfunction 
(Bendz, Aurell, & Lanke, 2001; Markowitz et al., 2000). In a sample of 
74 patients treated with lithium for 20 years, 12 reached end-stage renal 
disease. Fifty percent exhibited impaired renal concentrating ability and 
frequent urination occurred in 20% of patients (Presne et al., 2003). Even 
when lithium is discontinued, once initiated, kidney damage can con-
tinue (Markowitz et al., 2000).

Anticonvulsants (valproate, carbamazepine, and lamotrigine) are used 
in the treatment of bipolar disorders. Anticonvulsants disrupt cognitive 
function (Loring & Meador, 2004). Valporate and carbamazepine can 
induce depression (Boylan, Devinsky, Barry, & Ketter, 2002) and carry 
warnings for suicidal ideation (FDA Alert, 2007). In a study by Isojärvi, 
Laatikainen, Pakarinen, Juntunen, and Myllylä (1993), 89% of young 
women taking valporate developed polycystic ovarian disease involving 
weight gain, facial-hair growth, and menstrual irregularities. Valporate 
increases the risk of hepatitis (Ghaemi & Ko, 2002). Lamotrigene carries 
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a black-box warning for Stevens–Johnson syndrome (blistering on all 
external surfaces of the body) and an Food and Drug Administration 
(FDA) warning for aseptic meningitis (www.fda.gov, August 12, 2010). 
Both Stevens–Johnson syndrome and aseptic meningitis are life-threat-
ening. The anticonvulsants are also associated with birth defects (F. K. 
Goodwin & Jamison, 2007, p. 816).

Atypical antipsychotics are used in the treatment of bipolar disorders. 
Their side effects are covered in Chapter 6. Antidepressant use in the 
treatment of depression in those with bipolar disorders remains contro-
versial (Ghaemi, Hsu, Soldani, & Goodwin, 2003).

Both lithium and antipsychotics are associated with rebound with-
drawal effects on discontinuation (see discussion in Chapter 6, Side 
Effects With Current Treatments; Suppes, Baldessarini, Faedda, & Tohen, 
1991).

Efficacy of Pharmacological Treatment

As was stated at the beginning of this chapter, Kraepelin differentiated 
those with schizophrenia from bipolar disorders on the basis of whether 
they recovered. Those with schizophrenia followed a deteriorating 
course, whereas those with bipolar disorders recovered. Kraepelin (1899) 
observed that there were patients who experienced only one episode of 
mania and then fully recovered. Others experienced episodes every 20 
years. Kraepelin’s observations are consistent with Rennie’s (1942) report 
on 208 patients treated between 1913 and 1916. Ninety-three percent of 
patients recovered from their initial episode and 23% did not ever relapse. 
Of those who did relapse, 30% remained remitted for at least 10 years 
with an average duration of relapse of 20 years.

Presently, psychotropic drugs are evaluated on the basis of 8-week 
studies (Oldham et al., 2011). There are numerous studies finding posi-
tive outcomes in the short term for drugs used to treat bipolar disorder. 
For the long term, outcomes in the modern era do not look nearly as 
positive for those with bipolar I as in the predrug era. Post et al. (2003) 
found that rapid cycling characterized 62.8% of their sample, with these 
individuals experiencing four or more mood episodes per year. Harrow, 
Goldberg, Grossman, and Meltzer (1990) found that 80% of those who 
recovered relapsed within 1.7 years. Functional recovery was not good. 

http://www.fda.gov
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Only 23% were continuously employed and another 35% were erratically 
employed. The longest follow-up study on those with bipolar I was the 
13-year follow-up published by Judd et al. (2002). Judd et al. (2002) found 
that patients with bipolar I were symptomatic during 47% of the follow-
up interval. Depressive symptoms occurred during an average of 31.9% 
of the weeks, manic symptoms occurred during an average of 8.9% of the 
weeks, mixed states occurred during an average of 5.9% of the weeks. 
Only 2.1% of the sample evidenced few symptoms throughout the follow-
up period, whereas 9.6% of the sample was never symptoms free.

The National Institute of Mental Health (2006) funded a study to try to 
find better treatment protocols. The Systematic Treatment Enhancement 
Program for Bipolar Disorder (STEP-BD) was a very large study conducted 
during the years 1998 to 2005. The study investigated people who had been 
ill for a while, rather than examining those with newly emergent symp-
toms. At entry, 26.5% were in recovery, whereas 73.5% were not. Seventy-
one percent of the sample had a diagnosis of bipolar I. The findings from 
this study are very consistent with the findings of others. STEP-BD began 
with 4,360 patients but had complete data for 2 years for only 1,469 of the 
patients. The researchers found that 58% of patients were able to achieve 
recovery (defined as an 8-week period with fewer than two symptoms). 
However, 48.5% of them relapsed within 2 years. Similar to the Judd et al. 
(2002) study, most of the relapses (70%) were depressive relapses (Perlis et al., 
2004). Subsequently, the researchers conducted a smaller study (16 weeks 
with 66 participants) with those individuals who remained unresponsive to 
treatment in terms of their depressive symptoms. Treating the antidepres-
sant-resistant patients with lamotrigine, inositol, or risperidone found that 
23.8% responded to the lamotrigine, 17.4% responded to the inositol, and 
4.6% responded to the risperidone, with response defined as no more than 
two depressive symptoms for 8 weeks. The authors concluded that “regard-
less of treatment assignment, the absolute rates of sustained recovery for 8 
weeks were low, confirming the seriousness and persistence of treatment-
resistant bipolar depression” (Nierenberg et al., 2006, p. 214).

The perceptions of the outcomes for bipolar I have changed over the 
years. In 1969, Winokur, Clayton, and Reich (1969, p. 21) concluded that 
there “was no basis to consider that manic depressive psychosis perma-
nently affected those who suffered from it.” Zarate, Tohen, Land, and 
Cavanagh (2000) noted the discrepancy between earlier days and current 
outcomes, “In the era prior to pharmacotherapy, poor outcome in mania 
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was considered a relatively rare occurrence. However, modern outcome 
studies have found that a majority of bipolar patients evidence high rates 
of functional impairment” (p. 309).

Current Outcomes for Those With Bipolar II

Persons with bipolar II are treated with the same drugs that are used to 
treat bipolar I, and drugs studies lump together those with bipolar I and 
II in evaluating outcomes (Thase et al., 2006). There are studies suggest-
ing what the likely outcomes are for those meeting criteria for bipolar II. 
Joffe, MacQueen, Marriott, and Trevor Young (2004) found that outcomes 
for those with bipolar II were about the same as outcomes for bipolar 
I. Following patients for an average of 170 weeks, Joffe et al. found that 
patients with bipolar II, like bipolar I, were symptom free half of the time. 
They did not differ from the patients with bipolar I in the duration of time 
spent experiencing depressive symptoms (which occurred 40.9% of the 
time). Joffe et al.’s findings contrast with Judd et al.’s findings. Following 
another sample, Judd et al. (2003) followed patients for up to 10 years. 
They found that those with bipolar II were less likely to return to prior 
levels of function than were those with bipolar I. Those with bipolar II 
spent a lesser period of time in wellness and spent more of their time 
experiencing depressive symptoms than those with bipolar I.

ALTERNATIVE TO DRUGS

Regular Routines

There are some alleles of genes coding for proteins that set up circadian 
rhythms for hormone production, sleepiness, and hunger production that 
are associated with the risk for psychosis (Benedetti et al., 2007; Mansour 
et al., 2006; Nievergelt et al., 2006). Nestler and colleagues (Roybal et al., 2007) 
expressed an allele for disrupted clock genes in the nucleus accumbens of 
rodents. The animals then exhibited manic behavior, displaying disruption 
in sleep and enhanced running-wheel activity. Others have noted that for 
people diagnosed with bipolar I, manic episodes are more likely to occur 
following schedule disrupting events (Malkoff-Schwartz et al., 1998).
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Schedule disruption may create hypomania in even the “normal.” In 
the Longitudinal Investigation of Bipolar Spectrum Project, Shen et al. 
(2008) found that disruptions in daily routine increase hypomania in all 
subjects, even normal controls. However, as mentioned previously, those 
with bipolar II were more sensitive to schedule disruptions. As part of 
the Longitudinal Investigation of Bipolar Spectrum Project, Boland et al. 
(2012) noted that those with bipolar II were more likely to experience 
schedule-disrupting events and were more responsive to these events in 
terms of losing more sleep.

Treatments have been developed for stabilizing circadian rhythms that 
result in longer duration of wellness for those with bipolar I (Frank et al., 
2005). Social rhythm therapy involves helping people to establish regular 
routines for sleeping and eating. Interpersonal and social rhythm therapy 
has been applied to those with bipolar II. In a test of this treatment for 12 
weeks and then an 8-week follow-up interval, 53% of those with bipolar 
II (11% of those who were medicated) witnessed a 50% drop in depres-
sion symptoms and 29% (33% of those who were medicated) were in full 
remission (Swartz, Frank, Frankel, Novick, & Houck, 2009). In a study in 
which those with bipolar II were randomized to treatment with an atypi-
cal antipsychotic or to interpersonal social rhythm therapy, no differ-
ence was found in outcome between the two groups at 12 weeks. In both 
groups, approximately 29% achieved a 50% drop in symptoms (Swartz, 
Frank, & Cheng, 2012). Thus, keeping a regular schedule for eating and 
sleeping improves outcome for both those with bipolar I and II.

Omega-3s

Noaghiul and Hibbeln (2003) reported epidemiological data finding that 
rates of bipolar disorder were lower in countries where fish consump-
tion was higher. The specific pathways through which fish oil might 
impact mood and behavior are multiple. Omega-3s can be converted 
into resolvins, which place a brake on inflammation. Omega-3s are thus 
anti-inflammatory (see the Diet section in Chapter 4). Inflammation is not 
only implicated in depression but also in psychosis, whether due to bipo-
lar disorder or schizophrenia (see Chapters 4 and 6). A Cochrane review 
(Montgomery & Richardson, 2009) located five studies that the review-
ers evaluated as worthy of discussion. All studies evaluated omega-3s as 
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adjunctive treatment. The Cochrane review concluded that omega-3s are 
efficacious in decreasing depressive symptoms. They noted that omega-
3s have few negative effects with some gastric discomfort being a pos-
sible side effect.

N-Acetylcysteine

Magalhães et al. (2011) noted that excess free radicals (damaging 
molecules) have been implicated in bipolar disorder. As discussed 
in Chapter 6, N-acetylcysteine gets converted to glutathione, which 
will “mop up” free radicals. N-acetylcysteine has been evaluated as 
an adjunctive treatment for bipolar disorder. In a study by Berk et al. 
(2008) with random assignment, 37 were in the N-acetylcysteine group 
and 38 were in the placebo group for 24 weeks. Approximately 82% of 
each group were diagnosed with bipolar I, whereas the others met the 
criteria for bipolar II. The response rate (defined as a 50% reduction 
in depression scores) at 24 weeks was 51% for the N-acetylcysteine 
group compared to 18% on placebo. The N-acetylcysteine group 
also achieved higher ratings on daily functioning. In another study 
by Berk et al. (2011), bipolar patients, 71% of whom were bipolar I, 
were treated with add-on N-acetylcysteine for 8 weeks. Significant 
reductions in depressive symptomology and mania were achieved. 
Magalhães et al. (2011) analyzed the data for the subset of those with 
bipolar II from the Berk et al. study. Remission into the normal range 
on both the depression and manic symptom scales was achieved by 
six of seven individuals taking N-acetylcysteine but only two in the 
placebo group. Thus, N-acetylcysteine is promising for bipolar II as 
well as bipolar I.

N-Acetylcysteine is inexpensive and is not associated with appreciable 
side effects. However, intravenous administration can induce allergic 
reactions (Atkuri, Mantovani, Herzenberg, & Herzenberg, 2007).

WHERE HAVE WE BEEN AND WHERE ARE WE GOING?

The literature on bipolar disorders is difficult to evaluate because, over 
the years, the diagnostic criteria have changed rather dramatically. The 
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addition of bipolar II is the most extreme deviation from the diagnos-
tic criteria of the past. Many agree that bipolar II identifies a different 
population from those who are bipolar I. Another complicating factor is 
that antidepressants will induce mania, although risk factors for antide-
pressant-induced mania have not been identified. Whether those who 
display mania on antidepressants share any predisposing characteris-
tics with those for whom mania develops spontaneously has not been 
examined.

With regard to bipolar I, evidence is beginning to emerge that the same 
underlying physiology predisposes to both bipolar I and schizophrenia. 
Clinically, it is very difficult to distinguish whether a person exhibiting 
psychosis stems from an underlying bipolar I or schizophrenia. Perhaps 
they share the same underlying physiology. In fact, many of the treat-
ments (atypical antipsychotics, N-acetylcysteine, omega-3s) are effica-
cious for both disorders.

The treatment protocols for schizophrenia are being challenged. 
Although the antipsychotic drugs do make the voices go away, the long-
term functional outcomes for those on antipsychotic drugs are worse 
(see Chapter 6, Current Treatments section). For bipolar I, the functional 
outcomes appear far bleaker than they were in the predrug era. All of 
the drugs used to treat bipolar I induce depressive symptoms. Lithium is 
associated with cognitive slowing. The anticonvulsants come with warn-
ings for suicide. Antipsychotic drugs block dopamine, the neurotrans-
mitter for motivation and energy. When recovered persons with bipolar I 
relapse, their relapses are most often depressive in nature (see summary 
of the STEP-BD study on page 277). An unanswered question is whether 
the lingering depressive symptoms would occur if bipolar I patients were 
free of the drugs to decrease psychosis. Attempts to counteract “mood 
stabilizers” with other chemicals in the STEP-BD study testify to the 
recalcitrance of the depressive symptoms.

Often those with bipolar I are first encountered when they dis-
play dramatic manic symptoms, which often include frank psychosis. 
Manic episodes last between 6 weeks and 6 months (F. K. Goodwin & 
Jamison, 2007). Perhaps if the mania were allowed to “run its course” 
long-term functional outcomes would be better, as they were in 
Kraepelin’s day. Fortunately, there are other treatment options (omega-
3s, N-acetylcysteine, stabilizing daily sleeping and eating cycles) that 
might be tried.
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8

This chapter covers drug addiction. There are too many addictive sub-
stances to provide in-depth coverage for each specific chemical. However, 
the neuroscience of addiction is the same for all of these substances. The 
story on how to treat those who want to stop using these chemicals is also 
generic. This chapter considers addiction generally without reference to 
the specific chemical to which an addiction develops.

The chapter begins with the neuroscience of addiction. The story on 
how addictive chemicals change the brain is presented. Research on brain 
changes with addiction does provide useful information on when recov-
ering persons are more susceptible to relapse. The story on brain changes 
also is helpful in appreciating the extent to which addiction really is a 
“loss of control.”

Much of the history of the neuroscience of addiction derives from work 
on animals. In humans, the motivation for chemical use sometimes mir-
rors the way in which compulsion develops in animals. However, other 
pathways to heavy use of chemicals are also possible. Following the pre-
sentation of understanding based on animal work, consideration of the 
heterogeneity of addictive patterns in people is discussed. This section 
concludes with some of the findings on genetic variations associated 
with the risk of addiction to drugs of abuse.

The latter section of the chapter considers treatment. Specific informa-
tion on how to screen and initiate treatment is provided. Motivational 
interviewing approaches and the transtheoretical model of change are dis-
cussed and contrasted with the 12-step model on how to approach clients. 
Subsequently, interventions for maintaining abstinence are reviewed. The 
efficacy of pharmaceutical and nonpharmaceutical treatments is discussed. 
In the final section, some reflections on drug policy laws are proffered.

Addictions
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NEUROSCIENCE OF ADDICTION

The definition of addiction has changed. In earlier times, pharmacolo-
gists defined addiction in terms of tolerance and withdrawal. The idea 
was that some homeostatic mechanism would kick in to counter the 
effect of the drug. This meant that more of the drug would be required 
to experience the effect of the drug when taken for the first time (toler-
ance). If the drug was discontinued abruptly, the homeostatic mecha-
nism would still be in play and extreme physiology, opposite to the effect 
of the drug, would be manifested (withdrawal). Withdrawal symptoms 
were believed to compel continued use of the drug. Compulsion to use 
a substance captures the essence of what constitutes addiction in most 
people’s minds. As more data accrued, the homeostasis explanation as 
a basis for compulsion was challenged. Many drugs that are associated 
with clear physiological withdrawal phenomena, such as lithium, anti-
psychotics, and antidepressants, fail to induce compulsive use. Thus, the 
body’s fight to return to physiological homeostasis does not appear to 
explain compulsive drug use.

In the 1980s, Wise and Bozarth (1987) recognized that all drugs that 
lead to compulsive-use patterns induce the release of dopamine into 
the shell of the nucleus accumbens from neurons whose cell bodies 
are in the ventral tegmental area. These drugs include alcohol, opiates, 
nicotine, cocaine, and amphetamines. The nucleus accumbens and the 
ventral tegmental area along with dopamine constituted the focus of 
investigation of researchers attempting to explain why compulsion to 
use chemicals develops.

The Process of Becoming Addicted: Drug Sensitization

If an animal is allowed to continue to work for administration of a drug, 
such as cocaine, over time the animal exhibits sensitization to the chem-
ical. The level of dopamine released into the nucleus accumbens with 
successive administration of cocaine or amphetamine increases over 
time. The animal’s behavior reflects the increase in dopamine release. 
The  animal is increasingly more active and more vigilant (Berridge & 
Robinson, 1998; Robinson & Berridge, 2008). Eventually, the animal may 
display stereotypic behavior, such as picking at its skin, given a strong 
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stimulant. The animal also increases the rate of its lever pressing for the 
drug as drug exposure continues.

It Is Not About Pleasure

When animals have an opportunity for copulation or are given access 
to food, dopamine is released in the nucleus accumbens. The animal 
becomes more active, moving about to a greater degree (locomotion) 
when the opportunity for copulation or feeding is presented. Because nat-
ural rewards are associated with dopamine release, an initial hypothesis 
was that dopamine release mediated pleasure. As discussed in Chapter 2 
(references in Neurons and Neurotransmitters, dopamine section), this 
hypothesis was discredited by the work of Kent Berridge and colleagues. 
To quickly recap, three facts argued against the idea that dopamine is the 
neurotransmitter of pleasure. Dopamine is released as an animal works 
to avoid shock, which is aversive. Dopamine is released as the animal is 
working toward a reward but not during consumption of the reward. If 
the dopamine neurons in the ventral tegmental area are removed, the ani-
mal will appear to enjoy the food if force fed. However, the animal will no 
longer work for the food (see Chapter 2, Dopamine section).

The current view of dopamine’s function is that dopamine lowers the 
subjective cost of effort; dopamine makes hard work seem easy (Font 
et al., 2008; Niv, Daw, Joel, & Dayan, 2007; Salamone & Correa, 2002; 
Salamone, Correa, Farrar, & Mingote, 2007). Others have characterized 
the dopamine circuitry as the wanting system, not the liking system 
(Berridge, Robinson, & Aldridge, 2009). With this new appreciation of 
the function of dopamine, explanation of the addictive process changed. 
Given continued use of an addicting drug, the animal works harder for 
the chemical, although the animal may not necessarily be enjoying the 
experience.

Dopamine does make the animal more vigilant with increased capac-
ity for making connections and learning. The dopamine circuitry has 
been labeled the “incentive salience system” because the animal is pre-
pared to distinguish or discern the optimal routes for finding the reward. 
When the animal is lever pressing for cocaine, what the animal learns 
is to administer more of the drug. Additionally, the animal learns to 
strongly associate the environmental cues with the availability of the 
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drug. The environmental cues become conditioned stimuli, which will 
elicit drug-seeking behavior and more vigorous “working toward.” The 
animal’s “working toward” is the animal model equivalent of compulsive 
drug use.

Historically, many have believed that all motivation can be explained 
by working for pleasure or working to avoid pain. The characterization 
of the dopaminergic mesolimbic system (projections from the ventral teg-
mental area to the nucleus accumbens) has offered a new view of moti-
vation. Sometimes people work very hard because they have no choice. 
The brain’s motivational system can operate independent of the affec-
tive consequences. This makes sense from an evolutionary standpoint. 
Parents, both human and animal, work very hard to protect and feed 
their offspring even when this behavior fails to be pleasurable and some-
times even produces pain (e.g., when arising in the middle of the night to 
feed a newborn). In fact, there are receptors for chemicals in the nucleus 
accumbens associated with mating and caring for the young (Young, 
Lim, Gingrich, & Insel, 2001). Thus, the motivational system plays a major 
role in preservation of the species. Activation of the motivational system 
leaves no room for choice. Addicting chemicals highjack the brain’s moti-
vational system, the system designed for the preservation of the species.

The Brain Is Being Changed

As addicting drugs capture the brain’s motivational system, the brain 
is changed in recognizable ways. The nucleus accumbens of animals 
that have been addicted are different in many ways from those of drug-
naive animals. For example, the synapses per dendrite on the neurons 
are increased (Kalivas, Peters, & Knackstedt, 2006; Kalivas, Volkow, & 
Seamans, 2005).

Researchers know that an animal’s working for a drug can be “extin-
guished” if the drug is no longer delivered when the animal lever presses. 
Eventually, the animal quits working for the drug. However, several con-
ditions (discussed later) can get the animal to once again work for the 
drug. Kalivas et al. (2005, 2006; Knacksted & Kalivas, 2009) were inter-
ested in knowing what accounts for relapse to drug use after an animal’s 
working for the drug has been extinguished. They honed in on a differ-
ence that could explain a return to compulsive drug taking. When an 
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animal perceives the availability of the drug or other stimuli that have 
been previously associated with drug delivery, neurons, whose cell bod-
ies are in the prefrontal cortex (PFC), release glutamate into the nucleus 
accumbens. In addicted animals, the amount of glutamate released by 
the PFC neurons is greater than that in a naive animal.

The Break on Glutamate and Dopamine  
Release in the Nucleus Accumbens

Kalivas et al. searched for an explanation for the greater amount of glu-
tamate that was released in addicted animals. Kalivas et al. showed that 
in addicted animals, the extra-synaptic levels of glutamate (i.e., glutamate 
in the area outside the synaptic cleft) were lower than those in drug-
naive animals. The function of the extra-synaptic glutamate is to occupy 
autoreceptors on the axons from the PFC neurons and serve as a breaking 
mechanism on the amount of glutamate released. Addicted animals lack 
a breaking mechanism.

The next task was to explore how restoration of the breaking mech-
anism might be achieved. Glial cells are a source of the extra-synaptic 
glutamate. Kalivas et al. showed that by getting the glial cells to release 
more extra-synaptic glutamate, the addicted animal would no longer 
work for the cocaine when cues suggesting access were presented. This 
discovery led to the development of pharmaceuticals that can increase 
glutamate release from the glial cells to decrease drug seeking (Kalivas, 
2005; Kalivas & Volkow, 2005; Kalivas et al., 2003; McFarland, Lapish, & 
Kalivas, 2003; Moussawi et al., 2009). In a subsequent section, we look 
at the pharmaceutical intervention based on this discovery to decrease 
relapse.

In order to induce a previously addicted animal that has undergone 
extinguishment to again work for the drug, both glutamate and dopamine 
are necessary. However, the interface between these two neurotransmit-
ter systems is not yet known. Nevertheless, it is clear that they are con-
nected. If the level of extra-synaptic glutamate is restored, not only is the 
animal less susceptible to relapse, but the animal’s sensitized behavior, 
which reflects augmented release of dopamine, is erased. That is, the ani-
mal does not display enhanced locomotion to a stimulant relative to a 
drug-naive animal (Steketee & Kalivas, 2011).
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When Are Addicts More Vulnerable to Relapse?

After an animal learns to lever press for cocaine, as previously discussed, 
the lever pressing can be extinguished. To recap, extinction involves allow-
ing the animal to lever press without the delivery of cocaine. The animal 
eventually stops lever pressing. Several procedures reliably reinstate the 
lever pressing: exposing the animal to shock, exposing the animal to the 
cues that were present when cocaine was delivered, and providing a small 
amount of cocaine (Kalivas et al., 2005). Making the animal hungry has 
also been found to reinstate drug seeking (Adler et al., 2000; Cummings, 
Naleid, & Lattemann, 2007).

The conditions under which animals relapse do correspond to the 
human literature on when people relapse. Across all types of drugs, 
people are more vulnerable to relapse when they are in a bad mood, 
analogous to the state of a shocked animal. Returning to an environment 
where drugs were used in the past will also induce cravings (Littrell, 
2011). In the Goals of Treatment section, this information will be relevant 
to the prevention of relapse.

Additional discoveries increased the appreciation of how powerful 
relapse precipitants can be. Childress and colleagues (Goldstein et al., 
2009) flashed images of cocaine paraphernalia on a screen below the 
exposure time threshold for awareness. Cocaine addicts responded with 
more craving and activation in brain reward areas, such as the nucleus 
accumbens (also called the ventral striatum), even though they did not 
know why they were experiencing these cravings. The rapidity of the 
response suggested that drug-seeking behavior can take addicts by sur-
prise. Craving elicited by conditioned stimuli can occur even without 
awareness of the stimuli. Because of their lack of awareness, addicts may 
not have time to mount a defense. In fact, dopamine projections also go 
to the dorsal striatum where automatic behaviors reside (Belin & Everitt, 
2008; Everitt et al., 2008; Yin & Knowlton, 2006).

Understanding Addiction

The animal models of addiction do have implications for humans who 
use drugs compulsively. Given exposure to precipitating cues, dop-
amine is released and craving is experienced. It is automatic. Alcoholics 
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Anonymous (AA) characterizes addiction as a disease. The word disease 
usually implies an automatic process that does not vary much regard-
less of the cultural context. (Colds have the same symptoms regardless of 
culture.) Drug addiction has the same characteristics across species and 
cultures.

The research on dopamine offers a different perspective as to why 
addicts use. Dopamine is about being motivated and ready to learn. 
Exposure to dopamine-agonist drugs captures the person’s motivation 
system. The addicted use because their motivational systems have been 
highjacked. They do not necessarily experience pleasure or relief from 
pain when using their drug. Addicts use because they are compelled to 
do so. As they say in AA, there is a “loss of control.” The automatic nature 
of the process of addiction is confirmed by observation of Parkinson’s-
disease patients. Treatment of Parkinson’s disease involves provision of 
dopamine agonist drugs. When Parkinson’s patients are given dopamine-
agonists, many develop gambling and sexual compulsions (Bostwick, 
Hecksel, Stevens, Bower, & Ahlskog, 2009; Stamey & Jankovic, 2008). 
Thus, even when dopamine agonists are provided outside the context of 
drug-seeking behavior, motivation systems can be highjacked.

What About Free Will?

The notion that addicts are compelled to find and use their drug raises 
the issue of free will. Neuroscientist Mike Gazzaniga (2011) had access to 
a particular population of patients, which enabled findings relevant to 
the issue of free will. Some people with intractable epilepsy have the con-
nections linking the two hemispheres of the brain (the corpus callosum) 
severed by surgery in order to limit the spread of the seizure. The daily 
function of these individuals is not disturbed. However, these patients 
provide an opportunity for neuroscientists to investigate how the brain 
works. Gazzaniga worked with split-brain patients. The information from 
the right visual field is processed by the left side of the brain. Information 
from the left visual field is processed by the right side of the brain. The 
ability to speak is located in the left hemisphere; so talking about actions 
can only be about material processed in the right visual field. Gazzaniga 
sent different imagery to each visual field. Gazzaniga asked the individ-
ual to select which tool went with the image on the screen. Chicken claws 
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were presented in the right visual field. Snow was seen in the left visual 
field. The person pointed to the picture of a shovel on the desk after see-
ing the snow in the left visual field. However, when Gazzaniga asked the 
left hemisphere why the shovel was selected, the individual, who only 
was consciously aware of the chicken claw images, answered the chicken 
shed needed cleaning. For Gazzaniga, the experiment illustrated that 
people frequently discover their motivations by observing themselves 
and then drawing inferences about why they did something after they 
have acted. After the fact, people can find a plausible explanation for their 
choices after observing their own behavior. Gazzaniga extrapolates from 
these observations. Human behavior is elicited by environmental stimuli 
and we make up a story, after the fact, about plausible motivations for our 
actions.

Gazzaniga (2011) suggests that most human behavior is elicited by envi-
ronmental cues often outside of awareness of the person who is behaving. 
Gazzaniga’s perspective is consistent with the work on priming. In fact, 
exposure to environmental cues can raise particular thoughts or behav-
iors in the hierarchy of options. For example, seeing a group of slowly 
walking geriatric persons influences a person to walk more slowly him-
self or herself, although he or she may not realize why he or she is behav-
ing in this fashion (Aarts & Dijksterhuis, 2000; Bargh & Chartrand, 1999; 
Bargh, Gollwitzer, Lee-Chai, Barndollar, & Trotschel, 2001). Although all 
of these findings challenge the notion of free will, there are other per-
spectives on the issue. Gazzaniga (2011) does believe that people do have 
free will. People have the capacity to select the cues they will have in 
their environment. By selecting the cues properly, one can make sure the 
desired behaviors are triggered. This view of where individuals have 
control has implications for how recovery is possible, which will be cov-
ered in a later section.

Do Addicts Use Because They Are in Pain?

Koob (2013) and Koob et al. (2014) have been exponents of the view that 
relapse occurs because addicts are in a state of distress–dysphoria and 
using substances allows escape from this negative state. Koob marshals 
evidence that during the course of any bout of heavy drug administra-
tion, anxiety-promoting molecules will build up and will be particularly 



8. addictions 299

aversive when not offset by the chemical effects of the drug of choice. Koob 
also suggests that even during extended periods of abstinence, these aver-
sive molecules can be increased by drug cues. Similar to Koob’s thinking, 
Volkow et al. (Goldstein & Volkow, 2002; Volkow, Fowler, & Wang, 2004) 
suggest that cocaine addicts have impaired capacity for experiencing 
response to natural reinforcers, and thus are in a state of relative lack of 
motivation when not under the influence of their drug of choice. Volkow 
et al. base this hypothesis on brain scans of cocaine addicts, which show 
cocaine addicts display less activation in the ventral striatum (where the 
nucleus accumbens is located) in response to natural reinforcers than do 
nonaddicted individuals (de Acros, Verdejo, Peralta, Sanchez-Barrera, & 
Perez-García, 2004; Garavan et al., 2000).

The hypotheses raised by Koob and Volkow offer a fairly pessimistic 
assessment of the prospects for future wellness among abstinent addicts. 
There are reasons to doubt their hypotheses. Anyone who attends AA 
meetings knows that most recovering people are cheerful folks who like 
to laugh. With regard to the data, the imaging work cited by Volkow was 
of addicts with varying duration of abstinence. During withdrawal, dop-
amine reserves are low (Knoblich et al., 1992; Leyton, 2007; Schulteis &  
Koob, 1996). During this time, addicts are less responsive to rewards, 
including cocaine (Leyton, 2007). Moreover, Koob (see Koob et al., 2014) 
has shown that during drug withdrawal, addicts fail to electrically stimu-
late areas of the brain, which would raise dopamine levels. Dopamine 
reserves take a long time to replenish as evidenced by the fact that visual 
responses controlled by dopamine (yellow–blue color discriminations) 
are aberrant long after sobriety (Desai, Roy, Brown, & Smelson, 1997; Roy, 
Roy, Williams, Weinberger, & Smelson, 1997). Alcoholics in early sobriety 
are often depressed and lethargic, possibly reflecting low levels of dop-
amine. It takes several weeks before their early lethargy clears. However, 
most do get better. In fact, Marc Schuckit suggests waiting a week or 2 
before making a decision about whether an alcoholic in early sobriety 
who appears to be depressed is actually suffering from major depression 
(Littrell, 1991a; Schuckit & Tapert, 2004).

Additional questions exist about the type of distress that will motivate 
drug seeking. Recall that drug seeking is fueled by dopamine release, 
which energizes behavior and promotes vigilance to motivational cues. 
In animals, exposure to shock and short-term social defeat motivate 
drug taking. As stated earlier, shock increases dopamine release in the 
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nucleus accumbens (Berridge & Robinson, 1998). But given the conditions 
of uncontrollable shock (the learned-helplessness paradigm), the lateral 
habenula will suppress release of dopamine into the nucleus accumbens 
(see Chapter 2). Consistent with this line of reasoning, Miczek, Nikulina, 
Shimamoto, and Covington (2011) found that short-term defeat motivates 
drug seeking; with prolonged defeat, dopamine in the nucleus accum-
bens is downregulated and the animals quit working for a stimulant 
drug and lose their preference for sugar. The defeated animal is not a 
motivated animal. Extrapolating from this, severe stress may fail to result 
in drug-seeking behavior.

With regard to drug use during the withdrawal period from drugs, 
some people use drugs to “get well.” However, dopamine reserves are low 
during drug withdrawal (Treadway & Zald, 2011). During the state of with-
drawal, strong motivation for anything, including seeking drugs, may not 
occur. Consistent with this, Harriet de Witt and colleagues (Bedi et al., 2011) 
found an “incubation of craving” effect. The further away from the initial 
withdrawal period after smoking cessation, the greater the craving. The 
“wanting system,” as assessed by dopamine release, is not very active dur-
ing withdrawal. Aggressive drug seeking requires a strong, dopaminergic 
“wanting system.” During withdrawal, the motivational system is down.

Substance Abusers Are a Heterogeneous Population

The research on addiction in animals examined how exposure to chem-
icals changes the brain so that drug seeking becomes compulsive. For 
the most part, this research did not examine variations in rodent genes 
that might make some animals more vulnerable than others. For many 
addicts, drug seeking is fueled by a strong motivation (dopamine) sys-
tem. However, humans probably can vary in the neurochemical motiva-
tions to use drugs. Neuroscientist Carl Hart’s (2013) research suggests 
that many of his inner-city addicts are not compelled by drug stimuli. 
Hart (2013) argues that many poor African Americans use drugs because 
the alternatives for ways to attain gratification are so bleak. They use to 
escape. For this type of client, improving alternatives may be required if 
the recovery strategy is to be effective.

In the early literature on alcoholism, a distinction was made between 
primary alcoholics and secondary alcoholics. Primary alcoholics do not 
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have a major mental disorder that precedes their heavy drinking. For 
primary alcoholics, drinking may develop in the context of a pretty 
positive existence. Researchers have looked at college-age predictors 
of alcoholism at age 40 years in males. In a particular study, the best 
college-age predictor of alcoholism at age 40 years was the MacAndrew 
Alcoholism Scale from the Minnesota Multiphasic Personality Inventory 
as assessed during college (Kammeier, Hoffman, & Loper, 1973). The 
MacAndrew Alcoholism Scale captures an extroverted personality who 
likes fun and excitement (sensation seeking; Littrell, 1991a; MacAndrew, 
1981). Extroversion is a strong correlate of positive affect (Watson, Clark, 
McIntyre, & Hamaker, 1992). Under stressful conditions, extroverted, 
sensation seekers are less likely to exhibit dysphoria than other persons 
(Smith, Ptacek, & Smoll, 1992). Thus, prior to the initiation of their heavy 
drinking, primary alcoholics were cheerful people.

Primary alcoholics are more likely to have a family history of alcoholism 
(Littrell, 1991a). Primary alcoholics are more likely to conform to the pattern 
of addiction consistent with greater activation of the dopamine system in 
response to alcohol. For example, sons of alcoholics who develop their own 
heavy-drinking pattern are much less sedated or intoxicated by alcohol than 
the offspring of nonalcoholics (Littrell, 1991b; Schuckit, 1994, 2014). Studies 
of biological children of alcoholics fail to find elevated rates of anxiety or 
depressive disorders, although they are more likely to develop alcoholism 
(Schuckit, 1994). However, absolute statements regarding whether children 
of alcoholics are not generally distinguished on measures of distress can-
not be made. Research on children of alcoholics does find that they are dis-
tressed when hardships occur in their home environments (Littrell, 1991a).

In contrast to primary alcoholism, secondary alcoholism is preceded 
by major depression or another major mental illness. Secondary alcohol-
ism is less likely to be associated with a family history of alcoholism. In 
males, about 80% of a group of alcoholics were primary alcoholics and 
20% were secondary alcoholics. In females, the numbers are reversed with 
80% being secondary alcoholics. These findings do have implications for 
treatment (Littrell, 1991a). The secondary alcoholics will require atten-
tion to their primary disorder (depression, posttraumatic stress disorder 
[PTSD], etc.) for treatment to decrease drinking to be effective. Once they 
quit drinking, secondary alcoholics may need to address other mental 
health disorders. In contrast, once they quit drinking, primary alcoholics 
are more likely to be free of mood disorders.
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Genetic Predisposition

According to Hasin, Stinson, Ogburn, and Grant (2007), who used the 
Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition  
(DSM-IV; American Psychiatric Association, 1994) criteria, there is a life-
time prevalence of alcoholism for 12.5% of the population. Estimates of the 
population prevalence for addiction to other drugs are harder to gauge, 
given that data are harder to collect. Researchers suggest that heritability 
accounts for about 60% of risk for addiction to alcohol and other drugs 
(Kreek, Bart, Lilly, LaForge, & Nielsen, 2005; Kreek, Nielsen, Butelman, & 
LaForge, 2005). Researchers have identified alleles and personality traits 
associated with risk for drug addiction. In both humans and rodents, 
hyperactivity and impulsivity increase the speed of developing compul-
sive drug use (Belin, Mar, Dalley, Robbins, & Everitt, 2008; Verdejo-García, 
Lawrence, & Clark, 2008). Poor impulse control at age 10 to 12 years is a 
correlate of drug use at age 19 years (Tarter, 2003). Alleles of the dopamine 
receptors and the dopamine transporters predict both substance abuse and 
hyperactivity in humans (Brewer & Portenza, 2008) and animals (Everitt 
et al., 2008). Volkow et al. focus on the D2 receptor. Persons with lower 
levels of D2 receptors evaluate cocaine more positively and they are more 
impulsive (Dalley et al., 2007; Volkow et al., 2004). D2 receptors are relevant 
to neuronal functioning not only in the ventral striatum, where the nucleus 
accumbens is found, but also to areas in the brain involved in regulation 
(Volkow et al., 2004). Genetic risk factors seem to be associated with a stron-
ger dopaminergic system and a weaker self-regulation system. In the Goals 
of Treatment section, we consider how to strengthen self-regulation.

HOW TO APPROACH CLIENTS

Is Breaking Down Denial Relevant?

An assumption from the Big Book of AA (Alcoholics Anonymous, 2001) 
is that alcoholics deny that they have a drinking problem. According to 
the denial hypothesis, alcoholics refuse to admit that they have a prob-
lem with substance abuse. E. Jellinek, who authored the influential The 
Disease Concept of Alcoholism in 1960, proffered the notion that denial 
fueled the progression of alcoholism. Jellinek waffled between two 
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positions: alcoholics will quit drinking once they admit they are alcohol-
ics; or in contrast, acknowledgment of alcoholism is required for sobriety 
but is not sufficient for sobriety. Given the central role of denial, it was 
understandable why many therapists affiliated with AA who read the 
Big Book and are familiar with Jellinek’s work believe that it is vital to 
“break down denial” (Littrell, 1991a).

In recent years, there has been little investigation into the question 
of whether alcoholics deny. Investigation of the validity of the denial 
assumption was contributed by earlier researchers. The results from 
research examining the basic assumption that alcoholics deny have been 
mixed. On the “they don’t deny side,” Cooper, Sobell, Maisto, and Sobell 
(1980) found that alcoholics overreport their misdeeds while drinking rel-
ative to official California records. Alcoholics do not deny specific events 
that occurred in the past while they were drinking, although they are not 
very accurate about how much they have had to drink (Babor, Stephens, & 
Marlatt, 1987; Czarnecki, Russell, Cooper, & Salter, 1990). On the other 
hand, alcoholics identify the development of their problem drinking at 
a later time point than do their relatives (Leonard, Dunn, & Jacob, 1983; 
Orford, 1973) and they view themselves as having more control over their 
drinking than do their relatives (Orford & Keddie, 1986).

There is also research examining how self-labeling relates to outcome. 
In fact, those who embrace the label “alcoholic” at the beginning of treat-
ment have worse outcomes than those who do not (Orford, 1973; Moberg, 
Krause, & Klein, 1982; Rossi, Stach, & Bradley, 1963). This does not neces-
sarily imply that self-labeling causes the worse outcome. Rather, those 
with extreme drinking problems are more likely to know who they are 
(Helzer & Pryzbeck, 1988), and initial drinking severity predicts worse 
outcome. There is also research suggesting that admission of alcoholism 
is not a requirement for sobriety. Mark and Linda Sobell, along with their 
colleagues, find that 75% of those alcoholics who become sober do so out-
side of treatment and AA (Sobell, Cunningham, & Sobell, 1996; Sobell, 
Sobell, Toneatto, & Leo, 1993). Some people quit without even considering 
the question of whether they are alcoholic (Tuchfeld, 1981).

The critical factor in motivating a change in drinking behavior is desire 
for a change. Research on AA members finds that the best predictive fac-
tors for sobriety of a menu of possible factors are wanting to be sober, a 
view of former drinking as harmful, and self-confidence (self-efficacy) 
about being able to maintain sobriety. In these studies, belief in the disease 
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concept and applying the label “alcoholic” to oneself were not predictive of 
successful outcome (Morgenstern, Bux, Labouvie, Blanchard, & Morgan, 
2002; Morgenstern et al., 2003; Morgenstern, Labouvie, McCrady, Kahler, &  
Frey, 1997; Muench & Morgenstern, 2007).

For those who believe that alcoholics deny, confronting denial is a 
logical next step. There are studies examining the efficacy of confronta-
tion with alcoholics. An early study was done in an employment context 
in which alcoholics were threatened with job loss if they did not enter 
treatment. In terms of getting alcoholics to enter treatment, listening to 
their excuses and talking about what to expect from treatment resulted 
in more people entering treatment than did threatening them with con-
sequences and describing their negative behavior (Trice & Beyer, 1984). 
The concept behind the popularized “interventions,” which is the title 
of an Emmy award–winning TV program, also entails confrontation. 
During interventions, family members describe the addict’s embarrass-
ing behavior and then threaten them with consequences if they fail to 
agree to treatment. In fact, data suggest that interventions work less well 
than gentler approaches in getting addicts into treatment and in helping 
them to achieve sobriety (Meyers, Miller, Smith, & Tonigan, 2002; W. R. 
Miller, Meyers, Smith, & Tonigan, 1999). The developers of motivational 
interviewing (described in greater detail in the next section) analyzed 
what actually happened during intake interviews in order to ascertain 
which processes are associated with better outcome. When the therapist 
confronts, then the client argues and defends his or her position of denial. 
In fact, clients argued less when the therapist did not confront. The lon-
ger the clients argued, the greater the likelihood of a negative outcome 
(Glynn & Moyers, 2010; Martin, Christopher, Houck, & Moyers, 2011; W. R. 
Miller, Benefield, & Tonigan, 1993; Moyers, Martin, Houck, Christopher, & 
Tonigan, 2009). Thus, various evaluations of confrontation suggest that 
confrontation may not be the best way to approach individuals.

From an observer perspective, looking at the lives of some alcoholics 
who continue drinking despite the obvious devastation does raise the 
question, “why don’t they stop?” In social psychology, there is a formula 
for motivation: motivation = (valuing the goal) × (self-efficacy). Research 
has investigated whether self-efficacy is the missing factor for some 
alcoholics who continue drinking. An early study done at a Veterans 
Administration hospital involved getting the alcoholics very drunk and 
then videotaping their drunken comportment. Then the researchers 
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showed the films to the alcoholics. Although many were repulsed and 
vowed to stay sober, they more often dropped out of treatment, although 
they also later attended more AA meetings (Schaefer, Sobell, & Mills, 
1971; Schaefer, Sobell, & Sobell, 1972). One possible explanation for the 
increase in leaving treatment was that the alcoholics lacked confidence 
in changing their behavior and it was just too distressing to keep on try-
ing. Self-efficacy regarding sobriety is a big predictor of eventual success 
(Ilgen, McKellar, & Tiet, 2005; Ilgen & Moos, 2005; Ilgen, Tiet, Finney, & 
Moos, 2006). In early sobriety, helping to convince addicts that change is 
possible may be a good strategy to begin with.

New Approaches: Transtheoretical Models of Change  
and Motivational Interviewing

Although early thinking about addiction regarded breaking down denial 
as key, new perspectives have emerged in the field. The transtheoretical 
model of change was introduced by Prochaska, Norcross, and Diclemente 
(1994) who studied the process through which persons make any major 
shift in life course. These researchers found that people spend a great 
deal of time contemplating change before making a commitment and tak-
ing action. They suggested that clients should be approached in keeping 
with the stage at which they are positioned. Rushing the process could 
provoke resistance.

At the University of New Mexico, Bill Miller and colleagues (W. R. 
Miller & Rollnick, 2013) have developed the approach of motivational 
interviewing. The approach is very consistent with Carl Rogers’s 
 reflective-listening strategy. The detailed questions the therapist asks 
about the client’s daily life are designed to reveal ambivalence about his 
or her current drinking or drug use. The therapist listens to what the 
client is stating and paraphrases the emotional tone and content of what 
the client has said. The idea is to get the client to convince himself or 
herself that change is desirable.

With motivational interviewing, the therapist’s job is to reflect back the 
client’s concern. Advice is only given after asking the client’s permission. 
Information, perhaps about a client’s liver scores or other health indica-
tors, is only provided after the client agrees to listen. If any resistance is 
met, the therapist quickly steps back (roll with resistance). Motivational 
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interviewers avoid confrontation because when clients hear themselves 
arguing against the therapist, clients solidify their positions. If the cli-
ent resists, the therapist retreats, for example, by changing the subject. 
The therapist waits for the next opportunity to reflect the client’s own 
ambivalence. The therapist’s task is to help the client make the case for 
sobriety. During the interview, the client does most of the talking and the 
therapist’s questions can direct where the client focuses.

David Rosengren’s (2009) book is an excellent resource for learning the 
motivational interviewing techniques. Asking about how the client per-
ceives the therapist is very consistent with the motivational interviewing 
philosophy. Scott D. Miller (www.scottdmiller.com), a psychologist who 
conducts workshops internationally, has short assessment forms avail-
able on his website. The forms invite the client to provide feedback to the 
therapist. If the therapist receives negative ratings from the client, a dis-
cussion with the client, soliciting help in how to be more effective, should 
occur. Such discussions promote client engagement.

What Level of Drug Consumption Should Be Changed?

For many addiction counselors, the question of drinking-pattern goals 
never comes up. Generally, clients are mandated into treatment by some 
authority after a commission of a crime, a threat of job loss, or the threat 
of divorce. Usually, the mandating party expects sobriety. Very rarely do 
clinicians employed in treatment centers engage in questioning whether 
an individual should identify a controlled-drinking goal, as opposed to 
embracing sobriety. However, given that behavioral health clinicians will 
be employed in primary care settings in the future, helping clients decide 
whether to attempt controlled use versus abstinence with regard to a par-
ticular substance may be the task.

People who receive DUIs (legal charges for driving under the influ-
ence) may or may not be alcoholics. Prevention Research Institute (PRI) 
is an organization that has a good track record of working, in several 
states, with people who have been convicted of driving under the influ-
ence. Those at PRI have developed a strategy for assisting individuals to 
make conscious decisions about a desirable pattern of drinking. At court-
mandated seminars, the PRI people present information on the risks to 
health at various levels of drinking. During the PRI program, levels of 

http://www.scottdmiller.com
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safe drinking graduated according to risk attributable to familial genet-
ics, are proffered. The PRI staff suggests that the safe level of drinking 
for those without hereditary risk are two drinks per day for men and 
one drink for women. Then participants are asked to select their safe-
drinking-level goals. The program is very collaborative. A PRI approach 
could be adapted to a primary care health setting. People can be invited 
to review their current behavior in light of information regarding the 
health consequences of drinking. They can be assisted in identifying 
their own goals.

For people working in primary care, identifying alcoholism or drug 
addiction can be problematic because definitions keep changing. At one 
point, the WHO’s definition of an alcoholic was “someone who continues to 
drink despite a problem” (Littrell, 1991a). (The WHO offered no definition 
of what constituted “a problem.”) The National Institute on Alcohol Abuse 
and Alcoholism (NIAAA, 2014) recommends that levels of alcohol con-
sumption should not exceed two standard drinks a day for men and one 
drink per day for women. (A drink is 12 oz. of 0.4% alcohol beer; 1.25 oz. of 
40% hard liquor; or 12 oz. of 4% wine). Presumably, those exceeding these 
limits should change their pattern. However, ambiguity remains on the 
frequency with which these limits are exceeded for defining a problem. 
There are guidelines specifying levels of safe drinking. However, hard-
and-fast rules for diagnosing problematic drinking are not available.

Identifying the level of drinking that is healthy is difficult. In fact, 
drinking at low to moderate levels is associated with better health. 
Alcohol increases high-density lipoproteins, which protects against car-
diovascular disease. Recent studies from neurologists find that drink-
ing at moderate levels (defined as less than 36 g with a standard drink 
being 15 g/day) is associated with less age-related memory decline (Sabia 
et al., 2014; Stampfer, Kang, Chen, Cherry, & Grodstein, 2005). In terms of 
health effects, fatty liver occurs at around five drinks per day. Drinking 
in excess of four drinks on any one occasion should be avoided because 
at this level hangovers can occur. Functioning is impaired during hang-
overs. Holiday heart, an arrhythmic heartbeat, can occur after heavy 
intoxication. Blackouts (memory loss for a period of time even when 
function might not have been obviously impaired) are disconcerting 
(Ling, Stephens, & Heffernan, 2010; Littrell, 1991b; Rehm, 2011). In helping 
clients assess their current drinking, questions can be asked about black-
outs and average levels of consumption. If an individual is drinking in 
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the heavy range, an extant threat to health can be identified on blood tests 
by examining liver enzyme scores and blood work (Littrell, 1991b; Rehm, 
2011). Feedback on lab values can help the client to make decisions.

Newly emerging changes in drug laws reflect the shifting consensus 
on what constitutes a problem. In Colorado, Washington, Oregon, and 
Alaska, recreational marijuana use is legal and in many other states medi-
cal marijuana is legal. We do not yet know the public health consequences 
of these changes. In the United States, opiate agonists (buprenorphine 
and methadone) are legal and considered to be treatment. As discussed 
in Chapter 4, buprenorphine is being tested as a treatment for depres-
sion in Israel. Smoking cessation is desirable, but the jury is still out on 
nicotine nasal spray, nicotine patches, and Snus, a nicotine preparation 
marketed in Sweden. New forms of legal hallucinogens (e.g., bath salts) 
keep emerging on the Internet; the street drug ketamine is being tested 
as an antidepressant. Amphetamine use is considered a problem if it is a 
street drug, but amphetamines are a treatment for adults with attention 
deficit hyperactivity disorder (ADHD). In our society, there is consider-
able ambiguity (ambivalence) regarding drug use.

The Wisdom of Initial Sobriety

At some point, clients who are motivated to make a change will prob-
ably consider what their goals should be. In Europe, therapists work with 
people who want to learn how to control drink. (Control drinking means 
establishing drinking levels that do not result in social or physical prob-
lems.) If the client cannot maintain drinking at the level the client has 
chosen, then the targets are changed. Often initial control-drinking goals 
change to abstinence goals. However, even if an abstinence plan is later 
amended to permit some drinking, there is wisdom in an initial period 
of abstention. In a study carried out in Europe, Nordstrom and Berglund 
(1987) examined how long it took to become a nonproblematic drinker 
by studying two groups: those who purposefully tried to abstain for 4 to 
5 years or those who never tried to abstain. In achieving a nonproblem-
atic-drinking status, the initial abstention group took 2 years, whereas the 
never-abstain group took 16 years. The Nordstrom and Berglund study 
is heuristic. For those wishing to modify their drinking behavior, initial 
abstention offers a wise course.
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At AA meetings, it is generally assumed that those who choose to 
attend a meeting are probably alcoholics. Little time is spent evaluating 
whether newcomers actually have a problem. The AA assumption is 
that all alcoholics can never drink again without risking severe harm. In 
AA, the goal is abstinence from all mood- and mind-altering chemicals. 
Even with this rather clear goal in AA, people never seemed to question 
the cigarettes and the coffee at every meeting. The AA “cross-addic-
tion” prediction is that using any mood-altering chemical will facilitate 
relapse to one’s drug of choice. According to AA dogma, a person who 
is addicted to one substance is addicted to all substances. In terms of 
empirical support for cross-addiction, the major overlapping categories 
are alcohol and cigarettes. If a person is a heavy drinker, chances are 
that the person is a two-pack-per-day smoker. Eighty-eight percent of 
alcoholics are heavy smokers (Batel, Pessione, Maitre, & Rueff, 1995; 
Littleton, Barron, Prendergast, & Nixon, 2007). With regard to cross-
addiction between alcoholism and other chemicals, there is less sup-
port. A study by Stinson et al. (2006) found that only 13% of those with 
an alcohol disorder abused other substances. Cross-addiction with tran-
quilizers was least likely to occur.

With regard to smoking crack cocaine, often people develop a compul-
sive-use pattern of cocaine ingestion in a matter of months or even weeks. 
Some have long histories of drinking in moderation. They are hard to 
convince that abstinence from alcohol is a desirable goal. There are data 
on whether use of one substance will jeopardize abstention from another 
substance. If a recovering cocaine addict was not a heavy drinker prior 
to addiction to cocaine, then drinking in moderation probably will not 
jeopardize cocaine abstention (McKay, Alterman, Rutherford, Cacciola, &  
McLellan, 1999). However, many cocaine abusers also abuse alcohol. The 
issue needs to be assessed along with clarification regarding how NIAAA 
defines heavy drinking.

INITIAL ENGAGEMENT

There are some initial screening questions that can be helpful in alerting 
when a further evaluation should be conducted. Questions such as, “Have 
you ever felt you needed to cut down?” “Has anyone ever been annoyed 
by your drinking?” “Have you ever felt guilty about your drinking?” 
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“Have you ever purposefully changed your drinking pattern?” are 
good openers (CAGE Questionnaire; http://niaaa.nih.gov/publications/
AssessingAlcohol/InstrumentPDFs/16_CAGE.pdf). The questions from 
the Alcohol Use Disorders Identification Test (http://pubs.niaaa.nih.gov/
publications/aa65/AA65.html) are provided in the Appendix, as are the 
questions from the CAGE Questionnaire, another assessment device, 
which are frequently used for screening. Additional screening tools can 
be obtained through niaaa.nih.gov/publications, drugabuse.gov, or sam-
sha.gov. However, getting honest answers may require establishing some 
rapport.

Blood work can identify those who require additional assessment. 
However, to obtain information for an assessment as well as for recruit-
ing clients into a collaborative process of maximizing health, the worker 
must be diligently searching for the client’s perspectives and concerns 
during the interview. In line with motivational interviewing, taking 
a nonjudgmental approach is useful. Everyone has a story to tell with 
regard to alcohol, even nondrinkers have a reason for deciding not to 
drink. It is critical to find out the details about when a person drinks and 
what he or she is doing while drinking. It is important to notice when the 
client seems ambivalent about past behavior around substance use and 
to reflect back the ambivalence. It is important to learn what the client is 
proud of and what the client cares about. Learning about resources that 
might promote change and obstacles that can interfere with change are 
important objectives for an initial engagement. Often motivational inter-
viewers use a values exercise in which the client identifies those people 
and life goals that he or she cares about. Then the client is asked to evalu-
ate how substance use comports with his or her values.

If the client and the worker agree that there is reason for concern about 
substance abuse, the next task is planning for the immediate future. It 
is important to emphasize the client’s choice. Even if a client agrees to 
attend some treatment program that requires a commitment to sobri-
ety throughout the treatment process, clients should understand that 
the eventual decision about which goal to embrace belongs to them. 
Attending treatment is an opportunity to think about the role that drugs 
have played in one’s life, to identify future life goals, and to determine 
whether substances fit in with these goals, and if so, how.

If a client is referred to an outside facility (e.g., an AA meeting), it 
is important to help the client envision the process. Having the client 

http://niaaa.nih.gov/publications,drugabuse.gov,orsamsha.gov
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visualize the process serves two goals. First, reservations or mistaken 
beliefs about what will happen can be addressed. Second, the availability 
heuristic of Tversky and Kahneman (1974), for which they won the Nobel 
prize, avers that events that a person has concretely imagined are more 
likely to be seen as probable. Thus, if I can imagine myself doing some-
thing, I will be more likely to believe I can do it. My sense of efficacy will 
be changed; self-efficacy predicts behavior. Specific research testing this 
idea shows that having people imagine themselves carrying out a plan 
increases the likelihood that they will follow through (Littrell & Magel, 
1991). Thus, having the client envision the process of attending a particu-
lar meeting is a good strategy.

Assessing Detox Requirements

If your assessment suggests that an individual is a heavy substance user, 
it is important to find out about the time and amount of last use. Alcohol, 
barbiturates, and benzodiazepines are the drugs associated with lethal 
withdrawal symptoms, such as seizures or delirium tremens. If a person 
has been a regular daily consumer of a tranquilizer for over a 3-week 
period, he or she should be medically evaluated. A person who has con-
sumed eight to nine drinks the previous night, particularly if he or she 
exhibits a tremor on reaching for something, should be medically evalu-
ated. These are rough estimates that will vary with the status of the client. 
However, very recent heavy consumption does justify evaluation of the 
person’s blood pressure. Providing benzodiazepines for outpatient detox-
ification of alcoholics can often be accomplished safely (Blondell, 2005).

Assessing Level of Care

The American Society of Addiction Medicine (ASAM) has published 
guidelines for levels of care for those in need of treatment of addic-
tions. For those who are homeless, lacking in social support, or who are 
a threat to themselves or others, inpatient programs are recommended 
(Mee-Lee & Shulman, 2011). For others, outpatient programs have been 
found to be as successful as inpatient programs, although enhancing out-
patient treatment with case management services will be beneficial for 
some (Committee to Identify Research Opportunities in the Prevention 
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and Treatment of Alcohol-Related Problems, Institute of Medicine, 1990; 
Littrell, 1991a; McLellan et al., 1999; Weisner & Schmidt, 1996). In fact, out-
patient programs offer the benefit of having patients practice new ways of 
behaving in the same environment in which these new ways of behaving 
will be needed. Thus, treatment is more likely to generalize to the home 
environment. However, if an individual has friends who will encourage 
heavy consumption, then inpatient treatment does have an advantage. If a 
person drinks during outpatient treatment, then treating him or her as an 
inpatient may be a better option and offers a backup strategy.

Empirical research has offered some other bottom lines on what works. 
In terms of treatment efficacy, duration of aftercare matters. Follow-up 
visits maximize the probability that treatment benefits will be sustained 
(Carroll et al., 2011; Littrell, 1991a). Mandated treatment is as effective as 
voluntary treatment, probably because alcoholics often get convinced of 
the wisdom of change in the course of treatment (N. S. Miller & Flaherty, 
2000; Wild, Roberts, & Cooper, 2002). Talking with alcoholics about the 
threats to health in their heavy drinking can result in a reduction in con-
sumption and can enhance the efficacy of later treatment (Littrell, 1991a; 
McQueen, Howe, Allan, Mains, & Hardy, 2011).

GOALS OF TREATMENT

In group treatment and AA meetings, the client hears the stories of others 
who do want to change their lives. In the modal treatment centers in this 
country, information is provided about the nature of the addiction pro-
cess. Clients often are given an opportunity to complete a “first step” in 
which they review in detail the specifics of the role that substances have 
played in their life. Through this process, most people make decisions 
about their goals with regard to substances. This is the point at which 
many choose abstinence.

Relapse Prevention

Even in those who make a commitment to sobriety, maintaining the com-
mitment is often difficult. As discussed in the Neuroscience of Addiction 
section, cravings can be elicited by environmental cues. In fact, work with 
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human subjects on relapsing finds that drug cues do increase relapse 
events (Connors, Longabaugh, & Miller, 1996; Lowman, Allen, Stout, & 
the Relapse Research Group, 1996; W. R. Miller, Westerberg, Harris, & 
Tonigan, 1996; Zywiak et al., 2006). The client can find himself or herself 
seeking his or her substance without having gone through a deliberate 
decision-making process. Research also suggests strategies for countering 
the automaticity of drug cures. Priming involves arranging the environ-
ment to cue behavior. Research suggests that if another goal is primed, then 
the cognitive availability of an opposing goal declines (Shah, Friedman, & 
Kruglanski, 2002). Just as drug paraphernalia can cue craving, reminders of 
sobriety (e.g., a copy of the Alcoholics Anonymous Big Book on the table) 
can cue motivation for sobriety. The way to combat the automaticity of 
drug seeking is to arrange the environment to trigger sobriety-promoting 
behavior. Involvement in AA provides many “triggers” for staying sober. 
The day becomes centered around going to meetings. At AA meetings, 
members collect tangible reminders of their sobriety. Chips representing 
various lengths of sobriety are distributed. People carry sobriety chips in 
their pockets, which makes salient the importance of sobriety. Active AA 
members are surrounded by primes for staying sober.

Developing a plan for staying sober increases the likelihood of adher-
ing to one’s goal. Gollwitzer, Fujita, and Oettingen (2004) have researched 
the process of how people stick to plans. The more specific the plan, the 
more likely it is to be carried out. Identifying obstacles and ways to com-
bat the obstacles further increases the probability that the plan will be 
adhered to. People in recovery need to make specific plans for attend-
ing meetings to support sobriety. For most people in recovery, plans for 
resisting people who might encourage use is helpful. Envisioning oneself 
carrying out these plans will make them seem more probable and will 
increase self-efficacy. Talking to family members and spouses about the 
type of help they can provide is helpful.

Sometimes previous drug-using companions can be cues for drug use. 
Developing friends who support sobriety maximizes the probability 
of success. Consistent with this, Project MATCH, the big government-
funded study evaluating treatments for alcoholism, found that for those 
without sober friends, AA was particularly helpful (Longabaugh, Wirtz, 
Zweben, & Stout, 1998; Project MATCH Research Group, 1998). If AA is 
not a compatible choice, then other avenues for establishing friendships 
that will support sobriety should be pursued.
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In AA, members are advised to avoid being hungry, angry, lonely, or 
tired. (This is the HALT acronym.) The AA advice is very consistent with 
empirical findings on relapse. When animals whose drug seeking has 
been extinguished are distressed or hungry, they are more likely to rein-
state level pressing for drug. Work investigating the conditions under 
which human addicts relapse suggests that being in a negative mood is 
indeed a strong cue for relapse (Connors et al., 1996; Lowman et al., 1996). 
Thus, support systems for helping to allay stress should be developed.

Developing Self-Regulation

In Chapter 2, the brain structures involved in dampening the strength 
of impulses were discussed. Several researchers have found that regula-
tion of impulses can be an issue for some persons who abuse substances. 
Warren Bickel and colleagues (Bickel & Marsch, 2001; Bickel et al., 2007) 
found that impulsivity and the tendency to value immediate rewards 
over long-term rewards characterize many substance abusers. Antoine 
Bechara also assesses impulsivity. He developed the Iowa gambling 
task to identify persons who make risky choices and persons who fail 
to learn to avoid previously punished choices. Some substance abus-
ers perform poorly on these types of tasks (Verdejo-García & Bechara, 
2009). Thus, developing the brain’s capacity for self-regulation may be 
relevant for some.

A particular study further established the relevance of developing 
regulatory control for increasing the probability of maintaining absti-
nence. Berkman, Falk, and Lieberman (2011) did brain scans of a group 
of individuals who were about to quit smoking. The scans were taken as 
these individuals performed the “go–no go” task. The “go–no go” task 
asks the individual to lever press when a particular letter appears on the 
screen but to refrain from pressing when particular low-frequency letters 
are presented. The researchers identified those individuals with more or 
less activity in the right ventrolateral PFC (the regulation area discussed 
in Chapter 2) as they performed the “go–no go” task. During the early-
smoking-abstention phase, Lieberman contacted people about every 2 
hours and recorded when they experienced cravings and then, in the next 
2-hour block, whether they succumbed to the craving. The level of ven-
trolateral PFC activity as assessed during the “go–no go” task predicted 
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outcome. Those with greater ventrolateral PFC during the “go–no go” 
task were able to resist temptation to smoke.

Strategies for increasing regulatory strength are available. Research 
suggests that the process of self-regulation involves the engagement of 
the parasympathetic nervous system (Ahern et al., 2001; Allen, Matthews, 
& Kenyon, 2000; Hansen, Johnsen, Sollers, Stenvik, & Thayer, 2004; 
Hansen, Johnsen, & Thayer, 2003; Ingjaldsson, Laberg, & Thayer, 2003). 
An increase in average level of heart rate variability during a day is a 
correlate of increased self- regulatory capacity. In contrast, momentary 
decreases in heart rate variability (a measure of parasympathetic ner-
vous system [PNS] activity) are correlated with lapses in self-regulation 
(Segerstrom & Solberg Nes, 2007). In Chapter 4, ways to increase heart 
rate variability (HRV; vagal tone) were covered. These include consum-
ing more omega-3s, being with trusted others, exercise, and meditation. 
In fact, with regard to maintaining abstinence goals, meditation does 
decrease relapses, which are associated with increased HRV (Bowen 
et al., 2014; Libby, Worhunsky, Pilver, & Brewer, 2012).

Baumeister and colleagues (Baumeister, Bratslavsky, Muraven, & Tice, 
1998; Baumeister, Gailliot, DeWall, & Oaten, 2006; Baumeister, Vohs, & 
Tice, 2007; Vohs & Baumeister, 2004) have studied regulatory control as 
well. Baumeister’s research suggests that regulatory capacity is like a 
muscle: level of capacity can be developed through practice; however, for 
any one time period, it is a limited resource. For any given moment in 
time, taxing regulatory capacity will lower one’s capacity for regulation 
on the next task. It has been shown, for example, that spending a great 
deal of effort working on math problems will vitiate one’s capacity for 
resisting the temptation to eat a cookie.

Baumeister’s research has identified other short-term drainers of reg-
ulatory capacity. Fatigue vitiates regulatory capacity. Having low blood 
sugar or being sleep deprived can lower self-regulatory capacity (Gailliot, 
2008; Gailliot et al., 2007). As stated previously, being stressed and being 
hungry are states that trigger dopamine release from the ventral teg-
mental area (VTA) and thus can be expected to increase craving (Abizaid 
et al., 2006; Adler et al., 2000; Cummings et al., 2007; Jerlhag et al., 2007; 
Kalivas et al., 2005). Those conditions that vitiate regulatory capacity are 
very consistent with relapse precipitants identified in the addiction lit-
erature. Plans for arranging life to avoid these states will maximize the 
probability of staying sober (Littrell, 2010).
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Dealing With Abstinence Violation Syndrome

Relapses are common in early sobriety. The late Alan Marlatt coined 
the term “abstinence violation syndrome” to describe how a violation 
of one’s commitment to sobriety can lead to guilty feelings that further 
precipitate more drinking (Littrell, 1991a). Careful planning for how to 
counter abstinence violation syndrome can shorten the duration of a 
relapse. Envisioning how to get quickly back on track following a lapse 
can prevent a “lapse” from becoming a “relapse.” Writing a letter to one’s 
self detailing the positive feelings about sobriety, to be read in the event 
of relapse, can be helpful. Reminding oneself that periods of sobriety 
have been achieved can bolster self-efficacy. As a backup strategy, giving 
a friend permission to contact the individual if he or she should fail to 
come to an AA meeting might prove helpful.

Pharmaceutical Treatments

A number of drugs intended to decrease relapses are on the market. 
Antabuse (disulfiram) blocks the breakdown of acetaldehyde (a metabo-
lite of alcohol) to vinegar. With Antabuse in the body, drinking alcohol 
will result in the accumulation of acetaldehyde, a noxious substance, in 
the body. If the client drinks with Antabuse in the body, he or she will 
be quite nauseated. For clients who might drink on impulse, Antabuse 
offers a short-term coping strategy that allows recovering alcoholics to 
develop better coping skills (Littrell, 1991b).

Naltrexone (Vivitrol) is longer acting than naloxone (Narcan). Both nal-
trexone and naloxone are antagonists at opiate receptors. In Chapter 2, the 
role of natural endorphins in increasing activity in the nucleus accum-
bens was covered. Naloxone will block the opiate-induced increase of the 
dopamine release. Naloxone has shown efficacy in decreasing relapse 
to various types of drug use. Unfortunately, however, because naloxone 
downregulates the nucleus accumbens, not only is desire for drug use 
decreased but so is the desire for natural rewards. People who take it also 
become lethargic and apathetic. Moreover, naloxone does increase stress 
(Eisenberger & Cole, 2012; Littrell, 2001).

Acamprosate (Campral) is a drug that targets glutamate signaling. It is 
used to prevent the craving for alcohol (DeWitte, Littleton, Parot, & Koob, 
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2005). N-acetylcysteine is a drug that was identified in Kalivas’s work on 
how addictive chemicals change the brain. N-acetylcysteine operates at a 
protein complex called the glutamate–cystine exchanger, which is located 
on the cell wall of glial cells. It causes the glial cells to release more glu-
tamate into the extra-synaptic space in the nucleus accumbens, which 
then dampens the glutamate signal in the nucleus accumbens (see The 
Brain Is Being Changed section on Kalivas’s research). N-acetylcysteine 
has shown efficacy in reducing the craving for cocaine, cannabis, and nic-
otine. Its big advantage over other pharmacological interventions is that 
it has minimal side effects; however, preliminary results have not been 
uniformly supported (Littrell, 2011; McClure, Gipson, Malcolm, Kalivas, 
& Gray, 2014). It is sold in health food stores.

Chantix (varenicline) is a drug that is a partial agonist at the nicotinic 
acetylcholine receptor. It is used to decrease craving during the process 
of smoking cessation (Lüscher, 2013). Although Chantix does increase the 
probability of success, only 40% achieve abstinence at 3 months (McClure 
et al., 2014). As discussed in Chapter 3, Nicotine section, Chantix is associ-
ated with violence. Antidepressants (Wellbutrin) and nicotine patches or 
nicotine gum are also used to facilitate smoking cessation.

Efficacy of Treatment

Project MATCH was a large multisite study funded by the federal govern-
ment in the 1980s. It contrasted the efficacy of three approaches: moti-
vational enhancement/motivational interviewing, the 12-step approach, 
and cognitive behavioral therapy. All approaches resulted in lower levels of 
problematic drinking. For those whose friends encouraged heavy drink-
ing, the 12-step approach worked better (Longabaugh et al., 1998; Project 
MATCH Research Group, 1998). For those who were angry about being 
in treatment, motivational interviewing worked better (Project MATCH 
Research Group, 1997, 1998). Good therapeutic alliance and client self-
efficacy both emerged as strong predictors of positive outcome in Project 
MATCH. A good therapeutic alliance means that the therapist and client 
agreed on the problem definition and the goals and strategies for achiev-
ing success (Ilgen et al., 2006).

Fletcher (2012), in her book Inside Rehab, describes her investigation into 
how the substance abuse treatment industry functions in this country. 
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What she describes comports well with my experiences in the field and 
those of my colleagues. Across treatment programs, whether they be at the 
costly rehab programs, such as the Betty Ford Center, or the halfway house 
funded through donations, there is not much difference in the approach or 
the psychoeducational material. All treatment centers almost everywhere 
show the obligatory Father Martin Chalk Talk on Alcoholism. Everyone reads 
daily devotional material published by Hazelden. Where there is some vari-
ation is the degree to which therapists respect and listen to clients and adapt 
procedures to the individual needs of clients. More tailoring to each client’s 
needs is better. Fletcher recommends investigating the philosophy of par-
ticular programs before enrolling. The same approach can be used for AA. 
AA meetings vary a lot, so if a person is not comfortable, he or she should go 
to another. As they say in AA, “take what you can use, and leave the rest.”

REFLECTIONS ON U.S. DRUG POLICY

Overdoses from prescription drugs are now reaching epidemic num-
bers. Deaths from prescription drugs outnumber those from street drugs 
(Association of State and Territorial Health Officials, 2008). The Drug 
Enforcement Administration considers prescription drugs to be the nation’s 
leading drug problem (Schwarz, 2014). Despite the legal drugs being the 
bigger threat to the nation’s health, America imprisons more people than 
any other nation on Earth. Most of these incarcerations are for drug crimes 
and the bulk of those who are convicted are minorities (Alexander, 2010). 
Ironically, the drugs for which these individuals are incarcerated can be 
acquired legally. Amphetamine is prescribed for ADHD. Although heroin 
is illegal, buprenorphine and methadone are considered to be treatments, 
with leaders at the Centers for Disease Control and Prevention (CDC) and 
National Institute on Drug Abuse (NIDA) being strong advocates for its 
use (Volkow, Frieden, Hyde, & Cha, 2014). (Under the Drug Addiction 
Treatment Act of 2000, after 8 hours of training, physicians can prescribe 
buprenorphine for patients in their private practices.)

Sometimes it is difficult to say whether the legal version of a drug that 
shares the same mechanism as the street drug is better or worse than the 
street drug. Both buprenorphine and methadone are agonists at mu-opioid 
receptors, as is heroin. Buprenorphine, methadone, and heroin are addic-
tive substances and can cause respiratory depression and death if taken in 
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large amounts. Arguably, heroin is better in terms of long-term effects on 
the body than methadone. Methadone can induce cardiac arrhythmias that 
can require a pacemaker (Barbhaiya, Seewald, & Hanon, 2011). This does 
not occur with heroin. Methadone is associated with more severe with-
drawal symptoms than heroin (Gossop & Strang, 1991). Perhaps the history 
of various drugs in this country does more to explain why one chemical 
is legal and the other is not than can be explained by the pharmacological 
properties of various drugs (Musto, 1973, 2002). In Europe, opiate addicts 
are given a choice of treatment with buprenorphine, methadone, or heroin 
(Strang, Groshkova, & Metrebian, 2012). Even when drugs, such as opi-
ate agonists, are legalized, a street market may continue to exist because 
pharmaceuticals (e.g., OxyContin) are much more expensive than street 
heroin. However, in countries where access to drugs is legalized, street  
trafficking does decline (Strang et al., 2012).

As mentioned previously, many states allow medical marijuana and 
Colorado, Washington, Oregon, and Alaska allow recreational marijuana 
for adults. Ketamine, a street drug, and buprenorphine are being inves-
tigated as treatments for depression. It is puzzling that some people are 
locked up for many years for exchanging the same chemicals that are 
legally acquired through prescription. Perhaps it is time for this nation to 
rethink its drug policies.
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This chapter covers psychiatric diagnoses that might be applied to chil
dren seen in primary care: pediatric bipolar disorder, major depression, 
attention deficit hyperactivity disorder (ADHD), and posttraumatic 
stress disorder (PTSD). The diagnoses are discussed in the context of 
the neuroscience explaining the disorder. The efficacy of current phar
macological treatments along with explanations regarding how they 
impact physiology are reviewed. Side effects are considered. PTSD is 
included in the discussion of the treatment of children in foster care. 
Nonpharmacological treatments for those behaviors that are problem
atic in a classroom are included in the Attention Deficit Hyperactivity 
Disorder section. Alternatives to drugs administered for distress in the 
children themselves are considered at the end of the chapter.

RISE IN MEDICATING CHILDREN

Seven percent of American adolescents are taking some form of psycho
tropic medication. A total of 3.9% take an antidepressant, 2.8% take a stim
ulant, 0.8% take anxiolytics, 0.5% take antipsychotics, and 0.4% take mood 
stabilizers (Olfson, He, & Merikangas, 2013). Among younger children, 
3.5% are taking a stimulant (Zuvekas & Vitiello, 2012) and the Centers 
for Disease Control and Prevention (CDC) has documented the rise of 
medicating children aged 2 and 3 years (Schwarz, 2014). According to 
Olfson, Blanco, Wang, Laje, and Correll (2014), for children younger than 
13 years, 13.5% of office visits to physicians, including psychiatrists and 
other specialists, resulted in a mental health diagnosis and 15.42% were 
given a prescription for a psychotropic drug: 9.15% were for stimulants,  
1.73% for antipsychotics, 1.95% for antidepressants, 4.63% for anxiolytics, 

Children
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and 1.0% for a mood stabilizer. For adolescents, 18.73% of office visits 
to physicians, including psychiatrists and other specialists, resulted in 
a mental health diagnosis and 20.40% were given a prescription for a 
psychotropic drug: 9.16% were for stimulants, 3.81% for antipsychotics, 
8.26% for antidepressants, 4.13% for anxiolytics, and 2.71% for a mood 
stabilizer. The rise in prescriptions for antipsychotic drugs is particularly 
steep among economically disadvantaged children. Poor children are more 
likely to receive a prescription of a psychotropic drug on an initial visit than 
are more affluent children. A study of 16 state Medicaid programs in 2007 
found that 1.6% of children younger than 19 years were receiving antipsy
chotic drugs (Medicaid Medical Directors Learning Network and Rutgers 
Center for Education and Research on Mental Health Therapeutics, 2010).

PEDIATRIC BIPOLAR DISORDER

Prior to the 1990s, there was a widespread agreement that bipolar dis
order did not emerge prior to puberty (Anthony & Scott, 1960; Goodwin &  
Jamison, 2007; Loranger & Levine, 1978). Then, in the 1990s, Joseph 
Biederman, a full professor of child psychiatry at Harvard University, 
and his colleagues began arguing that symptoms of conduct disorder and 
hyperactivity were early signs of bipolar disorder (see Biederman et al., 
2000, 2003). Pediatric bipolar disorder was the least frequent diagnosis for 
hospitalized children in 1996; by 2004, it was the most frequent diagno
sis (Blader & Carlson, 2007). (As discussed in Chapter 1, Biederman was 
investigated by Senator Charles Grassley’s Senate committee for receiving 
large amounts of undeclared money from the pharmaceutical industry.)

In order to bolster their claim that the children they were diagnosing as 
“bipolar” were correctly diagnosed, Biederman et al. examined the diag
nostic status of the parents of these children. Biederman et al. found that 
many of the parents of the children they had diagnosed with pediatric 
bipolar disorder also met criteria for bipolar disorder (see review of stud
ies in Littrell & Lyons, 2010a; Wozniak, Biederman, Mundy, Mennin, &  
Faraone, 1995). In fact, the logic behind the strategy employed by 
Biederman et al. is based on tenuous assumptions.

The 1994 addition of bipolar II to the Diagnostic and Statistical Manual of 
Mental Disorders, 4th Edition (DSM-IV; American Psychiatric Association 
[APA], 1994) allowed Biederman et al. to adduce evidence that children 
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with pediatric bipolar have parents who have a bipolar pedigree. As dis
cussed in Chapter 7 on bipolar disorder, in the section titled Why Was 
Bipolar II Added?, there is little reason for believing that bipolar I and 
bipolar II share the same biological basis. Experts on bipolar disorder 
find that the genetics for bipolar I and bipolar II are distinct. In the articles 
on the diagnostic status of the parents of children with pediatric bipolar, 
Biederman et al. failed to provide information on the percentage of par
ents who were bipolar I versus bipolar II, nor did they provide information 
on whether the parents had been hospitalized or displayed classic signs 
of bipolar disorder (such as spending sprees, hearing voices, grandiose 
behavior). Thus, the type of bipolar disorder the parents had was never 
identified and it cannot be concluded that the “bipolar” children have par
ents with bipolar I. What the studies suggest is that parents and children 
may share the trait of being energetically exuberant at times.

The profile of adults with bipolar I differs dramatically from the behavioral 
pattern of children being diagnosed as having pediatric bipolar disorder. 
Akiskal et al. (2000), leading experts on bipolar disorder, describe persons 
with bipolar disorder as “warm, peopleseeking or extroverted . . . articulate 
and eloquent” (p. 12). Promiscuity is a component of manic episodes, which 
again requires some social skills (Duke & Hochman, 1991). In contrast, 
children being diagnosed with pediatric bipolar disorder are oppositional, 
defiant, and prone to violent outbursts (Biederman et al., 2000, 2003; Geller 
et al., 1995). Biederman et al. describe one of their child patients (Faraone, 
Biederman, Mennin, Wozniak, & Spencer, 1997): “He exhibited violent 
outbursts, threatened to kill family members, used vulgar language, and 
verbalized graphic sexual ideation and graphic sexual action (e.g., rubbing 
his genitals in public)” (p. 1381). Others find that children with pediatric 
bipolar disorder exhibit poor social skills and school functioning (Geller 
et al., 2000; Tillman et al., 2003). Thus, the behaviors characterizing adults 
with bipolar I differ dramatically from the behaviors exhibited by children 
who are given the pediatric bipolar diagnosis.

Adult bipolar disorder and childhood bipolar disorder are not only 
qualitatively different, but the duration of an “episode” is also very 
different. Mania in adults is episodic, with a return to competent func
tion between episodes. An episode of mania typically lasts 6 weeks to 
6 months (Goodwin & Jamison, 2007). Episodes of mania in pediatric 
bipolar disorder last over 3 years (Craney & Geller, 2003; Tillman et al., 
2003). Consistent with other studies, in a large sample of children with 
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bipolar spectrum disorder, Birmaher et al. (2009) report a mean duration 
of 123.7 weeks for the first episode.

Children being diagnosed as exhibiting “pediatric bipolar” disorder 
can also be compared to the children of parents who have exhibited a 
classical bipolar I pattern. There are several research cohorts of children of 
parents with classic bipolar I disorder that have been followed from grade
school age into early adulthood (see Littrell & Lyons, 2010a for a review). 
Duffy, Alda, Hajek, and Grof’s (2009) cohort is representative of longitudi
nal studies of children of parents with classical bipolar I disorder. These 
studies offer additional reasons for doubting whether children currently 
being diagnosed with pediatric bipolar disorder are the same as per
sons with classic bipolar I patterns. In the “childrenofbipolar Iparents” 
cohorts, with high genetic loading for bipolar I disorder, some did develop 
bipolar disorder themselves. In the Duffy et al. cohort, the children were 
free of dramatic symptoms until late adolescence. The first episode of a 
mood disorder was depression, which emerged at a mean age of 17 years. 
Episodes of depression lasted an average of 6.1 months. When mania did 
emerge, an episode lasted an average of 1.7 months. Thus, when psychi
atric disturbances were seen in those children of parents with bipolar I, 
the symptoms were qualitatively different from the symptoms in those 
children currently being diagnosed with pediatric bipolar disorder.

In the Duffy et al. longitudinal cohort study, for those children in whom 
manic depression emerged, an episode of depression preceded the emer
gence of mania. Anne Duffy’s findings are very consistent with retrospec
tive studies of adults with bipolar I (see Chapter 7, Who Was Right? section) 
who report that prior to the emergence of a manic episode, they experi
enced depressive symptoms. In the literature written prior to the pediatric 
epidemic, the assumption was that bipolar I disorder manifested in early 
adulthood. Akiskal et al. (1985), prolific contributors to the literature on 
bipolar illness, concluded “bipolar disorder often begins insidiously in late 
childhood, adolescence and early adulthood with relatively minor oscilla
tions in mood, most characteristically depressive in nature” (p. 1002).

The Push to Medicate

Kiki Chang and colleagues have been proponents of medicating those 
exhibiting features of pediatric bipolar disorder (Chang, 2010; Chang, 
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Howe, Gallelli, & Miklowitz, 2006; Chang & Kowatch, 2007). They refer to 
Robert Post’s notion of kindling and suggest that suppressing symptoms 
can arrest the kindling process. As discussed in Chapter 7 on bipolar dis
order, there is very little evidence to support the existence of a kindling 
process in bipolar disorder. Moreover, in laboratory studies of kindling 
seizures (the disorder on which the kindling hypothesis is based), sup
pressing seizures with drugs does not alter the kindling process. The 
studies of children with pediatric bipolar disorder who were medicated 
fail to suggest that early treatment alters longterm outcomes. Geller, 
Tillman, Bolhofner, and Zimerman (2008) reported on their sample of chil
dren with bipolar disorder for whom treatment began at gradeschool age 
and who had reached age 18 years. Although 87.8% had recovered from 
mania, 73.3% later relapsed. Birmaher et al. followed their sample of chil
dren who had been treated for bipolar disorder for 4 years. On average, 
they were symptomatic for 60% of the followup interval; 62.5% relapsed 
with a mean of 72 weeks following recovery (Birmaher et al., 2006, 2009). 
In an 8year followup study of 55 children who had been hospitalized 
for severe mania, 91% experienced at least one relapse, 38% attempted 
suicide, and 36% transitioned to a diagnosis of schizophrenia spectrum 
disorder. Treatment with classical antipsychotics was a predictor of poorer 
outcome in the 8year followup study (Consoli et al., 2014). These find
ings can be contrasted to the findings in community samples, where most 
of the children grew out of their childhood mania (Cicero, Epler, & Sher, 
2009; Lewinsohn, Klein, & Seeley, 2000). Although it should be noted that 
Lewinsohn et al. (2000) found that some who were said to be exhibiting 
symptoms of bipolar disorder at a young age were later diagnosed with 
antisocial personality disorder and borderline personality disorder.

Side Effects of the Drugs

The side effects of the drugs used to treat bipolar disorder were covered 
in Chapter 7, “Bipolar Disorders.” There are particular concerns about 
these medications for children. Dickstein et al. (2009) have questioned 
the efficacy of lithium for reducing bipolar symptoms in children aged 7 
to 17 years. In children medicated with lithium, 60% exhibit side effects, 
including confusion, slurred speech, ataxia, bedwetting, abdominal dis
comfort, nausea, and vomiting (Hagino et al., 1995). The fact that lithium 
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is associated with impaired renal concentrating ability in 50% of persons 
when examined for over 20 years should be particularly concerning for 
children (Presne et al., 2003). If lithium treatment is initiated at age 6 
years, by age 26 years, endstage renal disease is a significant risk.

Children are at a higher risk of developing the Stevens–Johnson syndrome 
(lifethreatening blistering all over the body) when taking lamotrigine/
Lamictal than are adults (Ghaemi & Martin, 2007). Carbamazepine/Tegretol 
causes impairment on learning and memory tasks (Banu et al., 2007).

As covered in Chapter 6 in the section titled Side Effects With Current 
Treatments, antipsychotic drugs cause considerable shrinkage of the cor
tex. Children are at a greater risk of metabolic side effects and weight 
gain when taking atypical antipsychotic drugs than are adults (Correll & 
Carlson, 2006; Ratzoni et al., 2002).

The Status of the Diagnosis

The diagnosis of pediatric bipolar disorder was not included in the 
DSM-5 (APA, 2013), although no minimal age requirement was added to 
the adult category. The category of temper dysregulation disorder was 
added to the DSM-5. Presumably, children being diagnosed with pedi
atric bipolar disorder are better described under the category of temper 
dysregulation disorder.

MAJOR DEPRESSION

Efficacy of Antidepressants

Children do become depressed. They can have punishing interpersonal 
problems; they are responsive to the troubles of their parents. The Food and 
Drug Administration (FDA) has approved fluoxetine/Prozac for the treat
ment of depression in children. However, the efficacy of antidepressants 
for the treatment of depression in children is, at best, minimal. Goodman, 
Murphy, and Storch (2007) noted that only 3 of 15 studies submitted to the 
FDA evaluating antidepressants in children achieved significant results. 
Jureidini et al. (2004) conducted a metaanalysis of six published random
ized controlled studies evaluating antidepressants in children. Of the six 
studies, only two were found positive. Jureidini et al. reported, “On 42 
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reported measures, only 14 showed a statistical advantage for an antide
pressant. None of the 10 measures relying on patient reported or parent 
reported outcomes showed a significant advantage for an antidepressant, 
so that claims for effectiveness were based entirely on ratings by doctors” 
(p. 880). In terms of the effect size in the two positive studies, the effect
size value (0.26) was small. Jureidini et al. further explained, “the effect 
size of 0.26 is equivalent to a very modest 3 to 4 point difference on the 
scale, which has a range of possible scores from 17 to 113” (p. 880).

The Treatment of Adolescents with Depression Study (TADS) was the 
largest study of antidepressant treatment of children. It was a government
funded study involving 13 academic centers and 327 adolescents aged 12 
to 17 years. Adolescents were randomly assigned to cognitive behavioral 
therapy (CBT), fluoxetine/Prozac, or a combination. Treatment was eval
uated at 12 weeks. In terms of treatment response (defined as a 50% drop 
in symptoms) at 12 weeks, 73% exhibited a response in the combination 
group, 62% achieved a response in the Prozac group, and 48% achieved a 
response in the CBT group. By week 24, the groups did not differ in their 
response to treatment, and 81% to 86% could be counted as responders. 
Where the big differences were seen were in the relapse rates. Of those 
who were categorized as responders at 12 weeks, by 36 weeks, 3.1% had 
relapsed in the CBT group compared to 25.9% in the Prozac group and 
11.5% in the combination group (March et al., 2007; Rohde et al., 2008). 
(Because drugs were continued in the Prozac and combination groups, 
the relapses were not explained by drug withdrawal.) Kennard et al. 
(2009) reported on remission rates in the TADS study (not scoring in the 
depressed range). By 36 weeks, 64% of the CBT group had recovered, 60% 
of the combinatoin group had recovered, and 55% of the Prozac group 
had recovered. The authors acknowledged that, as in adults, the rates of 
remission without treatment are high with most recovering by 1 year, 
although they did not report on outcomes in the placebo group.

Side Effects

Antidepressants carry an FDA blackbox warning for suicidal ideation 
in children and adolescents (FDA, 2007). In fact, the TADS study (March 
et al., 2007) did find that suicidal ideation more often emerged in the 
drugtreatment groups. By 36 weeks, suicideassociated events occurred 
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in 14.7% of the Prozac group, 8.4% of the combination group, and 6.3% of 
the CBT group. Most events occurred within the first 12 weeks. The num
bers at 12 weeks were 11% in the Prozac group, 4.7% in the combination 
group, and 4.5% in the CBT group.

Because the TADS study was a manipulated variable, random
 assignment study, it offers legitimate evidence that antidepressant 
treatment induces the emergence of suicidal ideation in adolescents. 
Data pertinent to the risk of suicidal ideation in adolescents outside of 
treatment versus in treatment were provided by a study by Nock et al. 
(2013). The study was retrospective. Nock et al. assessed 6,483 adoles
cents between the ages of 13 and 18 years recruited from the general 
population. Of this group, 12% reported only suicidal ideation, 4.0% had 
planned a suicide, and 4.0% had attempted suicide. Eventually, most of 
those with suicidal behavior outcomes (planned suicide or attempt) were 
engaged in treatment at some point in the study (94.2%). The surprise 
was that most were already in treatment prior to the emergence of the 
suicidal behavior. According to the authors, “These analyses reveal that 
most suicidal adolescents (55.3–73.2% across outcomes) receive some 
form of treatment before the onset of their suicidal behavior—most often 
mental health or schoolbased services” (p. 8). Unfortunately, the type 
of treatment, pharmacotherapy or psychotherapy, was not reported. A 
surprise finding was that the children whose parents had not gone to 
college were statistically less likely to experience suicidal behavior.

Antidepressants can precipitate mania and young people are at 
increased risk (Goldstein et al., 1999; Martin et al., 2004). In addition to 
antidepressants, stimulants can precipitate manic behavior in children 
(Delbello et al., 2001; Ghaemi, Hsu, Soldani, & Goodwin, 2003; Martin 
et al., 2004; Spetie & Arnold, 2007). Antidepressants carry a warning for 
agitation in children and adolescents (Physicians’ Desk Reference [PDR], 
2012). Selective serotonin reuptake inhibitors (SSRIs) will induce “activa
tion adverse events,” including increased activity, impulsivity, insom
nia, and disinhibition in 45% of children (Reinblatt, dosReis, Walkup, & 
Riddle, 2009).

Some of the side effects of the antidepressants that are covered in 
Chapter 4 are likely to be more distressing for young people than for 
middleaged persons. SSRIs are associated with suppression of growth 
hormone and suppression of growth (Weintrob, Cohen, Klipper
Aurbach, Zadik, & Dickerman, 2002) and decreased bone mineral 
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density (Calarge, Zimmerman, Xie, Kuperman, & Schlechte, 2010). At 
a time when dating is initiated, weight gain and suppression of sex
ual function may disrupt the capacity for establishing relationships. 
Moreover, young people will be entering the childbearing years. The 
risks of antidepressant use in pregnancy are becoming better known. 
The incidence of an increased risk for autism, pulmonary hypertension, 
developmental delays, premature birth, and preeclampsia is established 
(see Chapter 4, Drug Treatment section). Should a young woman opt to 
discontinue her antidepressant prior to pregnancy, withdrawal may be 
a problem. There is very little published data on the duration of with
drawal from antidepressants, although it is more protracted (range of 1 
to 52 days) than the duration of withdrawal from heroin (2 to 3 days) or 
alcohol (at most a week; Haddad, 2001). Haddad (1997, 2001) indicates that 
20% to 86% of samples of individuals in withdrawal report dizziness, 
nausea, lethargy, headache, anxiety, tingling and burning sensations, 
confusion, tremor, sweating insomnia, irritability, sweating, memory 
problems, and anorexia. Given that young people are also establishing 
careers, protracted withdrawal may be very damaging. Additionally, 
for men, antidepressants suppress sperm production (Akasheh, Sirati, 
Noshad Kamran, & Sepehrmanesh, 2014). Thus, the potential impact on 
future family formation is considerable.

ATTENTION DEFICIT HYPERACTIVITY DISORDER

ADHD is diagnosed in the United States at far higher rates than elsewhere 
on the globe (Hinshaw & Scheffler, 2014). According to the CDC, 11% of 
children in the age group of 4 to 17 years were diagnosed with ADHD 
in 2011 (www.cdc.gov/ncbddd/adhd/data.html). In the United States, the 
lifetime risk of diagnosis in boys is 20% (Schwarz, 2014).

Social factors contribute to whether a child will be diagnosed as having 
ADHD. A study in Canada found that kindergartners whose birthdays 
were toward the end of the deadline for starting school were much more 
likely than children who were almost a year older to receive a diagnosis 
of ADHD (Morrow et al., 2012). In the United States, in those states that 
strongly observe “no child left behind” requirements, the rates of ADHD 
diagnoses are higher. The test scores of children with ADHD diagnoses 
are not included in the calculations of school performance (Hinshaw & 

http://www.cdc.gov/ncbddd/adhd/data.html
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Scheffler, 2014). Thus, the more school administrators experience pres
sure for high average test scores, the more likely children are to being 
diagnosed with ADHD. Although technically a physician provides the 
diagnosis, teachers and school administrators often initiate the process 
that results in a diagnosis.

Genetics and Neurobiology

The number of neurobiological routes to problems with attention are 
many. Many studies find that men with a primary diagnosis of alcohol
ism were hyperactive children. In adoption studies, the male adoptedout 
children of alcoholics have a higher incidence of ADHD (Littrell, 1991). 
Some children who have problems attending are dyslexic and their atten
tion problems resolve when they are given remedial reading instructions 
(Kibby, Pavawalla, Fancher, Naillon, & Hynd, 2009). Maternal smoking 
during gestation is associated with a higher risk of ADHD in the off
spring (Thapar et al., 2003). Volkow et al. (2009) noted lower levels of the 
dopamine transporter and lower levels of D2 receptors in the nucleus 
accumbens of children with ADHD.

Despite the heterogeneity of those receiving the diagnosis, some find
ings relevant to common neurological underpinnings are emerging. 
Consistent with the prefrontal cortex‘s (PFC) role in regulating behav
ior and emotions, Brennan and Arnsten (2008) review the case for deficit 
connections with the PFC accounting for inattention and hyperactivity. 
Researchers at the National Institute of Mental Health (NIMH) have data 
suggesting that ADHD involves a developmental lag in the growth of 
neuronal connections of the part of the brain connecting the two hemi
spheres (the corpus callosum), in the development of lateralization of 
brain function (Gilliam et al., 2011; Shaw et al., 2009), and in the thicken
ing of the frontal lobe (Hinshaw & Scheffler, 2014).

Killeen, Russell, and Sergeant (2013) have posited the idea that hyper
activity is a problem of supplying fuel to neurons. Glial cells store fuel, 
which, in response to norepinephrine, is released for the uptake of the 
neurons. In those with ADHD, the release of fuel (lactic acid) is slug
gish. As evidence for their theory, Killeen et al. have shown a corre
spondence between glial cell function and the pattern of performance 
displayed by those with ADHD. According to their theory, the excessive 
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movement observed in those with ADHD is compensatory. Given move
ment, more norepinephrine is released in the brain, which goads the 
glial cells to release fuel needed by the neurons. If the theory is correct, 
then increases in movement should increase capacity to attend.

Stimulant Treatment Efficacy

Stimulant drugs are the mainstay of treatment for ADHD. Stimulants 
do increase dopamine release and, as discussed in Chapter 2, dopamine 
focuses attention, facilitates memory formation, and increases vigilance 
(Soetens, D’Hooge, & Hueting, 1993). School performance in the short 
term does improve. Early on, Rapoport et al. placed an entire grade
school class on stimulant medications. Everyone’s vigilance and concen
tration improved (Sostek, Buchsbaum, & Rapoport, 1980).

Despite the performanceenhancing effects of stimulants, their effi
cacy may not be uniform across all populations. Drury and Gleason 
(2012) suggest that stimulants are less effective and carry higher risk 
of side effects in preschoolers. Moreover, even with treatment, consid
erable deficits remain in 32% to 64% of treated children (Halperin & 
Healey, 2011).

Stimulants generally do improve shortterm performance, but questions 
can be asked about whether improvement in the short term translates 
into longterm improvement. The Multisite Multimodal study funded by 
the NIMH followed children for 8 years. Some of the children had been 
medicated, with some continuing with medication, whereas others had 
never been medicated. At 8 years, there was no difference in school perfor
mance among the children who had been medicated and those who had 
not (Molina et al., 2009). Even for those who had continued on medication, 
there were few differences between the medicated and nonmedicated 
children, except for better performance in math among the medicated. In 
examining the data, Volkow and Swanson (2013) concluded that although 
shortterm benefits with stimulants for ADHD are shown, evidence is 
lacking for longterm benefits. According to Halperin and Healey’s (2011) 
review, “the collective evidence suggests that stimulant medication use 
has few, if any, longterm benefits for children with ADHD” (p. 625).

Stimulants inhibit the dopamine transporter. (Inhibition of the dop
amine transporter implies that dopamine remains in the synaptic cleft 



342 neuroscience for psychologists and other mental health professionals

for a longer period of time.) Neurons from the ventral tegmental area 
(VTA) projecting to the nucleus accumbens have dopamine transport
ers. Thus, amphetamines potentially can increase activity in the nucleus 
accumbens. In the discussion of the neurology underlying attention 
deficits, the role of the PFC has been assigned importance. However, the 
dopamine projections from the VTA to the PFC do not have dopamine 
transporters (Morón, Brockington, Wise, Rocha, & Hope, 2002). Because 
amphetamines (used to treat ADHD) operate on the dopamine trans
porter, their mechanism of action will not be relevant for the PFC. Thus, 
stimulant drugs may have the wrong target for actually targeting an 
underlying issue.

Side Effects

Stimulants suppress growth hormone secretion and, with continued use, 
may limit height (Faraone, Biederman, Morley, & Spencer, 2008; Zhang, 
Du, & Zhuang, 2010). They suppress appetite and disrupt sleep (PDR, 
2012). They can induce motor tics, psychosis, and mania (DelBello et al., 
2001; PDR, 2012). Concerns about cardiovascular damage with amphet
amines have been raised (Kaye, McKetin, Duflou, & Darke, 2007; Treweek, 
Wee, Koob, Dickerson, & Janda, 2007). Stimulants carry FDA warnings 
for heart attack and priapism (extendedduration erections) and the FDA 
recommends that patients be monitored (FDA, 2013, 2014).

Across all species of mammals, young animals engage in play
ful behavior. Stimulants suppress playfulness (Beatty, Dodge, Dodge, 
White, & Panksepp, 1982; Trezza, Baarendse, & Vanderschuren, 2010). 
Researchers have investigated the purpose of playful behavior in young 
animals. Playfulness facilitates social development and the maturation of 
the orbitofrontal cortex and PFC (Bell, Pellis, & Kolb, 2010). Playfulness 
and laughter share circuitry in brain (Gervais & Wilson, 2005). According 
to reports of stimulant abusers, stimulants focus attention intensely, 
decreasing relaxed positive mood behaviors such as laughter. Laughter 
has a social function of promoting cooperation and group cohesion 
(Gervais & Wilson, 2005). Stimulants thus deprive the uses of playfulness 
and joyful behavior that contribute to social skill development.

There has been research on the effects of dopamine agonist drugs on 
the risk for Parkinson’s disease. Dopamine neurons from the substantia 
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nigra pars compacta (SNpc) in the midbrain deteriorate in Parkinson’s 
disease. Amphetamines can block the operation of the degrading 
enzymes (called proteasomes) that clean out inappropriately folded 
proteins in a cell. In those who use stimulants, inclusion bodies con
taining aggregated proteins, such as those observed in Parkinson 
patients, have been found in SNpc neurons as well as damage to dop
amine neuron terminals (Castino et al., 2008; Fornai et al., 2008; Lazzeri 
et al., 2007; Moszczynska & Yamamoto, 2011). In rats, chronic meth
ylphenidate (Ritalin) administration results in “reduced expression of 
neurotrophic factors, increased neuroinflammation, and a small, but 
significant loss of SNpc dopamine neurons” (Sadasivan et al., 2012). 
There is an increased risk of Parkinson’s disease in those exposed to 
methamphetamine (Callaghan, Cunningham, Sykes, & Kish, 2012). 
Thus, longterm use of stimulants may increase the risk of Parkinson’s 
disease.

Dopamine agonists are addicting drugs. Amphetamine use does 
decrease D2 receptors in the nucleus accumbens (Dalley, Cardinal, & 
Robbins, 2004). Nora Volkow, the director of National Institute on Drug 
Abuse, finds that those with fewer D2 receptors do like cocaine better 
than those who have more receptors (Volkow et al., 2002). Chapter 8 
explains the process of sensitization in which continued exposure to stim
ulant drugs progressively increases the amount of dopamine released in 
response to the drug over time. The sensitization process is correlated 
with increased compulsion to use the drug and increased sensitivity to 
stressors. Perhaps the routine administration of stimulants to children 
will fail to induce sensitization. Animal work shows that rodents develop 
compulsive use patterns for stimulants when they selfadminister in 
novel environments but not when the drug is administered in the home 
cage with meals (Caprioli et al., 2007; Littrell, 2010). Molina et al. (2013) 
did not find that those adolescents with longterm exposure to stimulants 
differed from those who were not in their substance abuse status. The 
routine administration of stimulants may explain the absence of drug 
sensitization effects.

Atomoxetine/Strattera is listed as a nonstimulant treatment for ADHD. 
It blocks the reuptake of norepinephrine. It carries an FDA warning for 
serious liver injury and suicidal ideation (FDA, 2014). As with other stim
ulants, it carries a warning for stimulating effects on blood pressure and 
heart rate (FDA, 2014).
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Hard Choices

Stimulant drugs are performance enhancing for everyone. This raises 
questions for the society. Competition in school is fierce. On college cam
puses, students have been known to sell their “addies” and snort the con
tents before examinations (Setlik, Bond, & Ho, 2009). As with drug use in 
professional sports, the pressure to use in order to compete favorably at 
toplevel universities will probably continue (Cakic, 2009). In fact, a neu
rophilosopher, Nicole A. Vincent (2014), at a lecture to the Neuroscience 
Institute at Georgia State raised the question of whether persons with 
demanding jobs (e.g., surgeons) should be required to take stimulants in 
order to maximize their performance. Given the pressure to excel in the 
United States, prioritizing winning over longterm risks will always be a 
temptation.

Alternatives

Many alternatives are available for improving attention. There is a lit
erature evaluating nicotine patches in the treatment of ADHD. In fact, 
nicotine patches yield effects equivalent to stimulants on improving 
attention span and cognitive performance (Levin, Conners, Silva, Canu, & 
March, 2001). The advantage of nicotine is that it is associated with fewer 
side effects, although nicotine does increase blood pressure. Cigarettes 
increase cancer risk and cardiovascular risk; however, the negative 
effects are attributable to the delivery mechanism. Nicotine patches do 
not result in escalating levels of consumption (Levin, Simon, & Conners, 
2000; Zevin & Benowitz, 2000). Unfortunately, limited information on 
longterm effects of nicotine patches is available.

According to Killeen et al.’s theory of ADHD, described earlier in the 
chapter, the problem is a sluggish release of fuel by the glial cells. The 
excessive movement observed in those with ADHD induces the glial cells 
to release fuel. This suggests that increasing exercise will increase the 
attention span of children with ADHD. In fact, exercise does increase 
cognitive control and academic achievement in children and improves 
the function in those with ADHD (Halperin & Healy, 2011; Hillman et al., 
2009; Pontifex, Saliba, Raine, Picchietti, & Hillman, 2013). (In the Pontifex 
et al. study, duration of exercise was 20 minutes.) Children can learn 
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multiplication tables while doing jumping jacks. At a Summit Conference 
on Childhood Obesity at Morehouse School of Medicine in 2013, present
ers advocated just that. Perhaps altering some classrooms so that children 
could run as they learn might solve the American child obesity epidemic 
as well as improve performance for those with ADHD. In fact, my friend 
Marlene Zyler, when she worked in the Children’s Unit at the Georgia 
State Hospital, taught a hyperactive 4yearold to read while running. 
Marlene distributed the alphabet around the perimeter of the room. She 
told the child to, for example, to go get the “ba” sound to teach phonemes. 
Then Marlene and the little boy put the sounds together to determine the 
word. (Jump up and down, yeah, yeah, yeah.) Some children can learn if 
you combine reading with gym class.

Directed play is also useful for ADHD (Halperin & Healey, 2011). The 
Vygosky method was developed by a contemporary of Piaget. Activities, 
including having children practice carrying a bell without letting it ring, 
and having children practice singing a song before responding, are used 
as strategies for increasing cognitive control (Bodrova & Leony, 1996). 
Pretending to be the teacher forces children to stay in role and furthers 
the development of cognitive control. Interventions based on the Vygosky 
method were particularly likely to improve the behavior of children with 
the highest levels of initial inattention (Diamond & Lee, 2011). In line with 
exercises for increasing cognitive control, mindfulness meditation (dis
cussed in Chapter 4) does increase cognitive control in adults (Larson, 
Steffen, & Primosch, 2013). Mindfulness meditation has been shown 
to improve performance in children with ADHD (Searight, Robertson, 
Smith, Perkins, & Searight, 2012; Zylowska et al., 2008).

Omega3s are found in lower levels in children with ADHD and dietary 
interventions may ameliorate symptoms (Freeman et al., 2006; Gow, Vallee
Tourangeau, et al., 2013a; Gow, Sumich, et al., 2013). In a study of pediatric 
bipolar disorder, Wozniak et al. (2007) did find that, with children who 
were not on medication, taking omega3s did decrease manic symptoms. 
Sleep deprivation increases impulsivity in children (Gruber, Cassoff, 
Frenette, Wiebe, & Carrier, 2012); so ensuring adequate sleep is important. 
Pediatrician Bos Ravenel (2013) tests children with symptoms of ADHD for 
allergies to gluten and for alleles for improper processing of methionine 
and use of folate (see discussion in Chapter 4, “Depression”). Dietary modi
fications do improve the behavior of children with enzyme deficiencies. In 
fact, in the United Kingdom, the guidelines suggest that children be treated 
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first with dietary modifications, and parental instruction on consistency of 
rules before stimulant medications is employed (Murphy et al., 2014).

The Triple Positive Program of family intervention was designed 
to assist parents to be more confident and consistent so that annoying 
behaviors in their children could be ameliorated (Prinz, Sanders, Shapiro, 
Whitaker, & Lutzker, 2009; Sanders, 2008; Turner & Sanders, 2006). 
Broadly based on behavioral principles of Albert Bandura and Gerald 
Patterson, the program also includes elements of public health. Sessions 
with parents are held to discuss ageappropriate expectations. Although 
there is respect for cultural variations in desired goals for children, infor
mation on what can be expected from children at various age levels is 
also provided. The aim is to involve as many families in the community 
as possible so that contagion in emulating good parental practices can 
develop. Phone support is provided. There are websites for service pro
viders (www.triplep.org; www.triplep.net).

With regard to assisting parents in the Triple Positive Program, parents 
are coached in being consistent and making requests without shouting 
or engaging in extended lecturing. They are taught emotional regula
tion skills so that they maximize their own cognitive capacities when 
approaching their children. Other strategies include selecting ground 
rules for specific situations; giving clear, calm, ageappropriate instruc
tions and requests; presenting logical consequences; and using timeout 
and planned ignoring. Children are taught emotional regulation skills, 
such as breathing deeply to regain calm, avoiding catastrophizing (e.g., 
“I will never get to go outside again”), and taking timeouts.

FOSTER CARE

The number of children in foster care receiving antipsychotic drugs 
is particularly notable. According to the Medicaid Medical Directors 
Learning Network and Rutgers Center for Education and Research on 
Mental Health Therapeutics (2010), 12.37% of children in foster care are 
being treated with antipsychotic drugs. dosReis et al. (2011) examined 
prescriptions for 16,969 children younger than 20 years in a MidAtlantic 
state Medicaid Program. For foster children not awaiting adoption, 19% 
were prescribed multiple antipsychotic drugs and 24% of those awaiting 
adoption were receiving multiple antipsychotics. Although the numbers 

http://www.triplep.org
http://www.triplep.net
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of those children in foster care receiving antipsychotics are particularly 
striking, higher percentages of children in foster care are receiving all 
classes of psychotropics (BrelandNoble et al., 2004; dosReis, Zito, Safer, & 
Soeken, 2001; Littrell & Lyons, 2010b; Raghavan & McMillen, 2008). With 
regard to psychiatric drugs, law professor Angela Burton (2010) reviews 
the medication of children in foster care in an article entitled “They Use It 
Like Candy.” She argues that obstreperous children are being restrained 
with these drugs in violation of international law.

To receive a prescription for antipsychotic medication, the diagnosis 
does not seem to matter. Of the children in foster care with prescriptions 
for an antipsychotic, dosReis et al. (2011) found that 53% had a diagno
sis of ADHD, 34% had a diagnosis of depression, 21% had a diagnosis 
of bipolar disorder, and 5% had a diagnosis of schizophrenia. In terms 
of demographic predictors of receiving an antipsychotic, being male and 
African American increased the probability. Many of the children being 
prescribed antipsychotics also had prescriptions for other classes of drugs 
as well. Consistent with the dosReis et al. study, another recent study also 
found that children in foster care with ADHD diagnoses were often med
icated with antipsychotics (Burcu, Zito, Ibe, & Safer, 2014). A particular 
comment by a child psychiatrist suggesting what can underlie antipsy
chotic prescriptions was illuminating. I was a participant at a conference 
on the medication of children in Georgia’s foster care system at the Barton 
Law Clinic at Emory University on April 12, 1202. As a member of the con
ference panel, the child psychiatrist stated, “child psychiatrists medicate 
symptoms, not diagnoses.” Apparently, some psychiatrists feel justified in 
restraining children so that their caretakers can have an easier time.

The medication of foster children, particularly with antipsychotics, 
has drawn attention from the U.S. Congress and national television.  
The Washington state Medicaid Director Jeffrey Thompson organized 
the Medicaid Medical Directors Learning Network (2010) to examine the 
practice of prescribing prescriptions of strong medications for children in 
foster care. Senators Charles Grassley and Mary Landrieu developed the 
Senate Caucus on Foster Care Youth (Samuels, 2011). On December 1, 2011, 
Senator Tom Carper of Delaware convened the Senate SubCommittee 
on Financial Management, Government Information, Federal Services, 
and International Security to hear expert testimony and to discuss the 
findings of the Government Accounting Office on a  fivestate survey on 
the extent of medicating children in foster care. The Public Broadcasting 
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Service program The Watch List (2011) aired “The Medication of Foster 
Children.” Diane Sawyer and Sharyn Alfonsi of ABC News, during the 
first week of December 2011, ran a series on the medication of children in 
foster care (Sawyer & Alfonsi, 2011).

In September 2011, Congress passed the Child and Family Services 
Improvement and Innovation Act. States applying for certain child 
welfare grants are required to establish protocols for appropriate use 
and monitoring of psychotropic drugs prescribed for children. The 
American Academy of Child and Adolescent Psychiatry requires obtain
ing informed consent for medical treatment of children (Kutz, 2011). For 
children in foster care, ambiguity exists on who might be authorized to 
provide informed consent. According to Sato’s (2011) testimony at Tom 
Carper’s SubCommittee hearing, states “had to abandon an attempt to 
strengthen the hand of foster care workers in these situations, when it 
became clear that BA/BS or MSW educated workers would face signifi
cant liability issues when disagreeing with prescribers.” The financial 
pressures on prescribers to continue medicating children with strong 
medications are great. Many state Medicaid programs allow more psy
chiatric visits for children with extreme diagnoses. Extreme diagnoses 
can entitle children to meet criteria for Supplemental Security Income 
through the Social Security Administration. Given extreme diagnoses, it 
is harder to argue for restrained prescribing.

Posttraumatic Stress Disorder

For all children in foster care who are exhibiting symptoms, the diagnosis 
of PTSD cannot be ruled out. All children in foster care have experienced 
the trauma of being removed from their parents. For many, they will have 
experienced physical abuse, mental abuse, or witnessed horrifying vio
lence. The symptoms of PTSD not only include dysphoria and heightened 
response to signals of alarm, but also, as in returning soldiers, irritability 
and violence have been noted (Tyre, 2004). The American Academy of 
Child and Adolescent Psychiatry recommends against medicating PTSD 
in children (Gleason et al., 2007).

Psychiatrists Bruce Perry and Maia Szalavitz (2012), in their book The 
Boy Who Was Raised as a Dog, describe Perry’s experience in working 
with severely traumatized children. Although some children received 
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individual therapy, for the most part, this type of traditional weekly 
talk therapy (as provided for adults) was not very effective. In fact, 
Perry reports that discussing past trauma at scheduled times can exac
erbate the child’s symptomatic behavior. Perry works with the caregiv
ers of traumatized children. Caregivers are taught to comfort small 
children when they are symptomatic. Experiencing an environment of 
supportive caregivers can ameliorate distressing experiences as well as 
increasing expectations of the children to the possibility of establishing 
supportive relationships.

For older children in foster care, Pace et al. (2012; Reddy et al., 2012) 
trained children in compassion meditation. (In compassion medita
tion, people focus on wishing good things to particular individuals and 
broaden it to include good wishes for the world.) Pace et al. found that 
training in compassion meditation resulted in improvements in both 
inflammatory markers and in behavior. Rather than exhibiting acting
out behavior, the children trained in compassion meditation developed 
skills in conflict resolution.

Sometimes children in foster care and elsewhere may struggle with 
anxiety disorders. Wilson and Lyon (2013) offer specific techniques for 
working with anxious children and their caregivers in their book Anxious 
Kids, Anxious Parents. At Wilson’s website (anxieties.com), a version of the 
book written for older children can be downloaded.

GENERAL ALTERNATIVES FOR CHILDREN

In Chapter 4, various interventions for increasing heart rate variability, 
for decreasing inflammation, and for decreasing symptoms of anxiety 
and depression were described. Although small children might not be 
easy converts to yoga and meditation, physical activity in the context of 
games is particularly suitable for youth of all ages. Group activities that 
emphasize cooperation can help in teaching social skills. Additionally, 
attention to diet is important. Not only might omega3 consumption be 
increased, but inflammatory foods (highfat and highfructose foods) 
should be avoided.

It should be noted that the guidelines for the treatment of depression 
and ADHD issued by the UK National Institute for Health and Care 
Excellence recommend against medications as a firstline alternative. In 

http://anxieties.com
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the United States, the American Academy of Pediatrics and the American 
College of Child and Adolescent Psychiatry have issued far more permis
sive guidelines for medications (Murphy et al., 2014). (According to child 
psychiatrist, Vicki Martin, MD, who blogs for Mad in America, the bulk of 
the training in child psychiatry is concentrated on medications.) Although 
the rates of childhood depression and ADHD are roughly equivalent  
in the United Kingdom and the United States, children in the United 
States are far more likely to be medicated (Murphy et al., 2014). Murphy 
et al. (2014) recognize the discrepancy between the U.S. and U.K. recom
mendations and suggest that time will tell which is the better course of 
action. As with adults, alternative treatments to medications are emerg
ing for children. Many of these alternatives (diet and exercise) not only 
improve functioning but also are good for physical health.
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Our current mental health system is focused on what is wrong. The bulk 
of the prior chapters considered various forms of distress. Facts about 
the relatively high rates of disorders were covered in previous chapters. 
The first section of this chapter begins by asking why the rates of mental 
health diagnoses are so high in the modern Western world. Part of the 
reason for our high rates of illness may be that we have the wrong focus. 
This chapter considers whether current diagnostic practices have served 
us well and looks at an alternative focus for delivering mental health ser-
vices. In this chapter, a paradigm shift is suggested. This chapter focuses 
on happiness and optimal functioning. The case is made for focusing on 
flourishing and increasing the frequency of the positive moods and posi-
tive experiences of the population.

The second section of this chapter asks about those behaviors that pro-
mote flourishing and well-being. It begins by examining the behavior of 
the resilient, that is, those who maintain a positive focus during stressful 
periods. Following this, those activities and behaviors that are correlated 
with maintenance of positive moods are reviewed. Topics here include 
cultivating social support, experiencing gratitude, meditating, enjoying 
music, and laughing. Eating an anti-inflammatory diet and exercising 
are certainly on this list. These topics were covered in Chapters 4 and 
5 and are not reexamined here. Because engaging in some of the useful 
strategies (exercising, learning to meditate) will require implementation 
of new habits and lifestyle modifications, a brief overview of the litera-
ture on changing behavior and arranging the environment to cue to new 
habits is provided.

New Opportunities  
and How to Proceed



364 neuroscience for psychologists and other mental health professionals

The final section of this chapter considers the new use of behavioral 
health specialists in primary care. The integration of behavioral health 
into primary care was written in the Patient Protection and Affordable 
Care Act. Screening for behavioral health will probably be a component of 
integrating behavioral health into primary care. Screening tools are dis-
cussed. The chapter ends with some suggestions for broad-based social 
policy that could support the changes needed to enhance people’s health.

MENTAL ILLNESS IN THE UNITED STATES IS AN EPIDEMIC

In the Western world, between 50% and 65% of the general population 
have met criteria for a Diagnostic and Statistical Manual of Mental Disorders, 
Fourth Edition (DSM IV; American Psychiatric Association, 1994; Kessler 
et al., 2005) diagnosis during their lifetimes and 27% currently meet cri-
teria for anxiety or depression (Chapter 1, The DSM-IV Continues the 
Tradition of Medicalizing More of Us section). These rates are higher than 
they were in previous decades. Each succeeding generation since 1900 
has exhibited higher rates of distress than those born in earlier times. 
Moreover, rates of mental illness are higher in the United States than in 
Mexico and China (see Chapter 4, Prevalence Over Time and Cultures 
section). A variety of explanations have been proffered to explain the 
high rates of mental illness in the Western world. In looking at some pos-
sible explanations, the purpose is to identify avenues for decreasing the 
current trends toward greater numbers of mentally ill persons.

1.  Inflammation is associated with many mental disorders and may 
play a causal role in anxiety and depression. Exercise reduces 
inflammation, but many Americans have a sedentary lifestyle. 
Many components of the American diet are high in inflamma-
tion-inducing foods, such as high levels of saturated fats and high 
levels of high-fructose corn syrup. Moreover, the preservatives in 
packaged food change the microbiota and contribute to leaky gut, 
which may also explain the exploding rates of inflammatory bowel 
disease. The hygiene hypothesis suggests that exposure to patho-
gens early in life can increase regulatory factors in the immune 
system (T regulatory cells and more interleukin [IL]-10), which will 
serve to reign in inflammation. With fewer T regulatory cells, levels 
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of asthma, depression, and diabetes increase, which is consistent 
with the current status of these conditions in the United States 
(References section and section on inflammation in Chapter 4). 
Finally, America is witnessing an obesity epidemic. Weight carried 
around the middle (a component of the highly prevalent metabolic 
syndrome) is bad. Fat tissue around one’s middle is loaded with 
activated macrophages spewing inflammatory cytokines into cir-
culation (Shelton & Miller, 2010).

2.  Social support can mitigate the impact of stressor exposure and 
happier people are more likely to make more social contacts (Bos-
carino, 1995; Krueger et al., 2009). Sociologist Robert Putnam (2001) 
in Bowling Alone suggests a loss of social connection in the United 
States. Fewer people participate in community activities, includ-
ing religious events and civic events. More adults are living alone. 
Many jobs are temporary and job turnover is higher than before, 
further limiting the opportunity to create enduring social rela-
tionships. Fewer families eat dinner together. People do connect 
on the Internet but these connections are more fragile and less 
enduing than face-to-face relationships. Although, even accord-
ing to Putnam’s data, people do spend time informally socializing 
with friends, they do so less than in the past. The absence of social 
connection may play a role in explaining the higher rates of men-
tal distress in contemporary, Western society.

3.  Another major change in the last several decades has been a collec-
tive change in attitude. Marty Seligman has discussed his extended 
years of experience in reading bedtime stories to his children. 
Although in the 1950s and 1960s, the story of “Puff and Toot” domi-
nated, in recent years, the focus has turned to self-esteem (Seligman, 
2002, 2011). People in this society are thus encouraged to reflect on 
themselves, asking questions about their feelings and their thoughts. 
Rather than promoting subjective well-being, the learned self-focus 
may have undermined subjective well-being.

4.  Parker, Gladstone, and Chee (2001) examined the rates of major 
depression in China and reported them to be much lower than those 
in the United States. Parker believes that the rates of depression in 
China and the United States may be more equivalent, although the 
Chinese are more likely to describe physical symptoms (fatigue, 
lack of energy, etc.) than feelings. In fact, the research described 
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throughout this book suggests that the same brain phenomena 
underlie both response to infection and response to social exclusion. 
Distress in an organ of the body is registered in the same brain area 
as the pain of loss of a loved one. Psychological distress and physical 
symptoms share a common brain representation (Lieberman, 2013). 
Thus, for the Chinese, reporting fatigue is just as valid as reporting 
sadness. The question should be “which explanation yields the bet-
ter outcome?” Arguably, believing one is fatigued may be the better 
explanation. It is less stigmatizing. Alternatively, if persons are diag-
nosed with major depression, and they do even a cursory review of 
the outcome studies, they will not be very optimistic about the long-
term outcomes. Some have argued (Fava & Offidani, 2011; Whitaker, 
2010) that current pharmaceuticals change an acute condition into 
a chronic one. Regardless of the explanation, reading the outcome 
research carries the possibility of creating a self-fulfilling prophecy. 
Explaining one’s state as physically ill carries a more benign progno-
sis than our current practice of labeling ourselves as mentally ill.

Case Against Diagnoses That Create Harm

General population surveys find that many people who are distressed 
fail to access services (Corrigan, Druss, & Perlick, 2014). When a phy-
sician makes a referral to a mental health practitioner, only 50% of 
the referred follow through with the referral (Adams & Grieder, 2014; 
Kessler, Stafford, & Messier, 2009). Up to 45% of people meeting the cri-
teria for mental illness do not seek treatment because of low perceived 
need. Those rating their need as greater may prefer to handle the situa-
tion themselves and many drop out of treatment because of this prefer-
ence or because of perceived improvement. The National Comorbidity 
Survey–Replication found that the attitude toward mental health treat-
ment was a more likely reason for failure to engage in treatment than 
was the lack of access (Mojtabai et al., 2011). Being labeled “mentally ill” 
carries public and self-stigma and may discourage persons from seeking 
treatment (Held & Owens, 2013). For the person who accepts the label, 
although it may allow access to services, it comes with a price. Labels 
serve a self-definitional function. Rating one’s distress as low level and 
preferring to handle the situation alone may reflect an appraisal that 
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one can handle it alone. Such appraisals are components of self-efficacy. 
Perhaps the failure to engage in treatment is a positive finding.

Empirical findings support the view that self-efficacy regarding 
one’s capacity for maintaining positive mental health is associated with 
positive outcomes. A person who endorses such statements as “If they 
want to, people can change the emotions they have,” experiences fewer 
negative emotions and garners more social support from others under 
challenging conditions (Tamir, John, Srivastava, & Gross, 2007). Tamir, 
John, Srivastava, and Gross (2007) found that self-efficacy about being 
able to alter their own negative emotions was the mediator of lower 
levels of depression in those who believed people can change their 
emotions. Accepting a mental illness diagnosis can undermine self-
efficacy. Persons who present themselves in a self-enhancing manner 
exhibit higher self-esteem and more productive functioning (Taylor &  
Brown, 1994).

The literature on bereavement has focused on another group that 
presents itself in an overly positive manner. Repressors of negative 
affect have been the focus of bereavement studies. Repressors are defined 
as those reporting low levels of subjective distress while exhibiting 
high levels of sympathetic nervous system activity, a possible physical 
measure of distress. Repressors may not be aware of their proclivity 
to focus on the positive and away from the negative. They may not 
be denying in the sense that denial is measured on self-report mea-
sures on which people endorse items such as “I refuse to believe that 
this has happened.” George Bonanno and his colleagues have followed 
repressors longitudinally after bereavement. Repressors, that is, those 
who self-report positive moods failing to reflect their physiological 
response, have better long-term outcomes (Bonanno, 2005; Bonanno, 
Keltner, Holen, & Horowitz, 1995; Coifman, Bonanno, Ray, & Gross, 
2007). The studies on repressors are consistent with the idea that pre-
senting oneself as “coping well” can be construed as a component of 
mental health.

A variety of empirical findings support the idea that presenting one-
self as “coping well” is a correlate of positive mental health. The current 
system requires an admission of defeat in order to gain services. Perhaps 
it is possible to deliver services that promote and emphasize well-being 
rather than ministering to distress. The reduced stigmatization may yield 
some benefits.
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LESSONS FROM THE RESILIENCE LITERATURE

Throughout this book, the focus has been on disorder. Stressful envi-
ronments are associated with the emergence of anxiety disorders and 
mood disorders. There is a literature, however, examining characteristics 
of those who are able to maintain adaptive function despite having been 
tested by adversity. Feder, Nestler, and Charney (2009) label these indi-
viduals as “resilient.” Feder et al. suggest that in the resilient, some of 
the processes that are induced by stress not only fail to occur, but other 
processes that enhance stability of the system do occur. For example, 
under stress, many animals will exhibit an increase in brain-derived 
neurotrophic factor (BDNF) in the ventral tegmental area (which is a cor-
relate of distress). This does not occur in resilient animals. As explained 
in Chapter 4, (Brain-Derived Neurotrophic Factor section) BDNF in the 
VTA is a marker of distress.

A large literature exists that measures the coping styles of those expe-
riencing stressors such as bereavement, caring for incapacitated signifi-
cant others, or experiencing trauma. Coping styles are measured with 
instruments, such as coping inventories, that ask whether a person has 
used various coping strategies. Then outcomes (depression, anxiety, and 
moods) are correlated with various coping mechanisms. Active cop-
ing and problem solving are associated with positive outcome, whereas 
denial, avoidant coping, behavioral disengagement, and venting are asso-
ciated with negative outcome. In terms of personality style, those who 
score high on measures of optimism display better outcomes. Those with 
purpose in life and those who find meaning in adversity also achieve bet-
ter outcomes (Feder, Nestler, & Charney, 2009).

Folkman and Moskowitz (2000) alert us to additional beneficial coping 
mechanisms. Folkman and Moskowitz (2000), reviewing their own stud-
ies as well as those of others, find that in coping with stressful events, 
such as caretaking of a loved one dying from HIV or life-threatening 
illness, many people experience both positive and negative emotions. 
Folkman and Moskowitz identify the following strategies as instrumen-
tal in experiencing positive emotions under stress of caring for a dying 
loved one: finding meaning or benefit, such as developing a skill or a 
strength as a consequence of the adversity; noticing small pleasant bless-
ings; pursuing of realistic, attainable goals; and focusing on proximal 
tasks even when the loved one’s death cannot be prevented. Even with 



10. new opportunities and how to proceed 369

situational constraints, making plans and setting goals are possible, and 
are associated with greater positive affect in those who have experi-
enced the loss of a loved one (Robinson & Tamir, 2011; Stein, Folkman, 
Trabasso, & Richards, 1997).

Other researchers have identified other facets of resilience. Kent and 
Davis (2014) define resilience as the capacity to maintain a sense of agency, 
that is, maintaining the sense of being an actor rather than an object that 
is acted on. Persons under adverse circumstances (such as being confined 
in a prison camp) who engage in goal-directed imagery (planning for 
constructing a house or imagining playing an instrument) as a coping 
strategy are able to escape symptoms of posttraumatic stress disorder 
(PTSD). In fact, Kent and Davis view PTSD as a disorder characterized by 
the loss of a subjective sense of agency. For treating PTSD, Kent and Davis 
use exercises in setting goals and encourage active working toward these 
goals as an antithesis to an absence of agency. Active coping focuses atten-
tion and maintains a sense of mastery (Folkman & Moskowitz, 2000).

The emphasis on active coping fits well with the model of learned help-
lessness discussed in Chapter 2. Exposure to uncontrollable shock will acti-
vate the lateral habenula that leads to activation of the amygdala (increased 
anxiety) and downregulation of the nucleus accumbens (less goal-directed 
activity). With downregulation of the nucleus accumbens, there is less 
movement and less exploration. In contrast to uncontrollable stress, ani-
mals that have had the controllable shock experience become resistant to 
later exposure to lack of control. The animals exposed to prior solvable 
problems continue to be active when facing unsolvable problems later.

To summarize, many avenues of research in animals and people con-
verge on active coping. The key seems to be to engage in active behavior, 
to set goals, and moving toward a goal. Although the larger issue may be 
uncontrollable, other benefits can be derived by continuing to strive.

THE GOAL OF FLOURISHING

Keyes (2007) distinguishes languishing from flourishing. Those who lan-
guish are not depressed in the sense of experiencing distress. Rather, they 
describe their lives as hollow and empty. Fredickson and Losada (2005) 
suggest that the ratio of positive to negative affect is low in those who 
languish. The ratio of positive to negative emotion experienced during 
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a day should be greater than 2.9 for flourishing to occur, that is, there 
should be about three times as many positive moods as negative. In large 
general-population surveys in Western cultures, the ratio of positive to 
negative affect relates to a subjective sense of well-being (Diener, 2000; 
Fredrickson & Losada, 2005).

In order to increase the ratio of positive to negative emotions expe-
rienced during a day, we can ask about those activities and events that 
increase the probability of positive emotions. There are some surprises 
here. Those events or conditions that create distress are distinct from 
events or conditions that create satisfaction and happiness. Duckworth, 
Steen, and Seligman (2005) reviewed early work establishing this point. In 
a work environment, Herzberg, Mausner, and Snyderman (1959) showed 
that lack of appreciation and low pay create aggravation. However, satis-
faction derives from meaningful and engaging work, not just the absence 
of aggravation. As discussed by Duckworth et al., early on Norman 
Bradburn established that both positive and negative moods can co-occur. 
Many people experience both positive and negative emotions within the 
same time period. Because good and bad can occur within the same time 
frame, each individual can choose where to focus. Duckworth et al. (2005) 
suggest that giving more attention to the positive emotions offers a way 
to optimize overall function.

The experience of positive emotions can offset the experience of 
stress. Workers who report positive emotions during their day exhibit 
lower levels of cortisol and reduced inflammatory markers in response 
to stress (Steptoe, Wardle, & Marmot, 2005). Good moods are associ-
ated with increased heart rate variability, stronger response to vaccina-
tion, and better sleep architecture (Dockray & Steptoe, 2010; Steptoe, 
Dockray, & Wardle, 2009). In studies wherein a cold virus is sprayed 
into the nasal cavity, those who experience more daily pleasant events 
display fewer symptoms (Cohen, Doyle, Turner, Alper, & Skoner, 
2003b). People who rate higher on experiencing positive mood and 
those who view their lives as meaningful are lower on the expression 
of inflammatory factors, but higher on the expression of immune sys-
tem responses for fighting viruses (Fredrickson et al., 2013). Positive 
emotions impact health not only in the short term but also in the long 
term. Those who experience high levels of positive mood enjoy greater 
longevity (Fredrickson & Losada, 2005; Krueger, Kahneman, Schkade, 
Schwarz, & Stone, 2009).
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Positive mood also facilitates adaptation to new situations. Relative 
to neutral mood, being in a positive mood state will induce a broad ver-
sus small-detail focus, an increased desire to be active, and increase 
consideration of a broader range of coping responses (Fredrickson, 
2004; Fredrickson & Branigan, 2005; Fredrickson & Joiner, 2002). In fact, 
positive mood at time 1 predicts more active coping at a future time 
(Fredrickson & Losada, 2005).

Marty Seligman, the former president of the American Psychological 
Association, spent most of his early career studying major depression. (He 
was an originator in developing the learned-helplessness paradigm.) After 
spending a considerable degree of his life focusing on deficit function-
ing, Seligman, along with Mihaly Csikszentmihalyi (Csikszentmihalyi &  
Nakamura, 2011), decided to switch focus to study positive psychology. 
In the process of defining the good life, Seligman (Duckworth, Steen, & 
Seligman, 2005) distinguished three kinds of positive moods: momen-
tary enjoyment, flow, and transcendence. The momentary experience of 
enjoyment is strongly associated with having an extroverted personality. 
The other forms of positive mood are less associated with personality 
factors. Engagement or absorption in a task (called flow) is not associated 
with a particular personality type. “Flow is the experience associated 
with engaging one’s highest strengths and talents to meet just-doable 
challenges” (Duckworth et al., 2005, p. 838). Transcendence derives from 
engagement in activities and tasks that the individual considers mean-
ingful. Both flow and transcendence correlate with life satisfaction, 
whereas momentary enjoyment is independent (Duckworth et al., 2005). 
Seligman’s differentiation of forms of positive mood offers an heuristic 
for arranging activities to ensure that all the various forms of positive 
mood are included.

WHAT TO DO TO INCREASE POSITIVE MOOD

Seligman et al. (Duckworth et al., 2005) have identified activities for 
increasing the experience of satisfaction and positive mood. They rec-
ommend helping people identify core character strengths (wisdom and 
knowledge, courage, love, justice, temperance, transcendence) and then 
arranging situations in which these core strengths can be manifested. 
Performing acts of kindness is also associated with positive mood 
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(Lyubomirsky, Sheldon, & Schkade, 2005). Furthermore, religious activi-
ties are associated with positive mood (Catalino & Fredrickson, 2011).

It is also worth reiterating Tracey Shors findings, discussed in Chapter 4 
in section on exercise, that both exercise and learning new things increase 
new neurons being integrated into circuits, a sign of brain health. New 
neurons in the hippocampus help to distinguish new situations from old 
memories of similar situations. Being able to distinguish the present from 
the past may be particularly important for overcoming traumatic experi-
ences (Kheirbek & Hen, 2014). Other ways to ensure the experience of 
positive emotions follow.

Primacy of Social Support

The importance of social support has been demonstrated in many types 
of investigation. Social interactions with others are associated with posi-
tive mood during the day (Krueger et al., 2009). All of the very happy 
people identified by Diener and Seligman (2002), in their investigation 
of daily mood, had good social relationships and they spent less of their 
time alone. The Alameda County studies found that persons with more 
social contacts were two to three times less likely to die of cardiovascular 
disease, cancer, and all-cause mortality during a 9-year period (Berkman, 
1995). Those individuals who are high in sociability are less likely to 
develop cold symptoms after their nasal passages are sprayed with a 
virus (Cohen, Doyle, Turner, Alper, & Skoner, 2003a).

In Chapter 5, the buffering effect of social support of those enduring 
trauma was covered. Brief mention is reiterated here. Those who have 
social support are less likely to develop PTSD after controlling for trauma 
exposure (Boscarino, 1995; Charuvastra & Cloitre, 2008). Abused chil-
dren carrying the short form of the serotonin transporter (a risk factor 
for depression) are less likely to become depressed adults if they have 
had high levels of social support (Kaufman et al., 2004). When people 
are subjected to laboratory stressors, their anticipated rises in blood pres-
sure and heart rate are attenuated when they are with someone (Kamark, 
Annunziato, & Amateau, 1995; Lepore, Allen, & Evans, 1993). Holding one’s 
spouse’s hand when anticipating a shock is associated with lower levels 
of anxiety and lower activation in brain alarm areas (Coan, Schaefer, &  
Davidson, 2006).
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Zautra (2014) reviewed the studies on the ameliorative effect of social 
support on those who experience natural disasters. Particular types of 
engagement with people are better than others. Listening and giving 
advice are less important than engaging in joint activities. The hurt indi-
vidual needs to receive tangible support and feel connected.

Other studies have drilled down to examine the mediators of the 
effect of social support. Eisenberger, Taylor, Gable, Hilmert, and 
Lieberman (2007) had research participants talk about their most 
embarrassing moment to an audience of scowling people. Those who 
reported more social support during the week exhibited less activa-
tion in the dorsal anterior cingulate cortex and lower levels of corti-
sol during the talk. In a similar experiment, Heinrichs, Baumgartner, 
Kirschbaum, and Ehlert (2003) also found that under stress, those with 
social support exhibit an attenuated rise in cortisol, and this attenu-
ation was further enhanced by exogenous oxytocin, the hormone of 
social connection.

The converse of social support is loneliness. Because people vary in 
their need for frequency of close social relationships, loneliness is best 
assessed by instruments, such as the UCLA Loneliness Scale, which 
assesses subjective craving and distress regarding the absence of con-
tact. Besides the distress, loneliness exacts additional tolls. Lonely peo-
ple process information less effectively. Although they may be more 
attentive to social cues, they interpret information about others in a 
style that alienates people, causing a negative response from others. 
Thus, their behavior toward others may push people away rather than 
inviting desired contact (Cacioppo & Patrick, 2008). In terms of physiol-
ogy, lonely people pay a price. Lonely people exhibit a larger increase in 
cortisol in the morning and experience sleep problems (Steptoe, Owen, 
Kunz-Ebecht, & Brydon, 2004). They are higher on inflammatory factors 
(Cacioppo & Patrick, 2008).

In summary, many areas of study attest to the importance of engaging 
with others. The list of findings attesting to the importance of human 
interaction for both happiness and health is very long. Planning for 
how to access connection with others may be a way of increasing posi-
tive affect. Many forms of psychotherapy involve only the therapist and 
the client; however, engaging with a group may offer a more tangible 
and more sustainable form of social support. Thus, arranging for group 
activities of those who have been through similar experiences or those 
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who wish to achieve the same behavioral goal (changing diet, exercising, 
yoga, meditation, quitting smoking, learning to cook healthy foods) may 
often be the best way to achieve productive results.

Humor

Weems (2014) characterizes humor as both a coping mechanism for alle-
viating stress and a mechanism for building connection to others. Weems 
has analyzed the process of humor. According to Weems, who is a neu-
roscientist, the brain is a series of independently functioning modules. 
Sometimes conflicting perceptions/cognitions can occur simultaneously. 
Just as a computer needs to reboot when confronted with contradictions, 
the human brain’s response is sometimes laughter. Indeed, laughter can 
be elicited by a sudden change in perspective, similar to what occurs when 
given a flash of insight. This is illustrated in the old Henny Youngman 
one liner referring to his spouse, “Take my wife . . . please!”

Humor and tickling activate some of the same brain structures 
(Gervais & Wilson, 2005). JaakPanksepp and his laboratory colleagues 
have been tickling rats for several years now. When they are tickled, 
the rats produce 50-kHz ultrasonic vocalizations just as they do dur-
ing rough-and-tumble play. Rats that have been the recipients of tickling 
approach the laboratory members in order to be tickled. The tickling 
has very salubrious effects on the rats. Tickled rats exhibit less fear in 
response to humans and they exhibit enhanced neurogenesis in the hip-
pocampus. Higher levels of insulin-like growth factor (IGF) are impli-
cated in enhanced neurogenesis in the hippocampus. Consistent with 
enhanced neurogenesis, rough-and-tumble play increases higher levels 
of IGF-1 in the parietal and frontal cortex in rodents (Burgdorf, Kroes, 
Beinfeld, Panksepp, & Moskal, 2010).

In addition to being a substance for maintaining brain health, IGF-1 
may be the chemical mediator of this particular type of pleasure. 
Burgdorf et al. also showed that direct application of IGF-1 into the brain 
will increase pleasure vocalization and removing IGF-1 with an antago-
nist will block pleasure vocalization. 

It behooves us to find ways to take more seriously the truism that there 
is much to be said for both laughter and play. When experienced in the 
company of others, laughter is contagious (Gervais & Wilson, 2005).
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Music

Music does arouse emotions and can be a source of joy. Music can acti-
vate the nucleus accumbens and increase dopamine release in this 
area (Salimpoor, Benovoy, Larcher, Dagher, & Zatorre, 2011). Fancourt, 
Ockelord, and Belai (2014) reviewed studies assessing the impact of expo-
sure to music on measures of mood and physiology. In a variety of stud-
ies, listening to relaxing music was associated with a decrease in anxiety, 
an increase in oxytocin, and lower levels of cortisol.

In his exposition of the polyvagal theory, Porges (2011) discusses the 
fact that the myelinated vagus nerve also controls facial muscles and 
the tuning of the ear to particular frequencies. He speculates that “since 
melodic music contains acoustic properties similar to vocal prosody, 
music may be used to recruit the social engagement system by challeng-
ing and modulating the neural regulation of the middle ear muscles. 
If the social engagement system is effectively recruited, positive facial 
expressions will emerge, . . . and the traumatized individual will shift to 
a more calm and positive physiological state” (p. 253). For Porges, then, 
there is reason to believe that music can be exploited for beneficial effects. 
In fact, a recent study finds that toddlers who are rhythmically bounced 
are more likely to hand a dropped object back to an adult. Synchronized 
walking, singing, and finger tapping have also been shown to increase 
cooperative behavior and liking (Cirelli, Einarson, & Trainor, 2014).

The type of sounds that people listen to may be important in deter-
mining the effect produced. Thoma et al. (2013) found that listening to 
rippling water in contrast to listening to music produced a greater degree 
of relaxation. The impact of different sounds on stress reduction was 
evaluated. Just prior to engaging in the Trier Social Stress Test in which 
speech and arithmetic calculations were performed in front of an audi-
ence, subjects listened to relaxing music, the sound of rippling water, or 
were in a “just-resting” control condition. Thoma et al. found higher cor-
tisol levels in those who had not listened to the music, whereas corti-
sol levels were lowest in the group listening to rippling water. Listening 
to rippling water also facilitated faster recovery of heart rate variability 
(Kirschbaum, Pirke, & Hellhammer, 1993; Thoma et al., 2013). In a similar 
study, Radstaak, Geurts, Brosschot, and Kompier (2014) found that both 
happy and relaxing music hastened the return of blood pressure to base-
line levels following a laboratory stressor.
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Even when the music experience is jarring, the effect produced may be 
similar to the effects of controllable shock. As discussed in Chapter 2, sec-
tion on creating learned helplessness, creating a resilient animal, expo-
sure to controllable shock “immunizes” against the deleterious effects 
of later exposure to uncontrollable shock. In a study examining the later 
effects of music on stress, Toyoshima, Fukui, and Kuda (2011) assigned 
college students to play piano, mold clay, practice calligraphy, or be in a 
no-intervention control condition. Those in the music condition exhibited 
decreased cortisol and lower levels of anxiety scores later in the week. 
Music may also distract from stressors. Studies of exposure to music in 
patients undergoing surgical procedures have noted lower levels of corti-
sol in those who listened to music (Leardi et al., 2007).

There are many unanswered questions regarding the types of music 
that can yield a salubrious effect. Some music can induce unpleasant 
emotions, whereas other melodies are soothing or pleasantly arousing. 
Music can be listened to passively or can be generated actively. Finally, 
making music or listening to music can be done communally. The data 
are inconsistent as to whether music has an effect on immune system 
parameters (Fancourt, Ockelord, & Belai, 2014). Perhaps more consistent 
findings will emerge when questions are asked more systematically.

In terms of harnessing music for beneficial effects, client preferences 
should be relied on. For those who are deficient in positive emotions, 
music may offer another source for eliciting positive mood.

Making Blessings Salient

There is a strong correlation between an attitude of gratitude and 
reported well-being (Emmons & Mishra, 2011). After 9/11, the self-report 
of gratitude was associated with better postcrisis coping and resilience 
(Fredrickson, Tugade, Waugh, & Larkin, 2003). High levels of gratitude 
distinguished between veterans with and without PTSD after controlling 
for the same level of trauma exposure (Kashdan, Uswatte, & Julian, 2006). 
Those with higher levels of gratitude are more successful in recasting 
unpleasant memories (Watkins, Cruz, Holben, & Kolts, 2008). Gratitude 
is positively correlated with self-esteem and self-satisfaction (Emmons &  
Mishra, 2011). Gratitude is also correlated with kindness, extroversion, 
emotional stability, generosity, and trust (Emmons & Mishra, 2011). 
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Momentary gratitude correlates with increased heart rate variability 
(McCarty & Childre, 2004).

The previously cited research is correlational. Manipulated-variable 
research has been conducted. Emmons and McCullough (2003) randomly 
assigned people to write either about five things for which they were 
grateful or about daily events. Research participants wrote for 10 weeks. 
At the end of the time, those writing about gratitude scored higher on 
measures of how they felt about life in general, displayed greater opti-
mism about the coming week, reported better sleep, were more likely to 
have helped others, and were more likely to feel connected to others.

Meditation and Yoga

In mindfulness meditation, people attempt to concentrate on a mantra. 
They notice when their minds wander. They maintain a nonjudgmen-
tal stance and refocus their attention on their mantra. They pay atten-
tion to the sensory aspects of an emotion, but do not make judgments 
about the significance of the emotion. According to Farb et al. (2010, p. 26), 
“mindfulness training may reduce chronic reactivity by shifting atten-
tion away from subjective appraisals of affect, toward the incorporation 
of more sensory-based representations of emotions.” The idea is to focus 
on immediate sensory experiences rather than engaging in speculation 
about those experiences, making judgments, or linking to prior memories 
(Farb et al., 2007).

Manipulated-variable studies of mindfulness and compassionate medi-
tation have demonstrated that meditation has a wide range of positive ben-
efits on mood and health. (Compassionate meditation adds to mindfulness 
meditation a specific focus on wishing good things for others.) Time spent 
in compassionate meditation predicts a daily increase in positive mood 
which is associated with lower levels of physical symptoms (headache, chest 
pain, etc; Fredrickson, Cohn, Coffey, Pek, & Finkel, 2008). After meditating 
for 8 weeks, people exhibit more left-brain activation and less anxiety. (See 
Chapter 2, Putting It All Together: BAS and BIS section.) Strong immune 
system function as a result of meditation has been demonstrated. Those 
who have undergone 8 weeks of mindfulness meditation have higher anti-
body levels following vaccination, which is correlated with their increase 
in left-brain activation (Davidson et al., 2003). As mentioned in Chapter 2, 
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Telomeres section, meditation also increases telomerase activity, a measure 
of less stress on the body. Pace et al. (2009) found that those research partic-
ipants who engaged in more practice of mindfulness exhibited lower levels 
of inflammation and subjective distress when subjected to the Trier Social 
Stress Test (Kirschbaum, Pirke, & Hellhammer, 1993). Mindfulness train-
ing (which includes aspects of meditation and yoga) will also increase acti-
vation in brain areas that exercise inhibitory control (the lateral prefrontal 
cortex [PFC]; Farb et al., 2007). A meta-analysis of mindfulness meditation 
concluded that meditation yields positive effects on mood, sensory pain, 
and quality of life in both clinical and nonclinical populations (Grossman, 
Niemann, Schmidt, & Walach, 2004).

In contrast to meditation, yoga involves mindfulness and focus on 
bodily sensation as an individual moves. Hatha yoga involves stretching 
of all muscle groups for strength, flexibility, and balance. In a review of 
the literature on yoga, Ross and Thomas (2010) found that yoga decreases 
levels of negative mood and subjective stress, decreases sleep disturbance, 
increases parasympathetic tone (heart rate variability), and decreases 
inflammatory markers. Balasubramaniam, Telles, and Doraiswamy (2013) 
drew similar conclusions.

Envisioning Positive Future Selves

In this chapter, the importance of staying active and moving toward 
goals has been emphasized. Lyubomirsky (2007; Layous, Nelson, & 
Lyubomirsky, 2012) had people write logs envisioning their positive 
future selves and moving toward desired goals. She found that this 
strategy did improve daily moods and was useful in helping people to 
develop realistic strategies for actually achieving their goals.

Being Able to Forgive

Although forgiveness is a way of coping with adversity, it may also con-
tribute to happiness. Forgiveness has been identified as a type of active 
coping mechanism. An inverse relationship between rumination over 
negative events and forgiveness has been found in various studies. Those 
who are able to forgive experience lower blood pressure, better sleeping 
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patterns, high self-acceptance, and lower levels of depression (Stoia-
Caraballo et al., 2008; Worthington, Witvliet, Pietrini, & Miller, 2007).

INCREASING THE PROBABILITY OF TAKING ACTION

Throughout this book alternatives for enhancing well-being and reliev-
ing distress have been proffered. In Chapters 4 and 5, the beneficial effects 
of a noninflammatory diet (omega-3s, curcumin or turmeric, and the 
Mediterranean diet) and exercise were highlighted. In this chapter, we 
provided more information on ways to increase flourishing. The list of 
ways to increase positive mood and to decrease distress include medita-
tion, exercise, increasing exposure to humor, spending time with friends, 
taking stock of what one is grateful for, and learning new physical and 
mental things. Because implementing these changes requires follow-
through, this section highlights the bottom lines from the literature on 
maximizing the implementation of goals.

Peter Gollwitzer’s research has focused on identifying strategies for 
maximizing the implementation of goals. Gollwitzer and Sheeran (2006) 
have conducted a meta-analysis of a large number of studies. Their analy-
sis suggests that the more specific the intention to do something (exercise, 
see friends), the more likely the intention will be realized. It is impor-
tant to identify the “when,” “where,” and “how” of implementation. It is 
important to consider how a behavioral intention might be thwarted and 
to make contingency plans. Contingency plans should also specify the 
“when,” “where,” and “how.”

Making a commitment to even small changes in routine can be help-
ful. The latest research on exercise suggests that even small amounts of 
exercise, such as daily walking and taking the stairs, can yield big pay-
offs. Indeed, an active lifestyle was associated with lower inflammation, 
decreased insulin resistance, and smaller waist circumference (Loprinzi, 
Lee, & Cardinal, 2014). Similar results were obtained by Church, Earnest, 
Skinner, and Blair (2007). People may be more willing to commit to small 
changes than big changes. Moreover, because modest goals often take less 
time to be reached, their success can be celebrated more often and more 
quickly, making it easier to more readily sustain these commitments.

Bargh, Lee-Chai, Barndollar, Gollwitzer, and Trotschel (2001) have con-
sidered the automaticity of behaviors. Environmental cues—stimuli in 
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the environment—even when not consciously processed, can alter behav-
ior. In order to maximize the probability of realizing a behavioral change, 
the environment needs to be organized to cue the desired behavior. This 
could mean setting out exercise clothing the night before in order to cue 
exercise in the morning. This could mean having nutritious foods in the 
refrigerator.

A big “automatic” cue for either desired or undesired behavior is what 
others are doing. Obesity is contagious (Christaski & Fowler, 2007). Both 
smoking and quitting smoking are contagious (Christakis & Fowler, 2008). 
Much of human behavior is contagious. Laughter is contagious. Yawning 
is contagious (Weems, 2014). Support groups for making changes and 
enlisting the support of persons with whom one is in daily contact can 
increase goal attainment.

In studying the impact of time perspective, Carstensen (2006, 2011;  
Lang & Carstensen, 2002) found that older people tend to experience 
more happiness and positive moods than younger persons. In investigat-
ing the reasons for the positive mood, they found that the shortened sense 
of the future prioritizes opportunities for good mood. Elderly people just 
do not have time for activities that lead to distress. With the awareness 
that the time for positive moments is running out, the focus on positives 
more readily becomes a priority. Older people have a preference for posi-
tive information and stimuli. Positive memories come to mind more read-
ily than do the negative. There is a lesson to be learned from the elderly. 
We have examined many activities for increasing the daily ratio of posi-
tive mood (time with friends, exercise, yoga, meditation, humor, etc.). 
Making the experience of these activities a priority and building pleasant 
activities into each day can yield big payoffs.

INTEGRATING BEHAVIORAL HEALTH INTO PRIMARY CARE

With the passage of the Patient Protection and Affordable Health Care 
Act in 2010 and the Mental Health Parity and Addiction Equity Act of 
2008, new models of health care delivery may be upon us. Although the 
specifics of these laws are not yet clear, much has been written about 
the goals (Beronio, Po, Skopec, & Glied, 2013; U. S. Department of Health 
and Human Services, 2013). A goal of health care reform is to support 
“proven interventions to address behavioral, social, and environmental 
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determinants of positive behavioral health” (Adams & Grieder, 2014,  
p. 17). The goal for the patients is to receive both physical and behavioral 
health care in one setting, the “medical home.” The emphasis is on what 
Berkwick (2009), the former administrator for the Center for Medicare 
and Medicaid Services, calls “person-centered care.” There are several 
components to person-centered care: (a) the needs of the patient come 
first, (b) the motto is “nothing about me done without me,” and (c) every 
patient is the only patient such that general rules regarding care are 
avoided. According to the person-centered care philosophy, treatment 
plans should be developed with the patient rather than given to the 
patient. Care is to be integrated across domains of physical and mental 
health with one treatment plan integrating both areas. Rather than treat-
ing disease, the emphasis is on supporting health and treating the per-
son. All this is reminiscent of Hippocrates’ maxim, “it’s more important 
to know what sort of person has the disease than to know what sort of 
disease a person has.”

As discussed in a document prepared for the Agency for Healthcare 
Research and Quality (Peek & The National Integration Academy Council, 
2013, p. 2), the target for the integration of behavioral health and primary 
care is “mental health and substance abuse conditions, health behaviors 
(including their contribution to chronic medical illness), life stressors 
and crises, stress-related physical symptoms, and ineffective patterns 
of health care utilization.” The targets for intervention may also include 
maintenance of wellness and involving the patient in his or her health 
maintenance. The case has been made that inflammation is a factor in 
negative mood as well as diagnosable depression, anxiety, and psychosis. 
Many chronic medical conditions (cancer, type 2 diabetes, heart disease) 
are also inflammatory conditions (Aggarwal & Harikumar, 2009; Kumar, 
Takada, Boriek, & Aggarwal, 2004). Exercise, yoga, meditation, nonsatu-
rated fat diets, omega-3s, and social support reduce inflammation. Thus, 
what is good for mental health is also very good for physical health.

The advantages of integrating behavioral health into primary care are 
many. For example, after feedback regarding liver enzyme scores in those 
who are heavy drinkers, clients may be more likely to follow-through if 
someone can talk to them immediately. Sometimes patients seek assis-
tance from physicians for problems that are better served with behav-
ioral interventions. In fact, 70% of primary care visits are for behavioral 
health needs (Hunter, Goodie, Oordt, & Dobmeyer, 2009). Many patients 
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with chronic conditions, such as rheumatoid arthritis, diabetes, cancer, 
chronic obstructive pulmonary disease (COPD), have behavioral compo-
nents that complicate their treatment. Again, offering help “on the spot” 
may be advantageous.

Specifics about what to do to integrate care are not heavily articulated 
in the Patient Protection and Affordable Care Act or in the Federal Register. 
(The Federal Register is the executive branch’s interpretation of the law.) 
Much of the language in the law, and the language used by those writ-
ing about integration of behavioral health into primary care, allows for 
broad interpretations supportive of the practice of proactive, preventive 
medicine. For those employed as behavioral health clinicians in primary 
care, there are ways to proceed. Introductory education on the impor-
tance of keeping the ratio of positive to negative moods can alert peo-
ple to the importance of attending to their daily mental health. In terms 
of the range of behavioral interventions that might be offered, support 
groups, dietary interventions along with guidance on how to implement 
suggestions, yoga, and exercise classes are possibilities. Traditional psy-
chotherapy is also a possibility. Whether these services are offered in the 
same building or “referred out” remains to be seen. There is an advan-
tage to the “medical home” concept, because, with patient permission, 
information can more readily be shared between the behavioral health 
clinician and the physician. However, for information to be shared, in a 
health maintenance organization (HMO) setting, there should be some 
assurance that information communicated in confidence by the client to 
a behavioral health clinician will not be used to “disenroll” the client.

Screening

The Medicare and Medicaid billing system does allow for screening and 
prevention interventions in primary care. There are screening instru-
ments for major depression that are in the public domain, such as the 
Center for Epidemiologic Studies Depression Scale (CES-D; Radloff, 1977) 
and the Hamilton Depression Rating Scale (1960). The Beck Depression 
Inventory (1984) is frequently used for screening but is costly. Pollard, 
Margolis, Niemiec, Salas, and Aatre (2013) also developed an instrument 
to screen for distress in primary health settings. The problem with these 
instruments as well as interviewing for depression is that they do screen 
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for deficits. When a person is focused on conveying his or her current 
level of distress, the individual may neglect to convey strengths. The 
individual may therefore provide a distorted image even to himself or 
herself. Without assessing for strengths or observing an individual when 
discussing the more positive aspects of his or her life, the opportunities 
for identifying resources for promoting change are missed. A recent study 
by researchers at the University of California at Davis did find that brief 
screening for depression does result in more people being diagnosed, who 
probably represented false positives (Jerant et al., 2014). In fact, because 
of the problem of “too many false positives” when screening for depres-
sion, the Canadian guidelines are to no longer recommend screening for 
depression (Canadian Task Force on Preventive Health Care, 2013).

In line with concerns about the danger of too many false positives, 
Frances (2013) in the Essentials of Psychiatric Diagnoses: Responding to the 
Challenge of the DSM-5 recommends stepped diagnosis. Because people 
often come in for treatment during their most difficult periods, Frances 
recommends reserving a diagnosis until the client is seen on multiple 
occasions. Because the rates of spontaneous remissions are high, allow-
ing time for the crisis to subside may provide a more accurate view of the 
client’s capacity for resilience.

An alternative to screening for distress would be to screen for 
strengths and daily activities that will prevent the emergence of severe 
DSM disorders. From the research on positive emotions, we have learned 
that the ratio of positive to negative emotions is predictive of resilience. 
Screening for the frequency of positive and negative emotional experi-
ences during the course of a day can be done. In the research literature, 
meaningful divisions between those who flourish, those who languish, 
or those who function in the distressed range have been made on the 
basis of the frequency of positive and negative emotions. For screening 
in primary care, clients might be asked to complete daily tallies of posi-
tive emotions and negative emotions, and then the ratio of positive to 
negative mood can be calculated. The adjectives used by Fredrickson 
and Losada (2005) were “amusement,” “awe,” “compassion,” “content-
ment,” “gratitude,” “hope,” “interest,” “love,” “pride,” “sexual desire,” 
“anger,” “contempt,” “disgust,” “embarrassment,” “fear,” “guilt,” “sad-
ness,” and “shame,” each assessed on a 4-point scale from “not at all” 
to “extremely.” Ed Diener is known for his research examining hap-
piness and life satisfaction. His assessments did relate to outcomes in 
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meaningful ways. Diener’s  five-question measure might be used as a 
screen. Diener, Emmons, Larsen, and Griffin’s (1985) open-access mea-
sure of life satisfaction includes five questions. These five questions 
along with the CES-D scale are provided in the Appendix of this book.

It should be noted that happiness, like self-esteem, is a by-product of 
how one spends his or her time (Lyubomirsky et al., 2005; Lyubomirsky &  
Layous, 2013). Judging oneself unfavorably for not being sufficiently 
happy is self-defeating. If one is experiencing few positive emotions, 
then routines need to be changed. Screening for the frequency of 
activities correlated with an increase in positive moods is a strategy to 
use to increase positivity. The combined administration of the UCLA 
Loneliness Scale (Russell, 1996) and screening for frequency of enjoy-
able activities and physical exercise offer a way to proceed. Screening 
in this fashion will identify those activities that need to be added to 
one’s daily routine. The focus should be on engaging in activities that 
promote well-being.

LARGER SOCIAL CHANGE

Many of the interventions discussed in this book involve diet and exercise. 
Our current society is organized around fast foods and a sedentary life-
style. The modern family, with two employed parents, does not have time to 
cook. If cooking does occur, families reach for packaged foods or processed 
foods containing preservatives and stabilizers. Lecturing people with lim-
ited monetary and time resources on developing healthy lifestyles would 
not work. A realistic plan is required that acknowledges the exigencies 
operating in people’s lives. Given where the society is, and where it needs 
to be in this regard, suggests that big changes are required. One possibility 
in less affluent neighborhoods would be the establishment of neighborhood 
kitchens staffed by unemployed individuals or those with prison records 
(who have trouble finding employment) trained in the preparation of low-
fat, high-fiber meals. These neighborhood centers could also offer sports 
activities, meditation, and yoga for both adults and children. Although such 
an investment would be costly initially, the savings in treatment for obesity-
associated conditions (depression, diabetes, heart disease, and cancer) will, 
over the long run, cover the cost of creating these centers. Health is not an 
individual responsibility. Good health requires healthy communities.
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Appendix: Screening Instruments

ALCOHOL USE DISORDERS IDENTIFICATION TEST

How often do you have a drink containing alcohol?

(0) Never
(1) Monthly or less
(2) 2 to 4 times a month
(3) 2 to 3 times a week
(4) 4 or more times a week

How many drinks containing alcohol do you have on a typical day 
when you are drinking?

(0) 1 or 2
(1) 3 or 4
(2) 5 or 6
(3) 7, 8, or 9
(4) 10 or more

How often do you have 6 or more drinks on one occasion?

(0) Never
(1) Less than monthly
(2) Monthly
(3) Weekly
(4) Daily or almost daily
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How often during the last year have you found that you were not able to 
stop drinking once you had started?

(0) Never
(1) Less than monthly
(2) Monthly
(3) Weekly
(4) Daily or almost daily

How often during the last year have you failed to do what was normally 
expected from you because of drinking?

(0) Never
(1) Less than monthly
(2) Monthly
(3) Weekly
(4) Daily or almost daily

How often during the last year have you been unable to remember what 
happened the night before because you had been drinking?

(0) Never
(1) Less than monthly
(2) Monthly
(3) Weekly
(4) Daily or almost daily

How often during the last year have you needed an alcoholic drink 
first thing in the morning to get yourself going after a night of heavy 
drinking?

(0) Never
(1) Less than monthly
(2) Monthly
(3) Weekly
(4) Daily or almost daily



appendix: screening instruments 395

How often during the last year have you had a feeling of guilt or remorse 
after drinking?

(0) Never
(1) Less than monthly
(2) Monthly
(3) Weekly
(4) Daily or almost daily

Have you or someone else been injured as a result of your drinking?

(0) No
(2) Yes, but not in the last year
(4) Yes, during the last year

Has a relative, friend, doctor, or another health professional expressed 
concern about your drinking or suggested you cut down?

(0) No
(2) Yes, but not in the last year
(4) Yes, during the last year

A score of 8 or greater is suggestive of a problem.

Source: http://pubs.niaaa.nih.gov/publications/aa65/AA65.html

CAGE QUESTIONNAIRE

Have you ever felt you should cut down on your drinking?

Have people annoyed you by criticizing your drinking?

Have you ever felt bad or guilty about your drinking?

Have you ever had a drink first thing in the morning to steady your 
nerves or to get rid of a hangover (eye opener)?

A positive response to two or more items suggests a problem.

Source:   http://niaaa.nih.gov/publications/AssessingAlcohol/InstrumentPDFs/16_ 
CAGE.pdf
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THE SATISFACTION WITH LIFE SCALE

In most ways my life is close to my ideal.

The conditions of my life are excellent.

I am satisfied with my life.

So far I have gotten the important things I want in life.

If I could live my life over, I would change almost nothing.

Source: http://internal.psychology.illinoisedu/_ediener/scales.html

THE CENTER FOR EPIDEMIOLOGIC STUDIES  
DEPRESSION SCALE

The following is a list of the ways you might have felt or behaved. Please 
tell me how often you have felt this way during the past week.

0 Rarely or none of the time (less than 1 day)

1 Some or a little of the time (1–2 days)

2 Occasionally or a moderate amount of the time (3–4 days)

3 Most or all of the time (5–7 days)

 1. __ I was bothered by things that usually do not bother me.
 2. __I did not feel like eating; my appetite was poor.
 3. __ I felt that I could not shake off the blues even with help from 

my family or friends.
 *4. __I felt that I was just as good as other people.
 5. __I had trouble keeping my mind on what I was doing.
 6. __I felt depressed.
 7. __I felt that everything I did was an effort.
 *8. __I felt hopeful about the future.
 9. __I thought my life had been a failure.
 10. __I felt fearful.
 11. __My sleep was restless.
 *12. __I was happy.
 13. __I talked less than usual.
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 14. __I felt lonely.
 15. __People were unfriendly.
 *16. __I enjoyed life.
 17. __I had crying spells.
 18. __I felt sad.
 19. __I felt that people disliked me.
 20. __I could not get “going.”

 *Items 4, 8, 12, and 16 are reverse scored. Scores can range from 0 to 60. 
Cutoff score for depression is 16. A score of 15 to 21 is in the mild to mod-
erate depression range.

Source: http://cesd-r.com/about-cesdr

http://cesd-r.com/about-cesdr
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