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AbStrAct

In laboratory management of an industrial test division, a test laboratory, 
or a research center, one of the main activities is producing suitable soft-
ware for automatic benches by satisfying a given set of requirements. This 
activity is particularly costly and burdensome when test requirements are 
variable over time. If the batches of objects under test have small size 
and frequent occurrence, the activity of measurement automation becomes 
predominating with respect to the execution. 

In this book, the development of a software framework is shown to be 
as a useful solution to satisfy this exigency. The framework supports the 
user in producing measurement applications for a wide range of require-
ments with low effort and development time. Furthermore, the software 
quality, in terms of flexibility, usability, and maintainability, is maximized. 

After a background on software for measurement automation and the 
related programming techniques, the structure and the main components 
of a software framework for measurement applications are illustrated. 
Their design and implementation are highlighted by referring to a prac-
tical application: the Flexible Framework for Magnetic Measurements 
(FFMM) at the European Organization for Nuclear Research (CERN). 
Finally, an experimental approach to the software flexibility assessment 
of measurement frameworks is presented by highlighting its application 
to FFMM. 

KEYWORDS

application software, automatic programming, magnetic measurements, 
measurement automation, particle accelerators, software frameworks,  
software systems
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SummAry

What we need, then, is a new “paradigm”—a new vision of reality; 
a fundamental change in our thoughts, perceptions, and values. 
The beginnings of this change, of the shift from the mechanistic to the 
holistic conception of reality, are already visible in all fields and are 
likely to dominate the present decade.... The purpose of this book is to 
provide a coherent conceptual framework that will help them recognize 
the communality of their aims. Once this happens, we can expect the 
various movements to flow together and form a powerful force for social 
change. The gravity and global extent of our current crisis indicate 
that this change is likely to result in a transformation of unprecedented 
dimensions, a turning point for the planet as a whole. 

—Fritjof Capra, The Turning Point: Science,  
Society, and the Rising Culture

This book covers the specification, design, prototyping, and validation of 
a software framework for supporting the development of programs for 
measurement control and data acquisition. It is completed also by a true 
case study on an actual software package developed at the European Orga-
nization for Nuclear Research (CERN) in cooperation with the University 
of Sannio: the Flexible Framework for Magnetic Measurements (FFMM). 
FFMM is currently in use at the section of Magnetic Measurement of 
CERN and constitutes the software part of the new platform for magnetic 
measurements, including also high-performance hardware. 

In laboratory management, one of the main activities is producing 
suitable software for automatic benches in satisfying a given set of test 
requirements. This activity is particularly costly and burdensome when 
test requirements are variable over time. When a batch of objects to be 
tested arrives, if the test is burdensome to be carried out manually, the 
need for developing an automatic bench arises. Test engineers define the 
measurement requirements, and the automatic bench is designed and 
developed. If the batches of objects have small size and frequent occur-
rence, the activity of measurement automation becomes predominating 
with respect to the test execution. Most significant efforts are devoted to 
instrumentation interfacing and software development.



xx  •  SUMMARY

A software framework for measurement applications is conceived as 
a unified solution to drive all the existing and future park of measurement 
systems in a generic field for an industrial test division, a test laboratory, or 
a research center. It allows the easy development of software for measure-
ment and test applications under highly and fast-varying requirements. 
The framework supports the user in producing measurement applications 
for a wide range of requirements with low effort and development time. 
As a matter of fact, the development effort is reduced and finalized, by 
relieving the test engineer of development details. Furthermore, a frame-
work allows the software quality, in terms of flexibility, usability, and 
maintainability, to be maximized. The framework can be configured for 
satisfying a large set of measurement applications in a generic field for an 
industrial test division, a test laboratory, or a research center.

In this book, the development of a software framework for measure-
ment and test applications is illustrated in order to reach these goals by 
addressing the aforementioned issues of laboratory management. The 
framework exploits (a) Object-Oriented Programming (OOP) and (b) an 
innovative technology, the Aspect-Oriented Programming (AOP). AOP 
extends the Object-Oriented paradigm in order to encapsulate features 
transversal to several functional units (crosscutting concerns) by means of 
new software modules, the aspects. 

A software framework for measurement and test applications includes 
utilities for (a) fault detection, (b) software synchronization, (c) automatic 
generation of user interfaces, and (d) a Measurement Domain Specific 
Language to provide the test engineer with an easy and fast way to write 
measurement scripts containing formal descriptions of the test protocols.

The framework is designed to be flexible, maintainable, reusable, 
and efficient. To assess the fulfillment of these project goals, the internal 
quality of its source code is to be assessed by means of suitable metrics, 
according to the reference model defined in the standard ISO 9126. 

Finally, an experimental approach to the software flexibility assess-
ment of measurement frameworks is presented by highlighting its appli-
cation in the context of FFMM. The effectiveness of this approach is 
proven by reporting in this book the tests carried out on the field at CERN 
with different protocols and measuring equipment. The framework’s 
effectiveness is evidenced in the development of software for measure-
ments with very different requirements. In the first five years of FFMM 
operation, increasing grades of flexibility were surveyed, by moving 
from programming to user script level, from the point of view of both the 
developer and the test engineer. 
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convention About the 
notAtion

Throughout the text of the book, we use the following notation common 
in software development.

All the names of components, subcomponents, superclasses, abstract 
classes, classes, and objects are written in italics and with the initial letter 
in capital. 

Some technical terms at the first occurrence are reported in italics in 
order to emphasize their importance by definition.

All the names of well-known techniques or components/projects have 
the first letter in capital case.

Typical examples for the sake of reader ease are:
• a specific software component: the Synchronizer (italics and first 

letter capitalization)
• a specific class: the FaultDetector (italics and first letter 

capitalization)
• a well-known software technique: Object-Oriented Programming 

(first letter capitalization)
• a well-known software language: Measurement Domain Specific 

Language (first letter capitalization)
• a well-known software component: Graphical User Interface 

(first letter capitalization)
• a software project: Flexible Framework For Magnetic Measure-

ment (first letter capitalization)
• a hardware component: Micro-Rotating Unit (first letter capital-

ization).





introDuction

First we build the tools, then they build us.
―Marshall McLuhan

In a modern test and measurement laboratory, one of the key activities in 
carrying out an assigned test is the realization of proper software for an 
automatic station. In small-size laboratories, test requirements vary over 
time, according to the requests of the market or the operating environment. 
This activity of test production turns out to be significantly expensive and 
troublesome. When a batch of objects to be tested arrives, and the test is 
too burdensome to be carried out manually, an automatic measurement 
station is developed. Test engineers define the measurement requirements 
that are used in designing and developing the automatic station. If the 
batches of objects under test are of small size and frequent occurrence, the 
activity of the bench automation predominates the test execution. Most 
significant efforts are devoted to instrumentation interfacing and software 
development.

In past years, the problem of easy-to-assemble and -configure hardware 
has been progressively faced encountered and effectively solved. Standard 
interfaces for operating the instrumentation remotely by PC (e.g., IEC 626, 
VXI, PXI, and so on) have become more and more widespread. Further-
more, devices based on automatic switches for cabling automatically the 
measurement circuit in order to carry out sequences of different tests on 
the same object under test have been successfully defined and made avail-
able on the market (e.g., ADLINK PXI-7921 [1] and National Instruments 
(NI) PXI-2529 [2]).

For the software, a different strategy has been followed, going 
through an approach of purely abridging the programming, such as for the 
standard de-facto LabVIEW™ by National Instruments [3]. A graphical 
programming language, the G, exploits graphical icons and wires symbol-
izing the data flow to make the program development easier. The approach 
is to conceptualize the application in terms of the involved objects and 
the exchanged data among them. However, the temporal sequence of the 
single actions to be executed in the measurement procedure is hidden in 
specific graphical constructs organized as frames in a movie. Conversely, 
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imperative programming languages (e.g., C, Python, and so on) point out 
the operation’s order and allow the temporal constraints of a measurement 
procedure to be managed in an easier way.

However, by this approach, for a laboratory operating with highly 
and rapidly varying test requirements, although the development effort is 
reduced indirectly by simplifying the programming phase, the software 
production quality, in terms of flexibility, usability, and maintainability, 
is not fostered intrinsically. An example of this problem is the experi-
ence gathered by the Authors at the European Organization for Nuclear 
Research (CERN), in the context of the magnetic measurements for the 
world’s largest and highest-energy particle accelerator, the Large Had-
ron Collider (LHC) [4]. The LHC accelerates two counter-rotating par-
ticle beams with an energy of 7 TeV and forces them to collide at four 
intersection points. Magnetic fields up to 8.33 T are required to bend and 
focus the particle beams. A high current density is required to generate 
such a field level. For this reason, a superconducting magnet system was 
designed, including 1232 dipoles and 392 quadrupoles to bend and focus 
respectively the particle beams along their circular trajectories. The beam 
control imposes stringent constraints on the field quality, needing to be 
supported by adequate techniques for magnet testing [5, 6]. In the last few 
years, fast transducers (rotating units [7]) have been developed in order to 
increase the bandwidth of magnet quality tests by two orders of magnitude 
(from 10 to 100 Hz), by keeping a typical resolution of 10 ppm, simulta-
neously [7, 8]. The transducers produce voltage signals to be integrated 
in order to get the magnetic flux, according to Faraday’s law (such as in 
rotating coils, fixed coils, stretched wire, and so on) [9–12], and are com-
plemented by other techniques (such as Hall plates) [13]. A multipurpose 
numerical measurement instrument, the Fast Digital Integrator (FDI), has 
been, therefore, developed at CERN in cooperation with the University of 
Sannio, with the aim of reducing the flux acquisition time down to 4 µs 
while increasing the metrological performance [14]. The new integrator 
was conceived with the specific aim of being general-purpose, as much as 
possible, in order to become a sound basis for satisfying a wide range of 
magnetic measurement requirements over the years.

Furthermore, after the end of the LHC series tests, and on the medium 
term, the expectation is to have a number of very specific tests to be rapidly 
adapted and performed on single prototypes or relatively small batches of 
magnets [15]. These tests require the control of various devices, such as 
transducers, actuators, trigger and timing cards, power supplies, and other 
devices, not yet completely specified. Moreover, for different measure-
ment techniques, different algorithms have to be implemented. All these 
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conditions demand for re-engineering the measurement and acquisition 
software in order to be adequate for the new measurement requirements, 
and to manage the challenge of the new hardware.

In software development, a framework is a defined support struc-
ture for organizing and developing another software project [16]. It may 
include support programs, libraries, a scripting language, and other soft-
ware tools to help develop and connect together the different components 
of a software project. Frameworks are designed mainly for simplifying 
software production, by allowing design engineers to spend more time on 
the application requirements, rather than on the low-level implementation 
details.

According to the Object-Oriented paradigm, a framework can be 
seen as a partial design and implementation for an application in a given 
domain [17]. It is described by a set of abstract classes, and instances of 
how those classes collaborate. The functionalities and architecture of the 
framework can be adapted and combined to create complete applications. 
Thus, frameworks allow a high level of reuse in Object-Oriented systems 
and a considerable reduction in the effort necessary for the realization of 
new applications.

While test programs are usually designed to solve specific problems 
with extremely limited capability to evolve, a framework for a given mea-
surement domain, suitably conceived [17] in order to satisfy a wide range 
of requirements, could constitute a unified solution to drive all the existing 
and future park of measurement applications.

Namely, it is an effective way to implement a flexible measurement 
system, specifically useful when a test laboratory, in an industrial test 
division or a research center, is called to face highly and fast-varying 
test requirements [18–20]. A number of developments worldwide try to 
address this issue. Bosch applied the concept of framework in the mea-
surement field, by proposing an Object-Oriented project capable of sat-
isfying a wide range of applications [21]. Although this proposal leads to 
solving the issues of measurement software reusability and quality, the 
drawback of a higher programming skill for the test engineer arises.

In practice, the ideal situation would be to have a flexible software 
framework providing a robust library to control remotely all the instru-
mentation involved in the tests, including the new high-performance hard-
ware, as well as all the tools the test engineer will need in the design of 
new measurement procedures.

A number of developments worldwide are trying to address these 
issues. At the commercial level, National Instruments (NI) proposes 
the product NI TestStand [22] for supporting the design of new test  
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applications,by integrating software modules developed in different pro-
gramming languages (C, C++, LabVIEW). However, NI TestStand does 
not support the development of single software modules, and, as a result, 
standard development and reusability are intrinsically limited. The Front-
End Software Architecture (FESA) paradigm, adopted at CERN for the 
LHC controls [23] was developed to provide a suitable front-end for 
all the PCs interfacing with the LHC control instruments. However, the 
analysis of this software showed that a strong collaboration and involve-
ment at the lowest level of FESA would be required in order to adapt 
the architecture to the aforementioned applications. At the Fermi National 
Accelerator Laboratory (FNAL), a new software system to test accelerator 
magnets was developed to handle various types of hardware, as well as 
to be extensible to all the measurement technologies and analysis algo-
rithms [24]. Other subnuclear research centers (Alba, Soleil, Elettra, and 
ESRF) collaborated in order to develop a suitable software framework for 
testing accelerator magnets [25]. This Consortium proposes TANGO, an 
Object-Oriented system to handle different measurement applications. At 
that time, the software of FNAL and the Object-Oriented system Tango 
were still under development and not yet accessible worldwide.

The exposition of this book covers the specification, design, imple-
mentation, and validation of a software framework for measurement con-
trol and data acquisition. The framework’s objective is it to maximize the 
measurement software quality, in terms of flexibility, reusability, main-
tainability, and portability, by simultaneously keeping high efficiency lev-
els. Moreover, the framework can be configured for satisfying a large set 
of measurement applications in a specific measurement application field. 
It is characterized by (a) flexibility in the rapid and cost effective realiza-
tion of “scriptable” applications, including prototyping in an R&D con-
text, (b) a modular architecture to mix and reuse components chosen from 
an incremental library, and (c) high performance to exploit the increased 
throughput of the new transducers and acquisition systems.

The examples of framework applications in this book refer to an 
implementation in C++, mainly based (a) on Object-Oriented Program-
ming (OOP) and (b) on an innovative technology, the Aspect-Oriented 
Programming (AOP) [26]. The latter technique extends the objects capa-
bilities in order to encapsulate features transversal to several functional 
units (crosscutting concerns) by means of new software modules, the 
aspects.

Moreover, after the kernel and the main components of the framework 
are available, the framework’s key user, the test engineer, needs an easy 
and fast way to formalize the test procedure by means of measurement 
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scripts. To achieve this goal, a Measurement Domain Specific Language 
(MDSL) is presented in this book.

Finally, also suitable means for automatically generating user inter-
faces are illustrated. The practical goal is to allow programmers, as test 
engineers, who are not typically trained to design graphical interfaces, 
to easily produce good Graphical User Interfaces (GUIs) for their 
applications.

In the following, the main contents of the book are outlined.
In Chapter 1, an overview of the world of software for measurement 

and test applications is given. For this purpose, the application software is 
classified in two main groups: (a) measurement software in market solu-
tions and (b) software in the state of the art of research. In the first group, 
the main solutions of measurement software producers are reviewed, by 
establishing criteria for classifying the related products. In the second 
group, software applications developed in the field of instrumentation and 
measurement research are examined, by looking for a conceptual classifi-
cation of the related scenario.

In Chapter 2, software frameworks are presented and the main 
related concepts are introduced. Subsequently, these principles are 
examined in the more specific case of software frameworks for measure-
ment automation applications, by discussing their rationale and main 
features. Then, a section is dedicated to the introduction of Domain 
Specific Languages (DSLs). Finally, the requirements and desirable 
features of a software framework for measurement applications are pre-
sented in relation to the different types of users who would interact with 
such a system.

Chapter 3 continues the travel throughout the software for measure-
ment applications, by focusing attention on one of the most important 
paradigms of the last decades: the Object-Oriented Programming. First, 
the main concepts of object-oriented programming are presented. Then, 
main concepts of design patterns of Object-Oriented Programming are 
highlighted. Finally, the main concepts of Aspect-Oriented paradigm are 
illustrated by emphasizing the advantage of its use in measurement appli-
cations.

Chapter 4 presents the design of a software framework for automatic 
measurements application, based on Object-Oriented and Aspect-Oriented 
programming. Initially, the paradigm of the framework is introduced, by 
highlighting the basic ideas leading to its conception and design, as well 
as its architecture at the structural and functional level. Then, the main 
components of the framework are described, by firstly introducing the 
corresponding state of the art, the leading concepts, and the architecture 
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with their main modules. The review starts with the Fault Detector, aimed 
at identifying and locating failures and faults, transparently, to the user. 
Fault detection is a crosscutting concern; therefore, the design is led by 
an Aspect-Oriented approach. Then, the Synchronizer, aimed at coordi-
nating measurement tasks with well-defined high-level software events 
(e.g., start and stop, or device events), is presented. The review continues 
with the Measurement Domain Language, aimed at specifying complete, 
easy-to-understand, -reuse, and -maintain applications efficiently and 
quickly by means of a script. Finally, the Automatic Generator of User 
Interface, aimed at separating the user interfaces easily from the applica-
tion logic for enhancing the flexibility and reusability of the software, is 
illustrated.

In Chapter 5, the assessment of the software quality for measurement 
software frameworks is presented. First, main concepts of software qual-
ity are introduced very synthetically from a general perspective. Then, the 
approach proposed in the standard ISO 9126 is chosen as reference model 
for the quality assessment of measurement and test software. Finally, a 
method based on specific metrics for assessing the degree of flexibil-
ity achieved by a software framework for measurement applications is 
presented.

In Chapter 6, an overview of a case study of the software framework 
for magnetic measurements realized at CERN in cooperation with the 
University of Sannio, the FFMM [27], is provided. Initially, a background 
on the application context of testing magnets for particle accelerators is 
given. In the second part of the chapter, an outline of the FFMM project is 
given. In particular, the FFMM is presented by introducing its main design 
concepts and architecture. Subsequently, its main components, the Fault 
Detector, and the Synchronizer, are described, by highlighting their archi-
tectures and the implementation of their classes. Finally, the application of 
the Measurement Domain Specific Language (MDSL) and the Graphical 
User Interface engine are reported.

In Chapter 7, some implementation examples in C++ code of the most 
significant part of the framework FFMM at CERN are illustrated. The 
examples are chosen by referring to the main layers of the framework 
architecture. In particular, for each service layer, implementation details 
about the layer structure and some devices classes are shown.

In Chapter 8, the validation of the framework components, the Fault 
Detector, the Synchronizer, the MDSL and the Advanced Generator of 
User Interfaces is treated. Each component was validated in different 
case studies. The Fault Detector was analysed in a rotating coil system 
for magnetic measurements; the Synchronizer in a magnetic permeability 
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measurement system; the MDSL in a superconducting magnet testing and 
magnetic permeability measurement, and the Advanced Generator of User 
Interfaces in a magnetic permeability measurement system.

In Chapter 9, a specific discussion on the goal achievement in func-
tional terms is presented for the FFMM as a whole. FFMM was used to 
develop applications for different measurement activities currently car-
ried out at CERN. Different application scenarios are a good test bed for 
checking FFMM’s capability on offering an environment for a fast devel-
opment of several measurement applications with different requirements. 
The discussion is focused on describing the measurement procedure, the 
test station, and the experimental results for measuring the magnetic per-
meability by means of the split-coil permeameter and the magnetic field 
by means of the rotating coils, as well as for testing and compensating the 
field distortion of the superconducting cryo-magnets of the LHC. Finally, 
a specific assessment of the flexibility of the FFMM is presented on the 
basis of the method presented in Chapter 5. The impact of adding or mod-
ifying a device, changing service strategies, and implementing new mea-
surement algorithms is highlighted.
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CHAPTER 1

SoftwAre for meASurement 
ApplicAtionS

The real danger is not that computers will begin to think like men,
but that men will begin to think like computers.

—Sydney J. Harris

1.1 OVERVIEW

Main objective of this chapter is to analyze the world of software for mea-
surement and test applications. With this aim, two main groups are con-
sidered: (a) measurement software in market solutions and (b) software 
in the state of the art of research. In the first group, the main solutions of 
producers are reviewed, by establishing criteria for classifying the related 
products. In the second group, software applications developed in the field 
of instrumentation and measurement research are examined, by looking 
for a trend in the related scenario.

1.2 BASICS

Automatic test and measurement (or data acquisition) systems are used to 
assess experimentally parameter values of a process or a product. They are 
different from the monitoring systems integrated in process/plant super-
vision and control, because the measured values are not used directly 
(i.e., as a part of the same system) to automatically adjust the system under 
test [1].

Moreover, for both the cases, increasing automation in the produc-
tion process amplifies more and more the need for accurate measurement 
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systems for quality control and, consequently, the need for developing 
related software. The choice of the right application software for an auto-
matic measurement system is an important step for all the test operators. 
As a matter of fact, the software is the core of modern automatic measure-
ment systems, and the main imperative in the selection of a development 
tool is the scalability as the measurement systems matures, in order to 
avoid rewriting the code.

But software developers also face the challenge of producing reliable 
and high-quality applications in a very-short time [1]. Moreover, another 
ongoing need is the integration of different families of various measure-
ment instruments, by minimizing configuration and measurement time. 
Finally, the software for measurement applications should be highly 
effective in exploiting first the increased throughput of the new trans-
ducer and acquisition systems and, at the same time, keep flexibility, reus-
ability, maintainability, and portability, in order, to maximize its quality. 
In particular, in this context,

1. flexibility means the capability of satisfying a large set of mea-
surement applications, possibly in different fields, with rapid and 
cost-effective realization, especially in research and development 
environment;

2. reusability of components is aimed at adding new features with 
minor code alterations, as well as with reduced implementation 
time and bugs probability, owing to the preceding testing and use;

3. maintainability is aimed both at an easy revision after release, in 
order to correct faults and improve performance or other attributes 
and error correction, and at optimizing performance and features, 
by removing obsolete capabilities; in fact, during the software life, 
evolution is unavoidable, thus suitable mechanisms must be set up 
for crafting, assessing, and tracing modifications; and

4. portability, by suitably abstracting between application logic and 
system interfaces, for exploiting the same code in diverse environ-
ments, in order to reduce development cost when producing for 
several computing platforms.

In the upcoming sections, main measurement software applications 
are reviewed in order to highlight key features, analyze principal market 
solutions, companies, and products (Section 1.3). Then, the horizon of the 
investigation is broadened to the software for research and development, 
in order to focus on the main motivations and needs in current innovation 
trends (Section 1.4).
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1.3 MAIN MARKET SOLUTIONS

In this section, first the main criteria for addressing the right choice of 
software for automatic measurement systems are highlighted; then, the 
corresponding main market solutions are analyzed.

1.3.1 CRITERIA FOR CHOOSING SOFTWARE

Generally, the main criteria for choosing the right software environment for 
developing successfully and effectively a high-quality measurement appli-
cation are the flexibility respect to the application, the usability for nonspe-
cialized users, the integrability with existing applications, the information 
availability, and the software history (i.e., stability and longevity) [2].

About flexibility, software applications range from ready-to-run 
programs to environments for developing fully customizable applications. 
Although the choice of a software environment is based on the current 
development requirements, an important factor is how the application can 
scale and solve problems over time. Specific measurement procedures 
use software tools with a set of features for a limited subset of hardware 
options. The current and over-time scaled requirements are met by suit-
ably selecting a development environment allowing custom applications 
to be created. Development environments for measurement application are 
extremely flexible, allowing instrumentation drivers to be integrated into 
the software and a custom user interface to be developed. The only trade-off 
is the time spent learning their use and the related programming language. 
Although this could seem a negative aspect, the development environments 
provide a variety of information resources, including online and live train-
ing, getting-started examples, community forums to share code, and so on.

Another key criterion for a good selection is the usability of the soft-
ware application, that is, the time needed to learn the new software. This 
is different for each user and depends on the type of the software appli-
cation. Users spend considerable time to learn the language used within 
the development environment. Ready-to-run software tools are the easiest 
and fastest to learn, because programming details are excluded from the 
users. If the choice of a new environment requires one to learn a new 
programming language, the users consider the software as aimed at solv-
ing the current application problem, rather than at low-level encoding. 
Programming languages, such as C++, are more challenging to learn for 
their complex grammar and syntax rules. Graphical programming lan-
guages are easier to learn for their intuitive nature, but are not as wide-
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spread as standard de facto traditional languages [2]. Moreover, their level 
of abstraction is higher, and does not provide the possibility of program-
ming at low-level by accessing directly hardware features for optimizing 
time and memory use in constraining real-time applications.

Integrability is the capability of the application software to be inter-
faced effectively with instrumentation and measurement setup, and with 
other software tools for data analysis, visualization, and storage. In most 
cases, the existence of a software driver of a measuring device is not 
sufficient for its direct integration into the automatic measurement system. 
The most important thing is to choose a software driver or a tool directly 
compatible with the software application as a whole. In most measure-
ment applications, tools for data analysis are designed directly for data 
acquisition through suitable signal manipulation aids [2]. Furthermore, 
the application software usually should have an easy way to visualize the 
acquired data. Finally, the application software should integrate easily 
with system and data management software to store data of tests.

About information availability, the chosen development software 
should be surrounded by a certain amount of knowledge. A wealth of 
resources and information makes learning a new software tool easy for 
each user, by guiding the application development with suitable feedback. 
Before choosing a development tool, the best practice is to take the infor-
mation about existing case studies and gain as much knowledge as possi-
ble about their positive and negative aspects.

The reuse and scalability of a measurement system depends on the sta-
bility and longevity of the application software, in order to avoid obsoles-
cence in short time. For software reuse, the abstraction plays a central role 
in order to make intuitive and expressive the application software. More-
over, scalability, conceived as the “ability of a program to adapt effectively 
to variation in data size,” allows the measurement software to process well 
both small and large data sets, independently of the device setup size.

1.3.2 MARKET LEADERS AND PRODUCTS

In this subsection, the software market for measurement applications is 
analyzed according to the aforementioned criteria in order to depict a sce-
nario of the commercial products. The resulting tree of the main market 
solutions is represented in Figure 1.1, highlighting producers and their 
software. A further important objective criterion is that the producers con-
sidered in Figure 1.1 have been leaders in the market for at least the last 
30 years. The tree does not have the presumption to be neither exhaustive 
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nor objective, in the sense that the classification is made according only 
to the earlier criteria and, above all, for purposes functional to the book 
exposition. Moreover, the classification does not express any judgment 
about a scale of quality of the products, and reflects only personal ideas 
of the Authors. Finally, the corresponding market picture is taken at the 
moment of the book publication, without any presumption to be durable 
over a long time.

In particular, the following main producers are highlighted: 
(1) National Instruments, (2) Agilent Technologies, (3) Azimuth Systems, 
(4) EADS North America, and (5) others. Indeed, these producers are the 
leaders of measurement application systems, as producers, above all, of 
measurement instrumentation (devices, sensors, transducers, analyzers, 
and so on), and, only after, of software for measurement application. This 
aspect is common to all the producers, main leaders, and other producers 
(Figure 1.1).

By analyzing the products, the flexibility is not really a global factor, 
but in some case it depends on the application field. Software integrability 
is subject to the use of proprietary instrumentation. Regard to usability, 
resource availability, and history, all the producers are leaders in the mar-
ket for at least 30 years, and for this reason their products are recognized 
as stable and reliable.

In the following, a short overview of the producers and their main 
products is presented.

National Instruments (NI) offers a complete software and hard-
ware platform for building an automatic test system [3]. By means of this 
platform, NI offers service programs for supporting users throughout the 
application life cycle—from planning and development up to deploy-
ment and on-going maintenance. According to the aforementioned basic 
criteria, the highest performance NI products are the Test Management 
and Development Software (NI TestStand, NI VeriStand, NI LabVIEW, 
NI LabWindows/CVI, and NI Measurement Studio) [3]. NI TestStand is 
a test management software for speeding the development of automated 
test and experimental validation systems without programming knowl-
edge. Test sequences integrating code modules written in any test pro-
gramming language can be developed. The sequences specify execution 
flow, database logging, connectivity, and reporting to other enterprise sys-
tems. NI VeriStand allows real-time tasks (I/O, profiles, and alarms) to be 
configured, system simulations to be implemented, and a run-time edit-
able user interface to be created. Control algorithms, simulation models, 
and other tasks from NI and third-party software environments can be 
imported.
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LabVIEW [4] is an intuitive graphical programming environment 
to help the user in quickly developing complex test software with sup-
port for thousands of technologies and instruments, such as multicore and 
field-programmable gate arrays (FPGAs). LabVIEW platform has seen its 
user base grow to more than one million consumers worldwide this past 
decade, to become a true de facto standard. The programming language of 
LabVIEW is a dataflow programming language, inspired by G-code. The 
execution structure is determined by a graphical block diagram (different 
function-nodes connected by drawing wires). In addition to graphical pro-
gramming, the main benefits of LabVIEW are: (a) interfacing, as access to 
many different drivers for devices and hardware instrumentation; (b) large 
libraries, a large number of function block for data acquisition, analysis, 
mathematic, signal processing, and so on; (c) code reuse, reusability of 
code without modification; and (d) parallel and multithreading program-
ming, easy to program multitask for hardware automation.

In the LabVIEW platform, further measurement application soft-
ware can be found, such as LabVIEW SignalExpress. SignalExpress is 
an interactive software package for data-logging, as well as for acquiring 
and presenting data from hundreds of data acquisition devices and instru-
ments, by allowing their analysis without programming. From a technical 
point of view, LabVIEW SignalExpress is a signal analysis software pack-
age, because the core of its features is specifically customized for this task.

LabWindows/CVI is a proven ANSI C integrated development envi-
ronment, providing test engineers with a comprehensive set of program-
ming tools, including instrument drivers and functions, analysis libraries, 
multicore programming capabilities, and assistants to auto-generate code. 
With respect to LabVIEW, hardware features of the instruments can be 
accessed at low level owing to the programming in C.

Measurement Studio is a plug-in of NI for Microsoft Visual 
Studio [5], considerably reducing application development time for creat-
ing test applications, by providing an integrated suite of measurement and 
automation controls, tools, and class libraries, specific for .NET program-
mers. The developer productivity is increased by extending the Microsoft 
.NET Framework and by providing measurement and automation classes 
as well as Windows Forms and Web Forms controls for Visual Basic .NET 
and Visual C#. Most important features of Measurement Studio are the 
advanced analysis and signal processing libraries, the engineering-specific 
user interface controls, the hardware integration, the compatibility with NI 
TestStand, the automation of the test process, and the flexible debugging.

Agilent Technologies represents a company leader in the field of 
measurement instrumentation and application software [6]. Its software 
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and informatics portfolio covers a broad range of analytical workstations, 
applications, workflows, and laboratory management solutions to meet the 
needs of the life sciences and chemical industries. The analysis of Agilent’s 
software and informatics portfolio points out many software tools for 
measurement application, but only few of them meet the criteria of the 
present analysis. Particularly interesting is the “Liquid Chromatography: 
Instrument Control Framework (ICF)” [7]. The ICF is a software pack-
age that makes fast and easy for third-party software providers the control 
of Agilent liquid chromatography systems through their data systems or 
workstations. ICF contains instrument drivers and user interfaces, and pro-
vides a simple programming interface for third-party software connectiv-
ity. The main technical feature of ICF is the application-oriented nature of 
software, though limited to liquid chromatography systems, and the strict 
linking with specific Agilent instrumentation. OpenLAB Laboratory 
Software Framework is an Agilent software tool with a new approach for 
managing laboratory data [8]. Agilent OpenLAB is more than a laboratory 
database, in particular it represents a framework for managing laboratory 
content and work processes. The main features of OpenLAB are: scalable 
architecture, protect and secure data, centralized management, support for 
laboratory business processes, and flexible deployment [8]. Agilent VEE 
(Visual Engineering Environment) [9] is a graphical language environ-
ment, designed to provide a quick path to measurement and analysis. The 
main features of VEE are: (a) a virtual environment (objects or instru-
ments, wires, data flows, and so on), to design the measurement setup; 
(b) tools to create and to debug programs easily; and (c) multithreading 
technology and multicore programming. Agilent BenchVue [10] is an 
intuitive software environment that accelerates testing by providing mul-
tiple instrument measurement visibility and data capture without program-
ming. The main specifications of BenchVue are: viewing, capturing, and 
exporting measurement data.

Azimuth Systems is a leading provider of wireless broadband test 
equipment and channel emulators for LTE-Advanced, LTE, WiMAX, and 
other 2G/3G/4G technologies [11]. Azimuth’s products are used by the 
world’s foremost wireless semiconductor and system vendors, as well as 
by leading service providers, to speed time-to-market and improve wire-
less service quality. Azimuth’s fully integrated software architecture is 
designed to efficiently manage all the aspects of wireless testing, from test 
configuration to results analysis. In particular, Azimuth DIRECTOR™ II 
is a flexible software management tool that enables automation of custom 
test plans, runs standard scripts, and manages all the devices in the test-
bed [12]. Director II has a modular architecture, with five primary appli-
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cations: (a) TestBed Manager, providing a common, centralized interface 
to control and manage all the test bed devices within the test environment; 
(b) Test Builder, enabling engineers to easily construct flexible test scripts 
without knowledge of Test Control Language programming; (c) Test 
Driver, providing an intuitive interface to Azimuth’s standard scripts for 
performance and certification and to custom developed scripts; (d) Test 
Scheduler, a batching and scheduling application allowing users to orga-
nize and batch a group of test scripts, with sequence and scheduling flexi-
bility; and (e) Test Editor, a script editor enabling engineers to create their 
own customized test scripts.

EADS North America Test and Services, a division of EADS North 
America, is a complete test and measurement systems provider [13], offer-
ing a full-range of products and capabilities, such as integrated test solu-
tions, complete turn-key hardware and software systems, custom designs, 
commercial-off-the-shelf (COTS) instrumentation, engineering solutions, 
and test software. EADS North America Test and Services has a leading 
role in software development for test instrumentation that supports flight 
hardware, guidance systems, aircraft engines, and other mission-critical 
systems. The ActivATE platform and the TYX product line (PAWS, 
TestBase, SigBase, and Test Requirements Document (TRD), not pointed 
out in Figure 1.1 for conciseness) represent the main software products 
[14] in the measurement application software. ActivATE is a platform to 
develop software, providing both runtime and development environments 
for Automatic Test Equipment (ATE). It is an open architecture Integrated 
Development Environment (IDE), allowing the user to rapidly and intu-
itively build test programs for ATE. The ActivATE™ Test Platform is a 
software environment based on the .Net architecture. PAWS Developers 
Studio is a product to compile, modify, debug, document, and simulate the 
operation of the Abbreviated Test Language for All Systems (ATLAS), a 
military standard language for automatic testing of avionics equipment 
[15] test programs in a modern Windows NT Platform environment. A full 
range of the most-commonly used ATLAS Language subsets is supported. 
A PAWS Toolkit can modify the ATLAS Language subset to meet the 
particular ATE configuration. TestBase is a test executive supporting the 
visual development, database storage, and run-time execution of test strat-
egies (also known as test plans or test sequences). TestBase modular and 
open architecture enables system integrators and end-users to custom-
ize and extend the product and to integrate additional third-party appli-
cations. The entire ATE lifecycle (new, rehost, and legacy) is supported 
through common user interfaces, configuration management capabilities, 
and automatic generation of development documentation. SigBase is an 
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IEEE-1641 [16] compliant signal-based test environment, supporting the 
visual organization and execution of IEEE-1641 strategies created from 
basic signal components and test signal frameworks. SigBase is also an 
International Traffic in Arms Regulations (ITAR)-controlled product [17], 
that is, SigBase is considered a defense-related service, so the export and 
import of this is controlled by ITAR.

The TRD System helps users to develop and document the strategy 
and structure of test programs, using suitable screens, flowchart genera-
tion tools, and documentation formats, all in accordance with the most 
popular military standard formats or with unique custom formats. ATLAS 
test program can be automatically generated from the information pro-
vided by the user. Like SigBase, TRD is an ITAR-controlled product.

The producers labeled others (Figure 1.1) represent a group of mea-
surement application creators of market impact not comparable to the 
aforementioned companies. Indeed, PULSE platform, Data Transla-
tion, Yokogawa, and Digital Metrology Solutions have products meet-
ing the previously mentioned basic criteria of flexibility and integration of 
software. Most important drawbacks are related to the resource availabil-
ity, usability, stability, and general history. This makes it impossible as a 
plausible comparison with the main leader producers.

From a strict technical point of view, all the aforementioned products 
of all the producers can be classified in four categories: Test Management 
Software, Test Development Software, Application-based Software, 
and Signal Analysis Software. A corresponding cataloging of the technical 
categories versus producers of software packages is plotted in Figure 1.2.

The Test Management Software products (Director II, ActivATE Test 
Platform, NI TestStand, and VeriStand) are flexible measurement software 
packages integrated in a full management tool. They foster and manage 
the most important measurement steps: (1) management of all the devices 
within the test environment, (2) flexible construction of test scripts, (3) test 
driver by an intuitive interface, (4) test batching and scheduling, and 
(5) test editor for implementing measurement scripts. The main difference 
between the classes of Test Management Software and Test Development 
Software products is the management aspect. In effect, test development 
software products are measurement–oriented, that is, they represent suit-
able environments for developing a measurement application. Some prod-
ucts (Instrument Control Framework, PAWS, TRD System, Pulse Platform, 
and VIBpoint) show management and development features, but in specific 
measurement step or application. As an example, ICF and Pulse Platform 
are full measurement application platforms, but their fields of application 
are specific, liquid chromatography and sound and vibration measurements, 
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respectively. For this reason, this kind of products difficultly matches other 
fields of application, and they are inserted in the category of Applica-
tion-based Software. In the category of Signal Analysis Software, products 
such as LabVIEW Signal Express, BenchVue, and SigBase of EADS, for 
analyzing the signals in an easy and quick way are included.

1.4 RESEARCH: STATE OF THE ART

During the last decade, the need for automated tools specifically supporting 
quality control inside the actual production process is rising more and more. 
As a matter of fact, the increased quality and the improved automation level 
inside the production process require monitoring and control systems with 
higher and higher performance. This trend has dramatically enlarged the 
necessity for research and development of automatic measurement systems.

Although a substantial part of these systems is developed at a hard-
ware level, that is, connected directly to the physical world through sev-
eral sensors and actuators, an automatic measurement system contains a 
considerable amount of software. Furthermore, nowadays the need for an 
automatic support to their development is evident also [1]. As a direct 
consequence, this interest spurred the research in the field of software 
applied to measurement and test systems. The objective of this section is 
to analyze the research and the development of software in measurement 
applications, such as for industry, science, and other fields.

With respect to the previous section on main market solutions, the basic 
criteria for analyzing the state of the art in research on innovative software 
applications for automatic measurement systems are conceptually different. 
Talking about resource availability, history and stability, as well as usability 
is meaningless for scanning the research trends. Flexibility and integration 
concepts are again used, but mainly at a technical level. In scientific liter-
ature, the measurement-oriented software is integrated in automatic test or 
real-time monitoring systems. The software applied to measurement meth-
ods can be flexible with respect to the specific application field.

A more useful strategy for classifying the research state of the art is to 
analyze the software applied to automatic measurements from a technical 
point of view. From this viewpoint, in research papers, four main classes 
can be identified (Figure 1.3): Hardware and Software Platforms, Specific 
and Custom Software, Application Field Software, and Development 
Environments.

A platform includes a hardware architecture and a software framework 
combined to run application software. Typical platforms include operating 
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system, computer architecture, programming languages, and related user 
interface (run-time system libraries or graphical user interface).

On the market, specific or custom software (also known as bespoke 
software or tailor-made software) is expressly developed for some definite 
organizations or users. In scientific research, the concept is analogous, but the 
organization and the user are replaced by specific instrumentation, devices, 
sensors networks ,or particular setup, applied and found in literature.

The third possible synthesis approach is to classify the software of 
research according to the application field, although the experimental 
measurement software touches multiple field of research.

Finally, the software can be classified (Figure 1.3) according to the 
environment or language used for implementing the measurement system 
(.Net, Object-Oriented, Matlab, etc.).

A development environment is a crucial element in software produc-
tion. An environment might be defined in the simplest case, even, as a 
place to launch software. Application software can depend on the features 
of the particular environment, either on the hardware and operating sys-
tem, or the virtual machine it runs on. This is a transversal criterion com-
mon to all the aforementioned classes, for this reason the related research 
trends were classified separately at the bottom of Figure 1.3.

In the following, the synthesis tree of Figure 1.3 is discussed, by 
referring to its previously mentioned main classes of research trends: 
(a) Hardware and Software Platforms, (b) Specific and Custom Software, 
(c) Application Field Software, and (d) Development Environments.

1.4.1 HARDWARE AND SOFTWARE PLATFORMS

In literature, the research trends related to Hardware and Software Plat-
forms point out different features, mainly of hardware and software nature, 
or specific technical keywords, such as flexible, frameworks, distributed, 
and so on. Accordingly, the corresponding branch of the tree in Figure 1.3 
is divided in two main trend sets: Flexible Measurement Systems and 
Distributed and Diagnostics Systems.

1.4.1.1 Flexible Measurement Systems

In general, research trends on flexible measurement systems put main  
design focus on flexibility, modularity, generality, and hardware 
independence [18]. They represent software architectures meeting specifi-
cally these requirements by innovative solutions, and structures expressly 
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conceived for implementing versatile measurement systems. Typically, 
flexible measurement systems are based on software packages (monitoring 
with data acquisition, processing, transmission, and storing, as well as result 
analysis), with various possibility of communication [19]. They are applied 
to different industrial operation, such as the protection of plants operation, 
system supervision, fault detection, and provision of measured values. In 
research trends about flexible systems, the other two specific classes can 
be distinguished as: Software Frameworks and Specific Hardware systems 
emphasizing software and hardware aspects, respectively.

Software Frameworks

All the innovative measurement systems exploiting a software framework 
privilege flexibility and integration. A framework allows software for mea-
surement and test applications under highly and fast-varying requirements 
to be developed easily. The framework can be configured in satisfying a 
large set of measurement applications in a generic field for an industrial 
test division, a test laboratory, or a research center [20]. A software plat-
form can be designed for particular hardware or functional requirements, 
but with the specific aim of providing the development of new features 
[21, 22]. Other types of frameworks are general tools for automatically 
analyzing the measurement data [23–25], or the dependability of measure-
ments and algorithms on distributed systems [26].

The generic Object-Oriented based frameworks present the main 
advantages of Object-Oriented Programming: encapsulation, inheritance, 
flexible-construction, and multitask options. These features make the 
measurement approach strongly oriented to software integration, with the 
effect of supporting dynamic modeling and data fusion of instruments. 
This allows both Object-Oriented databases to be created for measure-
ment, and expert systems or test platforms to be built for processing 
measurement information [27–31].

A model-driven paradigm for defining measurement/test procedures, 
configuring instruments, and synchronizing tasks is applied to a flexible 
framework for maximizing the software quality [20, 32]. The final goal 
of the project, presented in [33], is to design, implement, and deploy an 
extensible, flexible, and dynamic system. A framework can be provided by 
a powerful mechanism to adapt component-based distributed applications 
to changing environmental conditions [34].

An increasing research trend is arisen aimed at conceiving measure-
ment frameworks [35, 36] for general-purposes and rapid prototyping of 
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applications for end-to-end sensing systems, in order to monitor and diag-
nose problems on a wide-area network [37]. In [38, 39], global framework 
for monitoring, control, and optimization of power electronics systems 
are described. Component-based frameworks for data stream processing 
are presented for highly distributed measurement systems [40, 41]. Other 
software development environment, framework-based, provide a graphi-
cally programming way to quickly build automatic test and measurement 
systems [42].

Specific Hardware

Sometimes, software packages are present in specific hardware-based 
measurement systems for keeping specifically the feature of flexibility. 
This class of works treats different measurement fields (monitoring), and 
aspects (analysis, simulation, and design).

About monitoring and analysis, as an example, in [43], the data acqui-
sition hardware platform of three-dimensional machining force measure-
ment presents a flexible software package for online monitoring, analysis, 
and testing. Analogously, flexible monitoring and signal processing plat-
forms with modular software were developed for biomedical application 
[44, 45] and vibration analysis [46].

Regarding simulation and design aspects, a flexible radar system sim-
ulator applied for tank level measurement emulates the effects of antenna 
designs, thus to accelerate the verification process [47]. In [48], the design 
of an experimental flexible energy measurement system, consisting of dis-
tributed sensor networks with versatile and agent-based communication 
software is treated. A structured graphical method applied to design and 
implement intelligent instruments is presented in [49], where the concep-
tualization of the system is put in a new graphical Object-Oriented tool.

1.4.1.2 Distributed and Diagnostics Systems

In literature, a subgroup of research trends on flexible measurement sys-
tems is devoted to distributed and diagnostics-oriented measurement 
systems. Differently from a traditional centralized data acquisition, the 
approach is to distribute the devices around the specific application, in 
order to both interact locally in the test environment, and have a cheaper 
and low complex system. Research is devoted to integrated software 
platforms for test and diagnosis based on data services, packages, and 
definition of interfaces [50–52]. New software tools are applied to 
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measure the temperature and humidity accurately with low cost [53, 54]. 
Particular attention is paid to the management software of the acquired 
data, in monitoring applications [51, 55], to automate the measurement 
tasks [56, 57]. The development of virtual instrumentation is presented in 
[58], applied to torsional vibration and phasor measurement, respectively. 
A platform for simulation and real-time autonomous guided vehicles nav-
igation [59] employs software architecture and code to reduce develop-
ment time necessary for debugging, optimizing control algorithms, and 
identifying system.

Web-based

A further significant research trend is devoted to distributed measurement 
systems classified as web-based (Figure 1.3), owing to their feature of 
remote control and monitoring by the internet. In this class, other sub-
trends can be identified, according to the application (integrated labora-
tory, and industrial process), software programming (Object Oriented), 
and environment (WWW-based). In [60–63], integrated laboratory envi-
ronments are aimed at providing remote access to heterogeneous equip-
ment for a multiplicity of users. Web tools, based on Object-Oriented 
programming and client/server communications, have been developed for 
allowing remote configuration and flexible management of remote instru-
ments [64–66]. In [67] and [68], WWW-based software environments are 
used for the design of panels of virtual measuring instruments, and for 
measurement data access, respectively. Integrated systems, again based 
on the web, are applied to remote monitoring and control of industrial 
processes [69].

1.4.2 SPECIFIC AND CUSTOM SOFTWARE

In the state of the art of research, often software applied to measurement 
is difficult to identify, and most of the times, it’s hidden in the hardware 
description. From this point of view, another category of software appli-
cation, Specific and Custom Software, is identified (Figure 1.3). In this 
category, the software applied to measurement systems, which cannot 
be considered as platforms or flexible systems, is included. However, by 
analyzing the literature, different technical features of these specific and 
custom systems can be distinguished. The technical features are referred 
to the following particular application system: (1) Automatic and Control 
Systems, (2) Sensor Networks, and (3) Dedicated Devices. In the follow-
ing, a general discussion of these software applications is presented.
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1.4.2.1 Automatic and Control Systems

Among the specific and custom software, a first significant category is rep-
resented by software applied to automatic and control systems. The nature 
of a control system of a process involves first a comparison between the 
current measurements and a reference value, and, then, in presence of 
differences, a suitable feedback response. The main feature of this kind 
of systems is the specific application to be controlled, and from this, the 
relative software is specific and customized to the control application. 
An additional sub-classification can be carried out according to the control 
field (energy, transmission, motion, monitoring, and graphical).

About energy control software, typical significant examples are vir-
tual instrument software, developed for automatic measurement systems 
applied to power systems monitoring [70], or to battery resistance mea-
surement [71]. Moreover, a multifunctional virtual instrument system for 
harmonic measurement of voltage and current signals is designed and 
implemented in [72].

In the transmission control field, an UHF radio-frequency identifica-
tion tag test and measurement system based on virtual instrument program-
ming is proposed in [73]. In a power flow controller of AC transmission 
system, a software development system for measurement and control field 
is employed for the system application [74].

For measurement and control on high-precision motion platforms 
[75, 76], software systems are implemented to controlling the main com-
ponents of high-precision system. Based on the principle of virtual instru-
ment, a measurement and control system for sling stretch test machine 
was constructed via the software platform [77], and for motion control of 
pipeline inspection robot [78].

For condition monitoring application, the design and development of 
the data-acquisition and storage parts of a measurement system include 
pc-based software implementation of virtual instruments [79, 80].

Finally, a graphical software tool with user interface was imple-
mented to assist the selection of extrapolation methods for moving-boat 
ADCP streamflow measurements [81].

1.4.2.2 Sensor Networks

A sensor network consists of spatially distributed autonomous sensors 
for monitoring physical and environmental conditions. Most modern 
networks are wireless and bidirectional, also to enable complex plants 
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control, and are used in many industrial and consumer applications, such 
as health monitoring, industrial process, machine control, and so on. Sim-
ilar to the previous class of automatic and control systems, the sensor net-
works depend strongly on the field application, and on the particular case 
of study. For this reason, the related software can be considered as specific 
and case study-oriented.

For continuous monitoring with multisensor data acquisition GPS-
based technology, the measurement techniques are based on gener-
al-purpose [82] and on embedded software [83]. In [84], a temperature 
measurement and control system for constant temperature reciprocator 
platelet preservation box is designed based on Fuzzy-PID control, and vir-
tual instrument software. A Multipoint Wireless Measurement System is 
presented with multiple sensors transmission and virtual instrument inter-
face for data processing [85]. A virtual instrumentation support system 
that permits to run several concurrent virtual instruments has been devel-
oped like a multitasking graphical environment [86].

1.4.2.3 Dedicated Devices

The class of software for dedicated devices includes all the packages 
designed and conceived for custom devices set apart for special applica-
tions. In this class, different purposes or trends can be identified, such as 
integration, control, flexible or user friendly features, general measure-
ment, and monitoring systems.

About the integration and control, for the online diagnosis of reactive 
plasmas, a flexible data acquisition and automatic control system based 
on virtual instrument programming [87] was designed to control and inte-
grate all the stand-alone measurement instruments including a spectrom-
eter, a high-performance oscilloscope, a laser system, and a digital delay 
generator into a single personal computer-based control unit. In [88], for 
the Ionospheric Bubble Seeker, a new post processing technique based on 
the Java programming language was developed for all the operating sys-
tems and allowing also a remote control. Also integration-oriented are the 
virtual instruments presented in [89, 90], the former is an auto-measure-
ment system of wave-plates phase retardation, and the former a software 
for tests of the Large Binocular Telescope. In [91], the control software of 
an ultrasonic sensor for pressure measurements is constituted by a virtual 
instrument.

About the flexibility aspect and the capability of making user friendly 
a particular hardware, typical examples are related to a virtual instrument 
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integrated with a power network analyzer [92] or the implementation of 
the measurement communication of a weather station [93].

Other dedicated devices are inserted in traditional measurement and 
monitoring systems, such as the system applied to the leakage current of 
insulators using a virtual instrument for analyzing the data [94], and the 
grounding measurement system of substations adopting a virtual instru-
ment to implement the small electric current method [95].

Finally, in [96], custom software is implemented for measuring RF 
chip properties and for simulating the system.

1.4.3 APPLICATION FIELD

The objective of this section is to highlight the main application fields 
touched by the development of new measurement software in research lit-
erature. Starting from the aforementioned analysis (Platform and Specific 
Software) of the state of the art, Electronics [39, 46, 47, 57, 61–63, 72, 73, 
75, 86, 92, 96], represent the main investigation topic, and thus, the first 
and main subject in the tree (Figure 1.3) is logically the development of 
electronics applied to measurement. Main contributions can be found in 
Diagnostics [25, 33, 36, 37, 40, 50, 52–54, 69, 78, 83], Physics [20, 22, 
27, 28, 30, 32, 41, 68, 75, 87] and Energy [38, 48, 58, 71, 79, 80, 82, 85, 
94, 95] fields.

During the last decade, the main innovation demands have occurred 
in the field of automatic control and industrial measurement for enhance-
ment of the product quality. Regarding world research centers, the growth 
in number and size of the research centers has prompted the development 
of new software for the management of the procedures and methods of 
measurement. In the field of Energy, the greatest stimulus for the devel-
opment of new software has been given by the growing economic inter-
ests and the need for managing the distribution network. Other promising 
fields where the measurement–oriented software has grown are repre-
sented by Biology [21, 56, 84], Medicine [24, 35, 44, 45], and Mechanics 
[59, 76, 77, 91].

1.4.4 SOFTWARE ENVIRONMENTS

In literature, different platforms or programming languages, used for 
developing the measurement applications, can be identified. In first anal-
ysis, main consideration regards the impossibility of finding a direct link 
between technical software features and the used software platform. How-
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ever, two main trends can be identified: the former is related to the trans-
versal use of user-friendly platforms, and the latter to the link between 
the nature of the measurement application and the choice of the imple-
mentation environment. For the first trend, the graphical programming 
language (LabVIEW of NI, in Figure 1.3) shows usability greater than 
the Object-Oriented programming in all the custom applications and 
in few flexible measurement systems. This aspect depends both on the 
typology of measurement application, and on the possibility of reusing 
the ready-implemented software. From this point of view, the commercial 
software platforms, such as LabVIEW, are advantaged with respect to the 
custom platforms to provide programming developed from scratch. About 
this second trend, the choice of implementation platform depends strictly 
on the size and type of measurement application. In the research project 
application of large size and particular typology, the trend of using the 
Object-Oriented Programming can be identified.
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CHAPTER 2 

SoftwAre frAmeworkS for 
meASurement ApplicAtionS

If you want to teach people a new way of thinking, don’t bother trying 
to teach them.
Instead, give them a tool, the use of which will lead to new ways of 
thinking.

―Richard Buckminster Fuller

2.1 OVERVIEW

In this chapter, the general topic of software frameworks is presented 
and the main related concepts are introduced. Subsequently, these prin-
ciples are examined in the more specific case of software frameworks for 
measurement applications, by discussing their rationale and main fea-
tures. Then, a further section is dedicated to introduce the related theme 
of Domain Specific Languages that are vital for software frameworks. 
Finally, the requirements and the desirable features of a software frame-
work for measurement applications are summarized in relation to the dif-
ferent types of users who would interact with such a system.

2.2 GENERAL CONCEPTS

In software development, a framework is a well-defined support structure 
for organizing and developing a software project. The user is provided 
with more or less integrated (but surely helpful) tools and interfaces in 
order to facilitate the development of projects. A framework may include 
support programs, libraries, a scripting language, and other software 
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tools to help develop and link the different components of a software 
project.

The design of a framework usually addresses issues not correspond-
ing to the final applications produced through the framework itself. 
Frameworks are realized with the aim of facilitating software develop-
ment usually abstracting to the single specific application. The main objec-
tive is to allow final users to spend more time on meeting the application 
requirements, rather than dealing with the low level details for the imple-
mentation of a working system. Framework design should be, as much as 
possible, general and independent on the details of a specific target appli-
cation, so it can be easily adapted to the needs of new applications, which 
were not originally foreseen at an early development stage. At the same 
time, a suitable design approach should be employed in order to allow the 
resulting framework to effectively produce high-quality software for each 
target application.

From a structural point of view, according to the Object-Oriented 
Paradigm, a framework can be seen also as a partial design and imple-
mentation of an application in a given domain [1]; it is therefore defined 
by a set of abstract classes and the way the instances of those classes inter-
act. The features and the architecture of the framework can be adapted 
and combined to create complete applications. Thus, frameworks pro-
vide Object-Oriented systems with a higher level of reuse and allow for 
a considerable reduction of the effort necessary for the realization of new 
applications.

Frameworks should not be confused with libraries of classes, because 
some essential features differentiate these two categories. The main and 
peculiar difference is that the framework, besides containing a set of 
classes and interfaces, includes also a suitable infrastructure specifically 
aimed at a substantial reuse of the code (e.g. for managing flow control, 
objects interaction, and so on). In the framework operation, this feature 
results in a significant reduction of the amount of additional code required 
for the development of new applications. Furthermore, once the infra-
structure has been tested and validated, its reuse will produce applications 
that are intrinsically robust to small-term variations in requirements, that 
is, flexible in the short term.

Obviously, these benefits demand in return a different approach to 
the development of new software applications, where the advantages of a 
framework are achieved in the long term. Correspondingly, the develop-
ment of a framework demands a greater effort in terms of design, imple-
mentation, and also user training, when compared to a single stand-alone 
application, but when the number of applications to be handled grows over 
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time and new programs have to be developed, the benefits of the frame-
work become evident.

A traditional classification of frameworks can be found in [2], where 
three categories are proposed: 

• Application frameworks, which encapsulate software expertise 
at a professional level applicable to a wide range of programs. 
These frameworks include a horizontal set of functions, common 
to professional software and independent of the application, to be 
exploited across the user domains, for example, Graphical User 
Interfaces, documents, databases, and so on.

• Domain frameworks, which help to implement programs for a given 
application domain. Frameworks of this type include a vertical set 
of functions, related to the application domain; they are specifically 
designed for reducing the amount of work required to develop an 
application in the target domain.

• Support frameworks, which address very-specific system-level 
applications like memory management, or file systems, and are 
sometimes used with the aforementioned application or domain 
frameworks to simplify the development of programs. 

Another classification proposed in [2], is based on how a framework 
is used, namely, depending on whether the user can derive new classes or 
rather instantiate and combine already existing ones:1

• Architecture-driven frameworks use inheritance for customization. 
Users tailor the behavior of the framework through the derivation 
of new classes and the overriding of member functions.

• Data-driven frameworks use mainly object composition for cus-
tomization. Users tailor the behavior of the framework through 
combinations of different objects. The combined objects affect 
the framework performance, but it’s up to the framework itself to 
define how the objects can be combined. 

Frameworks that can be used by inheritance only are also called 
white-box frameworks, because they cannot be extended without a deep 
knowledge of their internal working. Frameworks that can also be used 

1This categorization can be referred to in different ways, typically as 
architecture-driven versus data-driven, or inheritance-focused versus composi-
tion-focused.
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by configuring existing components are called black-box frameworks, 
because they provide components to be used by means of interfaces and 
specifications only (“black-box reuse”). Black-box frameworks are gen-
erally easier to use, because their internal mechanisms are intentionally 
hidden, completely or partially. In this case, the main drawback is that the 
adoption of a black-box reuse strategy limits the possibility of framework 
expansion to the set of components already provided by the framework 
developers [3].

In most cases, a framework does not exactly match any one of the 
categories presented earlier, but can be rather described as a combination 
of some of them. In this way, the design can be more effective in fulfilling 
the requirements for which the system is developed.

As an example, heavy architecture-driven frameworks might result in 
being difficult to use because they oblige their users to write considerable 
amounts of additional code to produce the desired behavior. Conversely, 
data-driven frameworks are generally easier to use but may show limits on 
achieving the desired behavior.

One approach for building frameworks both easy to use and exten-
sible is to provide an architecture-driven base with a data-driven layer. 
Most frameworks provide users with twofold ways on both how to use the 
built-in functions and modify or extend those functions. Typically, frame-
works’ built-in functions are used by instantiating classes and calling their 
member functions. Users can extend and modify a framework’s function 
by deriving new classes and overriding member functions. In other words, 
frameworks usually offer both white-box and black-box mechanisms; they 
have (a) a white-box layer, consisting of interfaces and abstract classes, 
providing the architecture to be used for white-box reuse, and (b) a black-
box layer, consisting of concrete classes and components inherited from 
the white-box.

2.3 WHY A FRAMEWORk FOR MEASUREMENTS?

In the management of a test and measurement laboratory, one of the main 
activities is the production of suitable software for an automatic bench, 
satisfying a given set of test requirements. This activity is particularly 
costly and burdensome when the test requirements are variable in time, 
for example, in a small metrological laboratory in charge of calibration 
of bench instruments, such as multimeters, impedance meters, digital 
counters, digital scopes, and so on. When a batch of objects to be tested 
arrives, if the test is burdensome to be carried out manually, the need for 
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developing an automatic bench arises. Test engineers define measurement 
requirements, and the automatic bench is designed and developed by lab 
technicians.

If the objects batches under test have small size, time-varying nature 
and composition, and frequent occurrence, the activity of bench automa-
tion becomes predominating with respect to the test execution. In this 
case, most significant efforts are devoted to software development.

In the last years, the problem of easy-to-assemble and -configure 
hardware has been faced progressively and effectively solved. Both 
instrumentation standard interfaces (e.g., IEC 626, VXI, PXI, and so on) 
and automatic circuit cabling devices (e.g., ADLINK PXI-7921 [4] and 
NI PXI-2529 [5]) have been successfully defined and made available on 
the market.

For the software, a different strategy has been set up, going through 
an approach of merely simplifying the programming, such as the standard 
de facto LabVIEW of National Instruments [6]: the graphical program-
ming language G, using graphical icons and wires symbolizing the data 
flow. The approach is to emphasize the objects involved in the application 
and the exchange of data among them, with little care for the temporal 
sequences of the actions to be executed. Conversely, imperative program-
ming languages (e.g., C, Python, and so on) point out the operation’s order 
and allow the temporal constraint in a measurement application to be man-
aged easily.

However, for laboratory operating with rapidly- and highly-varying  
test requirements, simplifying programming reduces the effort only 
indirectly. Moreover, the quality of the produced software, in terms of 
flexibility, usability, and maintainability, is not fostered intrinsically [7].

With the aim of developing test and measurement software, a par-
ticular type of domain framework is needed, conceived with measure-
ment applications as target domain, namely, with the purpose of allowing 
the production of high-quality measurement applications with reduced 
effort [7]. Further specific necessities are to be addressed when developing 
an automated measurement system—for example, real-time constraints or 
hardware-related requirements.

Standalone test programs are designed to solve specific problems with 
extremely limited capability to evolve. Conversely, a framework for mea-
surement applications is suitably conceived [2] to provide support for sat-
isfying a wide range of requirements. This framework could constitute a 
unified solution to drive all the existing and future park of automatic mea-
surement systems to be developed within an organization. As explained 
earlier, it would prove to be useful when a number of very specific tests 
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are expected to be developed, rapidly adapted, and performed on single 
prototypes or relatively small batches of units [7].

These tests require the control of various devices, such as transduc-
ers, actuators, trigger/timing cards, power supplies, and other devices not 
completely specified yet. Moreover, for different measurement techniques 
and tests, different algorithms have to be implemented.

The ideal situation would be to have a flexible software frame-
work, providing a robust library to remotely drive all the instrumentation 
involved in the tests, as well as the tools to help the user in the design of 
new measurement procedures for different measurement techniques. This 
has to be done while taking care of maximizing the measurement software 
quality, in terms of flexibility, reusability, maintainability, and portability, 
and by simultaneously keeping high efficiency levels.

2.4 DOMAIN SPECIFIC LANGUAGES

In recent years, the Model-Driven Engineering (MDE), a software devel-
opment methodology creating models and abstractions closer to some par-
ticular domain concepts, has been exploited fruitfully [8]. Its main aim is 
to increase the software productivity, by simplifying and standardizing the 
process of design and implementation. For software frameworks, this par-
adigm finds a concrete application in Domain Specific Languages (DSLs): 
“MDE technologies offer a promising approach to address the inability of 
third-generation languages to alleviate the complexity of platforms and 
express domain concepts effectively” [8]. As a matter of fact, in the con-
text of model-driven software development, the domain specific language 
is often exploited: MDE and DSLs are complementary and they are both 
necessary for a successful model-driven approach. 

MDE allows application-domain variability to be handled, by pro-
viding modeling dimensions for subject areas and architectural aspects. 
For example, in [9], a specific kind of automation system, called test bed, 
used in the automotive industry for developing combustion engines, is 
illustrated. Due to the ever-changing measurement tasks during engine 
development, test beds must be extremely flexible and customizable. 
MDE approach allows configuration data to be derived automatically.

Kent [10] defines two additional categories of dimensions needed for 
MDE. The former category includes various dimensions of interest, like 
different subject areas and system aspects. The latter category is less con-
cerned with the technical aspects of a system and more with organizational 
issues, like: authorship, version (as in version and configuration control), 
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location (in case the system development is distributed across sites), and 
stakeholder (e.g., business expert or programmer).

When building models in a software development process, the model 
is exploited at an intersection of the dimensions. The intersecting dimen-
sions play an important role in the choice for a modeling language (mostly 
indicated as a DSL [11]) for that particular model. For example, the sub-
ject area, the stakeholders, and the level of abstraction influence the mod-
eling language. However, a DSL for a modeling language doesn’t mean 
that it should be a visual/graphical DSL. A model is just an abstract rep-
resentation of reality and it can also be expressed using a textual DSL. In 
short: MDE methodology defines a framework of dimensions with their 
intersections, and, in this way, defines also the different models needed to 
describe a certain software application.

According to this approach, a DSL can be defined as in [11]: a pro-
gramming language, or an executable specification language, that offers, 
through appropriate notations and abstractions, expressive power focused 
on, and usually restricted to, a particular problem domain. Therefore, the 
peculiarity of DSL is its focused expressive power. A DSL can be regarded 
as a programming or specification language dedicated to a particular 
domain or problem. The benefit of a DSL with respect to a general-purpose 
language is the capability of providing appropriate built-in abstractions 
and notations. In particular, DSLs use terms derived from a model created 
for a specific problem domain and utilized for defining components or 
complete solutions to be exploited in that domain [12].

In synthesis, main advantages of DSLs are (a) to express solutions in 
the idiom and at the level of abstraction of the problem area; thus, domain 
experts can understand, validate, modify, and often even develop pro-
grams directly by themselves; (b) to enhance quality, productivity, reli-
ability, maintainability, portability, and reusability of the software; and 
(c) to allow a direct validation at the domain level: the language rules can 
include the domain regulation.

Conversely, some drawbacks arise: cost of designing, implementing, 
and maintaining a new language, as well as related to the development 
tools, burden of learning a new language, and potential loss in efficiency 
compared with hand-written code.

A new language involves the development of new parser, builder, 
and all the tools for a profitable use. This discourages the growth of new 
DSLs [13]. The break-even point can be taken down if the aforementioned 
components and tools are already available as generic elements [14] and 
they have to be only specialized to the domain of interest. If DSL develop-
ers also take care about designing the constructs of the language in a simple 
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way and with meaning related to the domain concepts, the new language 
will be easy to learn and exploited fruitfully by the domain operators.

Recently, practical [15, 16] and theoretical [17, 18] tools for DSL 
development have also been proposed, by demonstrating the increasing 
interest in such methods. Examples of useful exploitation of DSL concepts 
can be found in home automation [12], network performances testing [19], 
and programming of network devices [20]. Generally, a program written 
in a DSL is called domain-specific description (DSD) and it is compiled, 
interpreted, or analyzed by a domain-specific processor. After the com-
pilation, a textual (e.g., in a general-purpose programming language) or 
binary format output is obtained.

Furthermore, external or internal DSLs can be defined. An external 
DSL is a domain-specific solution, represented in a natural-like language 
separate from the main programming environment. It has its own custom 
syntax and a specific parser (to be implemented). An internal (or embed-
ded) DSL, instead, expresses new domain constructs within the syntax of 
a general-purpose language, suitably modified for this purpose.

A language is a set of terms and expressions bounded by a set of 
syntax and semantic rules and used for communication within a domain. 
General Purpose Languages (GPLs) are not specialized and are suited 
for a wide area of applications from business processing up to scientific 
computing. Conversely, DSLs are explicitly tailored to a target domain: 
“DSLs offer substantial gains in expressiveness and ease of use compared 
with GPLs in their domain of application” [21]. Complex constructs and 
abstraction of the domain are offered within the language, thus increasing 
its expressiveness in comparison to GPLs. The higher abstraction level, 
the compactness, and consequently the better readability/writability, allow 
expert programmers to be productive using the DSLs. This also improves 
productivity, because solutions for domain problems can be expressed by 
smaller effort, and decreases maintenance costs.

As mentioned earlier, a DSL has potential shortcomings; in fact, 
the main drawback is the related development effort. A DSL developer 
needs, at least, experience in language design and knowledge about the 
target domain. The developer has to find suitable abstractions and the right 
tradeoff between GPL and DSL constructs, as well as the language must 
be implemented and maintained.

Other problems are tool availability, user training costs, and perfor-
mance. While GPLs have a strong tool support, the corresponding tools 
for a new DSL have to be created. Proper development methods and suit-
able tools have to be chosen in order to avoid the DSL development costs 
from surpassing the estimated savings derived from its usage.
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Finally, a DSL might lead to a performance loss with respect to other 
languages. If performance is not critical, the other benefits overcome this 
problem. Otherwise, the developer has to pay special attention to achieve 
negligible performance loss.

2.5  REQUIREMENTS OF A FRAMEWORk 
FOR MEASUREMENT APPLICATIONS

Regarding the software, a traditional approach to the development of a 
measurement application often leads to limitations in the measurement con-
trol and acquisition programs, mainly associated with the relatively long 
time needed for development iterations (cycles composed by the steps of 
specification-programming-debugging-validation). As an example, mea-
surement programs often implement a large spectrum of preprogrammed 
configurations that are accessible by the user, but they require software 
specialists for extending the set of configurations to cover new test and 
analysis requirements. For this reason, more advanced design principles in 
the field of software engineering have to be considered by introducing the 
concept of framework, as previously discussed in this chapter.

The framework should facilitate the development of new measure-
ment programs, mainly by allowing easy modifications and extensions 
of already existing test software simultaneously. Given a set of measure-
ment requirements to be satisfied by the available hardware, the flexible 
and reconfigurable platform being developed should allow an effective 
automatic measurement system to be generated by low cost and develop-
ment time.

The resulting system, besides reproducing key operating capabilities 
of traditional software, has to allow user-driven and traceable configu-
ration of the hardware as well as of the test protocols, in order to bear a 
maximum capability to evolve.

A framework should be characterized by (a) flexibility, for rapid and 
cost-effective realization of measurement applications, including proto-
typing in an R&D context; (b) a modular architecture, to mix and reuse 
components chosen from an incremental library; and (c) high performance, 
to exploit the increased throughput of new transducers and acquisition 
systems.

Frameworks should also aim at maximizing the measurement soft-
ware quality, in terms of flexibility, reusability, maintainability, and porta-
bility, by simultaneously keeping high efficiency levels. In particular, the 
flexibility, the modification easiness of a system or component for its use 
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in applications or environments other than those for which it was specifi-
cally designed [7], is definitely one of the most desirable properties of any 
system to face changes in operational environment during its life. This is 
particularly true for software systems, both because they are often sub-
ject to extremely rapid technological development and because some of 
them are specifically conceived to be employed in environments spanning 
a wide range of functional requirements, not fully predictable at the design 
stage. This means that a framework for measurements should be easy to 
configure for satisfying a large set of measurement applications in one or 
more measurement fields.

The users involved in the framework life cycle can be classified in 
different categories: 

• The developer/administrator user has suitable knowledge about 
the framework’s internal structure and can access it at any level.

• The test engineer has main knowledge about the framework’s 
features and knows functions only through their corresponding 
interfaces; he can therefore provide a formal description of the 
measurement protocol to be translated transparently into a suitable 
executable application by the framework.

• The end user interacts with the resulting executable measurement 
application in order to perform the tests. 

The roles of the test engineer and the application user (i.e., end user) 
during the exploitation of a measurement software framework are high-
lighted in Figure 2.1. Initially, the test engineer expresses the measure-
ment procedure in a formal way through a script, puts this script in the 
framework, and obtains an executable measurement application. In a 
second phase, the measurement application user executes the correspond-
ing measurement application, interacts with the measurement station by 
providing the required input and configuring hardware setup, and finally 
starts the measurement process on the devices [22].

The aforementioned roles of the different users should not be rigidly 
divided. For example, if the test engineer needs to modify or add a compo-
nent, the internal structure of the framework should be accessible.

The main goal of a framework for measurement applications is to 
satisfy the various needs of the different users by means of both the previ-
ously mentioned white-box and black-box mechanisms, according to the 
classification provided in Table 2.1.

The main responsibility of the test engineer is to interact in the eas-
iest and most effective way with the framework through its interface in 
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order to build the measurement applications. This can be achieved through 
flexibility and reusability, without necessarily including any requirements 
on the framework’s internal organization, excluding that of producing an 
effective test application. This latter point is of interest for the end user 
performing the tests.

Conversely, the internal structure of the framework and its properties 
are of great interest for developers and administrator users, who will ben-
efit from features like maintainability and reusability.
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CHAPTER 3

object- AnD ASpect-
orienteD progrAmming for 
meASurement ApplicAtionS

Science and technology multiply around us.
To an increasing extent, they dictate the languages in which we speak 

and think.
Either we use those languages, or we remain mute.

―J.G. Ballard

3.1 OVERVIEW

This chapter continues our travel throughout the measurement applica-
tions software, by focusing the attention on one of the most important 
paradigms of the last decades: Object-Oriented Programming. The main 
concepts of Object-Oriented Programming and the related design patterns 
are presented. Finally, the main concepts of Aspect-Oriented paradigm 
are illustrated by emphasizing the advantage of its use in measurement  
applications.

3.2 OBJECT-ORIENTED PROGRAMMING

3.2.1 LEADING CONCEPTS

In the last decades, from a technological point of view, hardware and soft-
ware have become increasingly complex, and their management, particu-
larly software, turns out to be more and more a priority for the automation 
project engineer. Modular programming, having prevailed for several 
years (structured programming), focused prominently on the actions of a 
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module (subroutine), rather than on its data. Furthermore, the subroutine 
was conceived as an independent logic unit aimed at reusing the code and 
enabling collaboration with other subroutines by means of suitable links. 
Researchers studied the way, by means of the so-called Object-Oriented 
Programming, to foster easy software production by strongly emphasiz-
ing discrete, reusable units of programming logic [1]. The main leading 
strategy has been to hide as much possible details about code working 
mechanism and low-level data structure to enhance reusability. The sense 
is that a logic unit (e.g., a modular procedure) is to be “plugged into” a 
higher-level structure easily. Details about internal working mechanism 
are not essential to the structure operation as a whole, provided the unit 
accomplishes its job properly. For example, a modular unit could include 
actions to configure a multimeter to trigger a measurement, wait for the 
measurement to end, read the results, and save the data in a file. Details 
about how the unit stores the measured records are hidden to the appli-
cations and systems using this module. Analogously, the programming 
details of the various procedures are also obscured (principle of “infor-
mation hiding” of software engineering, while the mechanism for restrict-
ing access to some of the object’s components is called “encapsulation”). 
For the sake of simplicity, only the behavior (interface) of the existing 
procedures and the corresponding accessible data is made available. 
Object-Oriented Programming focuses on data rather than processes, with 
procedures constituted of independent generic modules (“classes”), whose 
instance (“objects”) contains all the information needed to manipulate its 
own data structure (“members”) [2].

In an Object-Oriented program, different types of objects correspond 
to different kinds of complex data to be managed, and each of them cor-
responds to a real-world object or concept (device, person, etc.). Multiple 
copies of each type of object might be contained in a generic program.

Concepts are represented as “classes” with data fields (“attributes” 
describing the object) and associated procedures (“methods”). The objects 
interact to design applications and computer programs [2]. At its very 
basis, Object-Oriented Programming has an approach pointed toward 
problem solving, by requiring careful application of abstractions and sub-
dividing problems into manageable pieces. Compared with procedural 
programming, the Object-Oriented code tends to break a program into 
vast numbers of small trivially verifiable pieces [3]. In the conventional 
model, the program is a list of tasks or subroutines to be performed, while 
the Object-Oriented program is a collection of interacting objects. The 
objects are capable of exchanging messages and processing data. Each 
object has a distinct role or responsibility as an independent apparatus. 
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The possible actions on these objects are defined by the methods and are 
closely associated with the object. Indeed, Object-Oriented data structures 
have the property of carrying their own operators or, at least, of inheriting 
them from a similar object or class.

Conversely, non-object-oriented programs may be seen as a “long” 
list of commands. In more complex programs, smaller sections of com-
mands are inserted into functions or subroutines to perform a specific task. 
In this case, the designer tends to define the program’s data as “global,” 
that is, accessible from any part of the program. When code increases 
in dimension, permitting any procedure to modify any data, this might 
involve bugs with wide-ranging consequences.

On the other hand, Object-Oriented philosophy encourages the pro-
grammer to put data where there is no direct access by the rest of the pro-
gram. In this approach, the data can be used only by the methods, grouped 
with the data, retrieving and modifying the controlled data. At this point, 
the object becomes the programming construct that combines data with 
a set of methods for accessing and managing those data. Using subrou-
tines for examining or modifying certain kinds of data is a practice used 
in non-object-oriented modular programming, before of Object-Oriented 
Programming.

Through a set of designed functions, objects encapsulate and ensure 
that their data are used in an appropriate way. The methods typically include 
functions of check and guarantee integrity of the data types. Simple-to-
use, and standardized methods are defined for performing particular oper-
ations on its data, concealing how those tasks are accomplished. In this 
way, the internal structure or methods of an object can be altered without 
requiring modifications to the rest of the program. This approach can also 
be used to propose standardized methods across different types of objects. 
As an example [4], several different types of objects might offer mea-
surement procedures. Each of them might implement the measurement 
differently, reflecting the different kind of method it contains, but all the 
different measurement methods might be called in the same standardized 
manner from elsewhere in the program. This becomes particularly useful 
when more than one programmer is contributing to a project or when the 
goal is to reuse code between projects.

In the literature of the last 40 years [4], the main group of fundamen-
tal concepts for Object-Oriented Programming can be identified. The main 
concepts are: Class, Object, Instance, Method, Message Passing, Inheri-
tance, Abstraction, Encapsulation, Polymorphism, Decoupling, Dynamic 
Dispatch, and Open Recursion. In the following, all these main concepts 
are reviewed [2–6].
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Class: It defines the abstract characteristics of an entity (object), includ-
ing the entity’s characteristics (its attributes or fields) and its behavior 
(the things it can do, methods or operations). Classes provide modular-
ity and structure in an object-oriented program. A class should naturally 
be decipherable to a nonprogrammer familiar with the problem domain, 
that is, the features of the class should have sense in the application con-
text. Furthermore, its code should be quite self-contained (generally using 
encapsulation). Together, the properties and methods defined by a class 
are called members.

Object: It refers to a specific instance of a class. Each object has a struc-
ture similar to other objects of the class, but can have peculiar characteris-
tics. An object can also call functions, or methods, specific to that object.

Instance variable: It is a variable defined in a class (i.e., a member vari-
able), for which each object of the class has a separate copy, or instance.

Method: It is a subroutine (or procedure) associated with a class. Meth-
ods define the behavior to be demonstrated by instances of the associated 
class at program runtime. Methods have the special property at runtime of 
having access to data stored in an instance of the class (or class instance 
or class object or object) they are associated with and are thereby able to 
control the state of the instance.

Message Passing: It is a procedure call from one function to another. The 
message passing is the process by which an object sends data to another 
object or asks the other object to invoke a method.

Inheritance: It is a mechanism allowing data and behavior of one class to 
be included in or used as the basis for another class.

Abstraction: It is the action of defining classes to model aspects of reality 
using distinctions inherent to the domain of interest.

Encapsulation: It is a technique for designing classes and objects that 
restricts access to data and behavior by defining a limited set of messages 
that an object of that class can receive.

Polymorphism: It defines the ability of different classes to respond to the 
same message, implementing each method appropriately.

Decoupling: It refers to careful controls separating code modules from 
specific use cases, aimed at increasing code reusability.

Dynamic dispatch: It is the selection of the implementation technique for 
a polymorphic operation (method or function) to call at runtime.
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Open recursion: It is a feature allowing a method body to invoke another 
method body within the same object via a special variable.

3.2.2 PATTERNS

Design is one of the main challenges in software development for mea-
surement and test automation, and Object-Oriented Programming pro-
vides several specific methodologies. The design pattern is the most 
common methodology, as codified by [7]. In software design, the term 
“design patterns” is a general, repeatable solution to a frequently aris-
ing problem. From the operating viewpoint, it is a description or template 
for solving a problem in many different situations. This is not a finished 
design, and it cannot be transformed directly into source or machine code. 
In the application, the programmer implements the patterns that are most 
suitable in that case.

In particular, Object-Oriented design patterns typically represent rela-
tionships and interactions between classes or objects, and the final appli-
cation of classes or objects is not specified. In functional programming 
languages, patterns are not applicable if they imply object-orientation or 
more generally a mutable state.

In general, a pattern has four essential elements [7]:

1. The pattern name is used to describe synthetically a design prob-
lem, its solutions, and effects. It makes it easier to think about 
designs and to communicate them and their trade-offs to others.

2. The problem describes when to use the pattern. It describes the 
problem addressed by the pattern and its context. It might define a 
particular design. Sometimes the problem will include a list of con-
ditions that must be met before it makes sense to apply the pattern.

3. The solution describes the elements of the design, their relation-
ships, tasks, and collaborations. It doesn’t describe a particular con-
crete design or implementation, because a pattern is like a template 
to be applied in different circumstances. Conversely, the pattern 
offers a conceptual description of a design problem, and how a 
general arrangement of elements (classes and objects in our case) 
solves it.

4. The consequences are the results and trade-offs of the pattern 
application. Though often hidden when design decisions are 
described, consequences are critical for evaluating design alterna-
tives and for understanding the costs and benefits of the pattern 
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usage. Consequences often deals with space and time trade-offs. 
They can also tackle language and implementation matters. Fre-
quently, the consequences of a pattern include its impact on a sys-
tem’s flexibility, extensibility, reusability, or portability. Defining 
consequences helps their understanding and evaluation.

In software architecture, there are different levels of design. At a 
higher level, there are architectural patterns, describing an overall pattern 
followed by an entire system. At a lower level, there is the architecture 
specifically related to the purpose of the application. Still another level 
down, the architecture of the modules and their interconnections reside 
[8]. This is the domain of design patterns, packages, components, and 
classes.

There are many types of design patterns:

• The strategy pattern defines a family of algorithms, encapsulates 
them, and makes them interchangeable. It lets the algorithm vary 
independently from the using clients.

• Computational design patterns are related to key computation iden-
tification.

• Execution patterns refer to supporting application execution, com-
prising strategies in accomplishing streams of tasks and building 
blocks to support task synchronization.

• Implementation strategy patterns are suitable for implementing 
source code to support (1) program organization, and (2) the com-
mon data structures specific to parallel programming.

• Structural design patterns address the development of high-level 
structures of applications being developed.

Design patterns are composed of several sections. The main sec-
tions of a design pattern are Structure, Participants, and Collaboration. 
They describe a design motif—a prototypical microarchitecture—used by 
developers and adapted to their particular designs for solving the recurrent 
problem described by the design pattern. A microarchitecture is a set of 
constituents (e.g., classes and methods) and their relationships. A design 
pattern is used by software developers for introducing the prototypical 
microarchitecture of their designs, that is, the implemented design motif 
will have the same structure and organization of the chosen microar-
chitectures pattern. Another important feature of design patterns is to 
allow developers to communicate using well-known names for software 
interactions.
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3.2.2.1 Patterns Classification and List

The design patterns can be classified by two criteria [7]: purpose and 
scope (Table 3.1). The first criterion reveals what the pattern really does. 
Consequently, design patterns are grouped into the following categories:

• Creational patterns are related to the process of object creation.
• Structural patterns are related to the structure of classes or objects.
• Behavioral patterns distinguish the modes how classes or objects 

interact and distribute responsibility.

The second scope-based criterion specifies whether the pattern applies 
primarily to classes or to objects [7]. Class patterns manage the relation-
ships between classes and their subclasses. The relationships are created 
through inheritance, in order to be, static and fixed at compile-time. Object 
patterns manage object relationships, which are more dynamic because 
they change at run-time. Almost all patterns use inheritance to some 
extent, and for this, the only patterns labeled “class patterns” are those 
focusing on class associations. Most patterns are in the Object scope.

A description of these patterns is out of the scope of this book and can 
be found in [7].

A key issue with the general design patterns is to define their opti-
mal use-area, that is, the particular types of software where they can be 
used with highest efficiency. It is also problematic to determine in which 

Table 3.1. Classification of patterns

Purpose
Creational Structural Behavioral

Scope

Class Factory Method Adapter Interpreter
Template Method

Object

Abstract Factory
Builder
Prototype
Singleton

Adapter
Bridge
Composite
Decorator
Façade
Proxy

Chain of Responsibility
Command
Iterator
Mediator
Memento
Flyweight
Observer
State
Strategy
Visitor
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context or in which part of the system the patterns’ attributes can be used 
[9]. A Domain Specific Design Pattern is a set of objects and components 
that form a highly encapsulated, cohesive partition with clear boundaries, 
which can be used in a specific software domain [10]. It would be a pat-
tern that is in some way optimal for that particular domain [9]. In litera-
ture, different examples of domain-specific patterns can be found, such as 
user interface design patterns [11], information visualization [12], secure 
design [13], “secure usability” [14], Web design [15], and business model 
design [16].

3.2.3 ADVANTAGES IN MEASUREMENT APPLICATIONS

The development of an automatic measurement system is generally aimed 
at optimizing the final operation performance and cost ratio by simulta-
neously achieving the metrological target. In practice, structures of data 
acquisition systems have been quite standardized at hardware level, by 
mainly leaving the burden of software implementation for customizing the 
specific measurement application. For this reason, the need for reusability 
of existing software and flexibility of running applications is increased. 
In this context, the application to measurement systems of Object-Ori-
ented paradigm carries significant advantages and satisfies the require-
ments of reusability and flexibility. When basing a measurement system 
on Object-Oriented principles, the actual world is modeled in terms of 
objects representing real-world entities as closely as possible [17]. In 
principle, all the steps of a test procedure and the components of a mea-
surement system can be represented by an object (trigger, model, sensor, 
actuator, etc., as shown in Figure 3.1 [17]).

In literature, the application of the Object-Oriented paradigm is 
exploited for easily developing software for measurement and test appli-
cations under highly- and fast-varying requirements [18]. This paradigm 
associated to a partial design is a support structure where a measurement 
application can be organized and developed. An Object-Oriented system 
can be configured for satisfying a large set of measurement applications in 
a generic field for an industrial test division, an experimental laboratory, 
or a research center [18].

If the measurement system is conceived as a collection of active 
and cooperating entities (Figure 3.1), this approach improves the decom-
position of the system in subsystems easier to be analyzed, decreases 
the dependencies between the various parts, and increases the system 
flexibility [17].
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While test programs have been designed so far to solve specific prob-
lems with extremely limited capability to evolve, an Object-Oriented sys-
tem for a given measurement domain, suitably conceived in order to be 
configurable for satisfying a wide range of requirements, could constitute 
a unified solution to drive all the existing and future park of measurement 
applications [18].

Although this approach leads to satisfy the need for reusability, flex-
ibility, and quality of measurement software, the main drawback is the 
higher programming knowledge of final user or test engineer.

At commercial level, some products are provided for supporting 
the user in designing new tests (NI TestStand and Veristand, Director II 
Azimuth Systems, Activate Test Platform, see Chapter 1), by integrating 
software modules developed in other programming languages (C, C++, 
LabVIEW) [18]. However, these commercial platforms do not support 
the user in developing single software modules, and, as a result, stan-
dard development and reusability are intrinsically limited. Some exam-
ples of this approach are presented in [19, 20], where packages written in  
LabVIEW and LabWindows/CVI are designed for microscope control 
and for battery resistance measurement, respectively. In [21, 22], software 
development systems are proposed for measurement and control of data 
acquisition system. In [23], each task is best performed within a dedicated 
environment: LabVIEW, Matlab, custom simulators, and more.

At research level, the main advantages of Object-Oriented para-
digm are used in the Object-Oriented Flexible Measurement System 
(OFMS) [24], and the Flexible Framework for Magnetic Measurements 

Figure 3.1. Architecture of a simple measurement and control system [17]: (1) a 
first event triggers the model (abstract factory), (2) the model produces a system 
software instance (measurement item), (3) the instance drives the sensor to carry 
out a measurement, (4) the sensor returns back the reading, (5) the model instance 
processes the data, and (6) drives the actuator suitably.

Sensor Abstract factory

Actuator

Measurement 
 item Trigger
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(FFMM) developed by the University of Sannio in cooperation with 
CERN [18]. In these research projects, main emphasis is given to encap-
sulation, inheritance, flexible-construction, and multitask options. For a 
distributed measurement laboratory, an open architecture characterized 
by high reconfigurability, modularity, extendibility, and reusability is 
implemented by the development of Object-Oriented Programming [25]. 
The model, proposed in [26], represents the measurement systems by an 
Object-Oriented method, and in addition, highlights the limitations of the 
conventional function-oriented models. At Fermilab, the Object-Oriented 
software for magnetic measurements, EMS, allows easy reconfiguration 
and runtime modification, as well as various user interface, data acquisi-
tion, analysis, and data persistence components to be configured to form 
different measurement systems [27]. Again at CERN, Object-Oriented 
software for measurement and test applications allow the software quality 
in terms of flexibility, usability, and maintainability to be maximized [18].

3.3 ASPECT-ORIENTED PROGRAMMING

3.3.1 MOTIVATION AND BASIC CONCEPTS

Software systems can be viewed from multiple perspectives, referring even 
to different conceptual models. The model used to decompose a software 
system into modules has a radical impact on the modularization properties 
of the resulting software, and thus on its reusability and flexibility.

The decomposition criteria, in any way chosen, improve the modular-
ization of some sets of functionalities widely needed in the system, called 
concerns, without affecting the others. The ideal situation would be not 
to choose the right criteria for modularization, but rather to have the pos-
sibility to decompose the system according to a set of criteria for each of 
the relevant concerns. Traditional Object-Oriented languages supporting 
only hierarchical decomposition do not provide developers with mecha-
nisms powerful enough to accomplish this task: They lead the developer 
to a dominant decomposition that takes into accounts a certain number 
of “main” concerns (often called primary concerns). The others, often 
called crosscutting concerns, overlap on the hierarchy shaped by primary 
concerns.

In Figure 3.2, the example of the functions needed for the fault detec-
tion of some measuring devices is shown. These functions are spread over 
several objects, even if they have a common logic, which could give rise 
to a further component, the Fault Detector.
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The word “crosscutting” refers to the fact that such concerns are 
spread over the hierarchical modules of the dominant decomposition. The 
presence of crosscutting concerns in software systems has mainly two 
observable effects on the source code, called (a) “tangling,” when in a 
single modularization unit there is code related to different concerns, and 
(b) “scattering,” meaning that the implementation of a concern is spread 
across several different modularization units. Figure 3.3 highlights typical 
situations of (a) code scattering and (b) tangling.

In particular, in Figure 3.3, the vertical bars represent the modular-
ization units and the different nuances of gray the diverse concerns. In the 
representation of Figure 3.3a, a highly scattered code has high level of dis-
tribution of a concern (rectangle with the same gray nuance) over different 
units (vertical bars). In the representation of Figure 3.3b, a highly tangled 
code has a high level of distribution of concerns (rectangles with a given 
gray nuance) over the same unit (vertical bar).

Crosscutting concerns are related to issues transversal to many mod-
ules, and thus cause the duplication of portions of code in several differ-
ent modules, by negatively affecting maintainability and reusability. This 
means that at run-time each component must encapsulate its part of infor-
mation related to the crosscutting concern even when it does not need it 
(thus wasting memory resources).

Crosscutting concerns can negatively affect the quality of even well 
modularized systems implemented by means of Object-Oriented [17], 
component-based [27], and agent-based techniques [28]. Aspect-Oriented 
Programming (AOP) [29] is an extension of the Object-Oriented paradigm  

Figure 3.2. Example of a crosscuttings concern in measurement software: The 
fault detection [18].
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that provides new specific constructs for improving the separation of con-
cerns and supporting their crosscutting. AOP defines specific program 
units, the aspects, for specifying concerns separately, and rules for weav-
ing them to produce the overall system to be run. The Aspect-Oriented 
architecture enforces, as much as possible, a centralized design, where 
the state of crosscutting concerns is maintained in dedicated modules, the 
aspects [29]. Each of them encapsulates a crosscutting concern for all the 
components involved with it. When a component does not need the fea-
ture of the crosscutting concern, the related data are not stored for it in the 
aspect, without corresponding memory waste.

As an example, tracing is aimed at recording report about code run-
ning for debugging or diagnosis purposes. The corresponding code is 
present approximately inside all the modules. This limits the reusability 
because this code is specific for the single module as well as for the appli-
cation. According to the AOP approach, the aspect of tracing has to be 
removed from the functional concerns of the other modules and isolated 
in a specific module. Like a class of objects, an aspect introduces a new 
user-defined type into the system type hierarchy, with its own methods, 
fields, and static relationships to other types. Accordingly, an AOP system 
can be seen as composed by two parts: (a) a first one, consisting of tradi-
tional modularization units (e.g., classes, functions) and referred to as the 
base system, or core concern, and (b) a second one, consisting of aspects, 
encapsulating the crosscutting concerns involved in the system, and usu-
ally referred to as the secondary concern.

Figure 3.3. (a) Code scattering and (b) tangling.

(a) (b)
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3.3.2 JOIN POINT MODEL

AOP provides twofold specific features for implementing crosscutting 
concerns in aspects: (a) dynamic crosscutting features, implementation of 
crosscutting concerns by modifying the runtime behavior of a program, 
and (b) static crosscutting features, modification of the static and struc-
tural properties of the system.

Dynamic crosscutting is implemented by using advices and pointcuts. 
An advice is a code fragment executed at specified points during the pro-
gram runtime. The points in the dynamic control flow, where the advice 
code is executed, are called join points. A pointcut defines the events (such 
as a method call or execution, field get and set, exception handling and 
softening) triggering the execution of the associated advices. A pointcut is 
an expression pattern matched during execution to join points of interest. 
Each advice is associated to a pointcut by defining the join point(s) at 
which it must be applied. Advice code can be executed before, after, or 
around the intercepted join point. A join point shadow is the static coun-
terpart, in the code, of a join point; equally, a join point is a particular 
execution of a join point shadow.

The aspects are inserted in the base program statically by a weaving 
process. The weaver is the component of an AOP programming language 
environment (such as AspectJ [30]) in charge of the weaving process. The 
weaver inserts instructions at join point shadows in order to execute the 
advice to be applied at the corresponding join points. The weaver may 
need to add runtime checks to the code inserted at a join point shadow in 
order to perform binding parameters, and other requested computations. 
The static crosscutting features of AOP implement crosscutting concerns 
by modifying the static structure of the system. An aspect has specific 
features (intertype declarations) for

• introducing new members (i.e., fields, methods, and constructors) 
to a class, or interface;

• changing or adding parents to classes or interfaces;
• extending a class from the subtype of the original super-class or 

implement a new interface.

3.3.3 SAMPLE IMPLEMENTATION

An example of a straightforward program (an AO version of the “Hello 
World” program implemented in AspectJ [31]), enlightening AO basic 
working, is reported in Figure 3.4. In the figure, the code of the class 
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HelloWorld and the aspect GreetingsAspect are reported. The aspect 
defines a pointcut and two advices. The callTellMessage() captures calls to 
all public static methods with names that start with “tell.” In the example, 
the pointcut captures the calls to the methodstell(...) and tellPerson(...) in 
the class HelloWorld taking any arguments. The two advices, one before 
and one after, associated to the pointcut callTellMessage() will cause the 
printing of the “Good morning!” and “Bye Bye!” text strings just before 
and after, respectively, each message printed by the methods tell() and 
tellPerson().

3.3.4 ADVANTAGES IN MEASUREMENT APPLICATIONS

Software parts of an automatic measurement system are usually devel-
oped by exploiting Object-Oriented [17], component-based [27], and 
agent-based techniques [28]. They aim at organizing the software in mod-
ules, each one responsible for specified features, reducing their coupling, 
and maximizing their internal cohesion.

Crosscutting concerns can result in a significant quality loss even in 
well modularized automatic measurement systems designed by means 
of these techniques [32]. Typical crosscutting concerns related to issues 
transversal to many modules are the synchronization and fault detection 
tasks. They cause the duplication of portions of code in several different 
modules, and negatively affect its maintainability and reusability.

The good separation of concerns allowed by an AOP-based approach, 
conversely, influences positively software quality. It allows a high level of 
maintainability and reusability of the code: For each new element added to 

Figure 3.4. An example of a straightforward AOP program implemented in 
AspectJ [31].
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a measurement program, the code needed to handle a crosscutting concern 
for that new element is added to the hierarchy of the aspect modeling that 
concern.

This means that all the code related to the crosscutting concern is 
well modularized in aspects and subaspects of this hierarchy, therefore, 
the commonalities among the different subaspects can be well structured 
and factored out. As a consequence, the AOP design, with respect to the 
“traditional” OOP approach, exhibits a much more centralized design, 
decreasing code duplication and significantly growing the possibility of 
code reuse. This is because, a piece of software is more reusable if it has 
as few dependencies as possible in the context of its usage, and this is 
exactly the case of software modules implementing a single concern. In 
addition to that, an AOP-based architecture is usually not targeted at a spe-
cific system component, and the same architecture can be reused to handle 
a crosscutting concern in different components.

Properties like comprehensibility and maintainability are also 
improved by AOP. If each concern is implemented in a separate module 
that can be understood independently of the others, the system structure 
has no need to be understood as a whole in order to understand a part of it. 
The comprehension efforts can be then focused on the concern of interest 
while ignoring the other concerns.

In a software system, maintenance requires adding, removing, or 
changing a particular feature of the system. In order to change a fea-
ture, two main issues have to be addressed: (a) feature localization and 
(b) implementation update. When a concern is not clearly separated from 
the others (being spread over a large part of the code), its localization 
can become a very difficult and expensive task, because it is necessary to 
find all the pieces of code contributing to that particular concern. Similar 
observations apply to the addition or the elimination of concerns. In the 
first case, all the locations where code has to be inserted have to be found, 
while in the latter case, all the locations where code has to be removed. 
Moreover, adequate testing to make sure that the changes in all scattered 
fragments do not introduce faults or subtle side effects is highly nontrivial. 
A good separation of concerns is one of the focal points of an AOP design; 
therefore, in systems developed according to such an approach, the main-
tainability is highly increased.

In the context of software engineering, separation of concerns is 
strictly related to composition and decomposition mechanisms, constructs 
and patterns as supported or enforced by programming languages and 
frameworks. Software composition and decomposition tasks lead to the 
partitioning of a software system into smaller parts that are less complex 
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(decomposition task) and the assembly of software systems in terms of 
these smaller parts to build up the entire system (the composition task). 
In the past, most software systems were developed under the assumption 
of interaction with a static external environment with no (or very-limited) 
capability to evolve. Under such an assumption, developers were con-
sidering requirements stable and evolution as a problem to avoid. This 
assumption is not suitable in the field of software for measurement appli-
cations when high capability to evolve is needed in order to meet variable 
and changing requirements.

As a consequence, software for measurement applications greatly 
benefits from features that make system composition and decomposition 
more flexible and dynamic, with run-time binding in which the relation-
ship among elements is established at run-time. This is another of the 
advantageous features offered by AOP.

Finally, when working with an AOP design, it is possible to focus on 
every single concern, ideally without caring about the others. This means 
that domain and technology experts can be assigned to each particular 
portion of the system, each one addressing a well-defined concern. This 
also means that tasks can be divided into smaller and more specific pieces 
that can be concurrently carried out by different people. With a good sep-
aration of concerns, the required coordination is minimized, because only 
people working on the same concern need to be coordinated.
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CHAPTER 4

A flexible SoftwAre 
frAmework for 

meASurement ApplicAtionS

4.1 OVERVIEW

This chapter presents the design of a software framework for automatic 
measurement applications, based on Object-Oriented and Aspect-Oriented 
Programming. The objective of the framework is to make the development 
of new measurement programs simple and cost-effective, simultaneously 
allowing for easy modification and extension of existing test software. 
First, the paradigm of the framework is introduced, by highlighting the 
basic ideas leading to its conception and design, as well as its architecture 
at the structural and functional level. Then, the main components of the 
framework are described, by firstly introducing their corresponding state 
of the art, leading concepts, and architecture with their main modules. The 
review starts with the Fault Detector, aimed at identifying and locating 
failures and faults transparently to the user. Fault detection is a crosscut-
ting concern; therefore, the design is led by an aspect-oriented approach. 
The reader will also find a meaningful practical example, based on actual 
on-field experience, of the design of an Aspect-Oriented Programming 
(AOP)-based component for measurement applications. Then, the Syn-
chronizer, aimed at coordinating measurement tasks with well-defined 
high-level software events (e.g., start and stop, or device events) is pre-
sented. In particular, the reader will understand how the use of a Petri net 
(PN) modeling the execution path allows software synchronization to be 
abstracted above the code level, by leaving the test engineer to work at a 
more intuitive level. The review continues with the Measurement Domain 
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Specific Language (MDSL), aimed at defining specifications for com-
plete, easy-to-understand, -reuse, and -maintain applications efficiently 
and quickly by means of a script. The related sections highlight the design 
for abstracting key concepts of the domain allowing the test engineer to 
write more concise and higher-level programs with natural language-like 
sentences in a shorter time without being a skilled programmer. Finally, 
the Automatic Generator of User Interface, aimed at separating the user 
interfaces easily from the application logic for enhancing the flexibility 
and reusability of the software, is illustrated. The corresponding sections 
highlight how a model-based approach, the Model-View-Interactor Para-
digm, allows the designer to focus on the “interaction” typical in a soft-
ware framework for measurement applications (SFMA) between the final 
user and the automatic measurement system.

4.2 FRAMEWORK PARADIGM

Chapter 2 highlighted how software frameworks are cohesive artifacts of 
design and implementation. This section defines a framework specific for 
measurement applications and highlights the specific relationships with 
its environment. The environment includes use-relationship-based (black-
box) clients, inheritance-based (white-box) extension clients, and further 
classes the framework exploits [1, 2]. A black-box framework is expected 
to work out of the box: A client (object) can use the framework by instan-
tiating classes and composing the instances to suit its needs. A white-box 
framework requires clients to supply new subclasses first, before objects 
can be created and composed. The approach presented here combines 
both the characteristics, by providing both readily usable classes and 
abstract classes to be subclassed in order to provide application-specific 
classes [3].

Another very general and very powerful principle exploited in the 
framework design is the separation of concerns presented in Chapter 3. 
Specifically for the framework, Aspect-Oriented Programming has the 
ability to identify, describe, and handle peculiar and critical facets of a 
measurement system separately. Concerns are always related to a goal 
a measurement field stakeholder wants to achieve, or to anticipations or 
expectations he or she has on the final measurement [4]. Aspect-Oriented 
approach provides a technique that is able to achieve a higher degree of 
separation of concerns vital for achieving flexibility.

In the following, (a) the basic ideas, (b) the architecture, and (c) the 
design of the framework are presented.
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4.2.1 BASIC IDEAS

From prior considerations, in the following, the basic ideas underlying 
the conception of a generic framework for measurement applications are 
summarized:

1. A group of interfaces and abstract classes represents a white-box 
layer defining the high-level structure of a measurement framework 
for generating new parts of the framework itself; this allows poten-
tiality and flexibility to be extended.

2. A group of modules represents a black-box layer, allowing both 
module reusability and ease of use to be attained, even by test engi-
neers without knowledge of internal framework mechanisms.

3. Aspect-Oriented Programming improves the reusability and main-
tainability of a software framework [5]: In large projects, several 
concepts are transversal to many modules (cross-cutting concerns); 
they are extrapolated from the native units and implemented in sep-
arated modules (aspects), in order to improve the system modular-
ity and enhance maintainability.

4. A library of reusable modules is built incrementally during the 
start-up of the framework up to a “saturation” condition inside an 
application domain, allowing progressively further requirements in 
the same domain to be satisfied by a limited effort.

5. A suitable definition of the code structure allows standard modules 
to be developed: Such modules represent a sound basis for a library 
both for implementing new components and for extending old ones.

According to these ideas, the working principle of a software frame-
work for measurement applications (SFMA) is derived (Figure 4.1).

The test engineer produces a description of the measurement appli-
cation, the User Script, whose syntactic correctness is verified by a Script 
Checker. Then, from the User Script, the Builder assembles the Measure-
ment Program, according to the architecture of the Scheme by picking up 
suitable modules from the Software Module Library. If some modules are 
not available in the library, a template is provided to the user (administra-
tor user) in order to implement them according to a suitable predisposed 
structure. Once debugged and tested, the Measurement Program will be 
stored in the Database (DB) in order to be reused.

According to the analysis of typical measurement use-case tests 
(or procedures), the generic User Script is organized into the following 
phases:
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• Definition of the measurement components;
• Specification of mechanical and electrical connections;
• Definition of dynamic parameters, that is, configurable during 

run-time of the Measurement Program;
• Component checking (fault detection);
• Storing of measurement conditions;
• Configuration of measurement devices;
• Description of the measurement procedure;
• Preliminary data analysis;
• Data saving.

4.2.2 ARCHITECTURE

The framework for measurement applications has a layered architecture 
(Figure 4.2), where each layer has an internal Object-Oriented organiza-
tion. In this way, the objects interact only inside the layer horizontally, 
among entities of the same level. The layer features are realized by the 
corresponding objects, using in turn the capabilities of the upper level only 
through a suitable interface, such is typical in layered systems.

In the Basic Service Layer, all the services needed to implement the 
high-level logic of the framework are collected. Subcomponents for envi-
ronment abstraction, memory management, error handling, file-system 
abstraction, and processes and threads handling are included. Further-
more, abstract communication services to higher-layer components allow 

Figure 4.1. Working principle of a software framework for measurement 
applications.
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data to be extracted from actual devices and external interfaces, by per-
mitting communication mechanisms to be changed without significant 
performance loss.

In the Core Service Layer, several packages exposing main function-
alities related to components (in particular measurement devices), event 
handling infrastructure, fault detection, and logging, are included.

In the Measurement Service Layer, a minimal but extensible infra-
structure for managing a measurement procedure is offered by: (a) the Test 
Manager, encapsulating the user script for its execution in a controlled 
environment, and providing the user with core services for implementing 
the measurement process; (b) the Measurement Tasks, created to manage 
specific jobs of the instrumentation; and (c) the Synchronizer, for syn-
chronizing the Measurement Tasks with well-defined high-level software 
events (e.g., start and stop, or device events).

Figure 4.2. Layered architecture model of the SFMA.
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The User Service Layer provides services needed for interacting with 
the framework users mainly by means of two modules: The User Inter-
face Generation, supported by the graphical user interface (GUI) engine, 
devoted to the test engineer for easily generating professional GUIs for 
the application user; and, the Integrated Development Environment, sup-
ported by the Measurement Domain Specific Language (MDSL) Engine 
for defining the script easily.

Multilayer functional structure corresponds to the operating architec-
ture of the framework depicted in Figure 4.3. This operating architecture 
is the direct derivation at the operation level of the working principle in 
Figure 4.1. The test engineer produces the User Script in MDSL by means 
of a suitable interface based on the Integrated Development Environment. 
The MDSL also allows the final user interface to be specified for the 
automatic GUI generation.

4.2.3 DESIGN

The UML model of the framework kernel is shown in Figure 4.4, where 
its main components and the relations among them are highlighted. 
The TestManager organizes the test by knowing the device under test 
(UnitUnderTest), the measurands (Quantity), the measurement configu-
ration, and the measurement procedure (written in MDSL within the User 
Script). The TestManager has an association with the Devices (software 
representation of the measurement devices). Among Devices, the PC can 
control remotely the VirtualDevices through a CommunicationBus. The 
system also represents the sensors and transducers in dedicated class hier-
archies. The Synchronizer and the FaultDetector are critical modules for a 

Figure 4.3. Architecture of a SFMA [6].
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measurement application: The former allows the measurement algorithm 
timing at the software level, while the latter fosters the identification and 
the location of failures and faults transparently to the user.

Both such features are transversal to several functional units (cross-
cutting concerns): The synchronization policy involves all the measure-
ment devices and all the test procedures, while the fault detection is a 
fundamental part of all the devices, as well as of the measurement system 
as a whole. The Synchronizer and the Fault Detector can be, therefore, 
encapsulated in aspects according to the AOP approach. The synchroni-
zation policy and fault management strategy can be extrapolated from the 
single modules and handled separately. In this way, future changes related 
to these topics will affect only the Synchronizer and the Fault Detector 
modules, without involving all the related classes, directly or indirectly, to 
the fault or synchronization events.

The architecture is further detailed in Figure 4.5, where its multilayered 
structure is shown (for the sake of simplicity, the User Service Layer is not 
represented). In this structure, the abstraction level grows bottom-up from 
the hardware toward to the user discretely layer by layer. Single layers 
have an Object-Oriented internal organization corresponding to the same 
abstraction level. Thus, the interaction among objects takes place hori-
zontally, among entities of the same abstraction level. The features of the 

Figure 4.4. The UML model of the framework kernel.
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level i are realized by the objects of the corresponding layer, by exploiting 
the capabilities offered by level i-1, through a suitably defined interface, 
as typically happens in layered systems. However, this layered structure 
is not rigid. Even though it would be better to use, while programming 
in a level, only functions implemented in the next lower layer, the user is 
allowed to call the functionalities of all the underlying levels, in order to 
improve the design flexibility.

In the bottom layer (Basic service), all the lower-level basic services 
needed to implement higher-level logic are placed. This layer includes 
subcomponents for environment abstraction, memory management, error 
handling, and file system abstraction, as well as processes and threads han-
dling. It also defines abstract communication services to higher-level com-
ponents within the measurement framework layers, in order to extract data 
from actual devices and external interfaces, by allowing the exchangeabil-
ity of the communication mechanisms without incurring performance pen-
alties. The interface ICommunicationBus is used to send and receive data 
to and from components in an abstract way. Concrete implementations of 
such interface are required to handle specific communication devices.

Figure 4.5. UML diagram of the multilayered architecture of the framework (for 
the sake of simplicity the User service layer is not reported).
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The middle layer in Figure 4.5 (Core Service) includes several pack-
ages exposing main functionalities related to components (in particular 
measurement devices), event handling infrastructure, fault detection, and 
logging. In the design of the event handling architecture, a variant of 
the Observer design pattern [4] is used in order to keep synchronized 
the state of cooperating components (e.g., VirtualDevices). The Observer 
enables one-way propagation of changes: One publisher notifies any 
number of subscribers about changes of its state, thus providing a form 
of loosely coupled signaling from publisher to subscribers. In Figures 4.6 
and 4.7, the main architecture and the related infrastructure, respectively, 
are shown.

Logging facilities are also provided at this level of the architecture 
(Figure 4.5, Core Service). The class Logger handles the storage of config-
uration and measurement data, as well as system warnings and exceptions. 
The logger architecture is detailed in Figure 4.8. Data can be stored in a 
text or binary file. In any case, the final destination of the logged messages 
has to be kept decoupled with the format of the messages themselves. 
With this aim, two different responsibilities arise: logged message format-
ting and logged message recording. The formatter does not take care about 
where the message is recorded, and the recorder does not care about the 
format of the message. Therefore, the class Logger implements the design 
pattern Strategy [4]: The concrete logger can be configured with the right 
formatter and the right recorder keeping them decoupled.

Based on the services provided at this level of architecture, the Mea-
surement service layer (top of Figure 4.5) implements a minimal but 
extensible infrastructure, based on the class TestManager, in order to han-
dle and perform measurement sessions. For the measurement layer, two 
main features are needed:

• A test session director, the TestManager, encapsulating the user 
script and executing it in a controlled environment. Within the 
user scripts, core services are made available to the user in order to 
implement its measurement process.

• The capability of creating groups of data acquisition tasks (mea-
surement tasks) to be synchronized with well-defined events (e.g., 
start and stop, or device events). In the measurement framework, 
the component realizing this high-level software synchronization 
of data acquisition is the Synchronizer (Figure 4.5).

In the following sections, further details about the most important 
components of the framework architecture are presented.
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4.3 FAULT DETECTOR

The Fault Detector is one of most critical modules in the design of a 
framework for measurement application. This module promotes the iden-
tification and location of failures and faults transparently to the user. As 
highlighted in previous sections, the fault detection is a transversal service 
and a fundamental part of all the devices, as well as of a measurement 
system as a whole. In AOP approach, the Fault Detector is encapsulated in 
aspects. In this way, fault management strategy can be extrapolated from 
the single modules and handled separately, and future changes related to 
this topic will affect only the Fault Detector, without involving all the 
related classes, directly or indirectly, to the fault events.

In the following, an AOP-based approach to the development 
of software for fault detection in automatic measurement systems is 
described. In particular, (a) a short introduction to fault detection in mea-
surement automation, (b) the basic ideas underlying the design, and (c) the 
architecture of the Fault Detector are highlighted.

4.3.1 FAULT DETECTION IN MEASUREMENT AUTOMATION

In measurement and test automation involving several instruments, one 
of the key design issues of smart systems is the capability of assuring 
a proper termination to the test process in case of an anomaly. Further-
more, a prompt detection of the anomaly improves the maintenance effec-
tiveness of the measurement system, by highlighting possible sources of 
failures before their actual occurrence. With these goals in mind, a suitable 
software strategy for automatic fault detection turns out to be an adequate 
reaction to anomalous working, both at the software and hardware level 
[7, 8]. Devices provide information about their status continuously and, in 
case of abnormal working, a fault condition is pointed out. Compared to 
a fully hardware implementation, it has the advantage of higher flexibility 
and cost effectiveness. Today, it is a widely used technique, and the emer-
gence in the area of application for cost-effective dependable systems will 
further increase its importance [9]. Thus, the software implementation of a 
fault detector also affects the overall system quality, in particular in terms 
of maintainability and reusability.

The analysis of the state-of-the-art automatic measurement sys-
tems highlights that fault detection is usually scattered all over different 
software components, and, in particular, mainly over the devices hierar-
chy [10]. This means that often the concrete classes of virtual devices 
contain duplicated code for fault detection, thus making harder their 
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comprehension, testing, and maintenance. The Aspect-Oriented Program-
ming shown here is capable of overcoming the drawbacks arising from 
the intrinsic crosscutting nature of the fault detection components. The 
crosscutting concerns related to fault detection of a large measurement 
software project are separated and handled better by encapsulating them 
into aspects. In this way, the reusability of system modules is improved.

4.3.2 BASIC IDEAS

Most common faults in an automatic measurement system can be clas-
sified according to (a) their sources, and (b) the synchronization of the 
related handling operations [10].

According to their sources, faults can be classified as arising from

• Hardware devices, when in a faulty internal state due to hardware 
anomaly or to an external condition. A device’s internal fault detec-
tion can scale from very basic internal information to very complex 
routines forcing the device in different states. Correspondingly, 
concrete aspects of the fault detection subsystem must be capa-
ble of intercepting relevant changes in the device status, decoding 
them, and broadcasting high-level faults description to the inter-
ested components;

• The measurement environment, when affected by external or inter-
nal alterations. A typical example is an anomalous alteration of 
temperature or electromagnetic noise arising from the system under 
test and affecting the instrument’s behavior;

• Software components, when in any nonconsistent state, owing to an 
incorrect use violating pre- and post-conditions, or to the presence 
of unresolved or undiscovered bugs.

According to the synchronization of the related handling operations, 
faults can be classified as in the following:

• Synchronous, when an anomalous operation is attempted. In this 
case, the following policies can be applied, according to the criti-
cality level and the kind of the fault:
{{ k-times retry: Some operations are retried until the device goes 

back in a consistent state successfully, without any performance 
constraint on the operation. As an example, an initialization 
reset tried several times during a slow start up of a multimeter.

{{ Multicast warning and continue: For operations commanded 
under wrong conditions, the corresponding requests can be 
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ignored by issuing only a notification warning. As an example, 
a digital scope is triggered when previous data digitization is 
not ended, or when a stop or an abort is issued on an already 
stopped instrument.

{{ Multicast fault and deny operation: For operations not to be 
executed when specified faults occur. In this case, the operation 
is denied and the fault information is sent to pertinent compo-
nents in order to be properly handled. This is the case when a 
multimeter has a fusible broken fusible during a measurement 
of an extremely high current value and it is not capable of car-
rying out the measurement.

{{ Multicast an immediate shutdown request and deny operation: 
In the most critical situations, a fault in a risky device during a 
critical operation should be blocked at the lowest level. More-
over, the system as a whole is to be shutdown gracefully as fast 
as possible, thus a high-priority request of system shutdown is 
sent to the fault handler component. This is the case when an 
overheating occurs in a shunt resistor owing to a wrong value of 
current setting. These faults are handled suitably by wrapping 
operations through concrete pointcuts, surrounded by advices 
defined by abstract aspects of the fault detector component.

• Asynchronous: Faults generated by hardware or environment 
anomalies occurred in whatever instant not synchronized with the 
measurement operations. The related detection is based on field 
access point-cut expressions bound to the decoding logic used to 
detect changes in the status of devices.

4.3.3 ARCHITECTURE

The architecture of the Fault Detector is based on two main subsystems:

• A fault detection subsystem, designed for
{{ monitoring the “health” status of the measurement devices;
{{ catching software faults such as stack overflow, live-lock, dead-

lock, and application-defined faults, as soon as they occur.
• A fault notification subsystem, responsible for [10]

{{ constantly receiving the sequence of occurring faults in real 
time from all the system components;

{{ storing the detection history and providing access to other com-
ponents or to external humans in order to react to faulty events 
adequately.
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These two subsystems exploit three key software components: (a) a 
FaultDetector aspect hierarchy (Figure 4.9), allowing the code related to 
the fault detection logic to be removed from the modules implementing 
the virtual devices; (b) FaultDecoder tables, needed by concrete aspects 
for decoding status representation specific of concrete VirtualDevices; and 
(c) FaultListeners in order to dynamically bind (obliviously) components 
responsible for the fault management to the ones acting as fault sources.

The aspects in the FaultDetector hierarchy intercept faults by means 
of the FaultDecoder classes. The decoders are capable of handling groups 
of similar devices and knowing internal state structure and encoding. They 
provide the aspect logic by FaultTable instances encapsulating fault infor-
mation to be sent to the interested components through a FaultNotifier layer.

In Figure 4.9, the FaultDetector hierarchy is depicted, by highlight-
ing the static relationships among VirtualDevice classes, FaultDetector 
aspects, and some concrete virtual devices. The figure shows the role 
played by the FaultDecoder and FaultTable for a generic VirtualDevice1. 
Encoded fault information is extracted from the device VirtualDevice1 by 
context interception and is decoded by a concrete VirtualDevice1_Fault-
Decoder.

The decoded information is then provided to the VirtualDevice1_
FaultDetector, responsible for enforcing fault management policies 
according to the fault kind. Moreover, the VirtualDevice1_FaultDetector 
sends the fault data to the interested software components.

The FaultDetector is responsible for defining high-level point-cuts 
capturing relevant operations affecting the status of devices. In the mea-
surement system, the VirtualDevice hierarchy [10] models and organizes 
all the physical devices involved in the measurement process. Each device 
has an internal status; modifications to such status are captured by means 
of concrete sub-aspects executing the logic needed to decode it, as well as 
detecting if and where a device notified an internal fault. In each FaultDe-
tector sub-aspect, associated to main devices categories, the mapping logic 
toward concrete devices classes belonging to the same family is defined 
and the common behaviors can be factorized, as needed. The coarseness 
of the mapping among aspects and concrete devices allows a very flexible 
reuse of fault detection logic for similar devices by encapsulating it in few 
modules (instead of spreading it all over the device classes).

Figure 4.10 depicts the different levels of fault interceptions, accord-
ing to the fault types. The bottom level takes care about very specific issues 
and features of concrete devices to encapsulate in dedicated subaspects. At 
the middle level, concrete aspects, by using decoders, perform continuous 
monitoring of devices’ status.
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Figure 4.9. An excerpt of the hierarchy of the Fault Detector.
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The top level includes abstract aspects implementing the fault detection 
logic reusable in concrete subaspects. In Figure 4.11, the aspect-mapping 
layer of the fault notification is shown. The services necessary to associate 
dynamically the handlers to fault sources in the measurement system are 
provided. The subaspects of the FaultHandler aspect have the responsibil-
ity for making aware the concrete classes (like the TestManager, responsi-
ble of performing the test session) of the faults that happens in the system.

This solution allows fault handling logic to be reused in the super-
aspects and does not force concrete classes in the system to implement 
fault handling code. Any component in the system can react to specific 
faults that occur anywhere in the system and perform the needed actions to 
handle them. Moreover, since concrete classes (TestManager or any other 
components interested in monitoring faults) are oblivious of being faults 
handlers, the monitoring relationships can be changed by simply acting 
on aspect mapping [10]. Commonalities among different fault handling 
logics can be factored out in the aspects, while multiple observations of 
different kinds of faults can be easily accomplished by defining several 
mapping aspects for a single concrete class.

4.4 SYNCHRONIZER

In this section, a PN-based approach to software synchronization in auto-
matic measurement systems is presented. Tasks are synchronized by 
means of a PN modeling an execution graph, where nodes represent tasks, 
while arrows among nodes point out time succession among the corre-
sponding tasks [11]. This allows software synchronization to be abstracted 
above the code level, by leaving the test engineer to work at a more intu-
itive level.

In particular, in the following, (a) a short introduction to software syn-
chronization in measurement automation, (b) the basic ideas underlying 
the component design, and (c) the design with an evolution example of the 
Synchronizer are described.

4.4.1  SOFTWARE SYNCHRONIZATION IN MEASUREMENT 
AUTOMATION

In automatic measurement systems, usually asynchronous tasks have to 
be run concurrently on the same platform. A crucial issue is the capabil-
ity of assuring a proper synchronization to the measurement procedure. 
Whereas severe time constraints require a dedicated hardware, at software 
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level, task’s interaction often requires programming strategies capable 
of dealing with events generated asynchronously and notified to the pro-
cesses once a synchronization point is reached [12, 13]. Today, software 
synchronization is a technique used widely, and emerging application 
areas for cost-effective dependable systems will further increase its impor-
tance [14]. Typical examples of software synchronization are: (a) one or 
more tasks must wait for the termination of other tasks before starting, 
(b) events have to be notified to one or more tasks, and (c) a task has to be 
enabled to start when a particular event is triggered, and so on.

In the past, various types of “synchronization objects” have been used 
in coordinating the execution of multiple threads and processes. A com-
mon type of synchronization object is a mutex (short for mutual exclu-
sion) [11, 15]. A mutex may be used to guarantee exclusive access to a 
shared resource, typically by controlling access to the resource through 
operations of “lock” and “unlock.” This technique of waiting for a mutex 
is often called “blocking” on a mutex, because the thread or process is 
actually blocked and cannot continue until the mutex is released. Other 
types of synchronization objects include semaphores and queues [15, 16].

Generally, test engineers managing automatic measurement systems 
are not skilled programmers. Thus, they often find it difficult to implement 
the execution of software synchronization properly by using objects such 
as mutex, semaphores, or rendezvous [17]. Therefore, any systems and 
methods for supporting the synchronization of measurement tasks turn out 
to be very useful. In particular, it would be desirable to abstract synchro-
nization above the code level, so that the test engineer can work at a more 
intuitive level [11].

Recently, a new generation of frameworks supporting software pro-
duction for test applications is arising [18]. In particular, at a commercial 
level, with TestStand of National Instruments [19], steps, such as indi-
vidual tests, measurements, actions, or commands can be automated in a 
sequence, but not in parallel or in event-driven configuration. At research 
level, in the proposal of the consortium Tango [20], if the test engineer 
wants to decompose its application in multiple tasks, he will be forced to 
design a client application adequately, by managing threads, semaphores, 
and so on. In the Extensible Measurement System (EMS) of FermiLab 
[21], the application description language (ADL), a proprietary dialect of 
XML, allows sequences of control events to be described. However, only 
common actions, that is, initialize or start, can be executed in parallel.

Recently, PNs, graphical and mathematical modeling tools applicable 
in different environments and in measurement systems also, have been a 
focus of scientific interest in (a) evaluating CAN-bus performance [22],  
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(b) monitoring systems based on microcontrollers [23], (c) failure 
monitoring systems for protection in distribution network [24, 25], (d) 
modeling and analyzing test systems [26], (e) detecting and diagnosing 
faults in industrial environments [27], and (f) some measuring medical 
applications [28]. PN algorithms have been also used successfully in the 
design of distributed measurement systems [29], or, more specifically, in 
modeling its data acquisition modules [30]. In these applications, they per-
mit to describe and model information processing systems characterized 
as concurrent, asynchronous, distributed, parallel, nondeterministic, and 
stochastic [31]. Each part of the measurement system is easily modeled at 
a high level, leading to a whole library of partial models considering time 
dependencies within the system.

4.4.2 BASIC IDEAS

A measurement procedure includes actions to be performed sequentially 
or concurrently. Let’s assume the test engineer responsible for writing 
the measurement script corresponding to the procedure (Figure 2.1) does 
not have software skills. Suitable tools for scheduling the execution of 
measuring tasks in a simple and intuitive way have to be provided. The 
Synchronizer helps the test engineer to think at a high level, in terms of: 
(a) “the task A has to be executed first,” (b) “task B has to be executed after 
task C,” and (c) “the task D has to be executed when the event E occurs.”

On this basis, the main leading concept of the Synchronizer design is 
to make available to the test engineer a software component for schedul-
ing the execution of a procedure at a high level, by modeling sequential 
and parallel executions of tasks, tracing their dynamic status, and deter-
mining the available task, step by step. In this way, the test engineer can 
(a) subdivide a generic measurement application in different measurement 
tasks and (b) determine their order of execution, without worrying about 
details of time synchronization.

With this aim, the Synchronizer is based on a Petri net, allowing the 
dynamics of execution to be organized step by step fully transparently to 
the test engineer. In literature, Petri nets have been used either for assess-
ing performance of systems or for carrying out simulations. In particular, 
several years of research have established Petri nets as a powerful mod-
eling formalism. Their formal semantics make them suitable for complex 
concurrent processes’ description, for software performance evaluation 
[32, 33], for system simulation [34], for project modeling and simulation 
[35], in the field of communication networks [36], and other several fields.
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In conceiving the Synchronizer, their use turns out to be useful at the 
exploitation level:

1. Preliminarily, in a static way, in order to store the execution graph, 
defined by the test engineer in the measurement script when each 
declared task is executed.

2. Successively, in a dynamic way, the active properties of Petri net’s 
are exploited for tracing the tasks already executed and, by leaving 
the net to evolve, to obtain the list of tasks ready for execution.

The major aim of the framework is to make software production 
easier. The Synchronizer simplifies a step-wise decomposition of a mea-
surement application by allowing measurement task-level details to be 
separated from high-level overviews. This makes the measurement proce-
dure specification easier by using the divide-and-rule principle.

Therefore in synthesis, the main basic idea of the Synchronizer is 
just the twofold uses of the Petri nets: At application level, for generating 
measurement applications in a stand-alone general-purposes module for 
task synchronization, and, at exploitation level, in combining static and 
dynamic properties for separating static easy task description from com-
plex concurrent management.

In particular, the concept of Petri nets-based Execution Graph is uti-
lized: (a) a node represents a task or an event, (b) an arrow from a task 
node A to a task node B implies that the task node B has to be executed 
after the task node A is completed, and (c) an arrow from an event node 
E to a task node C implies that the task node C has to be executed when 
event E occur [11].

Two key software components, the Test Manager and the Synchro-
nizer, are conceived. In particular, the Test Manager is responsible for

• requiring the list of tasks to be executed by the Synchronizer;
• starting the execution of each Measurement Task, by notifying the 

Synchronizer of this;
• detecting when a measurement task ends its execution, by notifying 

the Synchronizer also of this.

The Synchronizer [11] is responsible for

• managing a data structure implementing the Execution Graph;
• getting the notification of a task start and termination and evolving 

the Execution Graph status consequently.



A FLEXIBLE SOFTWARE FRAMEWORK  •  89

From a dynamic point of view, at each execution step:

1. The Test Manager asks the Synchronizer for the list of executable 
tasks.

2. The Synchronizer checks the status of the Execution Graph, and 
provides the Test Manager with the list of executable tasks.

3. If the list is empty and no other tasks are in execution, the measure-
ment application is terminated.

4. If the list is empty, but other tasks are in execution, the procedure 
skips to step 7.

5. If the list isn’t empty, the Test Manager launches the execution of 
each task in the list, and notifies the Synchronizer of each execution.

6. When the Synchronizer receives a notification from the Test Man-
ager, it evolves the status of the Execution Graph.

7. The Test Manager waits for the end of a task; then, it notifies the 
Synchronizer of this event.

When an event occurs, the Synchronizer evolves the status of the Exe-
cution Graph.

In Figure 4.12, a straightforward example, highlighting the working 
mechanism of the conceived Execution Graph, is shown:

1. The measurement begins with the execution of the task T0.
2. When T0 is completed, the task T1 is executed.
3. When T1 is completed, the tasks T2 and T3 are started simultaneously.
4. When the event E1 is triggered, for example, during the execution 

of T1, the tasks T4 and T5 are started simultaneously, and
5. So on.

Figure 4.12. Working example of the Execution Graph [11].
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In the measurement script, the Execution Graph is codified by the test 
engineer through the following commands provided by the Test Manager:

• ADD_TASK(task name)
• ADD_TASK_AFTER_TASK(previous task name, following task 

name)
• ADD_TASK_AFTER_ EVENT(event name, task name)

With respect to the example pointed out in Figure 4.12, the test engi-
neer, after the definition of the tasks separately, defines the Execution 
Graph by means of a set of code lines as shown in Figure 4.13.

Another leading idea of the Synchronizer is to model the Execu-
tion Graph by means of a Petri net aimed at presenting simultaneously 
control and data flows in a concurrent system [17]. Its graphical repre-
sentation (Figure 4.14) is a dual graph containing two types of nodes, 

Figure 4.13. Code lines for the Execution Graph definition [11].

Figure 4.14. Example of a Petri net [11].
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called “places” and “transitions.” Only nodes of different types can be 
connected by directed arcs. The places (symbolized as circles or ellipses) 
represent states, while the transitions (rectangles) simulate events. The 
places in the network contain tokens, represented by dots. Displacement 
and flow of the tokens determines dynamics in the system, that is, its 
changes in time.

The PN of the Synchronizer is extended by a Labeled Petri net (LPN) 
[37] in order to offer a more consistent way of the measurement procedure 
description, as well as to simplify its modeling and analysis. In the LPN, 
each place and transition has an associated label in order to allow different 
classes of places and transitions to be modeled and managed. In synthesis, 
the LPN allows

• a task state (e.g., in execution, terminated, …);
• a temporal relation between the execution of two tasks (e.g., run 

task T2 after task T1); and
• a relation between a task execution and events (e.g., run task T5 

after event E1), to be modeled easily and consistently.

4.4.3 DESIGN

On the basis of the aforementioned basic ideas, the design of the Synchro-
nizer is aimed at satisfying the following requirements:

• Building the execution graph, by adding a node, an event, or an 
arrow.

• Querying the execution graph, by determining the executable 
nodes, the end-node, and the loop detection.

• Updating the execution graph, by forcing the execution graph 
dynamics: Execute a node, terminate a node, freeze a node, unfreeze 
a node, notify an event, and set an executable node.

The previous requirements are satisfied by means of the following 
classes (Figure 4.15):

• PetriNet, supplying all basic methods to manage a Petri net.
• Place, allowing tokens, labels, inner, and outer arcs to be managed.
• Transitions, allowing transitions to be enabled or disabled, as well 

as labels and inner and outer arcs to be managed.
• Synchronizer, supplying all methods to manage the Execution 

Graph.
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• TestManager, supplying all methods to manage the execution of 
measurement tasks [11].

Basically, the class PetriNet provides all the methods necessary to 
build a generic PN (addPlace, addTransition, and so on), by using the 
basic classes Place and Transition.

The class Synchronizer provides all the methods to build and to man-
age the Execution Graph by using a private Petri-net object. As an exam-
ple, the method addRootNode permits to add a node (task) to be executed 
as the first, while the method getRootNodes permits to obtain all the root 
nodes. In this way, the Synchronizer hides the details of the PN and per-
forms high-level methods for using the Execution Graph. In particular, 
three kinds of nodes are provided: (a) the event node, representing a task 
to be executed when a particular event occurs; (b) the task node, repre-
senting a task to be executed after another node (task) is terminated; and  
(c) the root node, a special task node to be executed when the measure-
ment application starts.

In Figure 4.16, details about the implementation of the event and task 
nodes are shown:

• The event nodes are characterized by a transition named “trig” 
connected by an inner arrow to a place named “triggered.” One or 

Figure 4.15. Architecture of Synchronizer’s classes [11].
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more outgoing arrows allow the EventNode to be connected to one 
or more TaskNodes.

• The task nodes trace three different states by means of three places, 
named “in execution,” “freezed,” and “terminated,” and two tran-
sitions, named “start” and “stop.” Inside the TaskNode, the arrows 
model the right sequence of the task states and one or more out-
going arrows allow the TaskNodes to be connected to other nodes.

• The root nodes are particular task nodes, characterized by the 
absence of incoming arrows. In fact, the task associated with the 
root nodes starts at the beginning of the measurement application.

4.4.3.1 Evolution Example

In this section, a straightforward example, highlighting how a generic 
Task Manager can use the Synchronizer, is described. Furthermore, the 
LPN dynamic evolution for tracing the execution status of each task is 
illustrated, by highlighting specifically how, on demand, the list of the 
tasks available for the execution is provided.

Let the sequential and parallel executions of tasks T1, T2, T3, and T4 
be modeled by using the Execution Graph [11]. The following actions are 
carried out (Figure 4.17a):

1. When the Task Manager is ready to carry out the Execution Graph 
(runTasks), as a first step, the list of the nodes to be executed 
(getExecutableNodes) are required to the Synchronizer, at this time, 
they are the root nodes (only T1 in Figure 4.17b).

Figure 4.16. Implementation of the Execution Graph entities (nodes and 
arrows) [11].
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2. The Synchronizer
• checks on its LPN if there is a “start” transition enabled;
• finds T1 “start” transition enabled;
• returns a list with the task T1 to the Task Manager (nodeList[T1]).

3. The task manager notifies the Synchronizer of executing T1, 
(execute (nodeList[T1])).

4. The Synchronizer modifies (Figure 4.17c) the execution status of T1 

(from “ready” to “in execution”) by
• disabling the “start” transition of T1;
• adding a token to the “exec” state of T1;
• enabling the “start” transition of T1.

5. When the Task Manager catches the termination event of T1 
(Figure 4.18a), it also notifies the Synchronizer of the termination 
of T1.

6. The Synchronizer, modifies (Figure 4.18c) again the execution 
status of T1 (from “in execution” to “terminated”) by
• removing the token from the “exec” state of T1;
• disabling the “stop” transition of T1;
• adding a token to the “wait” state of T1.

Figure 4.17. A generic Task Manager uses the Synchronizer to select an execut-
able task [11].
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7. Moreover, the Synchronizer modifies to “ready” the execution sta-
tus of all tasks whose execution starts after the termination of T1, 
that is tasks T2 and T3 by
• enabling the “start” transition of T2;
• enabling the “start” transition of T3; and

8. So on, like in the step 1, for T2 and T3 [11].

4.5  MEASUREMENT-DOMAIN SPECIFIC 
LANGUAGE

In Chapter 2, domain specific languages (DSLs) are defined as languages 
specialized for a given domain. While general-purpose languages are 
designed to describe whatever procedures, DSLs are limited: One will  
never write an application with 3D graphics in SQL, for example. Con-
versely, within their own domain, DSLs performs better than general- 
purpose languages. DSL abstractions shorten the development cycle and 
makes maintenance easier. In some cases, DSLs can be specialized enough 
to allow them to be used even by nonprogrammer domain experts.

Figure 4.18. A generic task manager uses the Synchronizer to trace the change of 
the tasks execution status [11].
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In this section, a measurement-domain specific language, based on a 
model-driven paradigm for measurement test procedure definition, instru-
ment configuration, and tasks synchronization, is presented. This formal 
language, particular for a specific measurement field (e.g., magnetic mea-
surements, automotive tests, and so on), aims at specifying complete, 
easy-to-understand, -reuse, and -maintain applications efficiently and 
quickly by means of a script. The script is checked and integrated into the 
existing software framework automatically by a specific parser-builder 
chain, in order to produce the measurement application. Constructs for 
abstracting key concepts of the domain allow the test engineer to write 
more concise and higher-level programs by natural language-like sen-
tences in a shorter time without being a skilled programmer [38].

In particular, in the following, (a) a short introduction to languages 
in measurement automation, (b) the basic ideas underlying the design, 
and (c) the architecture by detailing its Parser and Builder of the 
measurement-domain specific language are described.

4.5.1 INTRODUCTION

In the context of the research trend on programming languages for devel-
oping automatic measurement and test systems, graphical environments 
characterized by graphical icons and wires symbolizing the data flow (such 
as LabVIEW by National Instruments [39]) are very popular. The underly-
ing approach of the programming language (e.g., the G for LabVIEW [40])  
emphasizes the objects involved in the application and the data exchange, 
with less emphasis on the representation of the temporal sequence, even 
if both serial and parallel executions are possible. Conversely, in scien-
tific and academic communities, scripting languages are commonly used 
and preferred [41]. They point out the order of operations and allow the 
temporal constraint in the measurement application to be managed eas-
ily. Advanced software techniques (e.g., software framework, scripting, 
new programming languages) have been exploited recently in the area 
of magnetic-field measurements [21]. These solutions lead to maximum 
software-component reuse, but final users have to manipulate code writ-
ten in extensible markup language and Python. Successful examples of 
new programming languages for improving measurement applications 
and reducing the development effort can also be found in network perfor-
mance testing [42] and in monitor and control systems [43].

In this section, these points are taken into consideration and 
model-driven-development (MDE) concepts are exploited [44] for 
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highlighting a measurement-domain-specific scripting language (MDSL) 
aimed at defining test procedure scripts, configuring instruments, and syn-
chronizing measurement tasks [45].

4.5.2 BASIC IDEAS

The MDSL goal is achieved by fulfilling the following requirements of 
providing instructions for:

1. defining logical, numeric, and temporal conditions;
2. defining conditional branching;
3. defining events based on measurement values or attribute changes, 

time changes, external event notifications, or user inputs;
4. subscribing and unsubscribing to events and responding to them 

with behaviors including messages to users or commands;
5. setting, configuring, and commanding the devices;
6. enabling, configuring, and disabling software services (e.g., log, 

fault detection, etc.); and
7. interacting with the user through graphical or textual interfaces 

[45].

The basic idea for conceiving a DSL for measurement applications 
arises logically from the analysis of a typical measurement procedure [45]. 
Usually, a measurement description should be expressed by a few special-
ized commands concerning device management, the temporal sequence 
of actions, and data treatment. At the abstraction level of the commands 
for physical (i.e., hardware devices connected by a bus) or virtual objects 
(purely software components providing some services), the measurement 
description can be seen as a script. The script is a relatively short program 
composed of a sequence of synthetic instructions controlling the opera-
tion and performing a work task all in one batch. The power of a script 
organization of the test program, instead of a graphical representation 
(such as in LabVIEW), is mainly related to the immediacy of translating 
a well-defined procedure in a logically ordered synthetic set of high-level 
commands. The approach presented here consists of defining a new DSL 
for measurement application, the MDSL, for producing batch applications 
within a software framework. As with any programming language, MDSL 
has its own lexicon, syntax, and semantics. A low level of complexity 
is provided by keeping the lexicon bounded and often using mnemonic 
words from the domain, and by simplifying the syntax through straight-
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forward command structures, for example, the commands for piloting a 
device are divided into categories of similar meaning (e.g., settings, exe-
cution, and so on) and with the same use.

The new language is combined with the software basis of the 
existing framework, by decoding the MDSL code through a custom 
parser (i.e., a measurement-domain-specific parser) first, and then 
by translating it to the target language (C++) through a builder (i.e., 
a measurement-domain-specific builder). Such an approach can be 
ascribed to the creational pattern “source-to-source transformation” [46] 
(Figure 4.19).

4.5.3 ARCHITECTURE

The MDSL is based on a separated semantic model [43], conceived as a 
part of a framework domain model. Generally, the semantic model con-
sists of a network of concepts and the relationships among those con-
cepts. In this context, concepts are particular ideas or topics from the 
user perspective with which the user is concerned. In the MDSL, the 
semantic model describes the measurement-test-procedure core structure 
and determines its behavior. The model is separated from the MDSL in 
order to:

1. think about the semantics of the domain without getting tangled up 
in the MDSL syntax or parser;

2. be able to test the semantic model by creating objects in the model 
and manipulating them directly;

3. follow an incremental approach by starting with a simple internal 
MDSL and then adding an external MDSL; and

4. be able to evolve the model and the language separately: A change 
in the model can be explored without changing the MDSL by add-
ing the necessary constructs, or new syntaxes for the MDSL can be 
experimented by just verifying the creation of the same objects in 
the model.

Figure 4.19. MDSL process according to the pattern “source-to-source” [38].
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The separation of the semantic model and the MDSL syntax mirrors 
the separation of the domain model and presentation suggested in [47]: 
The MDSL can be thought of as another form of user interface.

In Figure 4.20, another benefit of using a semantic model is high-
lighted: The code generator or builder is decoupled from the parser, and 
a code generator can be written without having to understand anything 
about the parsing process. This makes possible independent testing.

4.5.4  MEASUREMENT-DOMAIN SPECIFIC LANGUAGE 
PARSER

Parsing is a strong hierarchical operation [48]. When a text is parsed, the 
chunks are arranged into a tree structure. Let us consider the simple struc-
ture of a list of two events in a measurement procedure where an encoder 
generates a trigger signal for a motor controller in order to start the rota-
tion of a shaft:

Events
EncoderBoard_StartTrigger EB_ST
MotorController_StartRotation MC_ST

End

In this composite structure, a list contains events with their own name 
(e.g., EncoderBoard_StartTrigger) and code (EB_ST). The explicit notion 
of an overall list is missing, and each event is still a hierarchy of events 
with their own name symbol and code string.

Therefore, the MDSL script is represented as a hierarchy, that is, 
the “syntax tree” (or “parse tree”). A syntax tree is a much more useful 
representation of the MDSL script than the words [38]: It can be manip-
ulated in many ways by walking up and down the tree. Basically, the 

Figure 4.20. Semantic model and MDSL architecture [38].
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measurement-domain-specific parser reads the textual MDSL script, builds 
syntax trees, and translates them to obtain the measurement-domain-specific 
semantic model (Figure 4.20). The syntax tree is built by means of a 
specific grammar, that is, a set of rules describing how a stream of text is 
turned into a syntax tree. Grammar consists of a list of production rules, 
where each rule has a term and a statement of how it gets broken down.

The measurement-domain-specific parser is designed by defining the 
grammar rules taken from the measurement domain. Such a parser ana-
lyzes the MDSL script and provides the measurement-domain-specific 
builder by an exhaustive specific semantic model.

4.5.5  MEASUREMENT DOMAIN SPECIFIC LANGUAGE BUILDER

The model-driven architecture (MDA) is an approach to the software 
development of the Object Management Group [49]. A tool implementing 
the MDA concept allows developers to produce models of the applica-
tion and generate the corresponding code for a target platform by means 
of suitable transformations. The MDA is a sound groundwork for auto-
matic code generation. As a matter of fact, the basis of automatic code 
generation is to read project artifacts (such as class diagrams, activity 
diagrams, and requirement documents) and turn them into a meaningful 
and correct source code. The implementation of automatic code gener-
ators relies on the fact that most artifacts are created in the early stages 
of software. These artifacts are repetitive and have design patterns; thus, 
they can be automated. Most simple implementations of automatic code 
generators use only the class diagram to create a source code. Class dia-
grams have been the easiest to implement because of the inherited design 
pattern to Object-Oriented languages such as Java and C++. In general, 
code-generation techniques give rise to the production of a nonoptimized 
code. However, in a delimited command vocabulary such as the mea-
surement domain, a specialized builder allows an easiness and efficiency 
tradeoff, not too costly in terms of computation.

In the MDSL architecture (Figure 4.20), the measurement 
domain-specific builder is responsible for the code generation according 
to the MDA approach. From the domain-semantic model instance pro-
duced by the measurement-domain-specific parser, specific situations are 
represented in order to create the corresponding code. The builder, rather 
than a class diagram, takes from the parser the structured semantic model 
as input. It is able to recognize the classes, the methods, and the sequence 
of actions to be carried out, as well as to translate the model into the  
final code.
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4.6  ADVANCED GENERATOR OF USER 
INTERFACES

In this section, a model-based approach, the Model-View-Interactor Para-
digm [50], for automatically generating user interfaces [51] in a software 
framework for measurement systems is illustrated. The paradigm is dedi-
cated to the “interaction” typical in a software framework for measurement 
applications (Figure 2.1): The final user interacts with the automatic mea-
surement system executing a suitable high-level script previously written by 
a test engineer. According to the main design goal of frameworks [52], this 
approach allows the user interfaces to be separated easily from the applica-
tion logic for enhancing the flexibility and reusability of the software.

In particular, in the following, (a) a short introduction to graphical 
interfaces in measurement automation, (b) the Model-Viewer-Interactor 
paradigm, and (iii) the Graphical User Interfaces engine are described.

4.6.1 USER INTERFACES IN MEASUREMENT AUTOMATION

In the first phase of designing a measurement software framework, the test 
engineer prepares a script where the required test procedure is expressed 
formally and synthetically by the MDSL. Then, the framework processes 
the script suitably and generates an executable measurement software 
application. In the second phase [52], the final user (a) executes the soft-
ware application, (b) interacts with the software by providing at runtime 
the required input, and (c) finally starts the measurement process on the 
devices. The application user needs to interact with the software applica-
tion through a convenient graphic interface to carry out the measurement 
procedure easily and quickly. Therefore, the test engineer should deal with 
its implementation.

Such as, for most interactive applications, producing an attractive 
Graphical User Interface (GUI) for a measurement software framework 
is not a trivial task [51, 52] because graphical representations depending 
on run-time data cannot be drawn in advance. The powerful GUI libraries 
offered by operating systems can be used of course, but the offered level 
of abstraction is, in general, rather low. Therefore, a visual editor, such as 
many commercial programming environments, should be used. Such tools 
turn out to be very user-friendly, although integrating the provided and 
existing codes is in general not easy.

Summarizing, a visual editor is a useful tool for simple applications, 
but for more complicated professional measurement applications, the test 
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engineer has to still struggle with a low-level programming code devoted 
to GUIs. In addition, the quality of self-made GUI development depends 
strongly on the experience of the designers as well as on their skills in the 
platform and development graphic tools.

For these reasons, user interface generation has been object of 
research for many years, sometimes under the diction of “model-based 
user interfaces” [51]. As a matter of fact, interfaces are generated by divid-
ing the application domain in models. The original contribution of this 
research field has been to allow programmers, as test engineers, not typi-
cally trained to design interfaces, to produce user interfaces customized to 
their own applications.

On the other hand, the main feature of automatic techniques for gener-
ating interfaces is to allow the designer to specify them at a very-high level, 
with the details of the implementation provided by the system [51]. Never-
theless, this approach is very unspecific and further effort is required to tai-
lor the model to a definite context, such as the frameworks for measurement 
software products. Designing interaction rather than interfaces attempts to 
enhance the quality of the interaction between user and computer, fitting 
the key paradigm: “User interfaces are the means, not the end” [52].

In the context of measurement software products, LabVIEW [39] is 
very popular. It is a graphical programming environment used to develop 
measurement and test systems by using graphical icons and wires well 
symbolizing the data flow [40]. The input-output of the measurement 
program (called in such a context, the Virtual Instrument) is provided 
directly in the visual form of a GUI looking like the panel of an instru-
ment. However, although powerful and intuitive from the GUI viewpoint, 
the approach of the programming language G exploited by LabVIEW is 
to not point out immediately the temporal sequence of the actions to be 
executed. Conversely, in a scientific and academic community, scripting 
languages are usually preferred [41].

In the following, an evolution of model-based user interface gener-
ation in a measurement software framework based on domain specific 
language for scripting [38], the Model-View-Interactor paradigm, is pre-
sented. This paradigm is mainly aimed at shifting the focus of the test 
engineer’s work from the burden of implementing the interface to the con-
ception of its abstract interactions.

4.6.2 THE MODEL-VIEWER-INTERACTOR PARADIGM

In the model-based approach to GUI generation [50], analysis, design, 
and implementation are based on a common repository of models. In this 
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context, a model is a declarative specification of some single coherent 
aspects of a user interface, such as the appearance, the interaction with 
the user, and the layer of the underlying measurement application. The 
most important property of the model in this context is that it can be 
expressed in a highly specialized notation by focusing the attention on a 
single aspect of an interactive system [51]. This property makes the devel-
opment and maintenance easier. Unlike conventional software engineer-
ing where designers construct artifacts whose meaning and relevance can 
diverge from the delivered code, in the model-based approach, designers 
first build models of critical system attributes, and then analyze, refine, 
and synthesize these models into running systems. This separation greatly 
simplifies and improves the quality of the development.

Early examples of model-based tools included Cousin [53] and  
HP/Apollo’s Open-Dialogue [54], which provided the designer with a 
declarative language for listing the input and output requirements of the 
user interface. The system then generated dialogs to display and request 
data. These evolved into model-based systems, such as Mike [55], Jade 
[56], UIDE [57], ITS [58], and Humanoid [59]. They exploit specific tech-
niques, such as heuristic rules, to automatically select interactive compo-
nents, layouts, and other details of the interface.

Generating interfaces automatically is a very difficult task, because 
the corresponding automatic and model-based systems constrain signifi-
cantly the kinds of interfaces they can produce. A related and very-common 
problem is that the generated user interfaces are generally not as good as 
those created by conventional and custom programming techniques. How-
ever, in specific domains with very few particular graphical requirements, 
such as the measurement domain, automatic techniques can be used suc-
cessfully.

Model-based GUI generation relies on the principle that develop-
ment and support environments may be built around declarative models1 
of a system [60]. Developers using this paradigm build the interface by 

1Declarative programming is a software design approach focusing more on the 
computation logic rather than its control flow [62]. Main effort is to define what 
the code should do in terms of the problem domain, rather than as a succession 
of programming instructions. This is in contrast with imperative programming, 
where algorithms are implemented by categorical steps. Examples include 
database query languages (e.g., SQL, XQuery). The program of a declarative 
model includes directly equations, rather than imperative statements, defining 
(“declaring”) behavioral relationships. In this case, the procedure carries out 
algebraic operations to best express the solution algorithm. Typical examples are 
Modelica and Simile.
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specifying declarative models, rather than writing a program. Generally, 
for any interactive system, three kinds of models can be derived [61]:

• Presentation models, specifying the appearance of user interfaces 
in terms of their widgets and the related behavior.

• Application models, specifying the parts (functions and data) of 
applications accessible from the user interface.

• Dialogue models, specifying end-user interactions, their order, and 
how they affect the presentation and application.

In the following, (a) the basic concepts, (b) the View, (c) the Interactor, 
and (d) the Model of the Model-View-Interactor paradigm are illustrated.

4.6.2.1 Basic Concepts

The approach presented here to generate interfaces in measurement sys-
tem frameworks starts from a fundamental consideration: Usually test 
engineers are not trained to design interfaces, but at the same time they 
would like to maintain a high level of usability in measurement applica-
tions. In this case, test engineers are responsible mainly for preparing test 
scripts [6], where the interaction between measurement application and 
final user are described at high level [38], without any indication of GUI 
aspects.

Therefore, the main concept underlying the approach presented here 
is the interaction between the user and the GUI. Interaction is a kind of 
action occurring when two or more objects have an effect upon one another. 
Examples of simple interactions in measurement software are reading a 
user input or displaying a value. Test engineers are prevented from deal-
ing with raw graphical characteristic of software measurement system, 
by separating functional from look aspects of the interface. Accordingly, 
the architecture is organized by a three-way decomposition: (1) the parts 
representing the model of the underlying application domain, (2) the way 
the model is presented to the user, and (3) the way the user interacts with 
it. This is called the Model-View-Interactor approach [63] (Figure 4.21), 
derived as an evolution of the Model View Controller and Model View 
Presenter [64].

The Model represents the model domain, and, in case of measurement 
software framework, is constituted by the core classes. The Views consist 
in the aspect of the generated GUI, defined by a GUI expert, completely 
transparent to the test engineer using the framework. In particular, the 
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GUI expert defines a set of presentation models used to generate the final 
user interface. The Interactor represents the tie between model and view, 
by making available a different component specifying the GUI desired 
behavior.

In this way, the test engineer can define the interaction between the 
measurement application and the user by means of a set of specific objects: 
The Graphic Interactor Component (Section 4.6.2.3).

4.6.2.2 View

The view description is an XML-file containing all the presentation fea-
tures of the GUI. XML stands as a solution for the standardization of the 
interoperability between applications. Therefore, XML-based languages 
can be employed to define user interfaces. They are the XML-compliant 
user interface definition languages (XML-UIDL) [65] and their advantage 
is to be transparent to different interface technologies and to provide a 
homogeneous resource for heterogeneous ways of interaction.

Generally, at a graphical level, the user-interface content can be orga-
nized in areas, represented usually by a rectangular bounding shape. These 
rectangular areas are referred to as a box. Graphical user interface lay-
outs can be seen as a container subdivided in to boxes, where the graphic 
components (text editor component, buttons, menu item, and so on) can 
be placed. One box can contain others boxes, and so on. Two types of 
boxes can be distinguished: (a) horizontal boxes (HBox), with elements 
aligned horizontally, and (b) vertical boxes (VBox), with elements aligned 
vertically.

Figure 4.21. Model-Viewer-Interactor (MVI) approach.
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As an example, in Figure 4.22a, the View model used in a form asking 
for an input value to the final user is considered. The layout as a whole is 
formed by 3 VBox (Box_1, Box_2, and Box_3):

• Box_1 will contain a text component for the title.
• Box_2 is formed by two HBox: Box_4 and Box_5. The former will 

contain a text component for a description, and the latter will con-
tain a text editor component to read an input value.

• Box_3 is formed by two HBox: Box_6 and Box_7. Both of them 
will contain a button component. The button in Box_6 will com-
mand an action to confirm inserted input value, while button in 
Box_7 will command an action to discard the operation.

End user will see a form appearing as shown in Figure 4.22b. The 
View model in Figure 4.22a is stored as a declarative model, containing 
also the information about the GUI component properties (character font, 
text component color and text editor component positions, background and 
foreground colors, as well as further information related to the GUI aspect).

Basically the approach presented here is based on a database of differ-
ent View models, associated to one or more interactive components, such 
as shown in the next section.

The view description example for a simple window is depicted in 
Figure 4.23. The view description file is written by the application engi-
neer during the software development phase in order to define the GUI 
presentation look. Then, at run time, this file is read by the XML-Parser, 
and the framework uses the information to generate the graphical elements.

4.6.2.3 Interactor

The main aim of the Model-View-Interactor paradigm is to permit the test 
engineer to develop complicated GUI applications by a minimal effort 

Figure 4.22. Example of (a) a View model and (b) its final aspect.
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and moreover without graphical knowledge. This aim is achieved mainly 
through the Graphic Interactive Component (GIC), allowing any custom-
izable graphical component to be derived. This component encapsulates 
all common aspects of graphical components [66, 67]. It is generated auto-
matically for any type T, for example, int, float, double, or more complex 
data types.

Namely, the GICT, defined for the type T, can

• be used by a test engineer to display automatically any value of 
type T;

• be used by a test engineer to plot on screen an array of type T;
• be used by an application user to view and edit some value of type T;
• communicate any value change made by the user or by the program 

with any other depending component.

For any concrete type T, the compiler is able to derive automatically 
an instance function of this meta-description for the given type.

The test engineer, in the writing phase of the MDSL script [38] (Fig-
ure 4.24), defines the component contained in the GUI and their input and 
output data by using the GIC components. Then, after building the script 
by means of the DSL-Xpand component, the framework can generate the 
application with the desired GUI.

4.6.2.4 Model

The Model is composed of data structures and classes of the framework 
involved in the GUI generation. A typical example is offered by the device 

Figure 4.23. View XML description example.
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classes related to the configuration step of the measurement procedure. 
During this phase, a broad interaction with the user is required to set up the 
devices. The data needed for the configuration are structured in the class 
definition where the data variables are preset for type and number by the 
application developers.

4.6.3 THE GRAPHICAL USER INTERFACE ENGINE

The classes’ architecture allowing the automatic user interface generation 
is named GUIengine and is shown in Figure 4.25.

The GUIengine is composed of several classes: (a) GIC, provid-
ing the TestManager the input and output features without graphi-
cal details; (b) GenericWindow, giving the interface for all the frames; 
(c) InputWindow, OutputWindow, and PlotWindow, the concrete win-
dows; and (d) LayoutManager, responsible for instantiating concrete win-
dows defining the graphical features parsing the view description file and 
computing the dimension and position parameters [68]. The View is kept 
clear-cut from the Interactor by implementing the GUIengine complying 
with the abstract factory pattern,2 often employed to separate the details 
of GUI implementation from its general use.

As an example, if the test engineer needs to ask as an input, an integer 
value at runtime, he will use the capture method of a GIC object in the 
measurement script [6]:

• Def GIC “InputParam”
• Capture InputParam with (param,1, “Input form,” “value”)

2The abstract factory pattern allows a group of individual factories with a common 
theme to be encapsulated without specifying their concrete classes.

Figure 4.24. MDSL script example.
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By inserting in the script only these instructions, a form is displayed, 
and the value entered by the user is stored in the variable pointed.
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CHAPTER 5

QuAlity ASSeSSment of 
meASurement SoftwAre

Men acquire a particular quality by constantly acting a particular 
way...
you become just by performing just actions, temperate by performing 
temperate actions,
brave by performing brave actions.

―Aristotle

5.1 OVERVIEW

In this chapter, the assessment of the software quality for measurement 
software frameworks is presented. First, main concepts of software qual-
ity are introduced very synthetically from a general perspective. Then, 
the approach proposed in the standard ISO 9126 is chosen as a reference 
model for the quality assessment of measurement and test software. In 
particular, a practical approach, the quality pyramid, to software quality 
is presented for (a) characterizing the design of an Object-Oriented proj-
ect, (b) finding possible problems, and (c) defining the related corrective 
actions. Finally, a method based on specific metrics for assessing the 
degree of flexibility achieved by a software framework for measurement 
applications is presented.

5.2 SOFTWARE QUALITY

Quality is a key issue in professional software development. In general, 
quality can be defined in two, not-exclusive, ways, as the degree to which 
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a system, component, or process meets: (a) specified technical working 
requirements and (b) customer or final user needs or expectations [1]. This 
definition offers the corresponding two most common interpretations of 
the word “quality” at (a) an engineering level, as conformance to require-
ments (inner quality) and (b) a marketing level, as measure of user satis-
faction (outer quality).

Software quality can be approached from different perspectives 
[2–4], but a specific common definition is provided as “the capability of 
a software product to satisfy stated and implied needs when used under 
specified conditions” [5]. Pursuing software quality is always worthwhile, 
because the cost of achieving a high quality level is widely overtaken by 
the cost of nonquality (i.e., of having software unable of providing the 
required features when needed).

5.2.1 SOFTWARE QUALITY METRICS

Software quality cannot be assessed without a clear definition of a method 
for its measurement in an objective way. For this reason, as a first step, 
several metrics have been introduced for this aim. The term metric is 
defined as a “measure of the degree to which a process or product pos-
sesses a certain quality characteristic” [6]. In this chapter, only the metrics 
most suitable for assessing the quality of software frameworks for mea-
surement applications are discussed. They are listed in Tables 5.1 and 5.2, 
by providing a brief description for each of them.

For an objective assessment, when using metrics the two major issues 
are (a) to define a suitable reference and (b) above all, for this reference, 
to determine proper levels (quality thresholds). The main objective is to 
not look for thresholds perfect from a theoretical viewpoint, but for values 
turning out to be useful in a practical perspective, in order to detect pos-
sible software artefacts. Two major sources of useful threshold levels can 
be identified [7]:

• Probability information, leading to thresholds based on statis-
tical significance. One or more reference points are used to split 
numerical spaces into meaningful intervals (acceptance or rejec-
tion regions in statistical decision making). By applying simple 
statistical techniques to the data collected for each metric, the 
average (AVG) can be used to estimate the typical values, and the 
standard deviation (STD) to define higher/lower margins of the 
confidence interval as AVG ± STD.
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Table 5.1. Metrics catalog [8]

Metric Description
Cyclomatic complexity 
(CYCLO)

Logic complexity of a software module, as 
the number of linearly independent paths.

Essential complexity 
(ESS)

Cyclomatic complexity after replacing all 
well-structured control structures by a 
single statement.

Class depending child 
(CDC)

Class depending at least on one of its 
children.

Class depth (DEPTH) Depth of a class within the inheritance 
hierarchy.

Multiple inheritance 
(FAN IN)

Number of immediate base classes.

Response for class (RFC) Number of methods, including inherited 
ones.

Coupling between objects 
(CBO)

Number of other classes using a type, data, 
or member from that class (coupling). All 
the couplings to a given class counts as 
one toward the metric total.

Lack of cohesion of meth-
ods (LOCM/LCOM)

Cohesion between class data and methods.

Weighted methods for 
class (WMC)

Sum of cyclomatic complexity of all nested 
functions or methods.

Access to foreign data 
(ATFD)

Number of attributes from unrelated classes 
accessed directly or through accessory 
methods.

Changing classes (CC) Number of classes in which the methods 
calling the measured method are defined.

Coupling intensity (CINT) Number of distinct operations called by the 
measured operation.

Changing methods (CM) Number of distinct methods that call the 
measured method.

Lines of code (LOC) The number of lines that contains source 
code.

Tight class cohesion 
(TCC)

Relative number of method pairs of a class 
that access in common at least one attri-
bute of the measured class.

Weight of a class (WOC) Number of public methods divided by the 
total number of public members.

(Continued)
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Table 5.1. (Continued)

Metric Description
Number of accessory 
methods (NOAM)

Number of accessory (getter and setter) 
methods of a class.

Number of public 
attributes (NOPA)

Number of public attributes of a class.

Number of accessed 
variables (NOAV)

Number of variable accessed directly by the 
measured operation.

Locality of attribute 
accesses (LAA)

Number of attribute from the method defi-
nition class, divided by the total number of 
variable accessed.

Foreign data providers 
(FDP)

Number of classes in which the attributes 
accessed are defined.

Maximum nesting level 
(MAXNESTING)

Maximum nesting level of control structures 
within an operation.

• Generally accepted semantics, leading to thresholds based on infor-
mation considered as common, widely accepted knowledge. This 
knowledge could be in turn based on former statistical observa-
tions, but in general their values have become, to some extent, part 
of our culture and can be inferred without a statistical assessment.

5.2.2 SOFTWARE QUALITY MODELS

The correct use of metrics is tuned, and correspondingly their misuse is 
avoided, by assessing them within the frame of a quality model. A model 
is an abstraction of reality, allowing useless details to be discarded and 
entities or concepts to be viewed from a particular perspective [9], by 
understanding simultaneously the interactions among the parts forming 
the whole system of interest. The quality of a system is the result of the 
quality of its elements and their interactions. A model can be used to 
predict or assess the quality, the latter being the aim of this chapter.

A considerable amount of work has been devoted to the formulation 
of the so-called quality models. One of the first was proposed by Gilb [10], 
according to whom any quality characteristic can be measured directly. 
The quality concept is broken into component parts until each can be stated 
in terms of directly measurable attributes. Other models were proposed by 
Bohm [6] and McCall [11]. These are hierarchical models, based on the 
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assumption of the existence of several important high-level quality factors 
determined by lower level criteria, supposed much easier to measure than 
the corresponding factors. Actual measures, the metrics, are proposed for 
the criteria. The model describes all the relationships between factors and 
criteria, so that the former can be quantified in terms of measures of their 
dependent criteria. This conception of modeling quality was more recently 

Table 5.2. Metrics catalogue (NDD, AHH, DOF, and DOS are 
proportions)

Metric Description
Coupling dispersion 
(CDISP)

Number of classes in which the operation 
called from the measured operation are 
defined, divided by CINT.

Number of packages 
(NOP)

Number of high level packages (e.g., packages 
in Java or namespaces in C++).

Number of classes 
(NOC)

Number of classes defined in the software 
system, not including library classes.

Number of operations 
(NOM)

Number of user-defined operations (methods 
and global functions).

Number of operation 
calls (CALL)

Number of distinct operation calls (invoca-
tions) made by all the user-defined opera-
tions.

Number of called 
classes (FOUT)

Sum of the classes whose operations call 
methods, for all the operations defined by the 
user.

Number of direct 
descendants (NDD)

Average of subclasses for each class tells to 
what extent abstractions are refined by means 
of inheritance. Interfaces are not counted.

Height of inheritance 
tree (HIT)

Average number of inheritance levels in a 
class hierarchy.

Average hierarchy 
height (AHH)

Average length of the paths from a root class 
to its farthest subclasses, measures the deep-
ness of the class hierarchy. Interfaces are not 
counted.

Degree of focus (DOF) Measure of the level of dedication of a com-
ponent to every concern in the system.

Degree of scattering 
(DOS)

Measure of the level of scattering of a concern 
within all the modules in the systems.
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the basis of international efforts that led to the development of a standard 
for software quality measurement, defining for the software (a) a quality 
model (ISO 9126 [12–15]), (b) a measurement process (ISO 15939 [16]), 
and (c) an evaluation process (ISO 14598 [17]). The standard ISO 9126-1 
[12] recommends six quality characteristics, further refined in subcharac-
teristics, as the basic set for quality evaluation. Furthermore, the standards 
ISO 9126-2, -3, and -4 [13–15] define metrics for measuring characteris-
tics and subcharacteristics. Anyway, the metric list is not finalized and no 
clear indications are provided about its mapping to the quality characteris-
tics. Given a particular problem, techniques like the Goal-Question-Metric 
(GQM) [18] can help in identifying which measures are to be taken into 
account to monitor and improve quality in the specific case.

5.3 THE STANDARD ISO 9126

A definition of software quality, along with guidance for its assessment, is 
provided by international standards [12–17]. This section aims at assess-
ing the level of quality achievable by a software framework for measure-
ment applications, according to the guidelines set by these standards.

In particular, the software quality model provided by the standard 
ISO 9126 defines six quality characteristics (Figure 5.1) [12]:

• Functionality: “The capability of the software product to provide 
functions meeting stated and implicit needs, when the software is 
used under specified conditions.”

• Reliability: “The capability of the software product to main-
tain a specified level of performance when used under specified 
conditions.”

• Efficiency: “The capability of the software product to provide 
appropriate performance, relative to the amount of resources used, 
under stated conditions.”

• Usability: “The capability of the software product to be understood, 
learned, used, and attractive to the user, when used under specified 
conditions.”

• Portability: “The capability of the software product to be trans-
ferred from one environment to another.”

• Maintainability: “The capability of the software product to be 
modified. Modifications may include corrections, improvements, 
or adaptation of the software to changes in environment, and in 
requirements and functional specifications.”
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The standard defines also an additional quality characteristic:

• Quality in use: The capability of the software product to enable 
specified users to “achieve specified goals with effectiveness, pro-
ductivity, safety, and satisfaction in specified contexts of use.”

The quality characteristics have well-defined subcharacteristics, and 
the standard allows the user to define his or her own sub-subcharacteristics 
according to a hierarchical structure. The ISO framework is completely 
hierarchical; each subcharacteristic is related to only one characteristic.

The corresponding quality model defines three categories of quality:

i. Software quality in use, related to the software application inside its 
operational environment, for carrying out certain tasks by specific 
users.

ii. External software quality, providing a black-box view of the soft-
ware and addressing properties related to the execution of the soft-
ware on a computer hardware and applying an operating system.

iii. Internal software quality, providing a white-box view and address-
ing properties of the software product typically available during the 
development.

Figure 5.1. The ISO 9126 quality model [12].
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Internal software quality is mainly related to static properties of the 
software and has an impact on its external quality, which in turn affects 
quality in use (Figure 5.2). As shown in the figure, internal and external 
attributes refer to product quality, while quality in use reflects the user’s 
view of the product. The process through which this product is obtained is 
not taken into account.

At the development stage of a software framework, the system is not 
yet widely employed by users others than the developers, thus making 
premature the assessment of the quality in use. Therefore, the quality 
assessment presented in the following sections is dedicated to a finished 
product. More technically, the properties of the software’s design and code 
(internal quality) are analyzed at a static level by means of purely internal 
metrics [14].

5.4 QUALITY PYRAMID

A more practical approach to software quality is presented in [7], for 
(a) characterizing the design of the Object-Oriented part of a software 
framework, (b) finding the possible problems, and (c) proposing the cor-
responding corrective actions. According to this approach, some design 
metrics [19], namely, capable of capturing the quality of the design at a 
certain point in the software development cycle, are used in the frame of 
the Goal-Question-Metric (GQM)1 technique [18] to effectively character-
ize and evaluate the design of an Object-Oriented system.

As a matter of fact, the quality characterization of an Object-Oriented  
system is a complex task that cannot rely on the evaluation of single 

1Usually the Goal-Question-Metric (GQM) model is described as a six-step pro-
cess, where the first three objectives aim at fastening the identification of the right 
metrics, while the other three phases belong to the data obtained and specifically 
to how to process the actual measurement results for making effective decisions.

Figure 5.2. Approaches to software quality according to ISO 9126 [12].
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metrics in a nonorganized way. It requires choosing suitable metrics, com-
puting their values, and above all correlating them in a proper manner in 
order to draw significant conclusions. Moreover, effective metrics have to 
reflect three main aspects (Figure 5.3) [7]: (a) size and complexity, to take 
into account how big and complex a system is; (b) coupling, to know to 
which extent classes are mutually coupled; and (c) inheritance, to assess 
how much and how well the concept of inheritance is used.

To better clarify and understand these three aspects, the Overview 
Pyramid was introduced in [7].

The pyramid is a metric-based means to both describe and characterize 
the overall structure of an Object-Oriented system by quantifying its com-
plexity, coupling, and inheritance. It can be seen as “a graphical template 
for presenting and interpreting system-level measurements of software 
quality in a unitary manner” [7]. An overview pyramid is composed of three 
parts, corresponding to the aforementioned characteristics (Figure 5.4):  
(a) system size and complexity (filled in dark grey in Figure 5.4), (b) system 
coupling (in light grey in Figure 5.4), and (c) system inheritance (in white).

5.4.1 SYSTEM SIZE AND COMPLEXITY

The left bottom side of the pyramid (filled in dark grey in Figure 5.4) 
gathers information characterizing size and complexity of the software 

Figure 5.3. The three major aspects quantified by the overview pyramid [7].
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system, provided by metrics directly computed on the source code. These 
simple and widely used metrics refer to the most significant modularity 
unit of an Object-Oriented system, in sequence from the highest (pack-
ages or namespaces) to the lowest level (lines of code, LOC). The pyra-
mid provides each unit by a specific metric for measuring its quality. The 
considered metrics, placed one per line according to a top-down scheme,2 
are: the number of packages (NOP), the number of classes (NOC), the 
number of operations (NOM), the LOC, and the cyclomatic complexity 
(CYCLO) (Tables 5.1 and 5.2). From these basic absolute metrics, some 
proportions among the direct metrics (the values on the left in Figure 5.4) 
are computed by dividing the value of a metric by the next upper one. For 
example, the value of the proportion in the bottom left corner is obtained 
as ratio of the CYCLO and the LOC metrics and is equal to 0.15.

These proportions, unlike the direct metrics, have two important char-
acteristics: (a) they are mutually independent, thus each value provides a 
distinct measure of a specific characteristic of the code organization, and 
(b) they simplify the comparison with other projects, because they are 
defined as ratios of absolute values and are therefore independent of the 
project size.

From this part of the overview pyramid, the further following propor-
tions can be assessed about:

i. high-level structuring, the number of classes by package, computed 
as the ratio NOC/package, provides a clue on the packaging level 
of the system, namely if the packages tend to be coarse-grained or 
fine-grain;

ii. class structuring, the number of operations by class, as the ratio 
NOM/Class, gives a clue on the quality of class design, by measur-
ing the distribution of operations among classes;

iii. operation structuring, the number of code lines by operation, as 
the ratio LOC/Operation, indicating if the code is well distributed 
among operations, that is, if the procedural programming is well 
structured;

iv. intrinsic operation complexity, the number of linearly-indepen-
dent paths (cyclomatic complexity) by code line, assessed as ratio 
CYCLO/Code line, characterizing the conditional complexity 
found in the operations (density of branches with respect to the 
lines).

2In the pyramid, only the lines of code belonging to methods are counted.
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5.4.2 SYSTEM COUPLING

The right part of the overview pyramid (filled in light grey in Figure 5.4) 
concerns the level of coupling in the software system, presented in terms 
of operation invocations. Two direct metrics are used to establish how the 
coupling is intensive and dispersed in the system (Tables 5.1 and 5.2): 
(a) CALL, that is, the number of distinct operation calls (invocations) 
made by all the user-defined operations, and (b) FOUT, that is, the sum of 
the classes whose operations call methods, for all the operations defined 
by the user. Also in this case, from these basic absolute metrics, propor-
tions among the direct metrics (again reported in Figure 5.4) are computed 
by dividing the value of a metric by the next upper one.

Although these metrics describe the total amount of coupling of a 
software system, they are difficult to use for characterizing the system. 
Alternatively, two proportions can be calculated using the number of oper-
ations (NOM):

i. Coupling intensity (CALL/Operation), denoting the extent of cou-
pling (collaboration) between the operations. This proportion tells, 
on average, the number of distinct operations called from each 
operation. High values indicate excessive coupling among opera-
tions in the code, that is, that the collaboration among operations is 
not well designed.

ii. Coupling dispersion (FOUT/Operation call), indicating how many 
classes are involved in the coupling, namely the sum of the classes 
whose operations call methods, for all the user-defined operations, 
by operation call.

5.4.3 SYSTEM INHERITANCE

The upper part of the overview pyramid (filled in white in Figure 5.4) 
is composed of two proportion metrics that globally characterize the 
use of inheritance. They give a clue of the extent to which some typical  
Object-Oriented features (generalization and polymorphism) are used. 
The two proportions are NDD, that is, the average of subclasses for each 
class, and HIT, that is, the average number of inheritance levels in a 
class hierarchy (Table 5.2). These two metrics apply to class hierarchies 
and characterize their shape by capturing two important complementary 
aspects: their width and height.
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5.4.4 INTERPRETING THE PYRAMID

According to this approach, for characterizing an Object-Oriented system, 
the aforementioned eight proportions have to be computed. The propor-
tions are preferred to the absolute metrics because they are independent of 
the project size, thus making their assessment easier. Moreover, they allow 
the use of thresholds based on statistical measurements, as explained in 
Section 5.2.1. In particular, metrics collected from a statistical base of 
Java and C++ projects are highlighted in [7].

5.5 MEASURING FLEXIBILITY

Classic and contemporary literatures in software design recognize the 
central role of flexibility. Moreover, one of the most significant attributes 
of software quality is the flexibility. Flexibility is maximized by means 
of structured design, modular design, Object-Oriented design, software 
architecture, design patterns, and component-based software engineering, 
among others.

During its life cycle, a flexible software system is forced to face 
variable requirements. As a consequence, the implementation has to be 
adapted to provide a solution to problems in new application domains. An 
evolution step is defined as the unit of evolution referred to a particular 
change in the implementation.

It has been observed that predicting the class of changes is the key 
to understanding software flexibility. During the phases of design and 
development of the software, initially the changes that are likely to occur 
over the lifetime of the product are characterized. Since it is impossible to 
predict the actual changes, the predictions will refer to classes of possible 
changes [20].

The notion of evolution step can be used for estimating software flex-
ibility [21]: Software is more flexible than a given value b toward a par-
ticular evolution step, if the number of changes required for the software 
upgrade is smaller than the number of changes required for b. Thus, the 
complexity of an evolution step measures how inflexible the implemen-
tation is toward a particular class of changes: Fewer changes are needed, 
the more flexible it is.

Therefore, it is useful to organize the software so that the items that 
are most likely to change are confined to a small amount of code, thus 
only this limited portion would be affected [20]. In other words, flexibility 



QUALITY ASSESSMENT OF MEASUREMENT SOFTWARE  •  127

(measured in terms of the cost of the evolution process) is directly linked 
to the amount of code affected by the changes required in a particular 
evolution phase. Thus, a first approximation to measuring the cost of an 
evolution step ε is given by the evolution cost metric counting the number 
of modules affected by ε. Under the assumption that the costs of adding, 
removing, or changing each modular unit commensurate, the evolution 
cost metric is computed as the number of modules added, removed, or 
adjusted as a result of the evolution. This number is obtained by calculat-
ing the symmetric set difference between the sets of classes in the old (iold) 
versus the adjusted (iadjusted) implementations.

Formally [21]:

C

Classes i Classes i Classes i
classes

old adjusted ad

( )

( ) ( ) (

ε =

−( )∪ jjusted oldClasses i) ( )−( )
 (5.1)

This evolution cost metric is inadequate in some situations: When the evolu-
tion of different modules do not commensurate, the modules are not imple-
mented yet, and the programming language does not support classes at all 
or adds other programming units (such as in the case of the Aspect-Oriented  
programming). Therefore, the metric is to be accommodated for varying 
degrees of modular granularity, as well as information on each module. 
This leads to the definition of the generalized cost metric [21, 22]:

 C i i mModules m Modules old adjusted
µ

ε µ( ) ( , ) ( )= ∑
∈∆

 (5.2)

where ∆Modules (iold, iadjusted) is the symmetric set difference between the 
set of modules in iold and the set of modules in iadjusted.

The generalized metric is parameterized by the variables Modules 
and µ:

• The variable Modules represents any notion of module appropriate 
for the circumstances, such as class, procedure, method, aspect, and 
package [22];

• µ represents any software complexity metric meaningful in relation 
to a particular module m [22].

Finally, evolution complexity is a measure of growth, not an absolute 
value, and therefore it does not measure the actual cost of the evolution 
process, but rather how it grows.
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CHAPTER 6

the flexible frAmework 
for mAgnetic meASurementS 

At cern

Some of the greatest discoveries...consist mainly in the clearing away 
of psychological roadblocks which obstruct the approach to reality; 
which is why, post factum they appear so obvious.

―Arthur Koestler, The Sleepwalkers: A History of Man’s 
Changing Vision of the Universe

6.1 OVERVIEW

In this chapter, an overview of a case study of the software framework for 
magnetic measurements realized at the European Organization for Nuclear 
Research (CERN) in cooperation with the University of Sannio, the Flex-
ible Framework for Magnetic Measurements (FFMM) [1], is provided.

In the first part of the chapter, a background on the application context 
of testing magnets for particle accelerators is given. In particular, initially, 
the main magnetic measurement methods for magnets testing are exam-
ined. Subsequently, the automatic systems for magnetic measurements in 
use at the main research centers for high-energy physics are reviewed. 
Special attention is paid to the software package for measurement auto-
mation for magnets harmonic analysis, that is, the Magnetic Measurement 
Program (MMP), which was in use at CERN before the FFMM.

In the second part of the chapter, an outline of the FFMM project is 
given. In particular, primarily, the need for flexibility, arising from the 
experience of other measurement systems previously employed at CERN, 
is analyzed. Although the main topic of this book is the software for mea-
surement control and data acquisition, FFMM is the main part of a wider 
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project aimed at developing an entire platform for automating magnetic 
measurements, including new high-performance hardware. Therefore, a 
brief overview of main hardware components is provided, for the sake of 
completeness of the measurement automation approach. Then, the FFMM 
is presented by introducing its main design concepts and architecture. 
Subsequently, its main components, the Fault Detector and the Synchro-
nizer, are described, by highlighting their architectures and the implemen-
tation of their classes. Finally, the application of the Measurement Domain 
Specific Language (MDSL) and the Advanced User Interface Generator to 
the magnetic measurements for magnet testing is reported.

6.2  METHODS FOR MAGNETIC FIELD 
MEASUREMENTS

The main objectives of the High-Energy Particle (HEP) accelerators are 
(a) to explore matter at a very small scale (down to 10−18 m), by means 
of radiations of wavelength smaller than the dimension to be resolved; 
(b) to produce new, massive particles in high-energy collisions (like the 
Higgs particle, discovered in July 2012); (c) to reproduce locally the 
very-high temperatures occurring in stars or in the early universe, and 
investigate nuclear matter in these extreme conditions; and (d) to exploit 
the electromagnetic radiation the hadrons emit when accelerated, partic-
ularly when the beam trajectory is curved by a magnetic field (centripe-
tal acceleration), for medical application, as an example. CERN, one of 
the most important HEP laboratories, located at Geneva in Switzerland, 
was founded in 1953 to provide a deeper understanding of the matter and 
its contents. The last CERN achievement is the Large Hadron Collider 
(LHC), the biggest machine ever built by man: A circular accelerator that 
collides proton beams or heavier ions into lead and is housed in a 27-km 
long underground tunnel.

In the development of the LHC, superconductivity played a crucial 
role. It is a special phenomenon of zero electrical resistance and the expul-
sion of magnetic fields occurring in certain materials when cooled below 
a characteristic “critical” temperature, usually in the order of a few K, or 
tens of K (in this case, they are referred to as high-temperature supercon-
ductors) [2]. In the LHC design, superconductivity was exploited both 
to achieve high electrical current levels by reducing ohmic losses for 
magnetic conditioning of HEP beams and to keep compact the size of 
the machine in order to save capital cost and simultaneously reduce elec-
trical power consumption. High-energy, high-intensity machines produce 
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beams with MJ energy, so that conversion efficiency from the power grid 
to the beam must be maximized, by reducing ohmic losses. The beams 
circulating into the LHC are bent, focused, and corrected by electromag-
nets, many of them needing nominal currents of about 12 kA. In electro-
magnets, superconductivity suppresses ohmic losses, thus the only power 
consumption is related to the associated cryogenic refrigeration to achieve 
a critical temperature of a few K [3].

The coils of the LHC superconducting magnets are wound with 
cables of niobium–titanium (NbTi) (7,000 km in total),1 working in super-
fluid helium either at 1.9 K or at 4.5 K. A vertical dipolar field B of 8.33 T 
is required to bend the proton beams, whereas the quadrupole magnets are 
designed for a gradient of 223 Tm−1 and a peak field of about 7 T.

In storage rings like the LHC, stable beams have to run as long as 
possible on the circular orbit in order to increase the number of collisions 
between the counter-rotating beams. This imposes strong constraints on 
the tolerable field perturbations along the trajectory. Deviations from the 
dipole and quadrupole fields, even if short in both space and time, can 
induce instabilities reducing the life time of the beam. Higher-order multi-
poles correctors are required to compensate the unavoidable imperfections 
of dipole and quadrupole magnets.

The production of magnets, with high field quality, has been invariably 
assisted by various measurements, based on different methods depending 
on the goal and accuracy of the desired analysis.

The quantities of relevance for the magnetic field produced by accel-
erator magnets are the strength and direction of the produced field, the 
errors with respect to the ideal field profile (the so called multipoles), and 
the location of the magnetic center in case of gradient fields. For all the 
LHC magnets, the previous quantities are required as an integral or aver-
age over the magnet’s length, because the global behavior of the magnet is 
desired for the beam conditioning.

In the following, an overview of the main methods for magnetic mea-
surements is provided. Owing to their relevance in magnet testing for 
particle accelerators, in the following chapters of this book, more details 
are provided about the rotating coil method and the related harmonic 
analysis.

1In a LHC cable, each of the 6,000 to 9,000 superconducting filaments of NbTi is 
about 0.007 mm thick, that is, about 10 times thinner than a human hair. If all the 
filaments are added together, they would stretch to the Sun and back 6 times with 
enough left over for about 150 trips to the Moon [4].
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6.2.1 ROTATING COILS

The rotating coil method [5, 6] is widely used for magnets with cylindrical 
bore, owing to its capability of measuring all the properties of the mag-
netic field (field strength, nonideality, angle, direction, and so on) inte-
grated over the coil length with high precision. An induction coil is placed 
on a circular support and is rotated in the field (Figure 6.1). The coil’s 
angular position is measured by an angular encoder, rigidly connected to 
the rotating support. The coil rotating in the field cuts the flux lines, and 
a voltage V is induced at the terminals. The voltage is integrated between 
two predefined angles φ by obtaining the flux change as a function of 
angular position.

6.2.1.1 Magnetic Field Harmonic Analysis

The LHC dipoles are 15-meters long with a beam aperture of 50 mm 
in diameter, giving indicating the possibility of considering the coils as 
infinitely long and in evaluating the magnetic field on the transversal plane 
x-y of the orthogonal radial section by neglecting the longitudinal compo-
nent z. This 2-dimensional approximation is very convenient in describing 
the magnetic field B in terms of a complex variable z. In the central part of 
the dipole taking into account the properties of the analytical functions, it 
can be postulated that the generated magnetic field B can be expanded in 
the complex plane in a power series [7]:
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Figure 6.1. Rotating coils measurement principle.
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coefficients cn do not have dimension and are expressed in so-called units 
of the main field at the reference radius. They are then multiplied by a 
scaling factor (104 for LHC main dipoles test), namely, the order of the 
ratio between the main field and the field errors. In the complex plane, the 
coefficient Cn can be decomposed in its normal and skewed term, that is, 
real and imaginary part, respectively [8]:

 C B iAn n n= +  (6.2)

By using the aforementioned decomposition, and by applying the scal-
ing factor to the normal and skew field components deduced from Equa-
tion 6.2, the field components in units of the main field B1 can be expressed:
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The existence of non-null bn or an, or both, coefficients reflects the fact that 
the magnetic field generated by the superconducting coil, for example, in 
a dipole is not ideally dipolar, but conversely it is affected by higher-order 
components (multipoles, e.g., quadrupole, sextupole, and so on). The mul-
tipole components are generated by the difference between the ideal and 
the actual current distribution in the electromagnetic coil. All undesired 
multipole components other than the main field are referred to as field 
errors. They can be associated with the geometry approximation of the 
superconducting coils, but also they can have origins from the different 
elements and materials used in the magnet as a whole.

The rotating coil method eliminates the time dependence [9], that is, 
the influence of variations in the rotation speed. As a matter of fact, the 
field is integrated between two successive measurement angular points 
and the resulting value depends only on the initial and final points, and not 
on the time needed to achieve them, by relaxing requirements for uniform 
rotation greatly.

Differential measurements are beneficial to increase the resolution of 
high-order multipoles, several orders of magnitude smaller than the main 
field. This is realized by using a set of compensation coils mounted on 
the rotation support [10]. The signal from the compensation coils is used 
to suppress analogically the strong contribution from the main field. The 



138  •  FLEXIBLE TEST AUTOMATION

compensated signal is analyzed in Fourier series together with the abso-
lute signal of the outermost rotating coil in order to obtain the main field, 
as well as the high-order multipoles [8]. The overall uncertainty of the 
integral field strength and of the harmonics depends on the rotating shaft 
type. The new system developed at CERN can reach a bandwidth of har-
monic measurement up to 100 Hz with a resolution of ±10 ppm.

6.2.2 STRETCHED WIRE

The stretched-wire technique is based on the induction method [11, 12]. 
A thin wire, with a diameter of 0.1 mm, is stretched in the magnet’s bore 
between two precision stages. A motion results in a voltage at the two ends 
of the wire, whose integral is the magnetic flux through the area scanned 
by the motion. The method, a robust null technique with very-high reso-
lution, provides a measurement of the integral field, of the field direction, 
and of the magnetic axis.

Metrological performance depends on the accuracy of the precision 
stages driving the wire motion (±1 µm), on the effectiveness of the sag 
correction, and on the alignment errors during installation. The overall 
uncertainty on the integrated strength and on the angle measurement was 
estimated as ±5 units and ±0.3 mrad, respectively [11, 12].

6.2.3 MAGNETIC RESONANCE TECHNIQUE

The nuclear magnetic resonance technique is considered as the primary 
static standard for calibration. It is frequently used, not only for calibration 
purposes, but also for high-accuracy field mapping. Based on an easy and 
accurate frequency measurement, it is independent of temperature vari-
ations. Commercially available instruments measure fields in the range 
from 0.011 T up to 13 T, with an accuracy better than ±10 ppm.

In practice, a sample of water is placed inside an excitation coil, pow-
ered from a radiofrequency oscillator. The precession frequency of the 
nuclei in the sample is measured either as nuclear induction (coupling into 
a detecting coil) or as resonance absorption [13]. The measured frequency 
is directly proportional to the strength of the magnetic field with coeffi-
cients of 42.57640 MHz/T for protons and 6.53569 MHz/T for deuterons.

Main advantages of the method are its very-high accuracy, its linearity, 
and the static operation of the system. The main disadvantage is the need for 
a rather homogeneous field in order to obtain a sufficiently coherent signal.
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6.2.4 HALL PROBES

Hall probes exploit the Hall effect to measure magnetic fields [14]. When 
a current is flowing in a solid penetrated by a magnetic field, this field gen-
erates a voltage perpendicular to the current and the field itself. This volt-
age is large enough to be practical only for semiconductors [15]. The main 
uncertainty factor is due to the temperature coefficient of the Hall voltage.

The Hall probes permit the analysis of inhomogeneous fields because 
they measure the field locally. Conversely, the integral measurement over 
the entire magnet’s length is more challenging, because the Hall sensors 
are quite small requiring either long and complex probes or many mea-
surements steps.

6.3  AUTOMATIC SYSTEMS FOR MAGNETIC 
MEASUREMENTS

The need for automatic measurement systems applied to magnetic mea-
surements buds from their complexity, in particular from the variety of 
tests employing various hardware setups and procedures. Usually, in 
accelerator systems, magnetic measurements require many measurement 
setups with different organization and technology. A commercial system 
to satisfy the need for automatic systems applied to magnetic measure-
ments is not available on the market. For this reason, in the last few years, 
the main research centers have developed automatic systems integrating 
hardware (devices, instrumentation) with software (data acquisition, anal-
ysis, user interfacing).

At CERN for the LHC [16], the paradigm of the Front-End Software 
Architecture (FESA), provides a suitable PC front-end for interfacing the 
control instrumentation. The FESA infrastructure includes the following 
components: (a) an Object-Oriented real-time framework, to implement 
common functions with reusable components; (b) a graphical tool, namely 
a XML editor, in order to develop design, deployment, and instantiation 
schemas; (c) code generation; and (d) test environment. However, a strong 
collaboration and involvement at the lowest level of FESA is still required 
in order to adapt the architecture to the control requirements.

At the Fermi National Accelerator Laboratory, a new software sys-
tem to test accelerator magnets was developed to be extensible to all the 
magnetic measurements, as well as to handle various types of hardware 
technologies and analysis algorithms [17]. The software is a configu-
rable component-based framework, allowing for easy reconfiguration and 
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runtime modification. Data acquisition, user interface, and analysis can be 
configured to create different measurement systems, tailored to specific 
requirements. Each test can be controlled and configured by a dedicated 
script.

Other subnuclear research centers (Alba, Soleil, Elettra, and ESRF) 
collaborated to develop a suitable software framework for testing accelera-
tor magnets [18]. This Consortium proposes TANGO, an Object-Oriented 
system, to handle measurement applications. Tango is a distributed control 
system, where all the objects are representations of devices. The devices can 
be distributed or remotely interconnected. An archiving service stores data 
coming from the Tango control system into different types of databases.

6.4  SOFTWARE FOR MAGNETIC 
MEASUREMENTS AT CERN

Many magnetic measurement systems are currently used at CERN (rotat-
ing coils, stretched wire, and so on), and different software packages are 
employed for control, data acquisition, and analysis. These systems were 
developed incrementally during the years, without focusing specifically 
on their software quality, namely flexibility and reusability.

An example of such a software packages is the MMP [19], used in 
the past for the series tests of the LHC superconducting magnets. For its 
importance in the test activities carried out at CERN, mainly based on the 
rotating coil technique [20], and for its characteristic representative of the 
previous generation of control and acquisition systems, more details about 
MMP are provided in the following.

6.4.1 THE MAGNETIC MEASUREMENT PROGRAM

MMP was internally developed at CERN in LabVIEW with the main focus 
on measuring the field in the LHC magnets by means of the rotating coils 
method. The software includes a control and measurement system. The 
control system drives the hardware used for the measurements (motors, 
power supplies, and so on) and monitors the main parameters of the sys-
tem allowing proper operation to be verified. The user interacts with the 
system through a graphical user interface. The measurement system mea-
sures the field and other parameters to be used in the magnet’s analysis.

A principle layout of a typical magnetic field measurements system is 
shown schematically in Figure 6.2. For each measurement, the software 
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delivers as a result the measured raw data and exploits suitable analysis 
routines to compute the main field, its direction, the higher-order harmon-
ics, and the magnetic axis coordinates. At the end of each run, the col-
lected raw data are transferred to a database.

The system provides a predefined set of measurement procedures, 
adjustable to the current needs only through the definition of a limited 
number of parameters for hardware configuration. As a consequence, the 
system shows a remarkable lack of flexibility, because it implements a 
fixed measurement algorithm and an analysis procedure, both based on 
rotating coils, and requires changes in the LabVIEW code in order to mod-
ify them. Each modification therefore requires a long time and the work 
of expert programmers.

The same approach was used for the development of other programs 
exploiting different measurement techniques.

As a consequence, before the FFMM project, a plurality of systems 
was employed, resulting to be not flexible, especially in the test proto-
col, and difficult to adapt to measurement requirements different from the 
original design.

This major limitation pushed the research activities, carried out at 
CERN in the field of magnetic measurements, to move from standalone 
measurement programs toward the more modern and useful concept of 
framework.

Data
Base

TCP/IP

Trigger

DVM
Power
supply

Magnet under test

Shaft

Coils

Axial
motor

Angular
motor

Angular
encoder

Force &
Torsion

Shaft control

Analog signals

Ampli

MXI Bus

Sun workstation

VME Integrators

Figure 6.2. Layout of the rotating-coil based measurement system controlled by 
MMP.



142  •  FLEXIBLE TEST AUTOMATION

6.5  FLEXIBILITY REQUIREMENTS FOR MAGNETIC 
MEASUREMENT AUTOMATION

6.5.1 PAST EXPERIENCES AND NEED FOR FLEXIBILITY

At CERN, the series tests for the LHC’s superconducting and resistive mag-
nets were carried out by means of a control and acquisition measurement 
system developed during the past half a decade. This automatic test system 
was developed under highly-variable conditions of evolving hardware and 
software configurations, as well as measurement requirements. As a matter 
of fact, requirements arose from several test needs incrementally, as well as 
from preseries requests from different manufacturers of the magnets. The 
result was a test bench implemented in all major test locations for magnetic 
measurements at CERN, and adopted successfully for the warm and cold 
tests both at CERN and in the companies producing the magnets.

The corresponding software for the automation of magnetic measure-
ments at CERN bears a long heritance of the evolution from the original 
version of the magnetic measurement programs (implemented in C lan-
guage for a VME bus-based station) to the last version in use in the test 
stations after the end of the test series campaign for LHC (in excess of 
1,000 Sun workstations with Virtual Instruments running on LabVIEW of 
National Instruments). Data acquisition throughput of this system became 
to be considered as already too slow during the commissioning period of 
the LHC with beams, and, therefore, calls for immediate streamlining, as 
soon as the series tests were completed.

Furthermore, a new hardware of enhanced performance (i.e., digital 
integrators [21] and rotating units for coils [22]) was developed in order 
to provide new standards for magnetic measurements. All these condi-
tions demanded a strong redesign and re-engineering of the control and 
acquisition software as a whole, according to more advanced and unitary 
paradigms, in order to be adequate for the new measurement requirements 
and in managing the challenge of the new hardware.

6.5.2  THE PLATFORM FOR MAGNETIC MEASUREMENTS 
AT CERN

The previous discussion highlights the reasons leading to the launch of the 
development of a new platform for magnetic measurements at CERN. This 
new platform was required to evolve from the accumulated knowledge 
of the developments pursued in the past, by allowing the measurement 
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capability to be extended in harmony with the new available hardware 
and measurement and test requirements. Although directly aimed at flux 
measurements (fixed and rotating coils), the new control and acquisition 
software was expected to bear a large degree of generality to allow exten-
sion to other type of measurements (e.g., fast voltage signals from quench 
detectors in main superconducting magnets, Hall plates, and so on), in 
order to achieve the benefits of unifying the diverse systems used at that 
time for superconducting magnets tests.

The aim of the case study presented in this book is to highlight the 
work carried out to design and prototype a flexible platform for instru-
ments control and data acquisition, integrating the new hardware and soft-
ware developed suitably, and satisfying a wider range of measurement 
requirements, variable and evolvable during the time.

6.5.3 HARDWARE OVERVIEW

During the year before the launch of the project for the new platform, a 
new generation of fast transducers [22, 23] was developed at CERN. These 
transducers were conceived in order to achieve an increase of up to two 
orders of magnitude in the bandwidth of harmonic measurements (10 to 
100 Hz), when compared to the standard rotating coil technique (typically 
1 Hz or less), and still maintaining a typical amplitude resolution of 10 ppm.

In particular, a new Micro Rotating Unit (µRU) [22] was designed to 
turn faster and provide harmonic measurements at rates in the range from 
1 to 10 Hz. Fast measurements require that the coils rotate continuously in 
one direction and at higher speeds (i.e., up to 10 rps). The µRU is capable 
of turning continuously in one direction up to 8 rps thanks to 54-channel 
slip rings. The coils are connected in series arbitrarily by means of a patch 
panel. This permits changes in the compensation schemes or combination of 
several coils in virtual “super segments,” used to measure the integral field.

These developments paved the way for a major improvement of the 
theoretical and experimental analysis of superconducting accelerator mag-
nets. However, at the same time, they pushed the performance demands 
on the digital instrumentation used for acquisition [24–26]. Standard mag-
netic measurements of accelerator magnets require fast and accurate data 
acquisition with integrating voltmeters. So far, the standard de facto in 
most subnuclear research centers was the Portable Digital Integrator [24]. 
The core of this instrument is a voltage-to-frequency converter, whose 
resolution is intrinsically limited by the counting frequency. As a result, 
this instrument could not follow the evolution of the test requirements 
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arising from the new generation of magnetic transducers described earlier 
[22], especially considering the increasing need to measure superconduct-
ing magnets supplied by high-frequency current cycles and pulses arising 
at that time [27]. A number of developments worldwide tried to address 
this issue [25, 26]. At CERN, a multipurpose numerical measurement 
instrument, the Fast Digital Integrator (FDI), was developed and con-
stituted as one of the main components of the platform hardware [28]. 
Besides the increased metrological performance [21], the FDI is capable 
of reducing the flux acquisition time down to 4 µs.

For the development of the FDI, a new generation of high-resolution 
(18 bit) and high sampling rate (500 kSa/s) ADCs, Successive Approx-
imation Register (SAR) was employed. A DSP was added for on-line 
processing, thus allowing the decimation of the input samples, with a 
Signal-to-Noise Ratio (SNR) improvement by means of oversampling 
[21]. After the realization of a first prototype, a digitizer model was devel-
oped using the results from experimental tests in order to enhance the 
design and further improve the performance [29]. Then, the instrument 
was exploited in the field [21], by achieving (a) ±10 ppm of uncertainty in 
the measurement of the main field for superconducting magnets character-
ization, (b) ±0.02% of field uncertainty in quality assessment of small-ap-
erture resistive magnets, and (c) ±0.15% of drift, in an excitation current 
measurement of 600 s under cryogenic conditions.

6.5.4 SOFTWARE REQUIREMENTS

As far as the software is concerned, the effort for the series test of the 
LHC superconducting magnets at CERN highlighted limitations in the 
measurement control and acquisition programs. In particular, main draw-
backs arose from the relatively long time needed for the cycle of specifi-
cation-programming-debugging-validation (i.e., a development iteration). 
As an example, the aforementioned MMP [19] used at CERN at the time 
of the LHC series tests had a large spectrum of preprogrammed configura-
tions accessible to the user, but required software specialists for extending 
the set of configurations to cover new test and analysis requirements. For 
this reason, more advanced design principles in the field of software engi-
neering became necessary to be considered [16–18].

Furthermore, after the end of the LHC series tests, and during the 
medium term, the expectation was to have a number of very specific tests 
to be rapidly adapted and performed on single prototypes or relatively 
small batches of magnets. This was due to the fact that, apart internal 
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magnet projects for LHC upgrade (e.g., LINAC4 [30]) or study of new 
accelerators (e.g., CLIC [31]), CERN has been involved mainly in the 
cooperation for realizing new accelerators over the world (like MedAus-
tron [32], Sesame [33], and so on.) These tests require the control of 
various devices, such as transducers, actuators, trigger and timing cards, 
power supplies, and other devices not yet completely specified. Moreover, 
for different measurement techniques and tests, different algorithms have 
to be implemented. In practice, the ideal situation would be to have a 
flexible software framework, providing the tools to help the user in the 
design of new measurement algorithms, as well as a robust library to con-
trol remotely all the instrumentation involved in the tests.

The new system, besides reproducing key operating capabilities of 
the previous software (reference for comparison is MMP [19]), had to 
(a) extend the acquisition and control capabilities to the new hardware, and 
(b) allow user-driven and traceable configuration of the hardware, as well 
as of the test protocol, in order to bear a maximum capability to evolve.

The new project aimed at maximizing the measurement software 
quality, in terms of flexibility, reusability, maintainability, and portabil-
ity, by simultaneously keeping high efficiency levels. In particular, the 
flexibility, the modification easiness of a system, or component for use 
in applications or environments, other than those for which it was specif-
ically designed [34], is definitely one of the most desirable properties of 
any system to face changes in operational environment during its life. This 
is particularly true for software systems, both, because they are often sub-
ject to extremely rapid technological development, and because some of 
them are specifically conceived to be employed in environments spanning 
a wide range of functional requirements, not fully predictable at the design 
stage. This is the case of the new software project, which should be easy 
to configure for satisfying a large set of measurement applications in the 
magnetic measurement field.

The main goals of the new project (flexibility, maintainability, reus-
ability, and efficiency) are meant to satisfy the various needs of the differ-
ent users, according to the classification provided in Table 6.1.

Table 6.1. Main software characteristics and users they address

Software characteristic User
Flexibility Test engineer
Maintainability Developer/administrator user
Reusability Developer/administrator user, test engineer
Efficiency Test engineer, end user
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6.6 THE FRAMEWORk FFMM

In this section, the software framework realized at CERN (FFMM) is pre-
sented by introducing its main design concepts and architecture. Subse-
quently, its main components, the Fault Detector and the Synchronizer, 
are described, by highlighting their architectures and the implementation 
of their classes. Then, the application of the MDSL (see Section 4.5) and 
the Advanced User Interface Generator (see Section 4.6) are reported. 
Finally, implementation details and examples are reported in order to drive 
the reader to realization.

6.6.1 DESIGN

The FFMM design follows the UML model presented in Chapter 4 (see 
Figure 4.4). The TestManager plays a central role among the device under 
test, measurands, and the measurement configuration and procedure. The 
CommunicationBus allows the remote control of the Devices by Virtual-
Devices. At software level, the measurement timing is performed by the 
Synchronizer (Section 4.4), and the fault and failure detection is managed 
by Fault Detector (Section 4.3). The Synchronizer and the Fault Detector 
are, therefore, encapsulated in aspects according to the Aspect-Oriented 
approach. The scheme of synchronization policy and fault management 
strategy allows the corresponding modules to be modified, without involv-
ing the classes and the framework structure. The layered structure of the 
framework (Section 4.2.2) is flexible and the functionalities of one layer 
can be used to form the high level ones. In the following section, the 
FFMM architecture is presented.

6.6.2 ARCHITECTURE

The framework FFMM has a layered architecture (Chapter 4), shown in 
Figure 4.2. The internal organization of each layer is object oriented-based, 
where the objects interact only inside the layer horizontally, among enti-
ties of the same level. The upper level capabilities are accessible only 
through a suitable interface. The architecture presents four different lay-
ers: Basic, Core, Measurement, and User service layers.

In the Base Service Layer, subcomponents for environment abstrac-
tion, memory management, error handling, file-system abstraction, and 
processes and threads handling are included. Communication services are 
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defined to allow the extraction of data from devices and external inter-
faces. In the Core Service Layer, measurement devices, event handling 
infrastructure, fault detection, and logging are included. In the Measure-
ment Service Layer, the components for the management of the measure-
ment procedure are defined: (a) the Test Manager, (b) the Measurement 
Tasks, and (c) the Synchronizer (defined in Section 4.2.2). The User 
Service Layer defines services, such as the User Interface (supported by 
the GUI engine) and the Integrated Development Environment (supported 
by the MDSL) for the interaction of the framework with the final users 
(test engineers and application users).

6.6.3 FAULT DETECTOR

In Figure 6.3, the hierarchy FaultDetector of FFMM is reported, by 
illustrating the static relationships among Virtual_Device classes, the 

Data [

<<aspect>>

-_mdevs: Vector Virtual_Device*

<<pointcut>>+devices()
<<advice>>+devices() : slice class
+void addToMonitor( ffmm::core::devices::Virtual_Device* m)
+void removeFromMonitor( ffmm::core::devices::Virtual_Device* m)
+static void showMonitoredDevices()
+void CheckStatus( ffmm::core::devices::Virtual_Device* m)
<<pointcut>><<advice>>+device_construction()
<<pointcut>><<advice>>+device_destruction()

FkikvcnKpvgitcvqtaHcwnvFgvgevqt

-faultTable : DigitalIntegrator_FaultTable
-decoder : DigitalIntegrator_FaultDecoder

<<pointcut>>+checkOperationalStatus()

FkikvcnKpvgitcvqt

+createDevice()
+deleteDevice()
+Set_Communication_Bus( : int) : int
+setTimeOut()
+getTimeOut()
+setFDI()
+setGain()
+get_id() : int
+getGain() : double
+Calibrate()
+start()
+Stop_Acquisition()
+Finite_Acquisition()
+Reset()
+fireFdiErrorEvent()
+fireFdiReadingTimeoutEvent()

Concrete virtual devices
act as fault sources.
Each time a fault happens
the devices status 
changes triggering the
aspect logic to be
executed.

HcuvFK

Unkeg"Encuu

+virtual bool checkDeviceStatus()
+virtual int decodeError()
+virtual void addListener()
+virtual void removeListener()

XktvwcnaFgxkeg

+Virtual_Device( : string, : string, : string )
+~Virtual_Device()
+Set_Communication_Bus( :int) :int
+get_id() : int

Concrete aspects:
Pointcuts to capture faults
by intercepting change to
device status.

GpeqfgtDqctfaHcwnvFgvgevqt

-faultTable : EncoderBoard_FaultTable
-decoder : EncoderBoard_FaultDecoder
<<pointcut>>+checkOperationalStatus()
<<pointcut>>+checkForValidConfiguration()

GpeqfgtDqctf

+createDevice()
+deleteDevice()
+EncBoardAction()
+Set_Trig_Mode()
+Get_Trig_Mode()
+Reset_Config_Reg()
+Set_Display_Mode()
+Reset_Display()
+Get_Status_Reg()
+Set_Encoder_Trigger()
+Start_Encoder_Trigger()
+Stop_Encoder_Trigger()
+waitEncoderStop()
+Set_Mode_Enc_Trig()
+Get_Timestamp()
+Set_Synthetic_Trigger()
+Start_Synthetic_Trigger()
+Stop_Synthetic_Trigger()
+waitSyntheticStop()

FaultDetectorArchitecture]rcemcig

HcwnvFgvgevqt

<<aspect>> <<aspect>>

Figure 6.3. An excerpt of the hierarchy of the FaultDetector.
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FaultDetector aspect with its subaspects, and some concrete virtual 
devices (DigitalIntegrator and EncoderBoard). In the figure, the role 
played by the classes FaultDecoder and FaultTable is highlighted.

For the sake of clarity, an example related to two devices, typical 
of magnetic measurement applications, a digital integrator (namely the 
Fast Digital Integrator, FDI [28]), and an encoder board, with the corre-
sponding classes FastDI and EncoderBoard, respectively, is reported in 
the same figure. Encoded fault information is extracted from the FastDI 
device by context interception and is decoded by means of a concrete 
class DigitalIntegrator_FaultDecoder. As an example of AOP design, the 
aspect DigitalIntegrator_FaultDetector is hence responsible for enforcing 
fault management policies according to the fault kind. It defines the appro-
priate listener and, when a device is registered in the FaultDetector, an 
instance of the listener is subscribed to the concrete instance of the device. 
The FaultDetector is responsible for defining pointcuts capturing creation 
and destruction of devices.

The hierarchy Virtual_Device, models and organizes all the physical 
devices involved in the measurement process. Each device has an internal 
status: modifications to such a status are captured by means of concrete 
FaultDetector subaspects. The subaspects execute the logic needed to 
decode the modification, as well as an appropriate method (i.e., fireFault, 
fireBadParameter, fireError, and so on) in order to broadcast fault infor-
mation to the concrete FaultListener registered during the device creation 
and to all the other interested components.

Each FaultDetector subaspect is associated to the main devices cat-
egories and defines the mapping logic toward concrete device classes 
belonging to the same family. Indeed, the mapping coarseness between 
aspects and concrete devices allows the fault detection logic to be reused 
in similar devices in a flexible manner, as well as to be encapsulated in a 
few modules (instead of being spread all over the device classes).

In Figure 6.4, the different levels of fault interceptions are depicted 
according to the fault types. The bottom level takes care of very specific 
issues and features of concrete devices to be encapsulated in dedicated 
subaspects. At the middle level, concrete aspects perform continuous 
monitoring of devices’ status, by means of appropriate pointcut expres-
sions and decoders. The top level includes abstract aspects implementing 
the fault detection logic, reusable in concrete subaspects.

The fault notification strategy has been implemented by means of the 
architecture “publish-subscribe,” such as shown in Figure 6.5, in the case 
of the device EncoderBoard. In particular, the cooperation among Fault-
Detector and its subaspects (in order to associate handlers to fault sources 
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in the measurement system dynamically) is highlighted. The subaspects 
of the aspect FaultHandler have the responsibility to make aware the con-
crete classes of the faults occurring in the system (e.g., the TestManger is 
responsible for supervising the test session).

The aspect EncoderBoard_FaultHandler defines a concrete imple-
mentation for the abstract slice class specific for the EncoderBoard 
devices. Such an implementation is responsible for registering and dereg-
istering the EncoderBoardFaultListener when an EncoderBoard device 
is created or destructed. Moreover, the subaspect defines the pointcut 
expressions to intercept and decode faults by calling the appropriate fault 
broadcasting methods.

This solution allows fault handling logic to be reused in the super-
aspects and does not force concrete classes in the system to implement 
fault handling code. Any component in the system can reply to specific 
faults occurring anywhere in the system by carrying out the related han-
dling actions.

The concrete classes (TestManager or any other components inter-
ested in monitoring faults) are oblivious of being faults’ handlers, thus 
the monitoring relationships can be changed by acting simply on aspect 

CduvtcevHcwnvFgvgevqt
XktvwcnFgxkeg

Status modification
interception by
means of
interface-based
pointcuts

FkikvcnKpvgitcvqtFkikvcnKpvgitcvqtHcwnvFgvgevqt

<<intercepted>>

CevwcvqtHcwnvFgvgevqt

<<intercepted>>

<<intercepted>>
HcuvFKHcuvFKHcwnvFgvgevqtRFKHcwnvFgvgevqt

Context
intercepting by
means of very
device-specific
pointcuts

<<aspect>>

<<aspect>><<aspect>>

<<aspect>>

<<aspect>>

Figure 6.4. Levels of faults interception.
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mapping. Shared characteristics among different fault handling logics can 
be factored out in the aspects, while multiple observations of different 
kinds of faults can be easily accomplished by defining several listeners for 
a single concrete class.

In the following, two typical scenarios are discussed in order to high-
light the system behavior at run-time. In Figures 6.6 and 6.7, a class and 
a communication diagram, showing the interception of a device creation 
and the messages exchanged by key involved components, respectively, 
are depicted.

In Figure 6.8, a sequence diagram, modeling (a) the typical behavior 
after listener registration, when faults can happen during normal device 
operations, and (b) another typical scenario, when a device accesses inter-
nal state by means of read and write operations, is reported.

While the proposed architecture is suitable for removing the fault 
detection code from the devices completely, in a first pilot implementa-
tion, the design team decided not to affect the event handling protocol 
of the framework. Therefore, the code of the fault and error broadcast-

Data [rcemcig CreationDestructionInterception ]

HcwnvFgvgevqt

-_mdevs: Vector Virtual_Device*

<<pointcut>>+devices()
<<advice>>+devices() : Slice Class
+void addToMonitor( ffmm::core::devices::Virtual_Device* m)
+void removeFromMonitor( ffmm::core::devices::Virtual_Device* m)
+static void showMonitoredDevices()
+void CheckStatus(ffmm::core::devices::Virtual_Device* m)
<<pointcut>><<advice>>+device_construction()
<<pointcut>><<advice>>+device_destruction()
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+createDevice()
+deleteDevice()

OqvqtEqpvtqnngt

+createDevice()
+deleteDevice()

GpeqfgtDqctf

+createDevice()
+deleteDevice()

Device instantiation and
destruction are captured by
pointcut expression in
FaultDetector aspect and
wrapped by around advices.
Such advices insert newly
created devices into the list of
checked devices and perform
the first inital checks (after 
creation) to ensure operational
state.

<<aspect>>

…

…

…

Figure 6.6. Device Creation/Destruction interception.
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ing routines still lies in the component implementing the devices. This 
approach was aimed at carrying out a concern-driven adoption of AOP.

From this point of view, the event handling is itself a concern to be 
migrated to the AOP paradigm in future work.

6.6.4 SYNCHRONIZER

As already discussed, a key issue in automatic measurement systems is 
the capability of assuring proper software synchronization to the test pro-
cedure [35–37]. Today, software synchronization is a “widely used tech-
nique, and emerging application areas for cost-effective” [38] dependable 
systems will further increase its importance. The implementation strate-
gies of task synchronization not only affect the system performance, but 
also its quality, in particular the modularity, reusability, and maintainabil-
ity [39–42]. Nevertheless, crosscutting concerns can negatively affect the 
quality of even well modularized synchronization systems implemented 
by these techniques [43]. In this section, a further example of how AOP [1] 
can overcome such shortcomings in the implementation of synchroniza-
tion task is reported. Synchronization tasks are handled more easily by 
isolating and encapsulating into aspects the crosscutting concerns related 
to the synchronization of large measurement software. Indeed, in this way 
only the aspects have to be managed when changes occur, or to reuse them 
in new systems.

The main goals of the AOP-based design for the software synchro-
nization of measurement tasks are mainly related to achieving better 

 AddToMonitorCollaboration]

1.1: addToMonitorList(target_dev)

<"HcwnvFgvgevqt

1.3: addListener()
1.3.2: addEncoderBoardListener(lis)

1.2: push_back(target_dev) 1: createDevice()intercepted

vctigvafgx"<"Gpeqfgt"Dqctf"Unkeg"Encuu ofgxu"<"Xgevqt vctigvafgx"<"GpeqfgtDqctf

1.3.1: lis = getListener()

<"GpeqfgtDqctfaHcwnvJcpfngt

AddToMonitorCollaboration[

<<aspect>>

<<aspect>>

kpvgtcevkqp"

Figure 6.7. Collaboration scenario started by createDevice interception on 
EncoderBoard.
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modularization for concurrency and synchronization concerns while guar-
anteeing system correctness, better performance, and increased safety.

The solution highlighted here is based on an abstract aspect layer, 
composed of a simple aspect framework to be reused in the development 
of synchronization control in different application domains. The modular-
ization achievable through the proposed design makes the synchronization 
control easy to evolve and simplifies the complexity of the remaining parts 
of the software, such as devices, fault detection, or logging modules, by 
decoupling concurrency and synchronization control code from them.

Synchronization is a crosscutting concern particularly hard to modular-
ize through Object-Oriented Programming and design patterns. The AOP-
based architecture shown in this book is the result of the analysis of several  
existing Object-Oriented software systems implementing synchronization 
and concurrency, which revealed some typical deficiencies of OOP imple-
mentation for synchronization. In particular, the lacks are related mainly to 
the following quality attributes of synchronization software:

• Extensibility: It is related to the possibility of easily making abstrac-
tion of synchronization policies. An optimal synchronization policy 

kpvgtcevkqp FaultDetectionScenario [ FaultDetectionScenario ]

1: Start_Synthetic_Trigger() <<before>>

<<after>>

2: checkForVoidConfiguration()
cnv

[configuration
valid]

[configuration
invalid]

[status invalid]

qrv

3: Start_Synthetic_Trigger()

4: fireBadParameterSettingEvent()

5: onBadParameterSetting()

9: virtual void onError( - )

8: fireError( evt : ErrorEvent)

7: checkOperationalStatus()

6: Get_Status_Reg()

uetkrv"<"VguvOcpcigt fgx"<"GpeqfgtDqctf
<"GpeqfgtDqctfaHcwnvFgvgevqt

fgx"<"Unkeg"Encuu <"GpeqfgtDqctfHcwnvNkuvgpgt<<aspect>>

Figure 6.8. Sequence diagram showing the detection of a wrong parameter 
configuration of an EncoderBoard instance.
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cannot be found for all situations, the architecture must assure high 
levels of customizability (with respect to the kind of domain objects 
and semantics of their operations). For instance, in measurement 
systems, objects that frequently access data sources require a pes-
simistic policy, whereas other objects not requiring such critical 
timing can use a more efficient optimistic policy.

• Modularity: It is intended as the separation of the code related to 
the synchronization concern from the code of the base system. In 
general, synchronization is orthogonal to the other components of a 
measurement system. Therefore, options like synchronization pol-
icy switching (without modifying the other components), as well as 
incremental introduction of synchronization, are interesting prop-
erties considered for the proposed architecture that can be easily 
enforceable by means of AOP.

• Encapsulation: This is related to the modularity and requires that 
synchronization is placed within aspects rather than scattered out 
among synchronized object and their clients. An OOP decentral-
ized design forces to “spread” synchronization state in several 
objects. This means that each component must encapsulate its part 
of “synchronization” information at run-time even when it doesn’t 
need synchronization (thus wasting memory resources). The AOP 
architecture enforces, as much as possible, a centralized design in 
which synchronization state is maintained in the related aspects: 
components to be synchronized are involved by the aspect encap-
sulating the synchronization information for all components. When 
a component doesn’t need synchronization no data is stored for it in 
the aspect and no memory is wasted at all.

• Reusability: Synchronization is a characteristic feature of a mea-
surement system, thus reusability has to be strongly considered and 
applied to reuse both synchronization and functionality code in an 
independent fashion. AOP implementation allows aspects imple-
menting synchronization concerns to be reused in an easier way.

6.6.4.1 Architecture

In Figure 6.9, the UML class diagram of the architecture for synchro-
nization in automatic measurement stations, a variant of the design 
pattern Synchronization Manager based on AOP, is depicted. The stereo-
type “aspect” has been used to distinguish the aspects from the classes 
defined in the architecture. All the aspects in the diagram are abstract. The 
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synchronization aspects can be easily integrated and reused in other archi-
tectures and software systems. Indeed, just the components and services 
to be synchronized, as well as the policy for their synchronization, have 
to be identified.

The abstract aspect Synchronizer provides reusable code and behav-
ior for implementing and modularizing the synchronization logic and pol-
icies. Concrete aspects will have the responsibilities of: (a) intercepting 
components and services interactions to be synchronized and (b) enforc-
ing the right specified policy in the correct context.

The architecture separates the main issues related to the synchroniza-
tion management: the policy to be adopted, the conditions to be defined, and 
the specification of the context making use of synchronized elements. The 
architecture separates these three components allowing the synchroniza-
tion logic to be reused in the superaspects, without forcing concrete classes 
in the base system to implement synchronization-handling code. Moreover, 
concrete classes are oblivious of being synchronized, thus the synchroniza-
tion policies can be changed by simply acting on aspect mapping.

Common features among different synchronization handling logics 
can be factored out in the aspects, while multiple observations of different 
kinds of synchronization can be easily accomplished by defining several 
mapping aspects for a single concrete class.

In the framework illustrated in this chapter, different aspects are 
responsible for diverse policies defined in order to support the most 

<<aspect>>
Synchronization

<<aspect>>
ReaderWriterSynchronization

<<aspect>>

KU{pejtqpk|cvkqpEqpfkvkqp

+setTask(ITaskInterface)

HkgnfEqpfkvkqp QrgtcvkqpEqpfkvkqp VcumUvctvEqpfkvkqp GxgpvEqpfkvkqp

<<aspect>>
PessimisticReaderWriter

<<aspect>>
DynamicPriorityReaderWriter

<<aspect>>
RepeatSynchronization

<<aspect>>
SequentialSynchronization

<<aspect>>
JoinSynchronization

<<aspect>>
TimerSynchronization

+onFieldRead() +execute()

+addAction(…)

+execAtTiming(…)+addAction(…)

+setEventListener(…)
+setEventFilter(…)+onFieldWrite()

OptimisticReaderWriter

Figure 6.9. AOP-based architecture of a synchronizer for an automatic measure-
ment system.
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interesting scenarios arising from a measurement session. The following 
policies are defined to synchronize data transfers among devices:

• Joined, repeated, sequential task execution
• Optimistic and pessimistic readers and writers
• Dynamic priority readers and writers
• Producer and consumer policy
• Active devices synchronization supporting different multithreading 

internal structures (scaling from single thread to a cooperating pool 
of k threads)

As far as the synchronization conditions are concerned, the architec-
ture provides basic conditions to be aggregated in order to build more 
complex conditions. They can be used in association with existing or new 
synchronization policies. The basic implemented conditions are related 
to field read and write events, operation execution or invocations, and 
well-defined role execution events.

The resulting architecture is extensible because concrete aspects 
implementing specific synchronization policies can be easily added and 
designed to implement new kinds of policies when needed. The added 
policies only need to implement interface and concrete mapping logic to 
intercept the client contexts.

The architecture fosters reusability, because existing policies can 
be reused in several different contexts and the synchronization logic is 
completely decoupled from the client code. To summarize the benefits 
of an Aspect-Oriented approach to software synchronization in automatic 
measurement systems key advantages are just code maintainability and 
reusability. For each new device added to the station, the related synchro-
nization code can be added to the synchronization hierarchy. All the code 
is encapsulated in few subaspects, thus common features among different 
synchronization logics are well structured and factored out. As a conse-
quence, the AOP Synchronizer design, with respect to a traditional OOP 
version, exhibits a better modularized design by eliminating code scatter-
ing and tangling, and increasing the possibility of code reuse.

6.6.5 MEASUREMENT DOMAIN SPECIFIC LANGUAGE

The implementation of the Measurement Domain Language (MDSL) 
inside FFMM exploits main features of the Eclipse Modeling Project 
[44, 45], a modeling framework and code generation facility for building 
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tools and other applications. Eclipse is based on a structured data model 
consisting of

• interfaces and implementation classes for all the classes in the 
model, plus a factory and package (meta data) implementation 
class;

• implementation classes that adapt the model classes for editing and 
display; and

• a properly structured editor, conforms to the recommended style for 
model editors of Eclipse Modeling Framework (EMF), serving as a 
starting point for customization.

In FFMM, the MDSL is conceived as a form of user interface [46] 
aimed at providing an additional view of FFMM, specifically conceived 
for the test engineer. The developer can operate with C++ at any level 
in the system, including the definition of a measurement script. On the 
other hand, the test engineer, with limited effort and programming skills, 
can operate at script level by means of the DSL. In Figure 6.10, a sche-
matic representation of the MDSL implementation in FFMM is provided. 
The Measurement Domain Specific Description (MDSD) contains the 
Measurement Test Procedure written by the test engineer.

First, this script is read by the MDSL Parser, subsequently the Builder 
generates the C++ code performing the required test procedure by means 
of FFMM classes.

In particular, MDSL has been developed by the Eclipse’s features of 
Xtext and Xpand [45]. Xtext is a tool for developing domain-specific and 
textual programming languages. It provides a language-specific integrated 

C++
FFMM core

MDSD script
MDSL
parser
builder

C++
script

HHOO

HHOO"encuugu

Exe
measurement
application

Figure 6.10. MDSL implementation in FFMM.
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development environment and, in addition to common parser generators 
(like e.g., JavaCC [47] or ANTLR [48]), generates

• an incremental, ANTLR3-based parser to read models from MDSD 
script;

• a serializer, both to write models back to text and to produce the 
measurement specific semantic model;

• a linker, to establish cross links between model elements;
• the integration of the language into the Eclipse integrated develop-

ment environment (IDE).

In Xtext, the script structure can be set up by embedding the rules of 
the new language specific grammar. In Figure 6.11, a resumed example of 
MDSL grammar implementation is shown.

Figure 6.11. Specific grammar example of MDSL in Xtext.
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According to the example: a script (between the hot words BEGIN_
SCRIPT and END_SCRIPT) can contain only measurement task state-
ments; a task (between the hot words BEGIN_MTASK and END_MTASK) 
can be composed of either device definition statements (starting with DEF), 
or device configuration statements (starting with CFG), or device com-
mand statements (starting with CMD), and the order must be respected. In 
the statements declaration organized by typology, for example, the defini-
tion statement in Figure 6.11, the list of permitted methods is specified. If 
the item is preceded by the symbol “|”, the order is not mandatory. Basi-
cally, a grammar tree can be defined in Xtext by adding the grammar rules 
from the generic to the specific ones. In particular, the example is tailored 
to the FDI and a motor controller, specific devices exploited in the Case 
Studies Section.

Some of the IDE features, either derived from the grammar or easily 
implementable, are: syntax coloring, model navigation, code completion, 
outline view, and code templates.

Xpand is a tool specializing in code generation based on EMF models 
and used as a builder to produce the C++ code suitable for FFMM frame-
work. Each object already defined in the grammar (Xtext), has to be treated 
by the Domain-Specific Builder (Xpand). The rules of code generation are 
specified in the Xpand file. In Figure 6.12, two examples of builder rules, 
for the FDI instrument and a motor controller, are pointed out.

By reiterating the same process for all the devices supported by 
FFMM, the whole MDSL has been developed. In general, all the com-
mands related to standard acquisition boards, multimeters, digital integra-
tors, precision positioning stages, motor controllers, and encoder boards 
are already implemented. In addition, some commands related to user 
interface programming and the data presentation are included [49]. To 

Figure 6.12. Domain-specific Builder rules of MDSL in Xpand.
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give an idea, the effort for adding a new device into the specific grammar 
of the already defined language can be quantified in about 20 new lines 
code for the device creation and about 10 lines for each method by which 
the device is composed.

6.6.6 ADVANCED USER INTERFACE GENERATOR

The Advanced User Interface Generator is an important component of 
the framework, because it allows the test engineer to easily produce an 
Application User Interface permitting the final user (e.g., the test techni-
cian) to interact with the software application. In a script-based applica-
tion in FFMM, all the software functions should be set and configured by 
the script. This chapter highlights (a) the configuration and the use of the 
graphical user interface within the script, (b) how to perform the input and 
output of values by using the Graphic Interaction Component, and (c) how 
to use the plotting features.

6.6.6.1  Configuration of the Graphical User Interface in the  
User Script

In the FFMM measurement script, the test engineer can select which 
graphical window he wants to show during the measurement procedure, 
by defining their appearance order and their effect on the script. At the 
beginning of each script, the main window (Figure 6.13), with the basic 
controls, can be activated by adding the macro MAIN_WINDOW.

In the main window, there is:

• a file and directory selector, where the user will insert the name and 
the path of all the result files of the measurement;

• the main script controls, in particular the buttons:
{{ start, to trigger the start of the script execution;
{{ stop, to stop the measurement (only if needed);
{{ abort, to launch a fatal fault from the user;
{{ exit, to force the end of the program;

• a log area, where the log information are displayed.

Just like the main window, other windows can be activated from the 
script. For example, to obtain the user’s configuration parameters needed 
to set up a FDI Cluster, the test engineer can use the FdiClusterFrame 
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(Figure 6.14). The next code fragment shows how the window can be cre-
ated and displayed and how the data can be retrieved from it.

In Figure 6.15, the window look is shown.
In the same way, the EncoderFrame, a window asking the applica-

tion’s user the parameters for the encoder board setting, can be displayed 
(Figures 6.16 and 6.17).

Figure 6.13. Main window.

Figure 6.14. Code for the FdiClusterFrame.
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Figure 6.15. FdiClusterFrame window.

Figure 6.16. Code for the EncoderFrame.
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6.6.6.2  Input/Output of Values with the Graphic Interaction 
Component

During a measurement procedure, information is exchanged several times 
between the user and application; the test engineer can decide when and 
where in the script the input and output (I/O) process takes place and the 
values (how many and which type) are involved. Generally, for the I/O 
in the configuration or setting phase of the script, the Graphic Interac-
tion Component (GIC) can be used. The GIC class is a template: When 
declared, as shown in Figure 6.18, the type (char, int, float, double, and 
so on) is preset and the object is created in order to manage the values of 

Figure 6.17. EncoderFrame window.

Figure 6.18. Code example for the GIC.
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selected type. In the figure, the code fragment shows how to instantiate a 
GIC object of the integer type and how to use its functionalities.

The GIC class provides two methods for the interactive I/O:

• input(…), to ask the user some values
• output(…), to display on the screen some values

In Figures 6.19, the resulting windows in the case of an integer GIC 
are shown.

6.6.6.3 Plotting Functions of Numeric Values

Another important feature of the graphic interface is the plotting func-
tions. If during the measurement procedure a set of value, for example, an 
array of double, has to be displayed in a plot format, the graphic function-
alities of the FPlot can be used as shown in Figure 6.20.

If data come out from an acquisition device, such as an FDI, there is a 
proper way to plot them on line. As shown in Figure 6.21, the class FPlot 
has a useful method (SetFdi(… ) ) to connect the plot (Figure 6.22) with 
the data coming from the device and to display a window auto-updating 
with the rate specified.

Figure 6.19. Windows generated by the GIC.

Figure 6.20. Code for the plot function.
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CHAPTER 7

implementAtion

It is not enough for code to work.
―Robert C. Martin, Clean Code: 

A Handbook of Agile Software Craftsmanship
tags: software 7 likes like

Every successful hardware has a software behind
―Thiru Voonna

7.1 OVERVIEW

In this chapter, a few implementation examples in C++ code of the most 
significant parts of the Flexible Framework for Magnetic Measurements 
(FFMM) at CERN are illustrated. The examples are chosen by referring to 
the main layers of the framework architecture. In particular, for the base 
service layer, implementation details for some of the active devices and 
transducer classes are shown. For the core service layer, coding particu-
lars both about FaultDetector, the main class implementing the service of 
fault detection, and IFault, the interface providing the prototypes of the 
methods used by the service are presented. For the measurement service 
layer, the implementation of both the Petri net’s based component aimed 
at managing the software synchronization and its main classes, Labeled 
Petri Net and Synchronizer, are shown in detail. For the user service layer, 
in general, the creation of a new project in Eclipse, in order to define a 
new domain specific language and, in particular, the implementation of the 
Measurement Domain Specific Language (MDSL) are illustrated. Finally, 
the chapter is completed by the analysis of the software quality of the 
FFMM source code according to the standard ISO 9126: In particular, 
main code quality metrics are computed by the tool Understand C++ and 
architecture and design quality are assessed through the overview pyramid 
by the tool inFusion.
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7.2 BASE SERVICE LAYER

In the following, implementation examples of the classes, (a) Commu
nicationBus, (b) Active Devices, and (c) Transducer of the Base Service 
Layer are detailed.

7.2.1 CLASS COMMUNICATIONBUS

An automatic measurement system is composed of several cooperating 
instruments. In most cases, the devices are connected to a central control 
node (normally a PC) by means of different communication buses (e.g., 
IEEE488, PXI), handled by software components (communication ser-
vices) grouped in the base service layer of the framework architecture.

The communication services are designed according to the pattern 
“Service Configurator” [1], for the following main motivations:

• A communication service must be initiated, suspended, resumed, 
and terminated dynamically.

• A communication between the device and the controller is simpli-
fied by exploiting multiple independently developed and dynami-
cally configurable communication services.

• Multiple communication services can be managed easily or opti-
mized by configuring them through a single administrative unit.

Therefore, the configurator CommunicationBus [2] was introduced 
with the following key participants (Figure 7.1):

• ICommunicationBus, specifying the interface containing the abs
tract methods (e.g., methods for initialization and termination) used 

Figure 7.1. Structure of the configurator CommunicationBus.

EqphkiwtcvqtTgrqukvqt{

EqoowpkecvkqpDwuEqphkiwtcvqt

Components
ICommunicationBus

+openConnection() : void
+closeConnection() : void
<<setter>>+setConfiguration(i : lBusConfigurator ) : void
+read( address : int, data, length : int )
++read( address : int,  data : byte, length : int ) : void()()
+write( address : int, data, length : int ) 
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by a CommunicationBusConfiguratorbased application to dynam-
ically configure each concrete communication bus.

• Concrete communication bus (e.g., WordFIP. RS232, PXI), imple-
menting the ICommunicationBus methods.

• ConfiguratorRepository, maintaining a repository of all communi-
cation buses. This allows the behavior of the communication ser-
vices to be managed and controlled by an administrative entity.

The behavior of the class managing the communication services Com
municationBus is characterized by three main phases (not all mandatory):

• Bus initialization. The configurator dynamically creates, initializes, 
and adds a component to its repository that manages it at runtime.

• Bus use. In an application, a communication device performs its 
processing tasks. The component configurator can suspend and 
resume existing communication buses temporarily, for example, 
during a reconfiguration.

• Bus termination. The configurator has the responsibility of shutting 
down communication buses when they are no longer needed, in 
order, to clean up their resources before terminating. After termina-
tion, the configurator removes the communication bus from the com-
ponent repository and unlinks it from the application’s address space.

Such a design is capable of providing the communication with an effi-
cient centralized administration. Furthermore, modularity and reusability 
are improved. A communication bus does not need a predefined configu-
ration at run time, but it could be configured according to userspecified 
settings. Figure 7.2 shows the class diagram of the communication ser-
vices architecture. The interface IBusConfigurator includes a method for 
identifying the concrete bus configurator.

For each physical bus, a concrete configurator inherits IBusConfig
urator and implements a specific behavior. If a device changes its com-
munication channel (i.e., from RS232 to USB), only the concrete bus 
configurator is to be substituted with another appropriate type.

The interface ICommunicationBus defines a mechanism for send-
ing and receiving data to and from components in an abstract way. Spe-
cific implementations are defined in the concrete communication buses 
(e.g., the class PXI). The configuration at run time is carried out via a set 
method in the communication bus.

A concrete CommunicationBus is instantiated by the static method 
CreateCommunicationBus, provided by the class FactoryBus. Each 
device uses the FactoryBus to obtain the specific bus instance depending 
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on the configurator parameters. Bus implementation details are hidden to 
devices, only the configurator has to be known.1 

7.2.2 CLASS ACTIVE DEVICE

The class Active device [3] allows a wide reusability and flexibility of the 
FFMM infrastructure to be achieved. The main design concept is the view 
of objects as concurrent processes according to the design pattern “devices 
like active objects” [3]. The “active object” can change its internal state 
according to its internal operations executing within the object itself. The 
object’s process recurrently executes these operations without any suspen-
sion due to other running processes.

Conceptually, an object or device requests a service from another 
object, by sending a “service request” message. Apart from specific cases 
to be treated separately, a serial execution, where an object waits for the 
completion of a requested service before starting another one, is not nec-
essarily needed. Thus, the general model of interaction allows objects to 
be executed concurrently as parallel processes [4].

In this context, an efficient strategy of measurement synchronization 
can be introduced, where

• an active entity communicates with other objects by sending 
messages;

• an object is composed of data, a communication module, an incom-
ing message queue, and its own execution context;

• each active object communicates only by sending messages, thus 
they can run concurrently (each device runs in a separate thread).

A first design of this “active object” concept was applied to the log-
ging functions of FFMM [5]. Figure 7.3 highlights the communication 
infrastructure between the active “object devices” and the Logging sub
system, used to store the data acquired by the measurement devices.

The FFMMLogger, the Synchronizer and the Devices can be viewed 
as concurrent objects running in separate threads. As soon as the user (or 
the TestManager [6]) asks for saving data, the Synchronizer sends a trig
ger message to the devices involved in the measurement session and to the 
Logger Receiver. When the trigger message is received, the devices save 

1An exhaustive treatment of the communication between the FFMM classes and 
the actual devices can be found in [1].
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both their status and the measured data (e.g., a voltage value for the Mul
timeter or the position of the shaft from a MotorController). Finally, the 
Logger Receiver sends a message to interrogate the devices and retrieve 
the measurement data. Once collected, data are formatted in strings and 
saved by the FFMMLogger in a file or another stream.

7.2.3 CLASS TRANSDUCER

The class Transducer was designed as a specialization of the interface 
Measurement Device, common to all the devices used to handle a physical 
measurement instrument controlled directly from the PC through a com-
munication bus (Figure 7.4).

Next, the use of the class Transducer in the application domain of 
superconducting magnets tests, namely the measurement of (a) the sup-
ply current and (b) the temperature of a Large Hadron Collider dipole at 
CERN, is highlighted.

For this purpose, specific methods are required in order to handle one 
or more multimeters.

7.2.3.1 Class Current Meter

The high intensity of the current flowing in the winding of a LHC 
superconducting magnet does not allow its direct measurement, and a 

FFMMlogger
5. FFMMlogger formats the
string, following the Formatter
Pattern and save it Recorder

Data string to format

Logger receiver

3. Events from
device,

Data ready

Device 1 Device 2 Device 3 Device 4 Device 5

2. Data updating by
device

1. Software
trigger
event

Synchronizer

4. Logger reciever
read the data and put

It in a string

Device 6

Figure 7.3. Active component design for logging infrastructure.
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highaccuracy Direct CurrentCurrent Transformer (DCCT, [7]) has to be 
used. The primary current (equal to the current in the magnet) induces a 
current in the secondary DCCT winding, injected in a stable resistor to 
realize a voltage signal, where the signal is measured by a multimeter. The 
primary current is subsequently computed as the product of this voltage 
and the transduction factor, defined as the ratio between the maximal cur-
rent on the primary and maximum value of the voltage output.

The class Transducer provides three methods to carry out the current 
measurement:

• static Transducer* createDevice (std::string name,MultimeterI* 
mlVC)

• void setCurrentMeasurement(double Imax, double Vmax
• double getCurrent()

The method createDevice2 creates the Transducer object used to man-
age the measurement. Two parameters (name and mlVC) have to be pro-
vided. The name attribute uniquely identifies the object in the system. The 
second one is a generic object implementing the multimeter interface. 
The interface provides the transducer with the capability of using a mul-
timeter object irrespective of the particular underlying physical device. 
An object, handling the multimeter connected to the DCCT, is passed to 
the createDevice. A reference to the transducer performing as the object 
Current Meter is returned.

2Each device in the FFMM project has a constructor method hidden in the create
Device in order to implement the singleton pattern: The instance of the device is 
identified by a unique name; if a createDevice is used with a name of an already 
present device, nothing is created and a reference to the existing object is returned.

Measurement_Device

Vtcpufwegt

+createDevice( multimeter1 : Multimeterl, multimeter2 : Multimeterl, name : String ) : Transducer
+createDevice( multimeter1 : Multimeterl, name : String )

Figure 7.4. Diagram of the class Transducer.
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The setCurrentMeasurement method sets the transduction factor for 
the considered DCCT, therefore Imax and Vmax have to be specified.

After creating and properly setting the object, the measurement of the 
magnet current is carried out by means of the getCurrent method.

7.2.3.2 Class Cryo-Thermometer

The assessment of the magnet temperature is based on the measurement 
of the resistance (Rthm) of a Resistance Temperature Detector (RTD), CER-
NOX CX [8]. Figure 7.5 shows the schematic of the employed circuit. 
The sensor is placed inside the magnet on the steel collar, surrounding the 
superconducting coils. The upper block is configured to carry out a four
leads resistance measurement. The conditioning block generates three 
different excitation currents, I, through the sensor, depending on the resis-
tance range. The conditioner provides two corresponding outputs: VARI and 
Vout. VARI is the Analog Range Indicator (ARI), indicating the resistance 
range, and Vout the output signal. The resistance of the sensor is finally 
computed as shown in Table 7.1.

Once the thermometer resistance Rthm has been calculated, the tem-
perature can be obtained by substituting Rthm in the calibration curve:

 
T R Z
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∑

0  
(7.1)

where the resistance Rthm of the sensor is expressed in Ω, R0 is the resis-
tance at 0°C, Zi (i = 1, 2, …, 9) are the calibration coefficients in K used to 
compute the curve [9], and T is the temperature in K. Usually, Equation 7.1 
is provided in a tabular form, and the temperature is then computed via 
linear interpolation.

Two multimeters are used to measure the two voltages VARI and Vout.
Analogous to the Current Meter, the class Transducer defines three 

methods to implement the CryoThermometer object:

• static Transducer* createDevice( std::string name,MultimeterI* 
ml1Data,MultimeterI* ml2G

• void setTemperatureMeasurement(std::string fileName)
• double getTemperature()
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4 leads measurement
resistance scheme Thermometre CERNOX CX

1

U+ U+ U+ U+

U+ U− I+ I−
2 3 4

1 2 3 4 5 6

+24V DC

+24V

0V

0V 0=10VSTMS1

1 2 3 4
V+ V− I+ V−

+out −DNE +24v d1 d0

5

6

7 8 9 10 11 12

Conditioning block

Vout = 0-10V VARI = 2/4/6 V

Figure 7.5. Circuit schematic of the physical cryothermometer RTD, CERNOX 
CX.
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The createDevice method creates an object Transducer working as a 
Cryothermometer. It is an overloaded method. Its signature distinguishes 
it from the analogous method used to create a Current Meter. The parame-
ter name identifies univocally the object in the system. Two generic multi-
meter objects, ml1Data and ml2IG, are needed in order to read VARI and Vout.

The setTemperatureMeasurement has as argument the name of the file 
containing a tabular representation of Equation 7.1, and loads the table.

The getTemperature carries out the temperature measurement by 
reading the VARI and Vout, computing Rthm, and interpolating the data stored 
in the table to obtain the magnet’s temperature.

7.2.4 CLASS MIDIMOTORCONTROLLER

The class MidiMotorController is implemented in order to control a step-
per motor SIMPA 1 AXE [9]. The controller provides the functions to 
drive the shaft of the rotating units used at CERN for the measurements 
based on rotating coils (Chapter 6, Section 6.2.1).

Figure 7.6 shows the diagram of the class MotorController. Its inter-
face IMotorController identifies the methods common to different physi-
cal motor controllers.

The MidiMotorController implements the abstract class IMotor 
Controller, with a specific code capable of handling the particular under-
lying physical object. An object MidiMotorController is created by the 
following method:

Table 7.1. Computation of the sensor resistance Rthm

I VARI

30 Ω < Rthm < 400 Ω 100 µA 6 V Rthm = 40 × Vout

400 Ω < Rthm < 4000 Ω 10 µA 4 V Rthm = 400 × Vout

4000 Ω < Rthm < 40000 Ω 1 µA 2 V Rthm = 4000 × Vout

static MidiMotorController* createDevice(std::string name, std::string 
mod, std::string ser_num, std::string man, int reduction, int comPort).

The method requires the following parameters identifying the devices: 
name (unique name of the device), mod (model), ser_num (serial number), 
and man (manufacturer). The second to last parameter reduction depends 



IMPLEMENTATION  •  181

on the particular gear mounted on the motor shaft, and, finally, comPort is 
the RS232 port address, connected to the remote controller.

The method void EraseMotorMemory() erases the controller memory 
in order to prevent instruction conflicts.

The interface IMotorController defines possible operation modes for 
the motors, while the method void OperationMode(int OpMode) sets the 
operation mode of the specified motor controller. Such a method is inher-
ited and implemented by MidiMotorController.

In the following, the three operation modes are described. In velocity 
mode, the motor can turn in continuous rotation. The user can define a 
target velocity and the acceleration and deceleration profile used to reach 
it. An example is provided in Figure 7.7.

The following methods are available in velocity operation mode:

• void setVelocity(int velocity): sets the velocity in rpm (revolution per 
minutes, positive in the clockwise direction or negative vice versa).

• void setAcceleration(int Acceleration): sets the acceleration or the 
deceleration profile the motor has to follow to reach the desired 
velocity.

IMotorController

+setOriginPosition()
+setAcceleration( accele : int )
+setVelocity( vel : int )
+getAcceleration() : int
+getTargetVelocity() : int
+getPosition() : int
+getTargetPosition : int()
+moveToAbsolutePosition()
+moveToRelativePosition()
+moveToOrgin()
+start()
+stop()
+convertToStep( degree : float )

OczqpaGrqu REW4222 Okfkoqvqteqpvtqnngt

Figure 7.6. Diagram of the class MotorController.



182  •  FLEXIBLE TEST AUTOMATION

Ceegngtcvkqp"*tro1u+
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Figure 7.7. Acceleration profile (a) and velocity profile (b).

• int getTargetVelocity(): returns the velocity set by setVelocity (rpm).
• int getAcceleration(): returns the acceleration set by setAccelera

tion (rpm/s).
• void start(): enables a continuous rotation with the desired target 

velocity and acceleration profile.
• void stop(): the motor is stopped with the desired deceleration.
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The set and get methods, discussed for the velocity mode, are avail-
able also with the positioning mode operation. In this case, the motion of 
the motor starts and ends in a defined angular position, determined by an 
angular encoder. The positioning motion can be absolute or relative. In 
the former case, the end point is determined by an absolute position value 
defined with respect to a zero position, identified by means of a home 
sensor. In the relative position mode, the end point is defined with respect 
to the current position.

The following methods are used for the absolute and relative 
positioning:

• void moveToAbsolutePosition(int step) moves the axis to the abso-
lute position referred to a null point, whose default value can be 
changed through the OriginPosition()3 method. The parameter 
value is the number of steps. As an example, for the motor consid-
ered, a whole turn is completed in 1611 steps.

• void moveToRelativePosition(int step) moves the axis of the given 
number of steps starting from the current position. The step value 
can be either positive or negative according to the direction. To 
simplify the motor shaft positioning, a method to convert angu-
lar position in degrees to the corresponding number of steps was 
implemented.

• int convertToStep(float degree): returns the value of step corre-
sponding to the degree value.

7.2.5 CLASS Fast Digital Integrator

The class FastDI allows the remote control of the Fast Digital Integrator 
(FDI) by means of the PXI communication bus [10]. The files FastDI.h and 
FastDI.cpp contain the definition of the class and the implementation of their 
methods, respectively. In the file headers, all the methods are described, by 
specifying the functions, the input and output parameters, and the method 
preconditions. In the following, the main functions of the class are outlined.

The constructors are hidden in the methods createDevice. In particular:

• static FastDI* createDevice(std::string name) is the default 
function; and

3setOriginPosition(), defined in the interface and implemented in the MidiMo
torController class, sets the actual position as zero reference for the motor controller.
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• static FastDI* createDevice(std::string name, std::string mod, 
std::string ser_num, std::string man), where
{{ name is the name of the device;
{{ mod is the device model;
{{ ser_num is the device serial number; and
{{ man is the device manufacturer.

creates the device FDI and specifies its communication parameters.

The following methods specify the communication bus parameters 
and open the communications:

• void configure( int bus, int slot, U8 barindex = 2, bool remap = 0, 
ACCESS_TYPE ac = BitSize32, int to_meas = 25)

• int Set_Communication_Bus(int bus, int slot, U8 barindex = 2, bool 
remap = FALSE, ACCESS_TYPE ac = BitSize32, int to_meas = 25)

By means of the following parameters:

• bus, specifying the bus position in the PXI crate
• slot, specifying the slot position in the PXI crate
• barindex, a communication parameter with default value 2
• remap, controlling the virtual remapping; remap = 0 implies no vir-

tual addressing (default value)
• ac, the access type on the bus
• to_meas, specifying the maximum time interval between two mea-

surement points. It must be set according to the trigger frequency
• int Close_Communication_Bus(), closing the communication bus

{{ static void deleteDevice(std::string name), deleting the device

The parameters of the devices are set for the desired type of measurement 
by means of the following methods:

1. int setGain(double gain), setting the gain value
2. int set_ADC_Rate(int rate), setting the ADC sampling
3. int setSamplesNumber(int sample) sets the parameter “sam-

ple” (sample number) and specifies the number of samples to 
be acquired in case of a finite acquisition by setting the internal 
parameters NumberofTurn and Number_of_trigger_per_turn. The 
product of those parameters is the sample number to be acquired. 
NumberofTurn is the register of FDI containing number of turn for a 
finite acquisition (as a power of two). Number_of_trigger_per_turn 
is the number of trigger in each turn
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4. int Set_Number_of_Turns(int sample), setting the number of sam-
ples per turn

5. void setTimeoutMeas(int timeout) setting the timeout measurement, 
defined as the maximum time to waiting for the start of measurement

6. int Set_Number_of_Trigger_per_Turn(int trigger), setting the num-
ber of triggers per turn and establishing the total number of samples 
to be read in case of finite acquisition

7. int set_Buffer_Acquisition_Size(int size), setting the FDI’s param-
eter BufferSizeAcquisition and specifying the block length of the 
FDI memory to be read. The size value must be a power of 2 and 
cannot be greater than the half of the FDI memory size (4096 word 
of 32 bit)

8. int set_Reading_Number_Per_Event(int events), setting the param-
eter Reading_Number_per_Event and specifying the number of 
values to be read for each trigger pulse

The set methods are summarized in the method setFDI(int sample
Number, double gain, SAMPLE_MODE mode, double rate, int buffsize, 
int timeoutMeas, int readEvent), which applies all the main settings of the 
instrument.

The following methods sets the FDI:

• int getADCRate(double *rate), saving in “rate” the ADC sampling 
rate

• int getGain(double *gain), saving in “gain” the FDI gain
• int getSampleNumber(int *sampleNumber), holding in “sample-

number” the parameter set by “setSampleNumber”
• int getTimeoutMeas () const, holding in “timeout” the value set by 

“setTimeoutMeas”
• int Read_Number_of_Turns (int*), getting the number of samples 

per turns
• int Read_Number_of_Trigger_per_Turn(int*), setting the number 

of trigger events per turn
• int Read_Buffer_Acquisition_Size (int* buffsize), saving in “buff-

size” the value set by “int set_Buffer_Acquisition_Size”
• int Read_Reading_Number_per_Event (int* event), holding in 

“event” the value of the FDI parameters Reading_Number_per_ 
Event

The FDI is calibrated by means of the following functions:

• int Calibrate(double gain). It calibrates the gain specified as input 
parameter. If the input parameter is −1, then the calibration of all the 
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gains is launched. The method called without arguments launches 
the calibration for the current gain.

• void Calibrate_Cmd (), sending the calibration command.
• int Calibrate (void), launching the calibration for the current gain.

Capabilities of status check are provided in order to control the opera-
tion of the device. The method used to read the status register is:

• int Read_state(int *state), which reads the instrument status regis-
ter and saves the value in the argument pointer.

The acquisition procedure consists of four steps by the following 
functions:

• void start(), which puts the FDI in Measurement acquisition wait-
ing for the first trigger.

• int PollingDataready(): It waits for the set of the bit dataready, it 
returns 0 if the operation was successful.

• int ReadBlock (int Address, float * pData), reading a memory block 
of the size specified by bufferAcquisitionsize (32 bit) after the poll-
ing on the dataready bit. Address is the starting address, pData is 
the pointer for the data.

• int ReadBlock2 (int Address, void *pData), reading a block mem-
ory of the size specified by bufferAcquisitionsize (32 bit). Polling 
is not done in this function. Address is the starting address, pData 
is the pointer for the data.

• Int stop(), stops the acquisition if a continue acquisition is set. If 
the acquisition is a finite acquisition, the stop has no effect, because 
the measure procedure stops when the given sample number is 
reached.

• int Finite_Acquisition (std::string file_name), handles an acquisi-
tion of a finite number of samples previously specified. It manages 
also the start of the acquisition and data saving. It is a blocking 
function, so it will be called in a separate thread. It’s arranged in 
three parts: start, polling, and read Block. Until the number of 
sample (set by setNumberOfSample) is reached it calls the poll
ingReady(). If the return value of the pollingReady() is zero, it 
invokes readBlock().

• int Stop_Acquisition (),stops the current acquisition.

When an acquisition starts and stops, the FDI sends an event to the lis-
teners. These events (start and stop event) don’t contain any data. The read 
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block event informs the framework about the reading of a FDI’s memory 
block. The generated event object contains the read data, a pointer to the 
current read block, and the number of remaining blocks. The following 
method is used to generate timeout event:

• int FDITimeout(time_t tstart, int timeout) detects a timeout con-
dition; it starts counting from tstart; if m_timeout is exceeded the 
function returns 1, otherwise 0. If a timeout elapses, an error event 
will be launched containing the timeout reached, a time out condi-
tion can be detected by FDITimeout, when the block is due to an 
internal error of FDI, but the same error will be launched conse-
quently to a communication bus timeout.

7.3 CORE SERVICE LAYER

7.3.1 FAULT DETECTOR

In this section, the classes implementing the service of fault detection are 
detailed. The objective of such classes is to handle device faults. This ser-
vice is hidden to the FFMM user. As in the Event Handling service, the 
fault detection strategy uses the Event_info objects to store information 
about Fault Events. For each device, the Event_info, fault_info, is defined. 
In this case, the Event_info is composed of four nodes:

• “DEV_TYPE”: identifies the device
• “SENDER_METHOD”: the method of device that threw the fault
• “STATUS”: the device status
• “ERROR”: the error type

Each Fault Event notification can be either preceded or followed by 
fault_info as in the following:

fault_info.erase_insert(“SENDER_METHOD”,”NameMethod”)
fault_info.erase_insert(“STATUS”, “NameStatus”)
fault_info.erase_insert(“ERROR”,”Message Error”)
name_fault.notify(this,fault_info)

The structured information is used by the Fault Detector to know 
exactly where the Fault Event was notified, and how to react.

Then, in the following section, the implementation of the Fault Detec
tor class and the IFault interface are shown.
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7.3.1.1 Class FaultDetector

The fault detection policy is based on the communication of Fault Events 
from the device involved in a measurement application to the Fault Detec
tor. The reaction to a faulty condition consists of (a) adding the Fault 
Detector as listener of the Fault Events, and (b) for each fault category, 
implementing a reaction method (invoked at the occurrence of a fault).

The constructor method is used in a macro DEVICE_CREATION 
inside the method script defined in the file ffmm.h:

• Fault_Detector(TestManager* tm)
{{ In such a way, the Fault Detection service in FFMM is hidden to 

the final user. About reaction methods, different types of Faults 
are available: Fatal, Configuration, Warning, and Local, with 
corresponding distinct reaction methods. Methods to add and 
remove listener to Fault events are defined too. The architec-
ture of the Fault Detector is analogous to the Event Handling. 
In fact, the method adding and removing are implemented by 
using the Delegate by POCO libraries.

In the following, the implementation of the fault methods is illustrated.

Fatal Fault Methods

The occurrence fault classified as fatal involves the end of the measure-
ment operations. For this reason, the Fault Detector policy is centralized 
in the following methods:

• void addOnFatalFault(vector<Virtual_Device*> vl).
/*Precondition: An array of all the registered devices has to be 
available (referring to the class Virtual Device). Postcondition: On 
all the registered devices, the Fault Detector is added as listener 
of the event fatal fault.*/ The method addOnFatalFault enables to 
handle the fatal faults that can occur in a measurement session. The 
argument is the array of the registered Virtual_Device, which con-
tains the pointers to the overall Devices involved in the measure-
ment application.
When a Fatal Fault occurs, the Fault Detector calls the reaction 
method:

• void reactFatalFault(const void* pSender, Event_info& arg);
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The arguments “pSender” and “arg” are the sender device and 
the fault info, respectively. The method reactFatalFault ends the 
application, after which all the devices are brought back to the safe 
state. Each device implements the response to a Fatal Fault via the 
method onFatalFault, called by the Fault Detector.

Configuration Fault Methods

A Configuration Fault can occur during the devices configuration phase.

• void addOnConfigurationFault()
/*Precondition: A vector of all registered devices has to be avail-
able (that vector has to be set by addOnFatalFault before using 
the method). Postcondition: on all the registered devices the Fault 
Detector is added as unique listener of the Event Configuration 
Fault*/ Such a method is used in the macro DEVICE_CONFIGU-
RATION inside the script method defined in the ffmm.h header file.
About the reaction method to Configuration Fault, the FAULT 
DETECTOR calls the methods onConfigurationFault implemented 
in each devices.

• void reactConfigurationFault(const void* pSender, Event_info& arg)
The method aims at reacting to a wrong state of the device bus open 
connection operation.

Warning Fault Methods

The warning fault can occur during each phase of a measurement applica-
tion. The following method enables to handle the Warning fault:

• void addOnWarningFault( )
/*Precondition: a vector of all the registered devices has to be avail-
able (the same vector set in addOnFatalFault(). Postcondition: for 
all the devices, the Fault Detector is added as listener of Warning 
Fault.*/ In the ffmm.h header file, this method is used in a macro 
SET_DEVICE. Different from other faults, the reaction method 
calls other private methods, which are implemented in the class 
Fault Detector. The response depends on the device.

• void reactWarningFault(const void* pSender, Event_info& arg).
The Fault Detector manages the Warning Fault Occurrence using 
other specified methods specialized for each device and called in 
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the reaction methods. In particular, only the reaction to warning 
fault was directly implemented: more sophisticated behaviors were 
not needed.4 Private methods are implemented in order to provide 
better warning handling:
{{ void FDI_warningFault(Virtual_Device* dv, Event_info& arg)
{{ void FDI_Cluster_warningFault(Virtual_Device* dv, Event_

info& arg)
{{ void EncoderBoard_warningFault(Virtual_Device*dv, Event_

info& arg)
{{ void MidiMotorController_warningFault(Virtual_Device* dv, 

Event_info& arg)
{{ void Maxon_Epos_warningFault(Virtual_Device* dv, Event_

info& arg)
{{ void Keithley2k_warningFault(Virtual_Device* dv, Event_

info& arg)
{{ void LVPowerSupply_warningFault(Virtual_Device* dv, 

Event_info & arg)

In such a way, each device has a different warning fault policy. The 
policy concerns in particular the logging of messages.

Local Fault Methods

The Local Fault notifies a situation of a component in a not recoverable 
faulty status. In this case, the component is excluded from the application. 
The method that defines the listener of this fault is:

• void addOnLocalFault().
/* Precondition: a vector of all the registered devices has to be 
available (the same vector set in addOnFatalFault). Postcondition: 
on all the devices the Fault Detector is added as listener of Local 
Fault*/. In the ffmm.h header file, this method is used in the macro 
SET_DEVICE. In order to properly react to a local fault, the Event_
info has to be filled with the following format: “Device_Type,” that 
identifies the device; “Method,” the method of the device that threw 
the fault; and “fault ID,” fault identification code. Then the reaction 
method is defined as:
{{ void reactLocalFault(const void* pSender, Event_info& arg).

4The other fault types are handled within the reaction method.
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7.3.1.2 Interface IFault

The interface IFault provides the prototypes of the methods used by the 
Fault Detection service. This interface is inherited by all the devices. The 
concrete implementation of the interface is carried out inside the devices. 
In the following, the IFault interface is shown:

• virtual void onFatalFault( ){}
• virtual void onConfigurationFault( ){}
• virtual void onWarningFault( ){}
• virtual void onWarningFault(int level){}
• virtual void onLocalFault( ){}

The method onFatalFault is the primary response to Fatal Fault, and 
it is implemented in order to stop the devices and the application. Inside of 
every device, the onConfigurationFault is implemented in a similar way; 
it deals with the configuration of a device. In regards to the onWarning
Fault, there are two versions of prototypes. In case of a Warning Fault, 
the response is usually the logging of messages to console, to file, or both. 
Dealing with the onLocalFault, not all the devices implement the method. 
The method either excludes the device from the application or carries it 
toward the ready state. The remaining method is:

• virtual Event_info onCleanFault(){Event_info inf; return inf;}

In all the devices, this method is used for cleaning a device ad state 
(from a previous anomalous application end).

7.4 MEASUREMENT SERVICE LAYER

7.4.1 SYNCHRONIZER

In the following, the implementation of the Petri net’s (PN) based com-
ponents, the classes Labeled Petri Net (LPN) and Synchronizer, are 
described. The basic idea is to have a software component being able to 
manage the execution of several generic tasks.

The Synchronizer illustrated here is based on the concept of an Exe-
cution Graph (Figure 4.12, Chapter 4). The Execution Graph is a set of 
nodes (task or event), and arrows interconnecting them. To model an Exe-
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cution Graph, the Synchronizer uses the object PN. There are two types 
of node: Place and Transition. Each node is connected via an oriented arc 
(Figure 4.12, Chapter 4). Therefore, Place, Transition, and Arc are the basic 
components of a PN. As described in Chapter 4, an LPN is proposed for 
extending the PN. In the LPN, each Place and Transition has an associated 
label in order to allow the definition of different classes for both of them.

7.4.1.1 Basic Petri Net Component

In the following, the implementation of the classes and the interfaces for 
(a) Place, (b) Transition, and (c) Arc are described.

• Place
The Place object represents the condition status of a node. Each 
Task Node has three Places, defining the three available states: 
EXECUTE, FREEZE, and TERMINATE, while each Event Node 
has one Place, TRIGGERED. The Places can contain tokens; the 
current state of the modeled system is given by the number (and 
type if they are distinguishable) of tokens in each place. This oper-
ation is called “marking” of tokens. The constructor method is:
{{ Place(string id, string label, int tokens)

The string id defines a member of a node, the string label identifies 
the Place type within the node and the int tokens is the value giving 
the number of tokens inside Place. In this class, two private vectors 
are defined:

{{ vector<Arc*> inArcs
{{ vector<Arc*> outArcs

useful to store all the Arcs objects that entry and exit from a Place. 
For this, the methods Add(Arc) and Get(Arc) are implemented:
• void addInArc(Arc* inArc)

{{ void addOutArc(Arc* outArc)
{{ vector<Arc*> getInArcs(void)
{{ vector<Arc*> getOutArcs(void)

• Transition
The object Transition represents the events or actions that can occur 
in a graph between two Places. Transitions are active components, 
defining the two Events of Task Node, START and STOP, and one 
event of the Event Node, TRIG. They model the activities (the tran-
sition fires), thus changing the state of the system (the marking of 
the PN). Transitions are only allowed to fire if they are enabled, 
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which means that all the preconditions for the activity must be ful-
filled (there are enough tokens available in the input Places). When 
the transition fires, it removes tokens from its input Places and adds 
some of them at all of its output Places. The number of tokens 
removed and /added depends on the cardinality of each Arc. In the 
constructor method:

• Transition(string id, string label, int priority, bool enable = true)
the string id defines the node of membership, the string label iden-
tifies the Transition type within the node, the int priority establishes 
if one Transition has priority, and the bool enable defines if the 
Transition is enabled. The following methods are implemented:
{{ bool isEnable(void), verifying if the transition is enabled
{{ void setEnable(bool enable), setting the enabled transition
{{ bool tryToEnable(void), it trying to enable the transition

Such as the class Place, two vectors to store the Inner Arc and 
Outer Arc of Transition, and the methods Add(Arc) and Get(Arc) 
are implemented.

• Arc
The object Arc represents the connection between Places and Tran
sitions. Input Arcs connect Places with Transitions, while Output 
Arcs start at a Transition and end at a Place. In the constructor 
method:
{{ Arc(string id, string label, Place* place, Transition* transition, 

int weigh = 1),
the string id defines the node of membership, the label identifies the 
Arc type, Inner or Outer, place and transition are pointers at Place 
and Transitions, respectively; and the integer weigh is the cardinal-
ity of the Arc (this establishes the number of tokens removed and 
added). Also in this case, Set and Get methods are implemented for 
these arguments.

7.4.1.2 Class Labeled Petri Net

PN is a formalism particularly suited for asynchronous and parallel system 
specification and analysis. The basic feature is the capability of simultane-
ously presenting control and data flows in concurrent systems. The graph-
ical representation of the network is a dual graph containing two types of 
nodes, Places and Transitions. The nodes are connected by directed Arcs. 
An Arc cannot connect the nodes of the same type. Places in the network 
contain tokens and are represented as circles or ellipses (states), while 
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Transitions are displayed as rectangles (simulating events). Classical PNs 
are extended as LPNs in order to offer a more consistent description, and 
to simplify modeling and analysis. In an LPN, each Place or Transition has 
an associated label to model, in addition to, managing different classes. In 
the following, the implementation of LPN class is shown for (1) Place, 
(2) Transition, and (3) Arc methods.

Place Methods

The following Place Methods are implemented to insert and carry out a 
Place in the reference graph:

• Place* addPlace(string id, string label, int nTokens): It adds a 
new place with specified id (identification nod), label (identifica-
tion type of Place), and number of Tokens. The label string can 
assume three values in Task Node (EXECUTE, FREEZE, and 
TERMINATE), and one value in Event Node (TRIGGERED).

• Place* getPlace(string id, string label): it looks for a Place with 
specified id and label (to see addPlace).

Transition Methods

Analogously, add and get Methods are implemented:

• Transition* addTransition(string id, string label, int nTokens): It 
adds a new Transition in the graph. The variable id is the identi-
fication Node, label is the type of Transition, and nTokens is the 
number of Tokens. The label string can assume two values in a Task 
Node (START and STOP ), and one value in an Event Node (TRIG).

• Transition* getTransition(string expectedTransId, string expect
edTransitionLabel): it looks for a Transition with specified id and 
label (to see addTransition).

The following methods are used to get information about the state 
of a Transition, that is, if it is enabled or disabled. Both the methods use 
getTransition to identify the specified Transition, and they check the state 
by means of method isEnable (Transition class).

• Transition* getTransitionEnabled(string expectedTransId, string 
expectedTransitionLabel)

• Transition* getTransitionDisabled(string expectedTransId, string 
expectedTransitionLabel)
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Moreover, the last method about Transition implements the possibil-
ity to check all the Transitions enabled in a PN:

• vector<Transition*> getTransitionsEnabled(void)

Regarding the Transition of type TRIG, the following method was 
implemented, which is usually used when a Transition is to be triggered 
with another one (Event Node):

• bool trigTransition(string transitionId, string transitionLabel, string 
transitionOutArcId = “”, string transitionOutArcLabel = “”)

The implementation of the precedent method follows these steps:

• Verify that transition is enabled and disable it
• Remove n tokens from previous places (with n = in arc weigh)

{{ Select one arc to pass through
{{ Select the first out arc (lazy trigger)

• Select the required out arc (deterministic trigger)
• Add n tokens to the place pointed by selected out arc (with n = out 

arc weigh)
• Enable transition with inarc weigh greater of inplace tokens

Arc Methods

Arc Methods manage all the connections between Places and Transitions:

• Arc* addPlaceToTransitionArc(string id, string label, Place* place, 
Transition* transition, int weigh = 1): it defines a new Arc from 
Place to Transition;

• Arc* addTransitionToPlaceArc(string id, string label, Transition* 
transition, Place* place, int weigh = 1): it defines a new Arc from 
Transition to Place.

7.4.1.3 Class Synchronizer

The class Synchronizer is aimed at building the Execution Graph, by add-
ing a node, an event, or an arrow, with the possibility of querying the Exe-
cution Graph, by determining the executable nodes, the end node, and the 
loop detection. Moreover, another feature is the capability of updating the 
graph, by forcing the execution dynamics: execute, terminate, or freeze 
a node, notify an event, and so on. To achieve this objective, the class 
Synchronizer uses LPN, Transition, Place, and Arc classes.
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In the ensuing text, the implementation of the Synchronizer is pre-
sented. The constructor method is:

• Synchronizer(void): it creates a new Petri Net object, and the 
destructor method

• ~Synchronizer(void): it deletes the Petri Net object.

The methods are divided into three groups: Task Node, Event Node, 
and Node Status.

Task Node Methods

In succession, the methods for adding a Task Node in the Execution Graph 
are:

• void addRootNode(string nodeId): it adds a Root Task Node to the 
Execution Graph, with nodeId defined.

• void addInnerNode(string nodeId): it adds an Inner Task Node;

A Task Node has three possible Places (states) and two possi-
ble Transitions (events). In the implementation, the first two methods, 
addRootNode and addInnerNode use a private method, addNode. The fol-
lowing method has the aim of defining an Arrow (connection) between 
two Task Nodes:

• void addTaskToTaskArrow(string idSrcNode, string idDstNode)

It takes like arguments, the idSrcNode string of Source Node, and the 
idDstNode string of Destination Node.

Two Get methods are implemented to know which Nodes are execut-
able, and the end nodes to execute:

• vector<string> getExecutableNodes(void): It gets a vector with 
all the executable nodes. Nodes are executable when their transi-
tions are with “START” label.

• set<string>* getEndNodes(void): it gets all end Task Node.

Event Node Methods

In the following, the entire Event Node methods are described. An Event 
Node is made up of two elements, a Place (TRIGGERED) and a Transi
tion (TRIG). The following method:



IMPLEMENTATION  •  197

• void addEventNode(string genericEventId)
adds an Event Node. The following method defines an Arrow (con-
nection) between a Task Node and an Event Node:

• void addEventToTaskArrow(string idSrcGenericEvent, string 
idDstNode).

It takes like arguments, the idSrcGenericEvent string of Source Event 
Node, and the idDstNode string of Destination Task Node. For the Event 
Node, another method:

• bool notifyEvent(string nodeId)

is used to notify an Event. The Event notification gives the start to TRIG 
Transition of Event Node. This mechanism allows the execution of the 
Task Nodes connected to Event Node.

Node Status Methods

The following methods are implemented for managing and checking the 
Node Status, by allowing a Node to be set in a particular state. The status 
methods are as follows:

• void setNodeExecutable(string nodeId): It sets a Task Node in Exe-
cutable status. This method enables the START Transition in the 
node to make the EXECUTE Place available.

• bool execute(string nodeId): It sets the nodeId Node in EXECUTE 
Place, throwing the trigTransition.

• bool terminate(string nodeId): It sets the Node in terminate status. 
This method enables the STOP Transition that makes available the 
TERMINATE Place, by means of STOP_TERMINATE Arc.

• bool freeze(string nodeId): It sets the Node in freeze status. This 
method enables the STOP Transition that makes available the 
FREEZE Place by means of STOP_FREEZED Arc.

• bool unFreeze(string nodeId): It sets the Node in unfreeze status. 
This method enables the START Transition that makes available 
the EXECUTE Place.

The last method is used to check the status of the Execution Graph, by 
checking the possible Loop status, that is, the lack of End Nodes:

• bool checkLoop(void)
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7.5 USER SERVICE LAYER

7.5.1 MEASUREMENT DOMAIN SPECIFIC LANGUAGE

The first part of this section shows how to create a new project in Eclipse 
by using the plugin openArchitectureWare (oAW) in order to define a new 
DSL. The second part shows how the new language Measurement Domain 
Specific Language (MDSL) is implemented.

7.5.1.1 Eclipse Platform

The free and open source software platform Eclipse is exploited for DSL 
development. Eclipse is a multilanguage platform that includes an inte-
grated development environment (IDE) and a plugin system for its exten-
sion. It is written primarily in Java and is used to develop applications 
using the same language, but by means of various plugins, other languages 
can also be utilized in code writing, namely, C, C++, COBOL, Python, 
Perl, PHP, and so on.

Eclipse employs plugins in order to provide all of its functions on top 
of (and including) the runtime system, in spite of some other applications 
where the function is typically hard coded. The runtime system of Eclipse 
is based on Equinox, an OSGi standard compliant implementation. This 
plugin mechanism is a lightweight software componentry framework.

The key to the seamless integration (but not of seamless interoper-
ability) of tools with Eclipse is the plugin. Except for a small runtime 
kernel, everything in Eclipse is a plugin. This means that each developed 
plugin integrates with Eclipse exactly as other plugins; in this respect, all 
features are created equal. Eclipse provides plugins for a wide variety of 
features, some of which arise from third parties using both free and com-
mercial models. Examples of plugins include UML plugin for Sequence 
and other UML diagrams, plugin for Database explorer, and many others. 
The Eclipse SDK includes the Eclipse Java Development Tools, offer-
ing an IDE with a builtin incremental Java compiler and a full model of 
the Java source files. This allows for advanced refactoring techniques and 
code analysis. The IDE also makes use of a workspace, in this case a set 
of metadata over a flat filespace allowing external file modifications as 
long as the corresponding workspace “resource” is refreshed afterwards. 
Eclipse’s widgets are implemented by a toolkit for Java called Standard 
Widget Toolkit (SWT), unlike most Java applications, which use the stan-
dard Abstract Window Toolkit (AWT) or Swing. Eclipse’s user interface 
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also uses an intermediate GUI layer called JFace, which simplifies the 
construction of applications based on SWT.

openArchitectureWare

When starting a new project in order to define a new language, first a 
xText project must be created. In this book, xText projects are based on the 
Eclipse plugin architecture openArchitectureWare (oAW). This section 
aims at illustrating the definition of external DSLs using tools from the 
Eclipse Modeling Project (EMP).

oAW is currently one of the most used frameworks. Much of this suc-
cess derives from its flexibility: Rather than providing premade generator 
templates, oAW serves as a generator toolkit and enables users to easily 
create tailored generator solutions that really fit their needs. Besides this 
flexibility, oAW users benefit also from the tight integration with Eclipse: 
Not only does oAW come with an array of editors that make writing tem-
plates and workflows an easy task but also delivers refactoring support, 
easy navigation, an incremental project builder, and a debugger. It sup-
ports parsing of arbitrary models, and a language family to check and 
transform models, as well as generate code based on them. Supporting 
editors are based on the Eclipse platform. oAW has strong support for 
Eclipse Modeling Framework (EMF)based models but can work also 
with other models, for example, UML2, XML, or simple JavaBeans. At 
the core, a workflow engine allows the definition of generator and trans-
formation workflows. A number of prebuilt workflow components can be 
used for reading and instantiating models, checking them for constraint 
violations, transforming them into other models, and, then finally, for gen-
erating code. In other words, oAW helps with meta-modeling, constraint 
checking, code generation, and model transformation.

More recently, the framework xText has been developed to support the 
creation of textual DSLs. First, the DSL is defined in an xText grammar, 
then the xText framework is exploited to generate a parser, an Ecorebased 
metamodel, and a textual editor for Eclipse. Afterwards, the DSL and 
its editor are refined by means of xTend extensions. Finally, the template 
language xPand is exploited to generate code out of textual models. The 
actual content of this example is rather trivial: The DSL will describe enti-
ties with properties and references between them from which Java classes 
are generated according to the JavaBean conventions, a rather typical data 
model. In an actual scenario, also persistence mappings and so on can be 
generated from the same models.
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xText Project

xText is part of the oAW project, which is in turn part of Eclipse Genera-
tive Modeling Technologies (GMT). Based on an Extended Backus–Naur 
Form (EBNF) like notation, xText generates the following artefacts:

• A set of Abstract Syntax Tree (AST) classes represented as an 
EMFbased metamodel.

• A parser that can read the textual syntax and returns an EMFbased 
AST (model).

• A number of helper artifacts to embed the parser in an oAW 
workflow.

• An Eclipse editor that provides syntax highlighting, code com-
pletion, code folding, a configurable outline view, and static error 
checking for the given syntax.

xText starts from a description of a textual syntax (the grammar) and 
derives an AST class model (the metamodel) from that concrete syntax defi-
nition. Cross references within the same model or through different models 
can be linked separately from the textual syntax description. Linking can 
be a quite complicated process if scopes, namespaces, and visibility of ele-
ments are considered: It is crucial for a textual language framework to allow 
parsing and linking to be separated. Parsing and linking separation helps to 
implement more sophisticated linking logic independently of the concrete 
syntax. Additionally, the AST can be checked before doing additional link-
ing and transformations. In some cases, the user doesn’t even want to link 
references upfront, but wants them to be looked up dynamically.

Linking in xText can be done in several ways. The easiest way is to 
make use of so called extensions, that is, operations that can be annotated 
to existing meta-classes. Another solution is to transform the AST to an 
“actual” metamodel. This has the additional advantage that the concrete 
syntax can be changed, or several different concrete syntaxes can be cre-
ated for the same metamodel. The necessary transformation is relatively 
straightforward to define, because it is basically a onetoone mapping 
with some additional linking logic.

To create a new textual DSL with xText, up to three files that depend 
on each other are needed, according to the following steps:

• Start up Eclipse with oAW installed in a fresh workspace.
• Select File > New... > Project... > openArchitectureWare > Xtext 

Project.
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• Specify the project settings in the wizard dialog.
• Click Finish (Figure 7.8).

The wizard creates three files, my.dsl, my.dsl.editor, and my.dsl.
generator:

• my.dsl is the language project, where the grammar for the DSL is 
created. After running the Xtext generator, this model also contains 
a parser for the DSL and a metamodel representing the language.

• my.dsl.editor will contain the DSL editor.
• my.dsl.generator contains an oAW code generator skeleton.

Defining the Grammar

An xText grammar consists of a number of rules (Model, Message, Field, 
and Type). A rule is described using sequences of tokens. A token is either 
a reference to another rule or one of the builtin tokens (STRING, ID, 
LINE, and INT). xText automatically derives the meta model from the 
grammar. Conversely, the meta model is basically a data structure whose 
instances represent the structure of sentences in the language.

Figure 7.8. Wizard to start new Xtext project.
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A rule results in a meta type, and the tokens used in the rule are 
mapped to properties of that type (comments, name, and fields). Dif-
ferent assignment operators are used. The equals sign (=) just assigns 
the value returned from the token to the respective property (the prop-
erty will have the type of the token) and “+=” adds the value to the 
property.

Thus, after creating the new xText project, the grammar is created (an 
example is shown in Figure 7.9). The grammar specifies the metamodel 
and the concrete syntax for the desired MDSL.

7.5.1.2 The MDSL Editor

For the MDSL editor, the grammar language provided by xText is 
exploited. The following screen shots in this section show how the 
syntax is described for the FFMMDSL. In fact, language and tooling 
used for describing the DSL syntax are bootstrapped, that is, they are 
implemented using the xText framework itself. Bootstrapping is a com-
mon technique in the field of language and compiler development. If 
language and tools can be bootstrapped, this proves a certain level of 
maturity of the tools.

After specifying the grammar, the DSL editor can now be generated:

• Rightclick inside the xText grammar editor to open the context menu.
• Select Generate xText Artefacts to generate the DSL parser, the 

corresponding metamodel and, last but not least, the DSL editor 
(Figure 7.10).

Running the Editor

To see the generated editor in action, the plugins must be run in an Eclipse 
installation. The most convenient way to do this is to start a new Eclipse 
application from within the running Eclipse:

• Select the editor plugin and choose Run As > Eclipse Application 
from its context menu.

The generated editor can also be deployed into an existing Eclipse 
installation. Note that the editor has to be redeployed on every change 
applied to the plugins. To install the editor into the Eclipse currently run-
ning, the following steps are needed:
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Figure 7.9. DSL grammar.

Figure 7.10. Generate Xtext artefacts.
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• Choose Export... > Deployable plug-ins and fragments...
• The Export dialog appears. Select the three DSL plugins.
• Enter the path of the Eclipse installation. Make sure the selected 

directory contains the Eclipse executable and a folder named 
plugins. Usually, the directory is called eclipse.

• Choose Finish (Figure 7.11).
• Restart Eclipse.

Code generation With xPand

The xText wizard already created a generator project. In this design, the 
FFMMs class is shown to be connected with the new language DSL.

Part of the implemented xPand is shown in Figure 7.12.

The Grammar Language

At the heart of xText lies its grammar language, like an extended Backus−
Naur Form (BNF), but it doesn’t describe only the concrete syntax, but 
can be also used to describe the abstract syntax (metamodel).

As stated before, the grammar is not only used as input for the parser 
generator, but it is also used to compute a metamodel for the DSL.

Figure 7.11. Deployment of the DSL plugins.
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The text analysis is divided into two separate tasks: the lexing and the 
parsing.

The lexer is responsible for creating a sequence of tokens from a 
character stream. Such tokens are identifiers, keywords, whitespace, com-
ments, operators, and so on. xText comes with a set of built-in rules that 
can be extended or overwritten if necessary.

The parser gets the stream of tokens and creates a parse tree out of 
them.

Type Rules

The name of the rule is used as name for the metatype generated by Xtext.

Assignment tokens/Properties

Each assignment token within an xText grammar is not only used to create 
a corresponding assignment action in the parser but also to compute the 

Figure 7.12. Xpand template.
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properties of the current metatype. Properties can refer to the simple types 
such as String, Boolean, or Integer, as well as to other complex metatypes. 
It depends on the assignment operator and the type of the token on the right, 
that is, the actual type. There are three different assignment operators:

• Standard assignment “=”: The type will be computed from the 
token on the right.

• Boolean assignment “?=”: The type will be Boolean.
• Add assignment “+=”: The type will be List. The inner type of the 

list depends on the type returned by the token on the right.

An example in FFMM project of these assignment operators is shown 
in Figure 7.13.

Cross References

Parsers construct parse trees not graphs. In the model, crosslinks are usu-
ally implemented by linking. However, xText supports the specification 
of linking information in the grammar, so that the metamodel contains 
cross references and the generated linker links the model elements auto-
matically. Linking semantic can be arbitrarily complex. xText generates a 
default semantic which can be selectively overwritten.

Let’s take a look at the optional extends clause. The rule name Entity 
on the right is surrounded by squared parenthesis (Figure 7.14). By default, 
the parser expects an identifier to point to the referred element.

Metatype Inheritance

After the definition of metatypes and their features, type hierarchies using 
the grammar language of xText have to be described. Different kinds of 

Figure 7.13. Example of assignment operators in FFMM project.
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“Features” (Figure 7.14) can be created by means of an abstract type rule 
such as shown in Figure 7.15.

The transformation creating the metamodel normalizes the type hier-
archy automatically. This means that properties defined in all subtypes 
will be moved automatically to the common supertype.

The ID Token

The identifier token (ID) is the token rule expressed in AntLR grammar 
syntax, such as shown in Figure 7.16. The return value of the ID token is 
a String. Thus, if the usual assignment operator “=” is used, the assigned 
value will be of type String.

Figure 7.14. Entity.

Figure 7.15. Abstract type rule.
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Figure 7.16. Token rule expressed.

Figure 7.17. Comments.

Comments

There are two different kinds of comments automatically available 
(Figure 7.17) in any xText language. Note that those comments are ignored 
by the language parser by default.

Defining the MDSL

The goal was to create a simple scripting language for the test engineer; 
this problem has been addressed through the definition of a DSL. The test 
engineer has to follow the steps shown in Figure 7.18 to define, set, and 
execute a measurement task.

More precisely, the test engineer should first define the object (or 
device) that he intends to use, then configure its setting, and use it through 
appropriate commands, defined in device interfaces, which should be 
known by the test engineer. To make this task easier, the MDSL project 
provides one of the most useful things: the assistance to the measurement 
procedure definition.

While he writes the script, the test engineer can click on CTRL+SPACE 
to see the menu where all the possibilities are shown (Figure 7.19).

It is possible to appreciate the ease of writing and the flexibility of soft-
ware. In the following, for the sake of comparison, two script fragments 
are shown. Figure 7.20 refers to a C++ script for permeability measure-
ments, while Figure 7.21 shows the same procedure written in DSL. The 
improvements in clarity and conciseness are evident.
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7.6 SOFTWARE QUALITY ASSESSMENT

7.6.1 ISO 9126 CHARACTERIZATION

The analysis of the software quality of FFMM was carried out by means 
of the tool Understand C++ [11]. Heuristic thresholds were employed, as 
proposed in literature [12–15], in order to define the metrics target values. 
An example of the metrics and the corresponding target values is reported 
in Table 7.2 [12, 16].

In particular, the complexity metrics (such as Essential Complexity 
and Cyclomatic Complexity [17]) measure the logic complexity of the 
software modules and hence the effort required for testing and maintaining 

Define 

Configure

Set

Command

Figure 7.18. DSL test engineer steps.

Figure 7.19. Assistance to the measurement procedure.
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Figure 7.20. The part of the Script in C++.
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Figure 7.20. (Continued).

Figure 7.21. The same Script of Figure 7.20 in DSL.

them. The ObjectOriented metrics, taken from wellknown metrics suites 
[18–21] (LCOM, FAN IN, CBO, RFC, WMC, and DEPTH) measure the 
extent to which features typical of ObjectOriented systems are exploited 
(e.g., inheritance) or achieved (e.g., lack of coupling and cohesion). 
Table 7.3 reports a short summary of size metrics computed on FFMM.

At first glance, the complexity metrics (Essential Complexity and 
Cyclomatic Complexity) show that, although in FFMM the average com-
plexities respect the heuristic upper bounds, the maximum values exceed 
them in a significant way (Table 7.4). This means that the complexity is 
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concentrated in few points that need to be simplified in order to decrease the 
effort required for software testing and maintenance. Analogous remarks 
can be made from the analysis of the ObjectOriented metrics (Table 7.5):  
Most of them show maximum values significantly exceeding the heuristic 
thresholds, potentially causing problems to system developers and users.

The values of the FAN IN metric exceeding the threshold are the 
result of a conscious design choice, since all the devices implemented 
in FFMM inherit from two abstract classes. These two classes are com-
pletely independent from each other, therefore the multiple inheritance is 
not expected to cause any undesired side effects.

Table 7.2. Complexity and ObjectOriented metrics with their target 
values

Metric Target
Cyclomatic Complexity (CYCLO) ≤ 10
Essential Complexity (ESS) ≤ 4
Class Depending Child (CDC) FALSE
Class Depth (DEPTH) ≤ 7
Multiple Inheritance (FAN IN) ≤ 1
Response for Class (RFC) ≤ (W M C * DEPTH) 

+ 1
Coupling between Objects (CBO) ≤ 2
Lack of Cohesion of Methods (LOCM/LCOM) ≥ 0.75
Weighted Methods for Class (WMC) ≤ 14

Table 7.3. FFMM 3.0 size metrics summary

Blank Lines 4’115
Classes 96
Code Lines (LOC) 16’253
Comment Lines 6’977
Comment to Code Ratio 0.43
Declarative Statements 4’779
Executable Statements 8’642
Files 131
Functions 1’082
Inactive Lines 172
Lines 28’119
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An attempt to use internal metrics, computed on the source code, 
according to the model ISO 9126 for an automatic metric based quality 
control, is presented in [22, 23]. This approach proposes a set of metrics 
and a quality matrix mapping them into factors and criteria of the model.

Heuristic thresholds [12–15] were used to evaluate the percentages 
of classes exceeding the acceptable values for the considered metrics. The 
quality matrix allows the translation of these properties into the levels at 
which quality characteristics are achieved.

The quality model presented in [23] refers to an adapted quality model 
where reusability replaces usability, evaluated on the basis of both nonob-
jectoriented metrics (mainly referring to size) and to ObjectOriented met-
rics (mainly referring to cohesion, coupling, and inheritance). The results  
obtained through this approach are shown in Figures 7.22 and 7.23. The 
values vary in the range [0,1], with 0 corresponding to the best quality 
level. The aforementioned connections between static metric analysis and 
internal software qualities have been proposed recently, are only partially 
validated, and still need improvements and confirmations to be widely 
accepted by the technical community. In other words, the automatic 
assessment of software quality defined by the ISO standards using internal 
metrics is still an open question. Therefore, the results presented in this 
section are intended to be only as suggestive of the quality level achieved 

Table 7.4. FFMM 3.0 complexity metrics

Metric Average Max Std Target % OK (program units)
ESS 1.2 19 1.1 ≤ 4 99
CYCLO 2.4 40 3.2 ≤ 10 97

Table 7.5. FFMM 3.0 ObjectOriented metrics

Metric Average Max Std Target
% OK 

(classes)
CDC FALSE FALSE - FALSE 100
DEPTH 1 4 1.2 ≤ 7 100
FAN IN 0.7 2 0.7 ≤ 1 85
RFC 20 138 31 ≤ (W M C 

*DEPTH)+1
45

CBO 3.9 21 4.6 ≤ 2 50
LOCM/LCOM 0.42 1 0.40 ≥ 0.75 40
WMC 13 103 18 ≤ 14 74
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by FFMM. Furthermore, no direct indications are provided on how to 
improve quality. For this reason, in the following, the quality analysis is 
complemented by introducing a more practical approach.

7.6.2 QUALITY PYRAMID CHARACTERIZATION

The Overview Pyramid obtained from the FFMM source code by means 
of the analysis tool inFusion [24], is presented in Figure 7.24.

In order to provide a graphical aid to its interpretation, different grey 
tonalities are associated to the computed proportions. In particular, a 
medium grey rectangle is used if the value contained in it is closer to the 
low threshold, a dark grey rectangle if it is closer to the average threshold, 
and a light grey rectangle if it is closer to the high one. An analysis of the 
resulting computed proportions allows the following conclusions to be 
drawn for the FFMM source code:

• Class hierarchies tend to be tall and narrow, that is, inheritance trees 
tend to have many depthlevels and baseclasses with few directly 
derived subclasses.

• Classes tend to be rather large (they define many methods) and 
organized in finegrained packages (few classes per package).

• Methods tend to be average in length and have an average logical 
complexity (conditional branches).
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Figure 7.22. ISO 9126 subcharacteristics in FFMM 3.0 (0 indicates the best qual-
ity level).
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In the development of a software system it is often difficult to find the 
appropriate design, the responsibilities of objects, and their distribution. 
Once this has been done, it is important to be able to state whether the com-
plexity due to the design choices is balanced by the benefits they introduce.

Although the Overview Pyramid allows the graphic characterization 
of an ObjectOriented system through the quantification of some suitable 
chosen metrics, it is not enough to completely understand and evaluate the 
design. Metrics and thresholds must be meaningful and put in the right 
context [12, 25], in order to assess the quality level of the project design 
and eventually to ameliorate it. An application, a class, and a method 
should be implemented in a harmonious way, in terms of size, complexity, 
and functionality, with respect to itself, its collaborators, and its ancestors 
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Figure 7.23. ISO 9126 characteristics in FFMM 3.0 (0 indicates the best quality 
level).

PFF
JKV
PQR

PQE
PQO

NQE
E[ENQ

PQO
ECNN

HQWV

2044
32082

3403;
40;2

204:
205:
43
99

;5;
;:::
4527

3734:
:7;2

3095

205;

Figure 7.24. Overview Pyramid for the FFMM 3.0 source code.



216  •  FLEXIBLE TEST AUTOMATION

and descendants. In other words, the system has to achieve an overall har-
mony, composed of three distinct measurable parts [12]:

• Identity harmony, related to the extent to which a software entity 
implements a specific concept and how well (Does it implement 
too many things? Is it not doing enough to exist as an autonomous 
entity?).

• Collaboration harmony, expressing the extent to which an entity 
collaborates with others, and how well (Does an entity use other 
entities? How many?).

• Classification harmony, combining elements of the other two har-
monies in the context of inheritance (Are inherited services used by 
subclasses? Some or all of them?).

The design evaluation, from the point of view of the aforementioned 
harmonies, intents ,therefore, on questioning if every software entity has 
appropriate place, size, and complexity within the system.

Disharmonies are revealed by means of metricbased heuristics to 
detect and locate ObjectOriented design flaws from the source code. For 
the quantification of complex design rules, the evaluation of a single met-
ric is not sufficient. Therefore, detection strategies, composed of logical 
conditions based on proper sets of metrics and thresholds, are used to 
evaluate design quality of an ObjectOriented system through quantify-
ing deviations from good design heuristics and principles. Design rules 
can in this way be made quantifiable, so that parts of the source code 
with specific properties (typically denoting a design problem) can be 
detected. The result of this stage of detection is a list of software enti-
ties suspected of being affected by some flaw. These entities need subse-
quently to be inspected to find those that cause the most severe problems 
and determine how to refactor them. This insight into the class structure 
is needed to understand its static structure, that is, the way attributes are 
accessed, methods called, inheritance used, and decide if there is need for 
intervention.

Among the 11 design disharmonies classified in [12], the three cate-
gories presented earlier, those that were detected in FFMM, are discussed 
in the following. It is worth pointing out that no significant code duplica-
tion was found. This is an important achievement of the FFMM design, 
because code duplication can be very harmful: It breaks the uniqueness 
of certain functionalities within the entities in the system, and causes an 
increase of size, complexity, error proneness, and also problems of coevo-
lution of duplicated code.
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Identity Disharmonies

A design flaw is referred to as an identity disharmony if it affects single 
entities, such as classes and their methods. The disharmonies of a sin-
gle entity are related to three aspects: size, interface, and implementation. 
These aspects can be summarized by three rules of identity harmony [12]:

• A harmonious size is a desirable feature of operations and classes.
• The interface of each class should be a set of services, which imple-

ment only one responsibility and provide a unique behavior.
• Data and operations semantically belonging to the same class 

should collaborate harmoniously within that class.

A violation in the proportion rule, often due to excessive size and com-
plexity of a class, is a typical and easily recognizable indication of identity 
disharmonies, and one of the causes could be a massive presence of code 
duplication. Another sign of disharmony could be a reduced cohesiveness of 
behavior (presentation and implementation rule) and the tendency to include 
in a single class too many features and services, thus producing a God Class 
[26, 27]. A consequence of this disharmony is usually a Feature Envy [27], 
because if a class becomes a God Class, other classes tend to become Data 
Classes [26], which are simple data containers not providing much func-
tionality. The God Class will contain methods which will be likely to access 
attributes of other classes rather than those of the class itself. The Feature 
Envy consists of this excessive interest of a class in external data.

God Class

The God Class design flaw is due to classes that tend to centralize too 
much intelligence and functionalities of the system [26]. A God Class tries 
to do too much work, collaborating with a set of simple classes to which it 
delegates only trivial tasks, and using extensively data contained in other 
classes. This situation has often a negative effect on reusability and under-
standability.

In FFMM, the three classes were detected as God Classes because: 
(a) some of their methods access directly (or via getter and setters) attri-
butes from external classes, (b) the methods are very complex, that is, 
have many branches, and (c) the classes are noncohesive with respect to 
the way methods use the attributes of the class. An analysis of the results 
shows that:
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1. The methods accessing attributes from external classes are the same 
for the three God Classes, and are used for data type conversion, 
bus configurations, or thread handling. In all cases, they result from 
precise implementation choices and are not considered a source of 
problems.

2. The cohesiveness of all the classes is only slightly below the limit 
of one third. As a consequence of these considerations, the prob-
lem represented by the God Classes can be classified as noncrit-
ical. Anyway, it could be useful to reduce the complexity of the 
methods, because this might affect understandability, usability, and 
maintainability.

Data Class

A Data Class [27, 28] is a trivial class acting as simple data holder, not 
providing complex functions, but rather extensively used by other classes. 
The lack of functions may indicate that the data contained in the class are 
not kept in the same place with the related behavior. In other words, Data 
Classes provide almost no function through their interfaces, which mainly 
exposes data fields either directly or through accessory methods.

In FFMM, the three detected Data Classes do not produce any Feature 
Envy. This implies that, although they do not provide complex function-
ality, the data they contain are not significantly accessed by methods of 
other classes. The problem represented by the detected Data Classes can 
be therefore reappraised if correctly put into this perspective. They do not 
contain misplaced data needed by other parts of the system, but are the 
result of a precise design choice for handling the communication buses 
and their configurators.

Brain Class

This design flaw refers to the situation where an excessive amount of 
intelligence is accumulated in a single class, often concentrated in Brain 
Methods. It recalls the God Class, but the two disharmonies are distinct. 
A God Class, besides being complex and centralizing a large amount of 
the system intelligence, breaks the encapsulation principle by accessing 
attributes from other classes, and showing a lack of cohesion. The Brain 
Class detection strategy is complementary to that of the God Class, catch-
ing very complex classes which do not break encapsulation and do not 
manifest a significant lack of cohesion.
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The main characteristic of a Brain Class is that it is very likely to 
contain Brain Methods; therefore, the first improvement action should 
concern these methods, as discussed in the relative section. On the other 
hand, if the class is detected as a Brain Class owing to its lack of cohesion, 
it should be split into an appropriate number of more cohesive classes. 
However, it is often the case where a Brain Class does not cause any sig-
nificant problem in the system, that is, if it is simply a mature complex 
utility class. In such cases, if no maintenance problems arise during the 
system history [29], it is not worth starting a costly refactoring phase just 
to get better metric values.

In FFMM, the six Brain Classes contain only 1 or 2 Brain Methods, 
and are characterized by high complexity and low cohesion. As corrective 
actions, the Brain Methods should first be split. In case of maintenance 
problems, the involved classes could also be split into smaller and more 
cohesive units.

Feature Envy

One of the goals of ObjectOriented Programming is to keep together 
a set of data and the operations processing that data. The Feature Envy 
design flaw [27] refers to methods that access, directly or through acces-
sory methods, more data of other classes than of their own class. The Fea-
ture Envy disharmony is often an indication that a method is misplaced 
and should be moved to another place in the system. The problem can be 
solved if the method, or a part of it, is extracted from its current class and 
moved to the class containing the envied data [27, 28].

The Feature Envy problem is often due to the presence of Data 
Classes, which make the classes using them to envy their data. When 
a method is affected by Feature Envy, it is probable that there are data 
classes among the classes from which the method accesses data. The fact 
is that in FFMM the two methods affected by Feature Envy do not access 
Data Classes, highlighting that the problem is isolated to two methods 
which are used in handling the polling tasks of a class. Even though this 
is detected as a violation of the encapsulation principle of the ObjectOri-
ented design, it is the result of an implementation choice for the threads 
executing the polling methods. Moreover some metrics are very close to 
the lower detection threshold. It is therefore concluded that the observed 
Feature Envy does not represent a critical issue in the system, and that 
the cost of a possible code improvement action would not be balanced by 
proportionate benefits.
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Brain Method

Brain Methods centralize excessively the functionality of a class (propor-
tion and implementation rules), in a way similar to that of a God Class 
which centralizes the functionality of the whole system or of one of its 
parts, making it hard to understand, maintain, and reuse [12].

The 14 Brain Methods detected result in being rather complex (both 
for conditional branching and nesting) and long, and they employ a very 
large number of variables. For the negative impact of this design flaw on 
understandability, maintainability, and reusability, these methods require 
a refactoring. In this case, the Brain Methods do no not exhibit either sig-
nificant code duplication or Feature Envy, thus there is no cloned code to 
remove or Data Classes to where some of the behavior complexity can be 
moved. In literature it is suggested that in almost all cases a Brain Method 
should be split into one or more simpler methods [27], by finding appro-
priate cutting points.

Collaboration Disharmonies

Collaboration disharmonies are design flaws that affect several entities at 
once in terms of the way they collaborate to perform a specific functional-
ity. All the authors propose low coupling as a design rule for ObjectOri-
ented system.5 Anyway, a tradeoff has to be found between the intent of 
low coupling and the need for a certain amount of collaboration among 
objects of the same system. The collaboration harmony consists in the 
achievement of a balance between the aforementioned opposing demands.

All this can be summarized in the following rule:

• Collaborations should be only in terms of methods invocations and 
should have a limited extent, intensity, and dispersion;

where extent refers to the number of other classes; intensity, to the number 
of services provided by other classes; and dispersion, to the distance of 
collaborating classes (two classes can be in the same hierarchy, package, 
etc.). The rule refers both to incoming and outgoing dependencies. Exces-
sive outgoing dependencies are undesirable because they make a class 

5To this purpose, an event handling infrastructure (Chapter 5) is used whenever 
possible in FFMM, minimizing the coupling introduced by the necessary commu-
nications among objects.
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more vulnerable to changes and bugs from other classes. On the other 
hand, excessive incoming dependencies are undesirable because they cre-
ate the need of stability and, therefore, make the class less evolvable.6 
Collaboration disharmonies are captured using two detection strategies: 
Intensive Coupling and Dispersed Coupling. The former refers to the case 
where a method uses intensively a reduced number of classes, the latter to 
situations where the dependencies are dispersed over many classes. More-
over, on the server method side, it might happen that a method is exces-
sively invoked by numerous methods located in various other classes 
(Shotgun Surgery [27]). In this case, a small change in a part of the system 
can cause a lot of changes in many other classes.

Intensive Coupling

Coupling reduction has the main aim of using a component apart from 
others, or making easy its replacement with another one. A usual refactor-
ing action that allows solving the problem consists of defining a new more 
complex service in the provider class, and replacing the multiple calls 
with a single call to the new method. In some cases the design flaw might 
be due to misplaced operations. This is in the case of FFMM, where the 
intensive coupling involves two methods contained in the classes model-
ing two motor controllers. These methods access many (11) methods of 
another class. The origin of the problem is the fact that the methods were 
developed at a very low abstraction level in the system, that is, in a device. 
In fact, each method involves two devices, and once inserted in one of 
them, it has to call many methods of the other class. On the basis of this 
consideration, it is clear that it should be implemented at a higher level, 
as a measurement routine employing both the aforementioned devices. 
Placing the method into a library of measurements routines would solve 
the coupling problem, besides removing the code duplication, by leaving 
only one instance of the method.

Shotgun Surgery

Unlike the intensive coupling, the Shotgun Surgery refers to the cases where 
the incoming dependencies can cause problems, that is, where a change in 

6It is to be noted that, at the same time, incoming dependencies could mean high 
degree of code reuse in the system, with the condition of having stable interfaces.
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an operation implies many changes to a lot of other components (methods 
and classes) in the system [27]. Similarly, if this method has bugs, it will 
have a significant negative effect on the parts of the system that are using 
it. In such a situation, maintenance and evolution problems could arise.

A possible refactoring action to solve the problem consists in moving 
more responsibility to the classes containing Shotgun Surgeries, above all, 
for small and noncomplex methods and classes with tendency to become 
Data Classes [12]. Anyway, this is not the case in FFMM, where this design 
flaw involves five methods of two classes designed in order to favor code 
reuse for interacting with the user and handling the communication buses 
(and, consequently, massively accessed by methods in other classes). The 
characteristics of these methods come therefore from a conscious design 
choice, and do not cause any problems under the assumption that they are 
used through stable interfaces.
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CHAPTER 8

frAmework component 
vAliDAtion

The test of the machine is the satisfaction it gives you. There isn’t any 
other test.

If the machine produces tranquility it’s right.
If it disturbs you it’s wrong until either the machine or your mind is 

changed.
—Robert M. Pirsig, Zen and the Art of Motorcycle Maintenance: 

An Inquiry into Values

8.1 OVERVIEW

In this chapter, the on-field validation of the main framework components, 
the Fault Detector, the Synchronizer, the Measurement Domain Specific 
Language (MDSL), and the Advanced Generator of User Interfaces is 
highlighted in the context of the Flexible Framework for Magnetic Mea-
surement (FFMM), developed at CERN in cooperation with the Univer-
sity of Sannio. Each component is validated in a different case study of the 
FFMM at CERN. The Fault Detector is analyzed in a rotating coil system 
for superconducting magnet testing by assessing its (a) internal quality, in 
terms of the modularity improvement derived from the Aspect-Oriented 
Programming (AOP) introduction, and (b) external quality, by verifying 
these benefits do not introduce side effects during run-time performance. 
The Synchronizer is validated in a magnetic permeability measurement 
system, used for validating the twofold expected advantages of the sim-
plification of the measurement script and the speeding up of its definition. 
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The Domain Specific Language (DSL) is evaluated in a superconducting 
magnet testing and a magnetic permeability measurement in order to 
verify its benefits in terms of simplicity, effectiveness, and flexibility in 
the production of measurement software applications. Finally, the perfor-
mance of the Advanced Generator of User Interfaces is validated in a 
magnetic permeability measurement system by featuring how test engi-
neers are supported during usual FFMM operations at CERN.

8.2 FAULT DETECTOR

In this section, the validation of the AOP-based architecture of fault 
detection software components illustrated in Chapter 4 is presented. In 
particular, a case study on a rotating coil system for superconducting 
magnet testing is illustrated as a highlight: (a) the actual improvement 
of the software quality of the AOP version with respect to the previous 
existing OOP version for the fault detector, and (b) that the new AOP 
architecture does not have a negative impact on run-time performance of 
the overall system (due to a possible overhead of the aspect runtime inter-
ception). Thus, the software quality attribute of modularity is assessed 
to highlight the first point and some runs of the results of tests on an 
adequately instrumented version of the system are illustrated in order to 
verify the second point.

8.2.1 A CASE STUDY ON ROTATING COILS

FFMM has been employed at CERN for characterizing the superconduct-
ing magnets of the Large Hadron Collider (LHC). In particular, a huge 
measurement effort has been devoted to the investigation of the dynamic 
field errors (“multipoles”) of the main dipole magnets [1]. Rapidly varying 
magnetic fields are measured by a new measurement station with high-
speed rotating coils units and Fast Digital Integrators (FDI) [2].

The Fault Detector has been tailored on the FFMM, by specifying: 
device under test, quantity to be measured, measurement instruments, 
measurement circuit configuration, measurement algorithm, and data 
analysis. The objective was to handle anomalous working events in the 
actual measurement application [3].

Next, (a) the measurement procedure, (b) the analysis of fault detec-
tion software, (c) the modularity comparison, and (d) the performance 
verification, are illustrated.
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8.2.2 THE MEASUREMENT PROCEDURE

The measurement procedure is based on the “rotating coil” method illus-
trated in Section 6.2.1 (Figure 8.1 [3]): A set of coil-based transducers are 
placed in the magnet bores, supported by a shaft turning coaxially inside 
the magnet.

The coil signal is integrated according to Faraday’s law in the angu-
lar domain, by exploiting the pulses of an encoder mounted on the shaft, 
in order to get the induction field. Several coil segments are placed on 
the shaft by covering the length of the magnet. Each segment, in turn, is 
made up of three overlapped coils: The external one measures the mean 
field (absolute signal), while the series connection of the external and the 
central coils in opposition of phase allows the main field to be deleted in 
order to measure the field harmonics only (compensated signal). The field 
quality in the accelerator magnets is expressed in terms of the magnitude 
of undesirable harmonics (multipoles).

The coil shaft inside the magnet is turned by the Micro-Rotating 
Unit (μRU) whose motor is driven by a controller (Maxon Epos 24). The 
magnet under test is supplied power converters with digital control, with 
varying capacity depending on the test conditions: Tests are carried out 
in cold (up to 1.9 K) and warm (room temperature) conditions by using a  
14 kA, 15 V, and a 20 A, 135 V power converter, respectively. The cur-
rent is read by a digital multimeter through a high-accuracy Direct Cur-
rent-Current Transformer (DCCT). The coil signals are integrated into the 
angular domain by digital integrators (i.e., an FDI [4], implemented by 
the FastDI class), by exploiting the trigger pulses coming out from a con-
ditioning board (developed at CERN, implemented by the EncoderBoard 
class), suitably processing the output of the encoder mounted on the mRU. 
The FDI boards, the encoder conditioning board, and the motor control-
ler are remotely controlled by a PC running the test program created by 
FFMM, produced according to a suitable script [5].

8.2.3 ANALYSIS OF FAULT DETECTION SOFTWARE [6]

The rotating coil testing technique is a typical application involving sev-
eral different devices, each one with its own state and error messages. 
During the operation of the measurement station of Figure 8.1, one or 
more faults can affect the devices at different levels. At the lowest level, 
a fault can influence one of the communication buses (e.g., PXI, RS-232, 
WorldFIP, IEEE-488 GPIB). At this level, possible faults created on the 
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buses are: (a) communication timeout, (b) device not found on the bus, 
and (c) error on an open, read, write, or close command. All these kinds of 
faults require that the data acquired until the fault occurrence be saved, log 
some of the diagnostic information about the state of the measurement sta-
tion, and reset the devices in order to return them back to a consistent state.

At a higher level, some faults can involve the devices controlled 
through the communication buses, namely the FDI, the encoder board, and 
the motor controllers. In particular, the FDI can be affected by the following 
faults: (1) A timeout can occur during the time interval between the trans-
mission and the execution of a command, or when the measurement starts 
and the integrator waits for the trigger pulses from the encoder; (2) an incon-
sistency of the internal status of the instrument; and (3) a wrong parameter 
value is set. The last two fault conditions can occur for the encoder board 
and the motor controllers. For the motor controller, another fault can arise 
from the handshake procedure on the communication bus (RS-232).

Within the AOP fault detection architecture, faults of the type (1) 
and (2) are detected by means of specific pointcut expressions associated to 
the advices capturing the access to an internal devices’ status and eventually 
sending fault events to interested components. Conversely, the faults of type 
(3) are detected by means of pointcut expressions, associated with a device 
operations’ signatures in order to enforce the constraint related to incoming 
parameter settings and eventually configured to enforce a retry policy.

In all these cases, the fault turns out to be fatal (failures) and requires 
the component to be reset after saving the data and logging all the addi-
tional information, as well as saving the bad parameter setting in order to 
detect this situation and asking for new parameter values.

In particular, the aspect FaultDetector realizes the infrastructure 
needed to add or remove fault monitoring services on device creation or 
destruction. Its subaspects provide advice logic for different kinds of fault 
handling policies, discussed in Section 7.3.1.1. Furthermore, such sub-
aspects define pointcut expressions needed to capture interesting context 
in which the status of a device must be checked, to perform status decod-
ing, and eventually to send a fault event by means of the logic provided by 
the classes FaultListener.

Figures 8.2 and 8.3 show an excerpt of the code of the FaultDetector 
advice (and its subaspect related to FastDI digital integrator device) and 
of the DigitalIntegrator_FaultDetector, respectively.

Twofold analysis were carried out (a) assessing the modularity 
improvement derived from AOP introduction (internal quality) and (b) 
evaluating its performance to verify that these benefits do not introduce 
run-time side effects (external quality).
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8.2.4 MODULARITY COMPARISON

The software quality of the AOP version of the Fault Detector was evalu-
ated by comparing it with the corresponding OOP version that previously 
existed inside the FFMM. With this aim, the software quality attribute of 

Figure 8.2. The abstract FaultDetector aspect [6].

Figure 8.3. Excerpt of DigitalIntegrator_FaultDetector [6].
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modularity was assessed for both the AOP and OOP versions by evalu-
ating (a) the percentage of lines of source code related to fault detection 
logic present in each module with respect to the total lines of code (LOC) 
of the same module and (b) the Degree of Scattering (DOS) and Degree 
of Focus (DOF) metrics [7], for each module and fault detection concern. 
The analysis was focused on the most relevant fault sources of the FFMM, 
that is, the modules implementing devices.

In Table 8.1, the analysis results along with the ratio of code dupli-
cated in the different software modules (cloned code ratio) are reported. 
In the OOP version of the Fault Detector, a high level of cloned code 
exists, because in each device’s operation often the same tests against the 
internal status are requested. Conversely, in the AOP version, this ratio is 
drastically reduced. An ideal implementation of the fault detection con-
cern would have a null DOS and a DOF equal to one, for each device 
module (i.e., each device is focused only on the base concern and does 
not contribute at all to the Fault Detector concern). Table 8.1 shows that 
the OOP version has a very-low value of DOF, for each module (i.e., all 
modules contribute to the fault detection concern), and a DOS for the fault 
detection concern near to the maximum (uniformly scattered). This means 
that the fault detection concern in the OOP version has absolutely unac-
ceptable values of modularity.

Thus, a not trivial maintenance (or evolution) is very difficult, because 
each modification could affect and require changes in many different soft-
ware modules (i.e., mainly all device modules).

Table 8.1. Fault detection code in each device module and computation of 
percentage DOF and DOS metric for both OOP and AOP versions (OOP: 
Object-Oriented Programming; AOP: Aspect-Oriented Programming; 
LOC: Lines of code; DOF: Degree of focus; DOS: Degree of scattering)

Device

OOP
FD

% LOC

OOP
Cloned
% LOC

OOP
DOF

OOP
DOS

AOP
% LOC

AOP
DOF

AOP
DOS

FastDI 15.75 10.93 0.17 0.81 0.97
Maxon Epos 18.04 9.78 0.21 0.73 0.97
EncoderBoard 21.53 14.27 0.28 0.96 0.97 0.98 0.13
PowerSupply 18.36 12.70 0.24 0.97 0.90
Transducer 21.15 8.24 0.27 0.97 0.93
Keithley2k 18.48 11.32 0.16 0.97 0.97
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Instead, in Table 8.1, DOS values of the AOP version are near to the 
minimum: The fault detection concern is well modularized in one module 
(the FaultDetector aspect), and each device module is marginally involved 
in the concern (such as mentioned before, this is due to the fault and error 
broadcasting methods not yet removed from the devices). This result is 
better highlighted in Figures 8.4 and 8.5. In particular, in Figure 8.4, the 
percentage LOC (%LOC) of the Fault Detection concern for all the device 
modules are compared for both AOP and OOP versions. In the figure, the 
ratio of the cloned LOCs in the OOP implementation, completely removed 
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in the AOP version, is reported. Of course, the cloned code makes worse 
the maintainability and increases the probability of introducing bugs in 
the code.

In Figure 8.5, the level of DOF (a) and DOS (b) for each device mod-
ule with respect to Base System and Fault Detection concerns is reported. 
The results show a radically increased modularity for the AOP version, 
because each device module is much more focused on the base concern 
with respect to the OOP version. Moreover, the fault detection concern is 
highly scattered in the OOP version (high values of DOS), while it is very 
focused in the AOP implementation (very low values for DOS).

8.2.5 PERFORMANCE VERIFICATION

The analysis was aimed at verifying experimentally that the AOP archi-
tecture would not have a negative impact on run-time performance of the 
overall system (due to aspect runtime interception overhead). With this 
intent, the AOP system was instrumented to gather execution times of the 
aspect overheads. In both versions, fault detection times related to fault 
decoding and handling, are present. They were filtered out from the anal-
ysis. Therefore, main attention was paid to evaluate the overheads added 
by the AOP interception mechanism to the fault detection time in order 
to assess the effectiveness of the AOP architecture, that is, that the AOP 
response times are not worse than the OOP version. The afore-described 
analysis was carried out by running two versions of the software in the 
same conditions. The runs were performed by causing some previously 
described faults in the measurement station. Those faults were induced 
intentionally in different ways, for example: 

• by providing devices with wrong parameter values, 
• by interrupting the communication between the PC and the devices 

(device not found, or communication timeout if the communication 
with device had already been established),

• by starting the FDI acquisition procedure without feeding the 
instrument with the required trigger signal (measurement timeout), 

• and by adding a delay in the execution of some commands (com-
mand timeout).

The worse average times in several different categories of fault detec-
tion pointcut expressions (i.e., device creation/destruction, interception of 
device operations) were selected, and the time spent in the aspect runtime 
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to jump to fault detection routines was collected. These are reported in the 
last column of Table 8.2 (in percentage of the total time spent in the aspect). 
For the sake of clarity, the results of Table 8.21 are reported in Figure 8.6.

Times needed to handle creation and destruction of devices (pointcut 
expressions from rows 1 to 8) are greater than those required to handle 
faults during measurement tasks (pointcut expressions from rows 9 to 
15). In the former cases, the fault detector infrastructure must be set up 
for devices being created. This requires more time than the other kind of 
pointcut expressions, which have only to capture the context of an oper-
ation, issuing a fault event if necessary. These times are comparable to 
those of the OOP version, where listeners are explicitly registered with 
the created devices to handle faults. In these cases, the aspect overhead 
is particularly reduced with respect to the entire fault detection tasks. 
Pointcut expressions ranging from row 9 to row 15 are related to fault 
detection during normal device operations. Their goal is to capture the 
entire context in which the device state changes to check its validity. In 
the developed AOP implementation, the worst overheads due to aspect 
interception mechanism (see the last column in Table 8.2) are always less 
than 1.5% of the fault detection times (the worst case is for the intercep-
tion of calls to EncoderBoard device operations with complex arguments 
matching expression to check preconditions; related to pointcut expres-
sion at row 9). Therefore, the suitability of such performance overhead 
in the concrete measurement scenario was assessed, and all the timing 
constraints were satisfied.

8.2.6 DISCUSSION

The AOP architecture allows a high level of flexibility by performing very 
complex and bendable run-time binding among sources and handlers of 
the faults, without affecting significantly the performance, while keep-
ing the detection code well modularized in its hierarchy. Another main 
advantage of such a technique is the maintainability and the reusability of 
the code: for each new device added to the framework, the related fault 
detection code is added to the fault detection hierarchy. Since all fault 
detection code is well modulated in few subaspects, commonalities among 
different fault detection logic are well structured and factored out. As a 
consequence, the FaultDetector design, with respect to “traditional” OOP 

1The times refer to a Pentium IV 1.3 GHz machine, with 512 Mb of RAM running 
the instrumented AOP version.
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version, exhibits a much more centralized design, greatly increasing the 
possibility of code reuse, and reducing code duplication [6]. Finally, the 
AOP architecture is not targeted at a specific system component, and 
the same fault detector architecture can be reused to detect different kinds 
of faults in different components.

8.3 SYNCHRONIZER [8]

The Petri-net Synchronizer is validated in a magnetic permeability mea-
surement system by highlighting the twofold expected advantages of the 
simplification of the measurement script and the speeding up of its defi-
nition. In the following, (a) the case study on magnetic permeability and  
(b) the corresponding measurement procedure, exploiting the Petri net-
based Synchronizer, are illustrated.

8.3.1  CASE STUDY ON MAGNETIC PERMEABILITY 
MEASUREMENT

In the following, a case study on the method of the split-coil permeameter 
[9] for measuring the magnetic permeability is described. The split-coil 
permeameter is composed of two coils wound in a toroidal shape, which 
can be opened allowing a toroidal specimen of the material under test to 
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Figure 8.6. (a) Total average and (b) worst case overhead times spent in aspect 
runtime. The pointcut expressions numbering refers to Table 8.2.
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be wrapped. One coil is needed to excite the field and the other one to 
capture the flux.

A PC (Figure 8.7), hosting the FFMM with the Synchronizer, is linked 
to a data acquisition board (DAQ [10]), in order to control the Voltage 
Controlled (VC) Power Supply to the excitation coil of the split-coil per-
meameter by the analog output. A PXI crate containing

• a Fast Digital Integrator (FDI [4]), a CERN proprietary 
general-purpose digital board, configured for the coil signal acqui-
sition and numerical integration;

• a CERN proprietary trigger board, for managing and feeding the 
trigger input of the FDIs;

• a further FDI, to acquire the excitation current and the relative flux 
linked to the measurement coil, and to generate the trigger for the 
acquisition by the trigger board.

8.3.2 MEASUREMENT PROCEDURE

The specimen is magnetized gradually by using a current waveform 
(Figure 8.8) made by a series of linear ramps and plateau with exponen-
tially increasing amplitude (cycles). A current cycle is composed of an ini-
tial plateau, a linear ramp with constant ramp rate, and a final plateau [8].

After the devices’ setup, the measurement algorithm is composed of 
the following steps [8]:

1. Demagnetization of the specimen [9]
2. Acquisition of current and flux

VC power
supply

Split-coil
permeameter

PXI rack

DAQ

Figure 8.7. Layout of the split-coil permeability measurement setup [8].
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3. Generation of one cycle of the signal controlling the power supply
4. Waiting for the completion of the actual current cycle
5. Stopping the acquisition of the flux
6. Starting the generation of the next current cycle and going to 3 or, if 

the maximum value of current is reached, stopping the acquisition
7. Data conversion

In such a measurement procedure, several tasks have to be executed 
with time constraints. This is introduced easily into a FFMM script by 
using the new features of the Synchronizer. The test engineer first has to 
write the short high-level procedures describing each step of the whole 
measurement algorithm in separate tasks by exploiting the related tools of 
the FFMM [11]. Then, for the synchronization, he adds each task to the 
execution tree effortlessly, such as shown in Figure 8.9, without worrying 
about the time synchronization of parallel or series tasks.

As an example, to add a task to be executed after another one, the test 
engineer has to use the statement ADD_TASK_AFTER_TASK(first_task, 
second_task) such as shown in the case study (Figure 8.9) to the Set_Next_
Cycle task, scheduled in series to the Demagnetization task. Otherwise, 
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Figure 8.8. Current cycles [8].

Figure 8.9. FFMM script fragment defining the Execution Graph [8].
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if the test engineer wants to arrange the start of the execution of one task 
after another task’s event and, then, to let both tasks be active in paral-
lel, he has to exploit the statement ADD_TASK_AFTER_EVENT(event, 
second_task) like shown in Figure 8.9, where the Current_Cycle task is 
scheduled after the event next_cycle.

The measurement algorithm, previously described step by step, 
is codified in the script, and the related Execution Graph is shown in 
Figure 8.10 [8].

The first task to be active is the Demagnetization, at the end of 
this task the execution passes to the Set_Next_Cycle task (series execu-
tion); Set_Next_Cycle sets up the actual cycle of current and starts the 
Current_Cycle by throwing the event next_cycle; Current_Cycle first 
starts the task Start_Acquisition that enables the acquisition of flux and 
current, then begins the generation of the actual current cycle, then stops 
the acquisition by throwing the event stop_cycle; the task Stop_Acquisi-
tion triggers a new execution of Set_Next_Cycle that restarts the loop up 
till the last scheduled current cycle or enables the Data_Conversion in 
order to format the output data.

In Figure 8.11, the result of the measurement is shown graphically, 
by referring to a series of current cycles starting from 0 up to 10 A and 
their corresponding magnetic field from 0 to 6000 A/m. The right trend 
of the hysteresis curve of the iron specimen highlights the validity of the 
proposal.

8.3.3 DISCUSSION

Petri nets have shown to be an appropriate formalism in managing asyn-
chronous measurement tasks scheduling. The method presented in this 
book turns out to be well suited in assuring a proper software synchro-
nization of the test procedure because it allows the temporal dimension 
to be abstracted from a flat description of the sequences of events, by 
discovering the actual temporal relations between the events. In particular, 
the Synchronizer allows a test engineer, without software skill, to schedule 
concurrent, sequential, and event-based tasks, with an intuitive approach, 
by thinking, into the time domain, in terms of a simple relation like “after 
that” or “at the same time of.”

This approach was tested on the field in the permeability measure-
ment of the FFMM at CERN. The main advantage is the simplification 
of the measurement script and the speeding up of its design. As a conse-
quence, the test engineer can concentrate his attention on the measurement 
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matters and not worry about software design and programming details like 
threads and semaphores. The corresponding, satisfying results motivated 
a wide use of the Synchronizer in other measurement layouts at CERN.

8.4 DOMAIN SPECIFIC LANGUAGE

An experimental case study, conceived specifically for testing the Mea-
surement Domain Specific Language (MDSL) in an actual measurement 
application, was envisaged in the frame of the FFMM [5] at CERN. The 
main objective is to verify on the field its benefits in terms of simplicity, 
effectiveness, and flexibility in the measurement software applications 
production.

In the following, the MDSL implementation and application results 
are highlighted by referring to two practical examples: superconducting 
magnet testing and permeability measurements.

8.4.1  CASE STUDY ON SUPERCONDUCTING MAGNET 
TESTING [12]

In the example, the data are treated as 32-bit floating point and stored in 
ASCII format in order to simplify the exchange among different tools.

In Figure 8.12, the MDSL script as a whole for the procedure of super-
conducting magnet test already described in Section 8.2 is shown. The 
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Figure 8.11. Hysteresis curve of the material [8].
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script is composed by four tasks: (a) “Devices_definition,” for pointing out 
the devices to be used [3]; (b) “Devices_configuration,” where the device 
connections are configured; (c) “Devices_setting” for selecting the mea-
surement parameters; and (d) “Measurement,” where the actual measure-
ment is started and stopped. In particular, the measurement is carried out 
by using five different devices: (a) a set of FDIs (FDI_CLUSTER), (b) an 
encoder board (ENCODER_BOARD), (c) a motor controller (MAXON_
EPOS), (d) a power generator (POWER_CONTROLLER), and (e) timing 
board (TIMING_BOARD). In the device definition task, each instrument 
is declared with a unique name as a string. In the device configuration and 
setting tasks, the configuration and setting methods of the already defined 
devices are called with the requested parameters suggested by the IDE 
during the script writing (usually strings or numbers). The measurement 
task contains the commands related to the actions of the devices (Start, 
Wait, Stop, and so on) and usually their argument is the device unique 
name as string. After the definition, each task is added to the execution 
tree [8], where in this case only a sequential run is needed.

Figure 8.12. Superconducting magnet test script [12].



FRAMEWORk COMPONENT VALIDATION  •  243

Each task section contains a small number of methods (less than 15 
usually). In general, these methods are implemented into the C++ class con-
trolling the specific device. MDSL inherits this kind of methods from host 
framework classes, and the benefit of the new language is related to the sug-
gestion and the check of the arguments to be passed and the right use of the 
device methods in the script, for example, for MAXON_EPOS motor device: 
Wait can be used only after Start, and Start can be used only after Set.

In Figure 8.13, the measured integral sextuple component is shown as 
a function of the time and current. In both plots, the data are scaled by a 
constant value in order to make comparable the curves and to emphasize 
the “decay” and “snapback” phenomena [13], typical in superconductive 
magnets. In particular, the measurements at 2 kA and 6 kA, having com-
mon powering history parameters, are shown. The plots are obtained after 
a data postprocessing by using other tools (MATLAB®).

The MDSL script for superconducting magnet test emphasizes the 
power of the method presented in this book. With less than 50 code lines (a 
compression ratio of 1:10 compared to C++ code) organized in few coher-
ent sections, a whole measurement application involving several different 
devices can be produced. By taking into account (a) the decrease of the 
number of code lines and (b) the help provided by specific grammar rules 
embedded into the IDE, measurement software applications turn out to be 
easier to produce than in standard programming languages.

8.4.2  CASE STUDY ON MAGNETIC PERMEABILITY 
MEASUREMENT

In the following, the MDSL script performing the permeability measure-
ment by means of the split-coil permeameter described in Section 8.3 [14] 
is presented.

The measurement algorithm described earlier in Section 8.3.2 is cod-
ified in the script in six tasks. In Figure 8.14, the script structure is shown. 
The commands in each task are omitted in order to emphasize the script 
structure and make it more readable.

The first task to be active is the Demagnetization, at the end of this 
task the execution passes to the Set_Next_Cycle task (series execution); 
Set_Next_Cycle sets up the actual cycle of current and starts the Current_
Cycle by throwing the event next_cycle; Current_Cycle first starts the task 
Start_Acquisition that enables the acquisition of flux and current, then 
begins the generation of the actual current cycle, then stops the acquisition 
by throwing the event stop_cycle; the task Stop_Acquisition triggers a new 
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execution of Set_Next_Cycle that restarts the loop up till the last scheduled 
current cycle or enables the End_Test to set in stand by the devices.

The difference from the previous example is that in this case the task 
execution tree is more complicated, and it is composed of serial and parallel 
running tasks started by events. Simultaneous tasks can be managed in the 
script at a very high level of abstraction. Race conditions and execution tree 
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of serial and parallel tasks in the script have only to be described by using 
the task-related commands (ADD_TASK, ADD_TASK_AFTER_TASK, 
ADD_TASK_AFTER_EVENT). The control of the race conditions is del-
egated to a specific software component, that is, the software synchronizer, 
implemented in the host language [8]. The method presented here allows 
the production of complex measurement applications by a composition of 
simple steps: test engineer after the definition of atomic tasks can arrange 
them into an elaborate layout without increasing the script complexity.

In Figure 8.15, the results of two measurements of the same steel 
specimen are shown: The effects of eddy currents can be appreciated at 
different current ramp rates. The plots are obtained after a data postpro-
cessing by using other tools (MATLAB).

Figure 8.14. Permeability measurement MDSL script [12].
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8.4.3 DISCUSSION

A DSL with specialized constructs concerning the automation of mea-
surement procedures is presented. The technique is based on the Mod-
el-Driven Engineering concepts and DSL solutions. Basic idea is to 
provide unskilled programmers with means of producing concise and bug-
free specific measurement applications by using scripts written in a high-
level and domain-representative language, with the effect of improving 
the resulting applications and reducing the development effort. Moreover, 
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a set of domain rules can be embedded in the language definition with a 
straightforward advantage in preventing errors during the early phases of 
the development. The on-field applications of the new technique point out 
the benefits in terms of simplicity, effectiveness, and flexibility in the mea-
surement software applications production, and the positive feedbacks 
from users are fostering a wider use.

8.5  ADVANCED USER INTERFACES  
GENERATOR [15]

This section is focused on highlighting how the approach presented in this 
book supports test engineers in generating a GUI, automatically, during a 
usual FFMM operation at CERN [6, 16]. FFMM, in addition to satisfying 
all the functional [15] requirements, can provide means to generate the 
graphical user interface.

Next, (a) the case study of magnetic permeability measurement and 
(b) the measurement results are reported.

8.5.1  CASE STUDY ON MAGNETIC PERMEABILITY 
MEASUREMENT

The case study is tasked at highlighting how the approach presented in 
this book supports test engineers in generating the GUI automatically for 
a measurement procedure based on the methods of the split-coil permeam-
eter illustrated in Section 8.3.1 (Figure 8.7) [14]. The procedure is codified 
in the application script and processed by the FFMM framework in order 
to produce an executable file. The devices involved in the measurement 
procedure are configured by means of the automatically-generated user 
interface (AUI) features of FFMM [15].

As an example, at the beginning of the measurement script, the test 
engineer needs to configure the FDIs: the number of FDI and their bus are 
required to start the acquisition. Thus, the test engineer enters the follow-
ing statements in to the script [15]:

• Def GIC “InputParam”;
• Capture InputParam with (numFDI 1, “Parameter Request:”, 

“number of FDI”);
• Capture InputParam with (bus, numFDI, “Parameter Request:”, 

“FDI bus”).
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Then, during the application execution, the forms are generated 
(Figure 8.16).

As a further example, during the measurement, the test engineer can 
program the application to show the user the current flow by using the plot 
feature of the GIC object. Thus the following statements have to be placed 
in the script:

• Def GIC “CurrentPlot”
• Plot CurrentPlot with (currentData)

During the application execution, the window with the plot is gener-
ated as shown in Figure 8.17 [15].

A steel specimen was tested and, according to the afore-explained 
procedure [14], the permeability characteristic curve may be obtained by 
analyzing the data.

By validating the AUI using the Model-View-Interactor paradigm, the 
relative magnetic permeability versus the magnetic field curve is reported 
in Figure 8.18.

Figure 8.16. FDI configuring forms [15].

Figure 8.17. A window plotting some current cycles [15].
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8.5.2 DISCUSSION

The Model-View-Interactor paradigm for AUI is mainly for test engineers 
using FFMM to easily produce the GUI for their measurement applica-
tions. The advantages of the technique presented in this book meet the 
requirements of software framework for measurements systems and agree 
with the basic idea, primarily by decreasing the performance and cost ratio 
of the application development even with a graphical interface.
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CHAPTER 9

frAmework vAliDAtion on 
lhc-relAteD ApplicAtionS

It’s supposed to be automatic, but actually you have to push this button. 
―John Brunner, Stand on Zanzibar

9.1 OVERVIEW

At CERN, in the last few years, the Flexible Framework for Magnetic 
Measurements (FFMM) [1] has been used to develop applications for sev-
eral test activities. These scenarios have been a valid test bed for checking 
the FFMM capability of offering an environment for a fast develop-
ment of different measurement applications with disparate requirements. 
A specific discussion of the goal achievement in functional terms was pre-
sented in Chapter 8 for main FFMM components. In this chapter, for some 
case studies typical of the CERN magnetic measurements, the attention is 
focused on the application software as a whole. For each case study, the 
measurement procedure, the test station, and the experimental results are 
illustrated. In particular, the applications for measuring the magnetic per-
meability by means of the split-coil permeameter and the magnetic field 
by means of the rotating coils, as well as for testing and compensating the 
field distortion of the superconducting cryo-magnets of the Large Hadron 
Collider (LHC), are illustrated. Finally, a specific assessment of the flex-
ibility of the FFMM is presented on the basis of the method presented in 
Chapter 5. The impact of adding and modifying a device, changing service 
strategies, and implementing new measurement algorithms is assessed.
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9.2 ON-FIELD FUNCTIONAL TESTS

In the following, three case studies of FFMM exploitation at CERN are 
presented:

1. The first case aims at measuring the magnetic permeability of a 
material sample through a fixed coil transducer.

2. The second application is based on the rotating coil technique and 
is focused on assessing the quality field of the superconducting 
cryo-magnets of the LHC.

3. In the third case study, the field errors due to nonideality of the LHC 
superconducting dipoles are estimated and compensated for the 
tracking tests, that is, the experiments for validating the synthetic 
magnetic model of the machine.

9.2.1 MAGNETIC PERMEABILITY MEASUREMENTS

Magnetic permeability measurements are of main interest in order to 
exploit the properties of materials to improve accelerator technologies. 
In particular, for the LHC, it is important to characterize the magnetic 
properties of the laminated low-carbon steel used for the magnet yokes.

In practice, toroidal specimens are used for magnetic permeability 
measurements of soft materials in order to avoid test problems related to 
bars or strips samples, namely end-effects and gaps or joints in the mag-
netic circuit [2]. Furthermore, a ring-shaped specimen allows the mean 
magnetizing force to be computed accurately from a measurement of the 
magnetizing current, the dimensions of the specimen, and the number of 
turns in the magnetizing windings. Therefore, this kind of a specimen is 
the closest to the ideal case when considering the testing principle, even if 
it’s not suitable when only just end usage aspects have to be investigated.

The split-coil permeameter built and used for the magnetic property 
characterization at CERN is shown in Figure 9.1.

The permeameter consists of three toroidal windings, which can be 
opened for placing the sample. The two outer coils form the 180-turn exci-
tation winding and the inner 90-turn coil the flux measurement winding. 
The maximum excitation current, passing through the coil, is limited to 
40 A in order to avoid overheating, thus the maximum magnetizing field is 
approximately 24,000 A/m at room temperature.

Acquisition systems developed in the past before the FFMM provided 
a low sampling rate of the hysteresis curve for the new generations of 
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magnetic materials under test, as well as a low level of flexibility in the 
measurement definition.

The current acquisition system exploits the state-of-the-art per-
formance of FFMM [1] and Fast Digital Integrator (FDI) [4] in order 
to improve the accuracy of the whole measurement and to increase the 
application domain. In the following, (a) the background, (b) the experi-
mental set up, (c) the test procedure, (d) the FFMM implementation, and 
(e) the experimental results of the automatic measurement bench based 
on FFMM realized at CERN for the magnetic permeability measurements 
are presented.

9.2.1.1 Background

The principles of permeability measurements are recalled here for the par-
ticular case of tests on a ring-shaped specimen by means of a fluxmeter, 
when the material is subject to a particular steady state (magnetostatic 
test), or is changed from one magnetostatic condition to another.

Figure 9.1. Split-coil permeameter [3].
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Points on the curve of first magnetization are measured by bringing 
a magnetic field H to bear on the sample. Switching the field to opposite 
directions causes a change in the flux density B equal to twice its value. 
Repetition of the measurement by a gradual increase in the field will pro-
duce the set of values (B, H) determining the curve.

The value of the average magnetic induction is assessed properly by 
correcting for the flux contribution from the applied magnetic field outside 
the bulk of the sample measured by the sensing coil. For this reason, two 
measurements are carried out and combined, with and without the speci-
men inside the permeameter. Subsequently, the values of B and H can be 
calculated as [2]:

 B k k I= −2 3φ  (9.1)
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where N1 is the number of excitation windings, N2 the number of windings 
of the sensing coil, 2πr0 the sample average magnetic length, rint and rext the 
inner and outer radius of the sample, respectively, φ and φ0 the integrated 
signal of the permeameter with and without sample, respectively, and Ss 
the sample section area. The area Ss might be difficult to assess, especially 
when laminated samples are used. In these cases, by knowing the den-
sity of the material and by measuring its mass, the sample volume V, and 
hence Ss, can be computed as V

r rint extp +( )
.

9.2.1.2 Experimental Set Up

In Figure 9.2a, the architecture of the automatic bench for magnetic 
permeability measurement based on FFMM is shown. A PC hosting the 
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measurement application produced by FFMM is connected to a data 
acquisition board (DAQ) [5], in order to control the Voltage-Controlled 
(VC) Power Supply of the excitation coil of the Split-coil Permeameter by 
the analog output. The PC controls a PXI Rack containing (a) two FDIs 
configured for current acquisition and voltage integration, respectively, 
and (b) a board developed at CERN (Encoder Board), generating pulses 
used to trigger synchronously the FDIs acquisition. In Figure 9.2b, the 
experimental setup of the permeability measurement bench is depicted.

9.2.1.3 Test Procedure

The assessment of the magnetic permeability requires two measurements, 
with and without sample inside the split coils. Moreover, a preliminary 
demagnetization cycle is needed for bringing the sample under test into a 
“virgin” state. The complete measurement procedure can be summarized 
as follows:

1. Measurement of the average magnetic induction without the speci-
men to retrieve the correction factor

2. Demagnetization cycle
3. Measurement of the average magnetic induction with the specimen 

inside the permeameter

Figure 9.2. (a) Architecture and (b) experimental setup of the permeability 
measurement bench at CERN.
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The demagnetization procedure, tuned by experimental studies, is 
carried out by feeding the excitation windings of the permeameter with 
several current plateaus. The first current plateau of 40 A generates a 
magnetization field sufficient to bring the sample into a saturation state. 
Subsequently, the current is decreased from 40 A down to 1 mA, with 
three ranges of attenuation factors according to a geometric progres-
sion. From 40 A down to 0.2 A, each plateau equals the previous divided 
by 1.5; then, by 1.2 down to 85 mA, and finally by 1.1 to 1 mA. Each 
plateau lasts 4 s.

Each measurement cycle, with and without sample, is carried out by 
powering the excitation windings through a current cycle made by increas-
ing plateaus of opposite signs, linked by ramps of fixed slope 1.5 A/s. 
The voltage signal induced on the sensing coil is integrated to obtain the 
variation of the linked flux. The current is measured via a feedback signal 
of the VC Power Converter, synchronously with the flux by exploiting a 
common trigger signal.

9.2.1.4 FFMM Implementation

The software application for magnetic permeability measurement is 
obtained from FFMM through a formal description provided in a user 
script. An excerpt of the high-level user script is provided in Figure 9.3 
Besides the hardware synchronization of the two FDIs by means of trigger 
pulses generated by the Board, a software synchronization of the devices 
is handled by the FFMM Synchronizer. In particular, suitable constructs 
are used to schedule the execution of the following actions without worry-
ing about the time synchronization of parallel or series tasks:

1. Demagnetization of the specimen;
2. Start acquisition of flux and current;
3. Start generation of one cycle of the signal controlling the power 

converter;
4. Wait for the completion of the present current cycle;
5. Stop the acquisition of the flux;
6. Start the generation of the next current cycle and go to 3) or, if the 

maximum value of current is reached, stop the acquisition;
7. Convert the data obtained from the FDIs to a suitable format.

The specimen is magnetized gradually by using a current waveform 
consisting of a series of linear ramps and plateaus with exponentially-in-
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creasing amplitude. The current cycle referred at point 3 is composed 
of an initial plateau, a linear ramp with constant ramp rate, and a final 
plateau [3].

As an example [6], the test engineer adds a task to be executed after 
another one by using the statement ADD_TASK_AFTER_TASK(first_task, 
second_task), such as shown in the case study (Figure 9.3) for the task 
Set_Next_Cycle scheduled in series to the demagnetization task.

Otherwise, if the test engineer wants to arrange the start of the execu-
tion of one task after an event produced by another task and then to let both 
the tasks active in parallel, he has to exploit the statement ADD_TASK_
AFTER_EVENT(event, second_task), such as shown in Figure 9.3 for the 
task Current_Cycle scheduled after the event next_cycle. The first task to 
become active is the Devices_definition and then the Demagnetization. 
At the end of these tasks, the execution passes to the task Set_Next_Cycle 

Figure 9.3. MDSL script for permeability measurement.
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(series execution); Set_Next_Cycle sets up the actual cycle of current and 
starts the Current_Cycle by throwing the event next_cycle. Current_Cycle 
first starts the task Start_Acquisition that enables the acquisition of flux and 
current, and then begins the generation of the actual current cycle. Finally, 
the test engineer stops the acquisition by throwing the event stop_cycle. 
The task Stop_Acquisition triggers a new execution of Set_Next_Cycle 
that restarts the loop up till the last scheduled current cycle or enables the 
Data_Conversion in order to format the output data.

9.2.1.5 Experimental Results

The on-field working of the FFMM-based automatic measurement system 
is highlighted by a test on a laminated soft steel sample. As a first step, 
the current and the flux without the sample are acquired by means of the 
experimental setup. In Figure 9.4, an example of the measured current 
cycle and the corresponding reconstructed field H are shown.

Subsequently, the test current cycle is repeated with the sample inside 
the permeameter. By combining the results of the two acquisitions, as pre-
viously explained, the first magnetization curve of the sample material is 
obtained (Figure 9.5). Finally, the sample relative permeability is estimated 
from the points of this curve as ratio of the fields B and H (Figure 9.6).

Figure 9.4. Measured current and computed magnetic field without sample.
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9.2.2 ROTATING COILS

FFMM has been employed at CERN for characterizing the supercon-
ducting magnets of the LHC. The LHC has unprecedented demands on 
the control of the magnetic field and its distortion, during the phases of 

Figure 9.5. First magnetization curve of the soft steel sample.
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Figure 9.6. Relative permeability of the soft steel sample.
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injection, acceleration, and collision. One of the most stringent require-
ments during the operation of the LHC is to have a constant ratio between 
dipole-quadrupole and dipole-dipole fields in order to control the vari-
ation of the betatron tune1 and ensure a constant beam orbit throughout 
the acceleration phase, hence avoiding particle losses. Furthermore, super-
conducting magnets for particle accelerators are affected by characteristic 
dynamic effects, leading to field errors in the magnetic aperture of the 
order of a few 10−4 relative to the main harmonic component. These errors, 
observed and studied systematically for the first time at Tevatron [7], are 
due mainly to unbalanced currents in the strands that compose the super-
conducting cable. In particular, LHC double-aperture 15-m long, 8.34 T 
main dipole magnets are affected by a slow decay of the sextupole (b3) 
and decapole (b5) components during the low-field phase of particle injec-
tion. Subsequently, as the field is ramped up for beam acceleration, these 
error components “snap back” abruptly to their initial value, unbalancing 
the beam orbit and giving rise to significant particle losses [8]. The tol-
erances on the sextupole and decapole correction are calculated from the 
beam requirements [9] providing a specification for the maximum allowed 
field errors. These calculations [9] yield the tolerances shown in Table 9.1 
for commissioning and nominal operation phases.

Therefore, a significant measurement effort is devoted to the investiga-
tion of the dynamic field error of the main dipole magnets [10]. Fast-vary-
ing magnetic fields have been measured by designing a new measurement 
station with high-speed rotating coils units and FDI [4]. A background on 
this measurement method is given in Section 6.2.1 of this book.

In the following, (a) the experimental setup, (b) the FFMM imple-
mentation, and (c) the experimental results of the automatic measurement 
bench based on the FFMM realized at CERN for characterizing the super-
conducting magnets of the LHC are presented.

1If a particle, along its circular path through the accelerator magnets, for any rea-
son deviates from its nominal trajectory, it passes far from the axis of the focus-
ing quadrupoles and oscillates around its nominal orbit (betatron oscillation). The 
tune is the number of betatron oscillations per turn.

Table 9.1. Injection harmonic tolerance (in hundreds of ppm of the main 
dipole)

Commissioning Nominal Operation
b3 0.35 0.02
b5 - 0.1
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9.2.2.1 Experimental Setup 

The architecture and experimental setup of the automatic measurement 
station based on rotating coils at CERN [1] are illustrated in Figures 9.7 (a) 
and (b), respectively. A rotating shaft, composed by 12 ceramic segments, 
each one holding three tangential, equal, and parallel sensing coils, equips 
both the apertures of the magnet (Figure 9.7b). One coil is exploited to 
measure the dipole field component (the so-called “absolute” signal). The 
connection in series opposition with a second coil provides cancellation of 
the dipole (“compensated” signal) for the measurement of harmonic error 
components with higher noise rejection [1].

Figure 9.7. Architecture (a) and experimental setup (b) of the automatic measure-
ment station based on rotating coils at CERN [1].
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In the actual setup, the signals from consecutive segments are con-
nected in series by three groups of four “super-segments,” in order to limit 
the number of FDIs to six per aperture [1]. Two motors provide a rotation 
rate of up to 480 rpm in order to get signals at the desired time resolution. 
The absolute and compensated signals from each super-segment are con-
nected to the integrator in order to measure the magnetic flux. The inte-
grators are provided by the trigger signal from the two angular encoders, 
one for each motor, through a trigger board (encoder board). The magnet’s 
supply current is read directly from the power converter’s WorldFIP inter-
face and synchronized with the acquisition trigger by means of a timing 
board.

9.2.2.2 FFMM Implementation

In Figure 9.8, the measurement script for superconducting magnet test is 
shown.

The script consists of four tasks: (a) “Devices_definition,” for point-
ing out the devices to be used; (b) “Devices_configuration,” where the 
device connections are configured; (c) “Devices_setting,” for selecting the 
measurement parameters; and (d) “Measurement,” where the actual mea-
surement is started and stopped [1].

In particular, the test is carried out by using five different software 
devices (Figure 9.8): (a) a set of FDIs (FDI_CLUSTER), (b) an encoder 
board (ENCODER_BOARD), (c) a motor controller (MAXON_EPOS), 
(d) a power generator (POWER_CONTROLLER), and (e) and a timing 
board (TIMING_BOARD).

In the device definition task, each instrument is declared with a unique 
name as a string. In the device configuration and setting tasks, the config-
uration and setting methods are called with the requested parameters sug-
gested by the IDE during the script writing (usually strings or numbers). 
The measurement task contains the commands related to the actions of the 
devices (Start, Wait, and so on) and their argument usually is the device 
name as a string. After the definition, each task is added to the execution 
tree [11], where in this case only a sequential run is needed.

9.2.2.3 Experimental Results

In Figures 9.9a and 9.9b, the measured sextuple component b3 as a func-
tion of the current and the time, respectively, expressed in units (hun-
dreds of ppm), namely as 10−4 fraction of the main field component, are 
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Figure 9.8. Superconducting magnet test script.



264  •  FLEXIBLE TEST AUTOMATION

Figure 9.9. Measured sextuple component b3 versus (a) current and (b) time, in 
units (10−4 fraction of the main field component).
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highlighted. The “decay” and “snapback” phenomena [12], typical in 
superconducting magnets, are visible clearly [1].

9.2.3 LHC TRACKING TEST

A further specific test (tracking test) has been performed on the LHC 
cryo-magnets with twofold purposes:
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1. Generate the current ramps for the main superconducting magnets 
producing the expected magnetic fields.

2. Generate the current ramps to supply the corrector magnets and com-
pensate the sextupole and decapole field errors in the main dipole.

Next, (a) the background, (b) the experimental setup, (c) the test pro-
cedure, and (d) the experimental results of the tracking test are presented.

9.2.3.1 Background

The decay amplitude is affected by the power history of the magnet, and 
particularly by the precycle flat top current and duration. The system 
Field Description for the LHC (FiDeL) [13], modeling the field variations 
during injection, acceleration, and collision, was developed to cope with 
the differences between the current cycles during the tests and the expected 
cycles in the actual machine operation. FiDel is a feed-forward system 
used to forecast and compensate the field variations within the commis-
sioning tolerance, in order to bring the beam to its nominal parameters by 
means of suitable controls.2 In practice, the LHC ring is divided into eight 
sectors, where the compensation actions are actuated independently by 
means of power converters supplying the series of correctors. An average 
parametric field model for each sector is therefore necessary. The model is 
based on the identification and decomposition of the effects that contribute 
to the total field in the LHC dipoles. Each effect is modeled theoretically 
or empirically. The parameters of the model are obtained from a synthesis 
of the information available from magnetic field measurements in warm 
and cold conditions, in particular from the measurements of (a) all the 
magnets at room temperature and (b) one fifth of the magnets at cryogenic 
temperature (1.9 K).

In this section, the application of FFMM to the rotating coil technique 
devoted to the field harmonic correction of the tracking test is presented. 
This procedure strongly relies on field harmonic analysis, for which rotat-
ing coils are one of the most accurate techniques. In particular, in the fol-
lowing, the compensation of the sextupole term for the commissioning 
phase is reported.

2For the LHC, a system solely based on beam feedback may be too demanding. 
The LHC beam control therefore requires a forecast of the magnetic field and the 
multipole field errors to reduce the burden on the beam-based feedback.
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Past measurement campaigns [9] highlighted the need to improve 
the harmonic compensation of the third-harmonic (b3) component of the 
main LHC dipoles. In particular, measurements had already been carried 
out by means of the standard measurement equipment [14], but the time 
resolution obtained in the field estimation was intrinsically limited by 
the acquisition hardware, so that a new harmonic value was available 
only every 20 s. A new, fast hardware was developed to overcome this 
limitation [15]. Currently the harmonic estimation can be updated at a 
rate of 8 S/s. Anyway, the new hardware is still needed for proper acqui-
sition and control software. This software was realized by means of the 
FFMM.

The sextupole harmonic component in the LHC dipole is compen-
sated by applying to the magnets a current I(t) computed from (a) the 
integral B3 and (b) the sextupole corrector Transfer Function (TF). TF 
(expressed in T m/A) is obtained by averaging the ratio of the measured 
fields and currents of the correctors on the two apertures of the dipole:
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where L is the length of the super segment used for sextupole magnets mea-
surement (Figure 9.7a). The integral B3 (expressed in T m) is defined as:

 B t L B t
i

i i3
1

3

3( ) = ( )

=

∑ ,  (9.3)

where Li and Bi,3(t) are the effective length and the measured third har-
monic of the i-th super segment, respectively. The effective length is 
adjusted to take into account the contribution of the gaps between the 
coils. All harmonic field values are expressed in T measured at a given 
reference radius, conventionally 17 mm for the LHC.

Finally, by combining Equation 9.2 and Equation 9.3, the current for 
dipole harmonic compensation turns out to be:

 I t
B t
TFMCS ( ) = −
( )3  (9.4)

The average value of the TF (9.2) of 95 T/A is consistent with the previous 
measurements of the sextupoles installed in the machine [9], and the RMS 
fit error of 3 µT/A proves a satisfying TF linearity.
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In Figure 9.10, the current curve for the corrector magnets computed 
through (9.4) is shown.

9.2.3.2 Experimental Setup

In Figure 9.11, the architecture of the measurement system is shown. The 
core is the fast equipment for harmonic coils measurements. Varying mag-
netic fields are measured by designing the measurement station according 
to the main specification of improving the bandwidth. This is achieved by 
means of high-speed rotating units and associated electronics. The algo-
rithm for harmonic resolution enhancement presented in Section 6.2.1 was 
not employed, because the current limitations of the power converter con-
trol system makes it pointless. Both the apertures of the cryo-assembly 
are equipped with a rotating shaft, made of 12 pivoting ceramic segments 
each holding three tangential, equal, and parallel pick-up coils [16].

One coil is normally used to measure the dipole field component (the 
so-called “absolute” signal), while the connection in series opposition 
with a second coil provides cancelation of the dipole (“compensated” sig-
nal) and ensures higher noise rejection for the measurement of harmonic 
error components. The shaft covers the whole length of the LHC dipole 
and the last segment captures the sextupole corrector field in its entirety. In 
this configuration, such as already explained, the signals from consecutive 

Figure 9.10. Computed MSCs powering current cycle for sextupole compensation.
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segments are connected in series by three groups of four segments, con-
stituting three “super segments” with the purpose of limiting the number 
of necessary integrators to six per aperture. Two Micro Rotating Units 
[15] provide a rotation speed of up to 8 rps in order to get voltage signals 
with the desired time resolution. The absolute and compensated signals, 
from each super segment, are the input of a FDI [17] measuring the mag-
netic flux linked with the super segment coils. The pulses from the angular 
encoders trigger the integration time of the FDIs and the acquisition of the 
supply magnet current: The synchronization between the magnetic flux 
sample and current measurement is thus ensured. The software used to 
handle the station and to retrieve the current reading, via Ethernet con-
nection from the power supply controller, is obtained through the FFMM.

9.2.3.3 Test Procedure

The test procedure for the harmonic compensation is composed of the 
following steps:

1. Measurement of the integral dipole field and error components 
during a nominal LHC machine cycle;

2. Measurement of the transfer function of the two superconducting 
sextupole corrector magnets (MCS) installed in line with each 
dipole aperture in the same cryo-assembly [18];

Figure 9.11. Architecture of the tracking test measurement station.
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3. Computation of the compensation current for the MCS from the 
results of points 1 and 2;

4. Measurement of the integral field when the main dipole performs 
an LHC cycle and the MCS are supplied with the compensation 
current, and estimation of the residual field errors.

The first step is aimed at characterizing the LHC dipole magnet during 
a nominal machine cycle (LHC cycle, Figure 9.12) [19].

In particular, the measurement is carried out to get a reference behav-
ior, without compensation, of the integral harmonic component B3. The 
nominal LHC cycle has a ramp-up at 10 A/s from 350 A to an injection 
current plateau at 760 A, lasting about 1000 s, to simulate the particle 
injection at constant field (Figure 9.12). This is followed by a Parabolic 
Exponential Linear Parabolic (PELP) [19] profile, a 1000 s flat top at a 
nominal current of 11,850 A, and a ramp-down at 10 A/s to the minimum 
current of 350 A.

The LHC cycle is preceded by a precycle aimed at bringing the mag-
net into a reproducible magnetic state. The repeatability of the sextupole 
obtained in the characterization phase of the magnet is in the order of  
10−4 units. Regardless, without well-defined cycling procedures, the 
reproducibility of the sextupole during LHC cycles is ~ 0.1 units [9]. 
For obtaining the target value of 0.02 units in the compensation of b3  
(Table 6.1), suitable cycling procedures are therefore defined.

Figure 9.12. LHC standard current cycle.
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The second step is aimed at (a) computing the TF, that is, the ratio 
between the field and the current, for the two sextupole correctors, and (b) 
verifying the linearity of such a TF. The resulting TF allows the required 
sextupole excitation current to be computed for the compensation of the B3 
field inside the dipole. The field is measured during several ramp cycles, 
that is, from 0 A up to the nominal current of 550 A, down to −550 A and 
back to 0 A with a ramp rate of ±10 A/s.

The third step is the main measurement procedure. The sextupole is 
fed with the current curve computed via the TF and at the same time the 
LHC dipole is fed with the nominal LHC cycle, both cycles being tightly 
synchronized (<1 ms). The results of such a measurement highlight the 
quality of compensation for the third harmonic in the dipole.

In Figure 9.13, a domain specific language (DSL) user script for 
rotating coil-based measurements is provided. The script contains two  

Figure 9.13. DSL script for rotating coil-based measurement.



FRAMEWORk VALIDATION ON LHC-RELATED APPLICATIONS  •  271

measurement tasks handling devices setting and flux measurement proce-
dure. The FFMM Synchronizer is in charge for scheduling their execution 
in sequence.

The desired sextupole excitation cycle is to be approximated by inter-
polating the current curve of Figure 9.12 with few linear segments, owing 
to limitations of the power converter control system (to be updated in the 
near future). The harmonic measurements are performed at 1 S/s, that is, 
with a coil rotation speed of 1 rps, which is still well below the theoreti-
cal bandwidth of the instrumentation, albeit 20 times faster than with the 
instrumentation available during the series tests of the LHC magnets.

9.2.3.4 Experimental Results

The preliminary results reported in this section focuses on highlighting 
the capability of the new setup of attaining at the first iteration a compen-
sation level of the integral sextupole harmonic very close to the previous 
campaign [9].

In Figure 9.14, the integral b3 in units, measured during the refer-
ence measurement of the LHC cycle in the aperture 1 of the dipole 
MB2425, is shown. In the same figure, the integral b3 during the harmonic  

Figure 9.14. Integral b3 component versus current with and without compensa-
tion, in the dipole magnet MB2524 during an LHC cycle.
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Figure 9.15. Residual integral b3 component versus current with compensation, in 
the dipole magnet MB2524 during an LHC cycle.
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compensation measurement, with the linear interpolated current supply-
ing the MCSs, is reported. A more detailed view of the residual b3 with 
compensation is provided in Figure 9.15. A tolerance of 0.6 units, roughly 
corresponding to a reduction by a factor of 3 of the snapback swing, is 
achieved already at the first iteration. The decay and snapback transient is 
detected with unprecedented detail, in particular, considering the ampli-
tude of the peak [15].

The increased resolution is highlighted in the comparison with the 
results of the standard measurement equipment shown in Figure 9.16, for 
an acquisition on a single segment with the new acquisition system run-
ning at maximum speed (8 rps).

9.3 FLEXIBILITY EXPERIMENTAL TESTS

This section deals with the flexibility test of software frameworks for mea-
surement applications, and, in particular, of the FFMM. After prototyp-
ing, experimental applications, and analysis of code quality, a flexibility 
characterization of the framework is needed. As part of the wider scenario 
aimed at the characterization of the framework started in Chapter 5, the 
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twofold purposes of this section is (a) to introduce specific metrics suitable 
for assessing the degree of flexibility achieved by a software framework 
for measurement applications and (b) to present experimental results for 
some typical application scenarios from the CERN release 3.0 of FFMM.

9.3.1 EXPERIMENTAL RESULTS

The FFMM at CERN was designed in order to satisfy the requirements 
for a wide range of magnetic measurement applications, thus the most 
probable scenarios to deal with are the different techniques currently used 
for testing magnets for accelerators, besides those that will be developed 
in the future.

The framework is based on Object-Oriented and Aspect-Oriented 
Programming (OOP and AOP), therefore the modules involved in these 
scenarios are methods, classes, and aspects. In a preliminary analysis 
phase, the classes of changes due to the different measurement techniques 
were classified (by increasing flexibility) as: (1) adding or modifying soft-
ware modules implementing the devices, (2) changing the strategies for 
handling the services provided by the framework (e.g., fault detection, 

Figure 9.16. Estimation of the sextupole with the old standard and the FFMM 
platform (FAME).
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logging, and synchronization), and (3) implementing new measurement 
algorithms. The classes of changes involve different users of the frame-
work, namely (1) and (2) the developer, and (3) the test engineer [1].

In the following, some preliminary experimental results of the flexi-
bility assessment are illustrated. The tests were carried out at CERN on the 
release 3.0 of FFMM for different measurement methods. The experimen-
tal results are summarized in Table 9.2.

The generalized evolution cost metric is obtained by fixing 
µ = CYCLO �  (Cyclomatic Complexity [20], a measure of the number of 
linearly independent paths through a program source code and therefore 
of its logical complexity), thus yielding the metric CModules

CYCLO .  This met-
ric is used to compare the degree of flexibility of the different classes of 
changes, and not as an absolute measure of flexibility. A high cyclomatic 
complexity (>10 [21–24]) denotes a complex procedure hard to under-
stand, test, and maintain. Therefore, the lower the cyclomatic complexity 
(and consequently CModules

CYCLO ), the higher the flexibility.

9.3.1.1 Adding or Modifying a Device

When new devices are required by a measurement application, the effort 
for their implementation cannot be avoided completely. In this case, the 
flexibility is, as a consequence, limited intrinsically [1]. Nevertheless, 
FFMM is fairly flexible toward this class of changes, because it helps 
the user effectively in developing the related new components. Namely, it 
provides services, such as fault detection and event handling, whose infra-
structure is accessible easily and whose implementation is customizable 
with limited effort.

Table 9.2. Generalized evolutions cost metric for different classes of 
changes in FFMM
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The possible changes at device level can be classified as (a) adding the 
device into the framework from scratch and (b) modifying it to satisfy new 
requirement when it already exists, by adapting some method implemen-
tation or its interface. The cost of adding a new device strongly depends 
on its size. Formally, rather than through the lines of code (LOC), this 
cost can be expressed as the sum of the cyclomatic complexity of all its 
methods, including additional code devoted to faults and events handling 
[1]. It is computed as the average cyclomatic complexity of a software unit 
(method) multiplied by the number of units implemented. The generalized 
evolution cost metric results therefore proportional to the number of mem-
ber functions, events, and faults of the new class (Table 9.2). The member 
functions of the class are likely to be more complex than the methods 
handling the events and faults, thus the generalized evolution cost metric 
usually depends more on the former set of functions. If a class interface 
has to be modified, for example, by adding or removing a method, the 
change will involve many modules because typically a device is part of a 
hierarchy of classes in a generalization relationship. The effort to add or 
remove a method is fixed and determined by its own complexity, thus the 
growth of the evolution cost metric depends only on the depth of the inher-
itance hierarchy (Table 9.2). In the design phase of FFMM, the maximum 
depth was kept to a reasonable value, thus this class of changes requires 
a limited effort. The evolution cost estimation strongly depends on the 
device considered.

In order to provide a quantitative example, in the following the driver 
for the device Encoder Board, developed at CERN and employed in differ-
ent scenarios typical of the magnetic measurements, is taken into account. 
The device is part of the hierarchy of classes. Adding the device requires 
a considerable programming effort, anyway FFMM provides support in 
the following ways: Libraries implementing communication features on 
different buses are supplied, so that all the required functionalities are 
already available and accessible through a suitable interface. Furthermore, 
FFMM already implements and makes available infrastructures for event 
handling and fault detection. The tasks of exploiting events and improving 
system fault tolerance are therefore extremely simplified for the user. He 
just needs to add few small modules to extend the event structure and the 
fault detection logic. The generalized evolution cost metric, computed as 
the sum of the total cyclomatic complexity of the modules to be added, 
has a value of 301 in the particular case considered. This value is provided 
just as an example, since it strongly depends on the evolution step under 
analysis. Anyway, to give insight on its meaning, it can be observed that 
in FFMM an average device has 35 member functions, and an average 
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device member function has CYCLO = 2. Therefore, since the complexity 
of a device lies mainly in its member functions, on average adding a new 
device costs 35 × 2 = 70. With respect to this value, the Encoder Board is 
found to be significantly above the average complexity level.

9.3.1.2 Changing Service Strategies

FFMM provides many services to help the user in employing the frame-
work and enlarging its application domain. The choice of OOP reduces 
the number of modules affected by possible changes, thus assuring a 
good level of flexibility. Moreover, some services (Chapters 4 and 7) 
were implemented by means of AOP. As an example, here only the fault 
detection is considered, because it is a fundamental part of all the devices 
(Section 4.3). By this solution, the classes of FFMM are oblivious of trig-
gering the execution of a specific code in the related aspects providing the 
services. Classes and aspects are therefore completely decoupled, further 
increasing software flexibility. Namely, a change in the fault detection 
strategy typically involves only one module, without affecting in any way 
the corresponding device. The complexity of such a change can be esti-
mated as the average complexity of a fault handling method multiplied by 
the number of methods to be modified, and is therefore proportional to the 
number of faults involved in the change (Table 9.2).

To provide an assessment, for the fault detection code specific of the 
Encoder Board, a CModules

CYCLO  = 4 is achieved, while for fault detection code 
common to other devices, a CModules

CYCLO = 25 , for a total generalized evolu-
tion cost of 29.

9.3.1.3 Implementing New Measurement Algorithms

Several measurement techniques are currently employed for testing 
accelerator magnets, such as fixed and rotating coils, as well as stretched 
wire [25]. FFMM was designed to reduce drastically the amount of code 
affected by modifying the measurement procedure.

The test engineer interacts with the framework mainly through the 
User Script, which is a formal description of the measurement procedure. 
All the changes required by a new measurement algorithm are focused 
in the User Script, without affecting any other modules. In this case, the 
framework provides the highest degree of flexibility, with CModules

CYCLO
= 0  

(Table 9.2). This result was proven experimentally by developing the 
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application for permeability measurements described in Section 9.2.1 
by means of devices already developed and previously employed for 
the rotating coil benches. The system for permeability measurement was 
developed at CERN in the 1960s, and since then has been used by means 
of a semiautomatic test station [26]. It is therefore remarkable the possi-
bility to develop quickly from scratch the required control and acquisition 
software through FFMM.

9.4 DISCUSSION

In this chapter, the FFMM was shown to be employed successfully in 
the field to produce the software applications required by current needs 
at the CERN test facilities. In particular, the framework proved its effec-
tiveness in developing software for measurements with very different 
requirements, based both on rotating and fixed coils. The former tech-
nique was employed for the estimation and compensation of the sextupo-
lar component of the field generated by a superconducting LHC dipole. 
The latter technique was used to estimate the permeability of a soft steel 
sample.

The results of harmonic compensation and permeability measurement 
were presented, highlighting the resolution improvement attained in the 
harmonic estimation and the capability of FFMM of producing quickly, 
and with a limited effort, the acquisition and control software for both 
applications, in particular, for the split-coil permeameter, for which an 
automatic test station had never been developed before

An experimental approach to the software’s flexibility assessment of 
measurement frameworks is shown. In particular, this approach is applied 
in the context of the FFMM at CERN. FFMM was designed to be flex-
ible, reusable, maintainable, and portable. A complete release of FFMM 
is available, and its effectiveness on the field has already been proven in 
Chapter 6, thus the evaluation of its degree of flexibility completes the 
more comprehensive phase of software quality assessment, aimed at stat-
ing the fulfillment of the challenging project goals.

The flexibility of the system cannot be stated in absolute terms, but 
only with respect to specified classes of changes, involving different users. 
The results highlight that the framework achieves increasing degrees of 
flexibility moving from the programming level to the user script level, and 
at the same time from the point of view of the developer to that of the test 
engineer. The highest flexibility is attained for the changes involving the 
measurement procedure, namely at the level where flexibility was mainly 
required.
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