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Preface

For several decades now, mobile robots have been integral to the de-
velopment of new robotic systems for new applications, even in non-
technical areas. Mobile robots have already been developed for such 
uses as industrial automation, medical care, space exploration, demin-
ing operations, surveillance, entertainment, museum guides and many 
other industrial and non-industrial applications. In some cases these 
products are readily available on the market. A considerable amount of 
literature is also available; not all of which pertains to technical issues, 
as listed in the chapters of this book.

Mobile robots will always be further developed with the goal of per-
forming locomotion tasks, those related to movement and interaction 
with the surrounding environment, within which a task can be fulfilled 
even without the supervision of human operators. The complexity of 
locomotion requires different solutions both for design and operation. 
As such, a large variety of mobile robots and mobile robotic systems 
has been, and still can be, developed. In fact, considerable advancements 
have been achieved within the last few decades, and a vast amount of 
literature is already available detailing a large variety of mobile robots. 
The literature emphasizes design issues, operational success, procedures 
and algorithms that can be used specifically for these applications, as 
opposed to general approaches for a variety of cases.

one key point for mobile robots is interaction with the environment 
in which the mobile robot moves and corresponding solutions can de-
termine the success or failure of the motion. Indeed, the mechanical 
design is not very often considered a critical issue, but rather it is often 
included as an issue in the overall design of mechanical solutions within 
servo-controlled operation and environment interaction. A second im-
portant issue is the acceptance of robotic systems and the correspond-
ing psychological aspects, when robots are proposed to operators and 
users in fields with very low levels of technical means in their current 
work practice.

These two subjects are the core of the discussions in this book and 
its companion volume, Designs and Prototypes of Mobile Robots (avail-
able separately from ASME Press), which aims to illustrate not only the 
potential but also the problems for the dissemination of mobile robots 
and mobile robotic systems in all human activities with service aims. 
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Authors have been invited from all over the world and chapters have 
been selected after review as to approach the most challenging aspects 
and applications of mobile robotic systems, with the aim to survey the 
current state-of-the-art and its future potential.

we believe that readers will enjoy this book and its companion, and 
will utilize the knowledge gained with satisfaction and will be assisted 
by its content in their interdisciplinary work for engineering develop-
ments of mobile robots, in both old and new applications. This book 
and its companion can be used as a graduate level course books or guide 
books for the practicing engineer who is working on a specific problem 
which is described in one of the chapters.

we are grateful to the authors of the chapters for their valuable con-
tributions and for preparing their manuscripts on time. Also acknowl-
edged is the professional assistance by the staff of ASME Press and 
especially by dr. vladimir vantsevich, who has enthusiastically sup-
ported this book project, as the robotics Series Editor.

we are also thankful to our families for their patience and under-
standing, without which the realization of this book and its companion, 
with the input of so many experts from different fields and countries, 
might not be possible. Moreover, our students hard and dedicated work 
taught us a lot.

dr. Marco Ceccarelli and dr. E. Faruk Kececi
Cassino, Italy and Istanbul, turkey - July 2014
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1. Underwater robots: a fascinating challenge

Andrea Manuello Bertetto, University of Cagliari, Italy

Abstract: This chapter provides an overview of underwater robots 
and describes a method of generating aquatic propulsion, particu-
larly interesting for underwater robots. The design and applications 
of biomorphic devices are described and illustrated. These design 
choices represent an important way to achieve attractive performance 
in navigation.

1.1 Introduction
The history of the exploration of the underwater world has its roots in 
human curiosity towards nature. Underwater exploration is one of the 
most exciting endeavours in the world, as the ocean is the last frontier 
whose depths are still largely out of reach: less than one per cent of the 
Earth’s sea floor has been explored. Although we can move through the 
air and travel to space, where we have a sweeping view of the ocean’s 
surface, a detailed observation of the ocean’s depths relies on submers-
ible ships.

The Phoenicians travelled across the Mediterranean and through the 
Pillars of Hercules (Straits of Gibraltar), which were considered the ends 
of the earth. From there, they sailed to Britain and probably around Africa 
two thousand years before Vasco da Gama. Furthermore, there are plenty 
of mythological references to the sea fascinating, even in the Homeric 
poems Iliad and Odyssey. Aristotle (fourth century BC) is referred to as 
the father of marine biology: he identified a variety of species and marine 
creatures (i.e., recognizing that whales are mammals).

The design of systems and devices, including submarines, accompa-
nied the human curiosity and attraction towards the deep sea. One of 
the earliest types of equipment for underwater work and exploration 
was the diving bell [1, 2].

Aristotle referred to the use of a diving bell in the 4th century BC, 
describing systems that allow for breathing underwater, via a dome to-
ward the bass creating a bubble of trapped air. In the opinion of Roger 
Bacon, Alexander the Great made several dives to explore the deep 
Mediterranean Sea on the authority of Ethicus the astronomer [3].
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The Italian scientist Guglielmo de Lorena designed, realised and used 
what is considered to be the first modern diving bell. Based on drawings 
by Leonardo da Vinci, from 1531 to 1535 he designed and built a large 
bell in which air was stored, allowing the person inside to breathe. The 
bell had a pipe from the surface into the bell supplying fresh air in so 
the inhabitant could breathe. It’s early use was for commercial sponge 
fishing and salvaging sunken ships, for treasure or otherwise. In 1531 
Guglielmo de Lorena himself used his bell, diving on two sunken gal-
leys of the Roman emperor Caligula to explore them. The two ships, 
located on the bottom of the Lake of Nemi near Rome, were 70 meters 
long and more than 25 wide, and were built by Caligula in the first cen-
tury BC in honour of the Egyptian goddess Isis and the goddess Diana, 
local patron of the hunt.

Caligula used them as pleasure galleys, floating palaces to live on and 
to simulate naval battles. After his death in 41 AD, the Roman Senate 
destroyed all the works of Caligula, including the Nemi ships, which 
were sunk to the bottom of the lake. The history of the ships, which 
were said to have carried treasure, was soon to become a legend.

The invention of Guglielmo de Lorena, which covered the diver’s 
head and torso, was lowered through ropes. Thus, the diver could walk 
the lake bottom for about an hour before he had to rise to the water’s 
surface to breathe.

In nature, an example of an underwater diving bell is the Argyroneta 
Aquatica, also called the diving bell spider or water spider, that is the 
only species of spider known to live entirely underwater. Argyroneta, 
means spinner of silver, and comes from the colour given by the 
air bubble where the spider lives (in ancient Greek the word  
means silver and spinner). This spider lives in Europe and Asia. It 
breathes air, which it traps in a bubble held by hairs on its abdomen and 
legs. The air supply is unnecessary in well-oxygenated water: the bell 
permits gas exchange with the surrounding water. There is net diffusion 
of oxygen into the bell and net diffusion of carbon dioxide out by differ-
ences in partial pressure. These animals may also supply air once every 
24 hours [4, 5].

Underwater marine exploration is really a difficult challenge. The 
ocean is vast and the deep seas are dark, cold, and subject to high-
pressure. Guglielmo de Lorena’s pioneering attempt to improve div-
ing efficiencies evolved over the centuries until the introduction of 
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human occupied vehicles (HOVs), formally called manned submers-
ibles, which appeared to be the solution to conquering the deep for a 
short time in history, carrying people who make direct observations of 
the deep seas. Manned submersibles could not stay underwater long, 
however, and crew safety was always an important consideration.

It seemed that HOVs would allow deeper work for longer periods of 
time, but they had many of the same disadvantages as hyperbaric diving. 
The main problem was that HOVs required substantial dedicated sup-
port vessels, and still endangered humans underwater. They also were 
slow to launch and recover and had limited bottom time, making them 
economically inconvenient.

The introduction of robotic submersibles in the mid-seventies, for-
mally called unmanned underwater vehicles, represented a safer and 
more efficient alternative to sending humans down into the depths, rel-
egating HOVs to limited use in the science and the tourism industries.

Robotic submersibles include non-autonomous remotely operated vehi-
cles (ROVs) and autonomous underwater vehicles (AUVs). Underwater 
visibility often prevents human personnel from performing research 
directly, whereas robots can break the darkness of the ocean to explore 
safely, and are priceless for rescue missions. ROVs are robotic submarines 
that are controlled and powered from the surface by an operator aboard a 
ship through a tether cable. The tether cable is an armored cable that con-
tains a group of electrical conductors and fibre optics that carry electrical 
power, video, and data signals back and forth between the operator and 
the ROV. Once at the ROV, the electrical power is split and distributed 
among the different components of the ROV. In high power applications, 
most of the electrical power is used to drive a high-powered electrical 
motor which drives a hydraulic pump. The hydraulic pump is then used 
for propulsion and to power equipment such as torque tools and manipu-
lator arms, where electrical motors would be too difficult to implement 
undersea. ROVs are common in deep water industries such as offshore 
hydrocarbon extraction, and are normally classified into categories based 
on their size, weight, ability or power. For example, micro-class ROVs are 
very small in size and weight (less than 3 kg), and are used as an alterna-
tive to a diver, specifically in places a diver might not be able to physically 
enter, such as a sewer, pipeline or small cavity.

Mini-class ROVs (around 15 kg) are also used as a diver alternative; 
in this case, one person may be able to transport the complete ROV 
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system out with them on a small boat, deploy it and complete the job 
without outside help. Light work class ROVs have propulsion systems 
delivering up to 5 HP, and occasionally they are equipped with small 
three finger manipulator grippers. These ROVs may be able to carry 
a sonar unit and are usually used on light survey applications, with a 
maximum working depth smaller than 1000 meters. Besides these types 
of ROVs, mainly used for inspection and research purposes, there are 
also large working class ROVs, which are a necessity to any major sub-
sea endeavour, like digging a trench on the seafloor, laying communica-
tion cable, placing sensitive oceanographic equipment, or salvaging lost 
items [6].

ROV technology proved to be good for offshore and military applica-
tions. However, the problems of continuous control and monitoring the 
remotely operated vehicle by using a cable forced researchers to develop 
a new technology to create a device able to complete its mission autono-
mously. Such thinking resulted in the idea of developing Autonomous 
Underwater Vehicles (AUVs). AUVs are robots programmed at the sea 
surface, then released to travel through the water on their own, follow-
ing certain trajectories in the 3D space at defined speed and depth.

Admittedly, though AUV technology has gained popularity in recent 
years, the idea of AUV was not new, and probably originated from the 
Whitehead Fish Torpedo. Robert Whitehead is credited with design-
ing, building, and demonstrating the first torpedo in Austria in 1866 
[7, 8].

The first AUV was developed at the Applied Physics Laboratory at 
the University of Washington as early as 1957. The “Special Purpose 
Underwater Research Vehicles,” or SPURV, were used to study diffu-
sion, acoustic transmission and submarine wakes in the Arctic regions. 
Other early AUVs were developed at the Massachusetts Institute of 
Technology in the 1970s. One of these is on display in the Hart Nautical 
Gallery in MIT. At the same time, AUVs were also developed in the 
Soviet Union (although this was only commonly known much later).

Until relatively recently, AUVs have been used for a limited number 
of tasks, constrained by the available technology. Such tasks, requiring 
only a list of pre-programmed instructions to be accomplished, seemed 
not to demand a high level of intelligent behaviour.

With the development of more advanced processing capabili-
ties and high-yield power supplies, AUVs began to be used for an 
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increasing number of tasks, with roles and missions continuously evolv-
ing. Contextually, related efforts were made to develop AUV systems 
which were more intelligent and better able to adapt to the environment 
in which they operate. Nowadays, AUVs are being used for mine clear-
ance and battle space preparation in military application; the oil and gas 
industry uses AUVs to make detailed maps of the seafloor before they 
start building subsea infrastructure.

Vehicles range in size from man portable lightweight AUVs to large 
diameter vehicles of over 10 meters in length. Large vehicles are more 
efficient in terms of endurance and sensor payload capacity; smaller 
vehi cles benefit significantly from lower logistics (i.e., launch and recov-
ery systems).

The majority of these roles utilize a similar design and operate in a 
cruise (torpedo-type) mode. They collect data while following a pre-
planned route at speeds between 1 and 4 knots. Most AUVs follow 
the traditional torpedo shape, as this is considered the best compro-
mise between size, usable volume, hydrodynamic efficiency and ease of 
handling. There are some vehicles that make use of a modular design, 
enabling components to be changed easily by the operators.

Primarily oceanographic tools, AUVs carry sensors to navigate autono-
mously and map features of the ocean. Sensors on board the AUV sample 
the ocean while the AUV is travelling through it, providing the ability to 
make both spatial and time series measurements. Multiple vehicle sur-
veys, insuring proper temporal and spatial sampling, provide a means 
of investigating the space-time coherence of the ocean. Typical sensors 
include compasses, depth sensors, sonar, magnetometers, thermistors 
and conductivity probes.

The navigation and positioning accuracy required in an AUV is usu-
ally determined by the mission requirements. Positional accuracy is the 
error which the AUV makes in determining its geographic position and 
navigational accuracy is the precision with which the AUV can guide 
itself from one geographical point to another. 

The navigation system of early AUVs was based on dead reckon-
ing. AUVs could also navigate using acoustic transponder navigation 
systems, providing greater accuracy but at a significant logistics cost. 
Furthermore, inertial navigation systems were available, but with pro-
hibitive costs for non-military users. With the progress of inertial plat-
form technology, the cost of inertial navigation systems has significantly 
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diminished, making them accessible for lower cost AUVs. The use of an 
inertial measurement system in an underwater environment allows for 
determination of roll, pitch and yaw of the AUV, and for their stabiliza-
tion to improve the operational behaviour of the vehicle.

Later AUVs have taken advantage of Global Positioning Systems 
(GPS), which provide position estimation of the vehicle in real time 
with respect to world; when the vehicle surfaces, an accurate position 
can be obtained and the update of on-board inertial systems is per-
formed. Thus, sensor data collected by an AUV are automatically geo-
spatially and temporally referenced with, normally, improved accuracy 
as well as precision.

There is also an increasing interest in navigation relative to the envi-
ronment in which the vehicle operates by using acoustic methods. They 
are based on measurements of the time flying of sound generated by the 
AUV; LongBaseLine (LBL) acoustic positioning systems use a net of 
seafloor-mounted baseline transponders, generally deployed around the 
perimeter of a work site, as reference points for navigation. When a sup-
port ship is available, UltraShortBaseLine (USBL) or ShortBaseLine 
(SBL) positioning is used to calculate the position of the subsea vehicle 
relative to the known GPS position of the surface craft. This environ-
ment referenced navigation also uses pressure sensors to measure the 
vertical position.

Inertial navigation systems can be used in conjunction with a Doppler 
Velocity Log. The inertial navigation system is essentially a hyper-accurate 
compass, and by measuring the Doppler shift of the acoustic waves bounc-
ing off the seafloor the AUV can determine its speed.

The problem of accurate robot localization consists of answering the 
question of where the robot is in an absolute frame of reference, or from 
a robot’s point of view. It is worth noting that the robot’s position is 
relative to some landmark, usually represented by the destination. Self-
localization is a crucial issue, since the robot has to find out its location 
relative to a map or landmarks at known positions, to be able to oper-
ate and act properly. Accurate robot localization has been stated as the 
most fundamental problem to be solved in order to provide AUVs with 
truly autonomous capabilities [9].

Besides the acoustic approach, there is the visual approach as an 
emerging alternative. The visual-based methods can be classified into 
two categories: methods which explicitly recover 3D information using 
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stereo and others that use a single camera. The robot carries its camera to 
determine its position by calculating the camera’s point of view through 
looking at land marks, whose positions are known in a world-centred 
coordinate system (WCCS). It is possible to recover the camera point 
of view with three feature points and a single image from one camera; 
after calculating the feature points’ 3D coordinates in a camera-centred 
coordinate system (CCCS), the Euclidean transformation between the 
WCCS and the CCCS is obtained. This approach proves to be reliable 
and efficient underwater [10].

AUVs can rely on a number of propulsion techniques, but propeller- 
based thrusters or Kort nozzles are the most common by far. These 
thrusters are usually powered by electric motors and sometimes rely on 
a lip seal in order to protect the motor internals from corrosion. One 
consideration which impacts this process of waterproofing is the deci-
sion to use brushed motors or brushless motors. This same consider-
ation also impacts reliability, efficiency and cost.

Underwater gliders do not directly propel themselves. By chang-
ing their buoyancy and trim, they repeatedly sink and ascend; airfoil 
“wings” then convert this up-and-down motion to forward motion. 
Because of their low speed and low-power electronics, the energy 
required to cycle trim states is far less than for regular AUVs, and 
gliders have endurances of months and transoceanic ranges.

The availability of energy on an AUV to run it for longer periods of 
time autonomously is another issue which is under investigation, in or-
der to cope with the demanding requirements of an AUV for different 
long-period applications. The endurance of AUVs has increased from a 
few hours to tens of hours. Some systems now contemplate missions of 
days and a very few, even years. This extended endurance, however, is at 
the expense of sensing capability, as well as very limited transit speeds. 
Most AUVs are powered by rechargeable batteries and are implemented 
with some form of battery management system.

In the majority of early AUV systems, lead acid batteries were the 
workhorse for energy systems. Some AUV designs included silver zinc 
batteries, and some applications also utilized lithium batteries. In 1987 
the use of an aluminium/oxygen semi cell was also proposed.

Solar Energy Systems, currently used to power AUVs, require a de-
tailed design of onboard energy management, both during the acqui-
sition phase and the utilization phase of operations. Needless to say, 
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solar energy is an inexhaustible source, but requires an AUV to sur-
face while recharging [11].

The communication aspect of an AUV can be considered in two dif-
ferent ways: one is the communication between the vehicle and the con-
trol room, and the other can be between multiple vehicles performing 
the same mission in collaboration with each other.

In an underwater environment acoustic communication is probably 
the most reliable system available. Besides that, some development pro-
grams also investigated and evaluated other technologies such as short-
range laser communication and larger range noise free communication 
using RF current field density techniques. However, the recent develop-
ments in acoustic communications have made it possible for relatively 
low error rate communications over kilometers at the bit rate of a few 
kbps [12].

Another issue of communication is the capability to connect mul-
tiple vehicles and/or bottom-mounted instrument platforms through a 
subsea network-based communication infrastructure. Efforts are spent 
to implement this network in order to have effective communications 
among and between multiple AUVs.
1.2 Biomorfic fin propulsion
Systematic observations of swimming fish have revealed a fascinating 
paradigm of locomotion, different from conventional propulsion used 
in artificial vehicles. Strong scientific interest in fish-like propulsion for 
naval applications within the scientific community is indicated by the 
amount of experimental and theoretical studies in this field. Biomimecity 
directly emulates the form and function of species existing in nature, in 
order to study and use the working natural principles to design environ-
mentally friendly artificial devices. Mechanical bio-inspired engineering 
takes advantage of biologic organism observation to develop solutions 
with technological functionality as opposed to conventional engineer-
ing solutions. Aquatic species outperform conventional aquatic and 
underwater artificial devices in efficiency, manoeuvrability and control 
performances. In addition, animals little noise, easily blending into the 
environment.

Due to the large amplitude of the oscillatory motion, in comparison 
with dimensions of the fin and the oscillation frequency, the entire body 
motion can achieve swimming performance with great agility. The fin 
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and body motion are assisted by a flow control system which avoids 
the occurrence of forces opposed to the motion coming from the flow 
separation [13–17].

As proposed by Von Karman, the lift due to the non-stationary mo-
tion of an airfoil occurs due to the contribution of three factors: a quasi- 
steady lift, an inertial lift component and a component coming from 
the wake. The von Karman vortex sheet, with the repeating pattern of 
swirling vortices, is caused by the unsteady separation of flow of a fluid 
around blunt bodies. A flow pattern, coming from vortex forms around 
a body in a flow, changes the pressure distribution, and an alternate 
shedding of vortices can create periodic lateral forces on the body, as 
shown in Figures 1-1 and 1-2. The thrust was evaluated by calculating 
the suction which is realized for a thin airfoil. This evaluation is based 
on the work of von Karman and Burgers. Later, Garrick showed, on the 
basis of discussion of von Karman and Burgers, that the oscillating mo-
tion of a surface in the flow will lead to a positive driving force [18, 19].

In an analysis of fish propulsion mechanics [20], the propulsion is 
classified in two types: anguilliform (eel shaped) and carangiform.

Curves are traced to represent the thrust coefficient CT, defined as the 
thrust per unit of projected fin area and per unit of fluid kinetic energy, 
vs. the reduced frequency Ω and the feathering parameter ϑ:
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Figure 1-1 A qualitative representation of a vortex sheet 
downstream an object.

Figure 1-2 A qualitative representation of reverse Benard-
von Karman vortex street produced by a flapping foil.
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where T represents the thrust, S the fin area projected, w the water veloc-
ity relative to the fin, ω the oscillation frequency of the tail movement, 
c the chord length of the hydrofoil and U the fish forward speed. The 
param eter θ is the ratio between the amplitude of the tail angular oscilla-
tion a and the incidence angle that can be expressed as (ω×h)/U, h being 
the transverse displacement of the hydrofoil midpoint (Figure 1-3).

Many swimming aquatic animals generate propulsive forces by wake 
vortices. Many research studies in marine propulsion are focused on 
better understanding this form of propulsion, in order to enhance man-
made propulsive mechanisms.

Classical Gray’s studies, milestones of this research, underline the 
advantages of oscillating tail propulsion with respect to traditional 
propulsion. This kind of propulsion promises good efficiency, high ma-
noeuvrability (propeller and rudder are represented by the same ele-
ment), and easy motion control by imposing tail motion frequency and 
amplitude [21–23]. In fact, this kind of propulsion could be used for an 
underwater robot: it is more nimble, and less polluting than the tradi-
tional screw propeller for delicate ecosystems like the sea depth, chan-
nels subjected to wave erosion, marshes, and marine parks [24–26].
1.3 Biomorfic fin actuation
The choice of actuation strategy for moving the oscillating tail is funda-
mental for a successful system. Some solutions are characterized by con-
trolled electrical motors having alternate motion on the shaft directly 
linked to the oscillating tail. In other prototypes, articulated mecha-
nisms, interposed between the motor and the oscillating tail, allow for 
converting the continuous rotating motor shaft motion in the tail alter-
nate oscillating movement [27–29]. Although well tested, these solu-
tions may be heavy and complex. Furthermore, the tail motion is not 
natural and fish-like, because of the presence of rigid bodies assembled 
and articulated to simulate the natural structure. An interesting alter-
native for the tail actuation system consists in flexible actuators, with a 
deformable continuous structure moved by the pressure of an actuating 

Figure 1-3 Tail geometry and parameters.
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fluid, which acts in chambers with proper geometry and preferential 
direction of rigidity [30–34].

Research studies about these actuators for different applications are 
reported in literature [35–44]. For the tail motion of underwater robots, 
a special flexible actuator was realised and described [45–52].
1.4 Biomorfic integrated fin-actuator systems: a case study
A special flexible actuator was developed to move the oscillating tail 
of the fish-like robot. This actuator is a rubber-made device and has a 
cylindrical shape with two chambers divided by a longitudinal wall. The 
extreme heads permit linking to the robot body and to the tail, sealing 
of the chambers and the supply. Around the cylindrical rubber body, nu-
merous rigid rings prevent radial deformations, allowing the axial one. 
The actuator end effector moves in a plane.

The flexible actuator is represented in Figure 1-4. The lower photo-
graph (a) shows the assembled actuator; the different parts are shown 
in the upper photograph (b). One can distinguish the cylindrical elasto-
meric body, supplied by the two ports present on one head, the conical 
internal caps for sealing, and the rigid support allowing the link to the 
tail. The rigid rings prevent the radial deformation.

The elastomeric body section is shown in Figure 1-5. Two chambers 
are divided by a vertical longitudinal wall: by unbalancing the pressure 
values in the chambers the actuator bends in a plane perpendicular to 
the longitudinal wall.

Figure 1-4 The flexible actuator with principal parts and dimensions. 
Source: [45] (with permission).
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The rubber is an elastomeric material with a 70 shore A hardness, al-
lowing high deformations, keeping an elastic behaviour and minimising 
the residual deformation due to load velocity.

The mechanical stress-strain characteristic was experimentally deter-
mined [52–54]. The experimental stress-strain curve is shown in Figure 
1-6; the strain varies from 20% in compression to 35% in traction. The 
mechanical characteristic appears strongly non-linear. The Young’s 
modulus in the origin is about 5MPa.

Figure 1-5 The flexible actuator section. Source: [45] (with 
permission).

Figure 1-6 The elastomeric material stress-strain curve. 
Source: [45] (with permission).
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Knowledge of the mechanical characteristics of the material allows 
for a representation of the stress field and strain distribution of the 
actuator section by a FEM model, when a pressure drop between the 
chambers loads the actuator. The middle actuator section, represented 
in Figure 1-5 with its main dimensions, has two geometrical symmetry 
planes, but only the horizontal one is a symmetry plane, when a pres-
sure difference drop is generated between the two chambers.

Therefore, the FEM model analyses only a half section, imposing 
symmetry restraints; these restraints force the points on the symme-
try plane to remain on it. The model takes into account the material 
non-linearity by a five constants Mooney-Rievlin model, yielding about 
1200 plane hyper-elastic non-linear elements. The mesh is represented 
in Figure 1-7. Contact elements, between the cylindrical rubber exter-
nal surface and the external rings preventing radial deformation, allow 
for representation of the radial external constraint. The load is given 
by internal pressures in the chambers. In particular, the model high-
lights the critical zone at the junction between the internal longitudinal 
wall and the cylindrical surface represented in Figure 1-7. In this zone, 
for a given actuator working condition, the stress field shows a danger-
ous stress concentration, strongly influenced by the radius value R. The 
optimal value must comply with different requirements: an acceptable 
maximum stress value in any working conditions, a limited increment 
of the moment of inertia, an adequate workspace shape and extension 
coming from a suitable section of the chamber available for the fluid.

Figure 1-7 The mesh and a zoom of the fillet zone at the 
wall junction in the section of the flexible actuator. Source: 
[45] (with permission).
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The actuator section, deformed by a load due to a pressure of 6 bar rel-
ative acting in chamber 1, while chamber 2 is connected to the exhaust, 
is shown in Figure 1-8. The longitudinal wall is strongly deformed and 
the junction with the cylinder corresponds to the maximum stress zone.

In the same figure the maximum von Mises stress trend is shown vs. 
pressure drop between the chambers, for different fillet radius R. The 
pressure level, in the 0–7 bar relative range, is not as influent as the pres-
sure drop ΔP between the chambers and the link radius R.

The knowledge of the actuator working space is an important step to 
evaluate the suitability of the fin actuator for aquatic propulsion. The 
actuator workspace is traced by an experimental set up specially de-
signed. The test rig allows the actuator clamping, vertically suspended, 
and the measurement of the end effector position in a 3D space, by a 
trigonometric indirect measure. The experimental apparatus, repre-
sented in Figure 1-9, provides the length variation of the edges of a pyr-
amid having its basis on a horizontal plane and the upper peak linked 
to the actuator and the effector. The end effector position, measured at 
given values of the fluid pressures in the chambers, allows the workspace 
definition, relative to the chambers supply pressure.

The upper window in Figure 1-9 also represents the actuator when a 
pressure drop occurs in the chambers.

The actuator workspace is a plane surface perpendicular to the lon-
gitudinal internal wall. The workspace shape is shown in Figure 1-10, 
where three curves are represented corresponding to three different 

Figure 1-8 The actuator middle deformed section under pres-
sure load and the von Mises maximum stress vs. fillet radius R. 
Source: [45] (with permission).
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maximum operating pressures. The continuous line has been drawn 
with a maximum pressure equal to 5 bar relative.

The end effector moves from point A, in which both chambers are 
discharged, along the path A-B by increasing the pressure only in cham-
ber 1. Point B corresponds to a pressure of 5 bar in chamber 1 and zero 

Figure 1-9 The test rig for the actuator workspace defini-
tion. Source: [45] (with permission).

Figure 1-10 The actuator work space. Source: [45] (with 
permission).
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in the other one. Increasing the pressure in chamber 2, the end effector 
describes the curve B-C, where in C the fluid pressure is 5 bar in both 
chambers. By discharging the chamber 1, the curve C-D is described. 
Finally, the end effector reaches again point A, when both chambers are 
discharged. All points inside the edge can be reached by the actuator 
end effector, combining the pressures in the chambers within the range 
0–5 bar.

The flexible actuator was linked to a tail, having a geometry referred 
to as a carangiform real fish (Figure 1-11). The flexible actuator and 
the fin were assembled in a tapered body, allowing the link to a strain 
gauges instrumented beam for measuring the action coming from the 
body, dragged by the fin and moved by the flexible actuator.

The device was inserted in a hydraulic channel to measure forces act-
ing on the body in different working conditions. Figure 1-12 shows the 
robot in the channel during tests and the frame of reference.

Figure 1-11 The actuator linked to the fin and assembled 
in a tapered body (dimension in mm). Source: [45] (with 
permission).

Figure 1-12 The robot in the channel during tests and the 
frame of reference [45].
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Figure 1-13 shows the channel scheme and the force measured by 
the instrumented beam during the tests. Inside the channel, which is 
16 m long and 1 m wide, it is possible to generate a water flow rate up to 
500 l/s. On the top, a cart can be moved on a rail at a maximum speed 
of 2 m/s. The cart is dragged by a wire driven by a controlled electrical 
motor. The cart carries the measuring system with the instrumented 
beam and the PLC aimed at controlling the pneumatic valves to supply 
the flexible actuator.

In Figure 1-13 test results are reported for an oscillating tail frequency 
of 0.5 Hz and a pneumatic supply pressure of 6 bar relative. These test 
conditions perform an arc amplitude of the tail oscillating motion of 
0.5 m, referred to the thrust centre of the tail. 

Three curves are represented in Figure 1-14:

–  the net force, obtained as a mean in time of the measured force 
values, dragging the fish at given velocity and operating the tail 
with the flexible actuator;

–  the resistance, measured directly by dragging the fish, at differ-
ent velocities, with a non-operating tail;

–  the thrust of the tail, computed as the sum of the previously 
described force components.

One can note that the net force, which is directly measured, is posi-
tive up to a fish velocity of 0.6 m/s. This should indicate the forward 
velocity of such a fish robot propelled by this tail at these values of fre-
quency and amplitude tail motion.

Figure 1-13 The channel scheme and generated forces in 
channel axis direction for oscillating tail frequency of 0.5 Hz 
and motion tail amplitude of 0.5 m. Source: [45] (with 
permission).
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The resistance was measured without tail actuation. That can be sig-
nificant as the resistance in working conditions, i.e., actuating the tail, 
can be meaningfully lower, thus leading one to overestimate tail’s thrust 
[55].

The net force was measured directly, making it independent from 
this possible overestimation. The obtained results encouraged further 
efforts to develop new prototypes of oscillating-tail propulsion systems 
with increased performance. To this aim it seemed convenient to fol-
low a biomimetic, real fish-inspired approach. The most promising im-
provements concern the caudal fin and the flexible actuator.

An in-depth study has been carried out in order to realise a fin with 
high thrust performance. For this purpose, it was conducted as a proce-
dure, starting from the analysis of a natural fin belonging to a carangi-
form fish, characterised by very high swimming velocities. The authors 
emphasized that no animals were killed for this study, as the used cau-
dal fin was a refuse of food supply.

The fin is shown in Figure 1-14. The high ratio between the span 
and the chord length suggests that the fin is highly performing. By 
observing the fin, one can note a junction zone, having a nearly cylin-
drical section, which allows the link and the mutual rotation between 

Figure 1-14 The natural and the artificial fin. Source: [47] 
(with permission).
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the fin and the tail body. The fin zone near to the leading edge is quite 
more rigid than the trailing edge, where flexible strips are located.

In order to realise a device as realistic and as efficient as possible, the 
tail has been dissected every 20 mm along the span 620 mm long. A 
photograph was taken and digitised for each section, and the hydrody-
namic profile was driven as reference for the design. The fin skeleton 
was covered by a layer of carbon fibres. In order to imitate the flexible 
trailing edge, a thin elastomeric foil was linked to the skeleton and cov-
ered with coated silicon. The artificial tail was provided by an articu-
lated peduncle with controlled stiffness.

A new actuator, fundamentally similar to the first one, was designed 
and realised: it has an elastomeric body, divided internally in two lon-
gitudinal chambers, and it is equipped with external rings to prevent 
radial deformations and with two heads linking the actuator to the fin 
and the fish body, which supply the actuator.

The fundamental difference is the shape, which is conical to emulate 
the fish body. In this way it is no longer necessary to cover the actuator 
with a passive material to achieve a biomorphic shape.

This actuator, represented in Figure 1-15, has the same length as the 
cylindrical actuator (400 mm), the same diameter in the lower section 
(55 mm) and a diameter of 180 mm in the upper section.

The complete robot scheme is shown in Figure 1-16. The front body 
part is capable of housing the navigation system and energy power de-
vices, and the rear part is represented by the actuator moving the fin. 
Figure 1-16 also represents the fish robot prototype suspended to the 
instrumented beam for the tests in hydraulic channel.

Figure 1-15 The conical actuator parts, the actuator bend-
ing and the assembled scheme of the actuation device. Source: 
[47] (with permission).



20 Mobile Robots for Dynamic Environments

1.5 Conclusion
This chapter discussed, in general, the topic of underwater robots, and 
illustrated some particularly innovative realizations.
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2. A novel Lighter Than Air Vehicle – Flying 
Octopus

Zheng Li and Ruxu Du, The Chinese University of Hong Kong, China

Abstract: This chapter presents a novel Lighter-Than-Air-Vehicle 
(LTAV), named Flying Octopus. It is comprised of a helium bal-
loon, four independently controlled wire-driven flapping wings, and 
a midsection which connects the balloon and flapping wings (as well 
as housing all the electronics). Each wing is a continuous membrane, 
and can be bent up to 100 degrees by the wires. The wing flapping 
is generated by the bending motion. With proper control, the Flying 
Octopus can fly in 3D space freely, including vertical and horizontal 
movement.

2.1 Introduction
People have been dreaming of flying for thousands of years. Numerous 
attempts were made, but the first successful attempt was the lighter-
than-air approach. In 1785, Jean-Pierre Blanchard crossed the English 
Channel in an air balloon [1]. In fact, before fixed-wing airplanes, the 
lighter-than-air-vehicle (LTAV) was the sole method of aerial transpor-
tation. The first commercial airship was built by the French engineer 
Henri Giffard in 1852 [2]. Since then, airships have been used for many 
decades. Compared to other aerial transportation methods, LTAVs 
have several advantages.

First, they are energy efficient. LTAVs utilize buoyance to suspend 
themselves in air and their payload could be very large. Second, they 
can hover in the air and their speed could be very slow. This makes the 
LTAV very suitable for sightseeing, aerial photography, aerial monitor-
ing, etc. Although helicopters can also stay still in the air, they are noisy 
and the durance is limited by the onboard power. The LTAV also has 
several disadvantages: its size is large, its speed is slow and its motion is 
strongly affected by wind. Moreover, the usage of flammable gas is al-
ways a safety concern. With these disadvantages, the LTAV is gradually 
being replaced by fixed-wing airplanes. However, LTAVs still play an 
important role in certain applications, such as advertising, unmanned 
surveillance and indoor entertainment.
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One representative LTAV is the airship. Conventional airships use 
streamlined balloons and are propelled by screw propellers. The air-
ship built by Henri Giffard in 1852 used a soft balloon with a pro-
pulsion system and a steering system [2]. The length was 143 feet 
(43.6 m) and the diameter is 40 feet (12.2 m). It could fly over 17 miles 
(27.5 km) at a speed of 5 mph (8 km/h). Since then, many airships 
have been built. The airship balloon can be non-rigid, semi-rigid or 
rigid. A non-rigid airship is also called a blimp. Its shape is sustained 
by the pressure difference between the two sides of the membrane of 
the balloon. Non-rigid airships are simple in structure, easy and inex-
pensive to make, however, they are usually small. Semi-rigid airships 
have a rigid keel at the bottom of the balloon, which helps to sustain 
the shape of the balloon and to distribute the loads evenly. Many sight-
seeing airships are of this kind. Rigid airships usually employ a metal 
framework to maintain the shape. The overall weight is the largest, 
so is its size. The volume of a rigid airship is mostly over 50,000 m3. 
Figure 2-1 shows one modern airship named Zeppelin NT [3]. The 
hull is 75 m long, with a volume of 8,225 m3. The standard cruising 
speed is 70 km/h, and the operational altitude is between 300 m and 
2,600 m. Its maximum takeoff weight is over 10,000 kg, with a pay-
load of 1,900 kg.

In recent decades, the development of LTAVs shows two trends. One 
is that hull shapes are much more diversified and the other is that in-
door LTAVs are using novel propulsion methods. Streamlined LTAVs 

Figure 2-1 Outdoor LTAV example - Zeppelin NT air-
ship. Source: [3] (with permission).
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are the most common. This shape can reduce air drag, but the volume 
to surface ratio is small, which increases the overall dimension of the 
LTAV. Speed is not a primary concern for entertainment LTAVs, hence 
spherical airships are built, such as the one developed by Flying Yachts, 
Inc. [4]. It’s shaped like a football, and the cabin is inside the ball. To 
improve the stability of the airship, Advanced Technologies Group 
Ltd. built a double hull airship [5]. Perhaps to satisfy people’s curios-
ity, a British company, Thermo Skyship, built lenticular airships [6], 
which look like spaceships from science fiction. An airship with fixed 
wings was also proposed [6], as it is believed this would improve the 
speed. These LTAVs are all for outdoor applications. Indoor LTAVs 
are mostly for entertainment. Their shapes are even more diversified, 
looking like jelly, fish and even cartoon figures [7]. Figure 2-2 shows 
the air jelly developed by Festo Co. [8] and air swimmers developed by 
William Mark Co. [9].

Compared to the diversity in shape, the change in propulsion method 
is rather limited. For large-sized outdoor LTAVs, the screw propeller 
remains the sole way of actuation. For indoor applications, the weight 
of an LTAV is small, and the size is medium. It is easier to incorporate 
novel actuation methods, such as the bio-inspired flapping propulsion. 
Examples include the aforementioned air jelly and air swimmers. Air 
jelly has eight flapping wings, mimicking the tentacles of the jelly fish. 
They are driven by just one motor. By adjusting the flapping frequency, 
the flying velocity and altitude of the LTAV can be controlled. To steer 
the air jelly, a pendulum system is used to change the mass center of the 

Figure 2-2 Indoor LTAVs: air jelly (left) Source: [8] (with per-
mission) and air swimmers (right) Source: [9] (with permission).
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LTAV. The air swimmers mimic the fish swimming. Instead of flapping 
the wings, they move around by flapping the tail. By adjusting the flap-
ping amplitude, frequency and flapping pattern, the speed and direc-
tion are controlled. The pitch motion is controlled by a balance weight, 
which is also used to change the mass center of the LTAV. It should 
be pointed out that flapping is a highly efficient way to generate thrust 
and propulsion. Birds and fish live in different environments, but they 
both adopted flapping as a means of movement over the course of mil-
lions of years of evolution. Clearly, flapping has its advantages. Table 
2-1 compares the screw propeller and the flapping wing or tail in driv-
ing the LTAV. From the table, it can be seen that flapping is indeed 
an interesting propulsion method that may be better suited for certain 
applications.

The authors developed a biomimetic wire-driven mechanism. It mim-
ics not only the skeleton structure but also the muscle arrangement of 
fish and hence can generate highly efficient propulsion in water [10–17]. 
In  this chapter, we introduce a novel LTAV propelled by the wire-
driven mechanism [18]. It is named “Flying Octopus,” as it looks like 
an octopus. The rest of the chapter is organized as follows: Section 2.2 
presents the design, Section 2.3 gives the modeling and computer simu-
lation results, Section 2.4 discusses the control of the Flying Octopus, 
Section 2.4 presents the prototyping and experiment testing results, 
and Section 2.5 contains conclusions.

Table 2-1 Comparison between screw propeller and flapping wing/
tail.

Screw Propeller
Flapping  

Wing/Tail
Motion type Unidirectional 

rotation
Oscillatory 

motion
Efficiency Low High
Thrust range 0 ~ 106 N 0 ~102 N
Speed of vehicle High Low
Maneuverability Low High
Acoustic noise Noisy Quiet
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2.2 The design of Flying Octopus – a bio-inspired design
The design of our Flying Octopus mimics that of a real octopus. The 
overall density of an LTAV is usually close to its environmental me-
dium. In nature, some aquatic animals, like the octopus, behave like an 
LTAV. An octopus consists of a round body (head) and several tentacles 
(or arms). Similarly, our Flying Octopus is made of a body (helium bal-
loon) and several tentacles (flapping wings for propulsion). The design 
is detailed below.
2.2.1 Design considerations
Our Flying Octopus is designed as an indoor LTAV. It is composed of 
a helium balloon, several wire-driven flapping wings and a middle sec-
tion. For indoor applications, the size and the weight of the LTAV are 
the primary concerns; speed and agility are secondary.

Figure 2-3 shows the general considerations in designing an indoor 
LTAV. The first consideration is overall size. There should be enough 
space for the LTAV to fly. In a typical setting, the size of the LTAV 
should be at least 10 times smaller than the showroom. For our Flying 
Octopus, the height is determined by the size of the balloon and the 
length of the flapping wings. A spherical balloon has the maximum 
volume to surface ratio. Its dimension is the smallest with the same 
buoyance. Thus, it is the preferred choice. The flapping wings are hang-
ing on the balloon. Their lengths are adjusted according to the balloon 
diameter.

The second consideration is weight. The LTAV is designed to be sus-
pended in the air by the helium balloon. Thus, its overall weight is close 
to the buoyance provided by the balloon. For our Flying Octopus, the 

Figure 2-3 Flying Octopus design considerations.

ASME_Mobile_Robots_for_Dynamic_Environments_Ch.02.indd           30             Manila Typesetting Company             03/04/2015  04:53PM



32 Mobile Robots for Dynamic Environments

weight is determined by the balloon, the flapping wings, the structure, 
and the driving system including the motors, the actuators, the power 
supply, the control circuits, etc. Parts should be selected according to the 
weight constraint. A common practice is to distribute the weight to each 
part, and then start to design or order commercial parts.
2.2.2 The design
The octopus lives in water, and its overall body density is close to water. 
It has a round body and eight tentacles, or arms. The Flying Octopus 
mimics the look of the octopus, but flies in the air. As mentioned in 
the previous section, the size and weight of the Flying Octopus are the 
primary design constraints. The Flying Octopus has a spherical balloon 
as the body, and four flapping wings as the tentacles. The wings are con-
nected to the balloon via a middle section. Figure 2-4 shows the overall 
design of the Flying Octopus.

The diameter of the balloon is 1.5 m, with a volume of 1.767 m3. 
When it is filled with helium, the buoyance is about 19.3 N. In other 
words, the overall weight of the Flying Octopus is limited to 2.02 kg. Of 
course one can use a larger balloon to increase loading capacity.

The Flying Octopus is required to fly in 3D space by flapping its wings 
without other assisting facilities. To minimize the overall weight, the 
number of wings should be as little as possible. To realize 3D flying, the 
minimum number of wings is three. However, by using four wings, mo-
tion control can be simplified. As a result, the Flying Octopus has four 
wings arranged orthogonally. The wings are independently controlled.

The wings are connected to the balloon via the middle section as 
shown in Figure 2-5. The middle section also supports other parts, such 

Figure 2-4 Flying Octopus overall design.
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as the actuators, the power supply and the control circuit. The midsec-
tion structure should be lightweight and strong enough for this pur-
pose. Therefore, a carbon plate is used.

In the carbon plate midsection, the evenly distributed square slots are 
used to mount the servomotors and the circular holes are used to hold 
the wings. Each wing is actuated by a servo motor via the aforemen-
tioned wire-driven mechanism [10, 13]. The detailed design is shown 
in the subsequent section. The midsection is also used to hold the bal-
loon, the power supply and the control circuit. The midsection is cir-
cumscribed by a fence, as shown in Figure 2-4. This not only protects 
the midsection but also helps to secure the balloon. The top of the fence 
presses against the balloon. This increases the contact area between the 
balloon and the midsection. As a result, swaying is reduced.
2.2.3 The wire-driven flapping wing
The flapping wings propel the Flying Octopus. They not only provide 
thrust but also control the motion of the Flying Octopus: up or down, 
left or right, forward or backward. The design considerations include: 
(a) large flapping motion; (b) light weight; and (c) easy to control. To 
meet these requirements, the single segment continuum wire-driven 
mechanism with tapered wire configuration is used.

1) Continuum wire-driven mechanism
A wire-driven mechanism was first proposed for flexible robots 

[10, 13]. It imitates the musculoskeletal system of animals, especially 
that of snakes and an octopus arm. It is composed of a serpentine or 
continuum backbone, and a number of wire pairs. Each pair of wires 

Figure 2-5 Middle section design.
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controls one bending degree of freedom (DOF) of the backbone. It is 
underactuated, and can bend to large angles. Figure 2-6 shows the single 
segment continuum wire-driven mechanism. It has a continuous back-
bone, one pair of wires and a couple of vertebras. The wires are guided 
by the vertebras, with one end connected to the Vertebra-0, which is the 
distal end, and the other end connected to the actuator. At the resting 
position, the backbone is straight and the two wires lie symmetrically on 
both sides of the backbone. They are equally prestressed. By pulling one 
wire and loosening the other, the wires exert a bending movement to 
the continuous backbone. The backbone bends toward the pulled wire. 
The backbone deformation is shown in Figure 2-6(b). When there are 
no other external loads, the deflected backbone is close to a circular arc, 
or the backbone curvature is constant. By pulling the two wires alterna-
tively, the backbone bends side to side, generating the flapping motion.

2) Flapping wing design
The designed flapping wing is shown in Figure 2-7. It has four parts: 

the membrane, the backbone, the vertebras and the wires. The overall 
length of the wing is 680 mm.

The membrane defines the profile of the wing and also serves as a sec-
ondary backbone. In this design, the membrane width shrinks from the 
wing base to the distal tip. The width close to the wing base is 100 mm, 
and the width at the tip is 40 mm. The end of the wing is a lunate flip-
per. The backbone connects to the Flying Octopus body and supports 
the wing structure. It is slim and has a rectangular cross section. The 

Figure 2-6 Continuum wire-driven mechanism.
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width is 5 mm and the thickness is 0.5 mm. The bending rigidity of the 
thickness direction is 100 times less than the width direction. Together 
with the membrane, the wing can bend over 100 degrees without twist-
ing. As shown in Figure 2-7(b), the wires are symmetrically placed on 
both sides of the backbone and there is a taper angle between the back-
bone and the wires. The vertebras are used to guide the wires. In this 
design, all the vertebras in the flapping wing are similar in structure. 
They have the same features: bulge, slot, hole, dent and rib, as shown in 
Figure 2-7(d). From the flipper to the wing base the rib length increases 
gradually. The growth rate is determined by the taper angle.

The key parameters of the vertebra are defined in Figure 2-7, and 
the parameters for each vertebra are shown in Table 2-2. Note that the 
graduate changes of D1 and D2 create the change of tapper angle. There 
are 16 vertebras in each wing. The vertebras are evenly distributed along 
the backbone. Their locations, or distance from the wing base to the 

Figure 2-7 Wire-driven flapping wing design. Source: [18] 
(with permission).
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vertebra, are also shown in Table 2-2. The connection of the four parts 
is shown in Figure 2-7(c). From the enlarged cross-section view, we can 
see that the vertebras are placed in the rectangular slots of the mem-
brane and are positioned by the dent on the vertebra. There is a bulge 
and a slot around the center of each vertebra. The bulge presses against 
the membrane, leaving the vertebra slot on the other side of the mem-
brane. The backbone inserts into the slots of the vertebras and locks the 
vertebras like a latch. This makes the connection of the three parts very 
simple and solid. After the connection, the wires are passed through the 
vertebra’s hole and fasten to the distal vertebra.
2.3 Modeling and simulation
2.3.1 Wing kinematics
The kinematic model of a wire-driven mechanism with paralleled wires 
is presented in [13]. In the Flying Octopus, the wires are intersecting. 

Table 2-2 The design parameters of the vertebra.

Num.
D1 

(mm)
D2 

(mm)
W1 

(mm)
W2 

(mm)
d  

(mm)
Location 

(mm)
1 82 77 12.5 6 1.5 10
2 78.5 73.5 12.5 6 1.5 50
3 75 70 12.5 6 1.5 90
4 71.5 66.5 12.5 6 1.5 130
5 68 63 12.5 6 1.5 170
6 64.5 59.5 12.5 6 1.5 210
7 61 56 12.5 6 1.5 250
8 57.5 52.5 12.5 6 1.5 290
9 54 49 12.5 6 1.5 330
10 50.5 45.5 12.5 6 1.5 370
11 47 42 12.5 6 1.5 410
12 43.5 38.5 12.5 6 1.5 450
13 40 35 12.5 6 1.5 490
14 36.5 31.5 12.5 6 1.5 530
15 33 28 12.5 6 1.5 570
16 29.5 24.5 12.5 6 1.5 610
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The kinematic model is derived in a similar way. For the flapping wing, 
the flapping angle is a concern.

Assume the backbone is inextensible. Under pure bending, the back-
bone curve is a circular arc. As all the (n + 1) vertebras are evenly dis-
tributed along the backbone, the angle between each vertebra is the 
same. We can treat two adjacent vertebras as a virtual joint, and there 
are n virtual joints. Assuming the rotation of each joint is q, the wing 
will bend Q = n · q.

The wire length change in the joint is illustrated in Figure 2-8. For 
each joint, at resting position, adjacent vertebras are parallel and their 
distance is h. The lengths of the two wires between the vertebras are 
equal, and could be represented as:

 2 2
0 1( )i i il h r r−= + −  (1)

where ri and ri - 1 are the length of the vertebra rib. Initially, the overall 
wire length is L0 = n · li0.

When bent, the curvature of the backbone becomes:

 
hR
θ

=  (2)

Figure 2-8 Continuum wire-driven mechanism bending illus-
tration. Source:  [18] (with permission).
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The lengths of the two wires can be represented using the law of 
cosines:

 

2 2
1 0 1 1 1

2 2
2 0 2 1 1

( ) ( ) 2( )( )cos

( ) ( ) 2( )( )cos

i i i i i i i

i i i i i i i

l l l R r R r R r R r

l l l R r R r R r R r

θ

θ

− −

− −

 = −∆ = − + − − − −

 = +∆ = + + + − + +

 (3)

In the wire-driven mechanism, the joint rotation q is usually small. 
Hence, it is reasonable to make the simplification: cos(q) ≈ 1 - q 2/2. 
The length change within each joint for the two wires can be approxi-
mated as:

 Dli1 ≈ Dli2 ≈ 0.5 · (ri-1 + ri) · q · cos(g ) (4)

For the Flying Octopus, the taper angle is 2.5°.  When the wing flap-
ping angle is 150°, the length changes approximation error for the two 
wires is less than 1.6%.

The total length after bending is obtained by summing all the seg-
ments. The overall length changes for the two wires are therefore:

 

1 0 1
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From Equation (5), the wing flapping angle can also be approximated 
as:

  

2 1

1
1

( )

( ) cos( )
n

i i
i

n L Ln
r r

θ
γ−

=

−Θ = ⋅ ≈
+ ⋅∑  (6)

The wire velocities are obtained by deriving equation (5) once with 
respect to time:
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2.3.2 Propulsion model
As shown in Figure 2-9, the forces acting on the Flying Octopus in-
clude gravity G, drag force Fd, buoyance Fb, thrust Ft and lateral force Fl. 
By delicate adjustment, gravity and buoyance balance each other, and 
the Flying Octopus can suspend in air. The thrust and lateral forces are 
generated by the flapping wings. They are used to control the moving 
direction and velocity of the Flying Octopus. Drag force is opposite to 
the moving direction.

The external forces acting on the flying octopus are shown in 
Table 2-3. In the table m is the overall mass of the Flying Octopus, g is 
gravity constant, rair is the density of air, Cd is the drag coefficient, A is 
the projected area in the moving direction, v is the velocity of the Flying 
Octopus, V is the overall volume, CL is the thrust coefficient, u(q) is 
the velocity of the points on the membrane, q is the position along the 

Figure 2-9 Flying octopus force analysis. Source: [18] (with 
permission).
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backbone  starting from the wing base, a is the complement angle of 
u(q) and v, and dS is the infinitesimal area of the membrane at angle a.

As shown in Figure 2-10, the general coordinate q is set as the arc 
distance from the wing base to the point, along the backbone. Based on 
the constant curvature assumption and wing kinematics, the velocity of 
the point at q is:

 2
2 2[ sin( ) cos( ) 1]

Lu α α α α=Θ⋅ − + −
Θ

�  (8)

where a = q · Q/L.
2.3.3 Propulsion simulation
A Matlabâ program was developed to simulate the motion of the Flying 
Octopus. Figure 2-11 shows the user interface of the program as well 
as a simulation result. The upper left window shows the instantaneous 
wing motion. For better visualization, only two wings are shown in the 
figure. The right window shows the simulation parameter and the lower 

Table 2-3 Forces on the Flying Octopus.
Gravity: G = mg
Drag force: Fd = 0.5rairCdAv2

Buoyance: Fb = rairVg

Single wing thrust: 2

0
0.5 ( ) sin( )t air LF C u q dSρ α

Θ
 =  ∫

Single wing lateral 
force:

2

0
0.5 ( ) cos( )l air LF C u q dSρ α

Θ
 =  ∫

Figure 2-10 Thrust force illustration. Source: [18] (with 
permission).
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left window shows the simulation result. The program could simulate 
the bending angle of the wing, the bending velocity of the wing, the 
velocity of the tip, the thrust force, the resistance force, the resultant 
force, and the velocity of the Flying Octopus. The simulation param-
eters could be input from the right window. The parameters include the 
structure parameters of the Flying Octopus as well as the simulation 
parameters. Structure parameters include the length of the wing, radius 
of the balloon, radius of the midsection, wire pair distance, overall mass, 
air density and drag coefficient. The simulation parameters include the 
wing flapping velocity profile (cosine, rectangular wave, etc.), the flap-
ping amplitude, the flapping frequency and the simulation periods.

Figure 2-12 shows one simulation example. In the simulation, the 
Flying Octopus mass is 1.592 kg, the wing length is 0.68 m, balloon 
radius is 0.75 mm and drag coefficient is 0.5. The wing flapping ampli-
tudes are all 60° and flapping frequency is 1 Hz. Figure 2-12(a) shows 
the Flying Octopus velocity. The horizontal axis represents the time 
(s) and vertical axis is the velocity (m/s). From the results, in the first 
few flapping cycles the Flying Octopus velocity increase with fluctua-
tion. After 25 seconds, the speed of the Flying Octopus becomes stable. 
However, the velocity remains fluctuating with the wing flapping motion. 

Figure 2-11 Flying Octopus motion simulation.
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The average stabilized velocity of the Flying Octopus is 0.215  m/s. 
Figure 2-12(b) shows the propulsion generated by the flapping wings. 
It is shown that during one flapping cycle the instantaneous propulsion 
is between –0.12 N and 0.21 N. The average propulsion is positive, i.e., 
upward. Figure 2-12(c) shows the drag force. It has a similar trend as 
the Flying Octopus velocity, which is straightforward. Figure 2-12(d) 
shows the resultant force acted on the Flying Octopus. The blue curve 
is the instantaneous resultant force, and the red curve is the historical 
average. From the result, the averaged resultant force is decreasing after 
a few seconds. This is also revealed by the velocity increase rate.
2.4 Motion control
In the propulsion simulation, by flapping the wire-driven wings upward 
propulsion can be obtained. This shows the Flying Octopus is able to 
take off. To control movement of the Flying Octopus in 3D space, mo-
tion control is needed for each wing.
2.4.1 Wing flapping motion
The four wings are orthogonally arranged. They are paired into two 
groups. To better distinguish them, they are named X wing group and 
Y wing group. For each group there are two flapping modes as shown in 
Figures 2-13 and 2-14.

Figure 2-12 Simulation results in 30 flapping cycles.
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In the vertical flapping mode, the two wings flap in opposite direc-
tions. In the lateral flapping mode, the two wings flap in the same di-
rection. For both modes, the flapping cycle is composed of four stages, 
as seen in the figures. For a single wing, during one flapping cycle, the 
resultant force has two components: one in the vertical plane and the 
other in the horizontal. The force direction depends on the velocities 
and amplitudes in the four stages. In the vertical flapping mode, the 
forces in the horizontal plane generated by the two wings balance each 
other. The net force is in the vertical plane. From the previous analysis, 
the propulsion is positively related to the velocity. Therefore, upward 
propulsion is generated when the velocities in stage II and stage IV are 
larger than those in stage I and stage III. On the contrary, the propulsion 

Figure 2-13 Flapping illustration – vertical mode.

Figure 2-14 Flapping illustration – lateral mode.
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is downward. In the lateral flapping mode, the two wings flap identically, 
and forces in the vertical and horizontal plane are both strengthened.

The motion of each wing is controlled via Pulse Width Modulation 
(PWM). As shown in Figure 2-15, the command is sent to the Micro 
Control Unit (MCU) by a remote controller. On receiving the command, 
the MCU generates ion(PWM) signals. The positions and velocities of 
the servo motors are controlled via the PWM signals. The wire-driven 
mechanism transmits the motor’s rotation to the wings flapping. Thrust 
and lateral forces are generated to drive the Flying Octopus torso and 
control its motion.
2.4.2 Flying Octopus motion control
A complex 3D motion can be deconstructed into several basic motions. 
For the Flying Octopus, there are five motion modes: a) flying upward, 
b) flying downward, c) hovering, d) flying in X direction and e) flying in 
Y direction. In these modes, the wings are controlled as following:

a) Flying upward: Both the X and Y wing group flap in vertical mode. 
Before flapping, all wings return to the resting position. The outer flap-
ping amplitude is larger than the inner amplitude. In stages I and III, 
the velocity is slower than that of stages II and IV. As the four wings flap 
identically, the lateral forces cancel out each other. Since the inward flap-
ping velocity is larger than the outward flapping velocity, from the thrust 
representation in Table 2-4, the thrust in stages I and III is smaller than 
that in stages II and IV. The net thrust in one flapping cycle is upward. 
Therefore, the Flying Octopus will ascend.

b) Flying downward: Both the X and Y wing group flap in vertical 
mode. Compared to upward flying, the difference is that in this mode, 
the inward flapping velocity is smaller than outward. As a result, the net 
thrust in one flapping cycle is downward.

Figure 2-15 Motion control of the Flying Octopus. Source: 
[18] (with permission).
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c) Hovering: Ideally, the flapping octopus suspends in the air when 
the flapping wings keep still. However, disturbances always exist. Gyros 
can be used to detect the status of the Flying Octopus. When the Flying 
Octopus is dropping, the wings flap as in upward mode; if the Flying 
Octopus is ascending, the wings flap as in downward mode.

d) Flying in X direction: In this motion mode, a lateral force is 
needed. The X wing group flap in the lateral mode and the Y wing 
group flap in the vertical mode suppress the vertical force generated by 
the X wing group. For example, if the Flying Octopus is desired to travel 
in +X direction, the wings in X group flap slowly toward +X direction 
in stages I and IV, and flap with greater velocity toward –X direction in 
stages II and III. The generated forces are a lateral force in +X direction 
and an upward thrust. A downward force is obtained from the Y wing 
group. Their motions are the same as that in the downward scheme, i.e., 
fast bending outward and slowly inward. In one flapping cycle the net 
force is in +X direction. This drives the Flying Octopus to glide in +X 
direction. Switching the +X and –X flapping velocities of the X wing 
group, the Flying Octopus will move in –X direction.

e) Flying in Y direction: In this mode, a net force in Y direction is 
needed. The scheme is similar to that in the previous mode. As the four 
wings are orthogonally arranged, by switching the motions of X wing 
group and Y wing group, the Flying Octopus will move in Y direction.
The forces generated by the two wing groups in the five basic motions 
are shown in Table 2-4. In the table, the arrow shows the force direction, 
and the thickness of the arrow represents the magnitude of the force.

Table 2-4 Five basic motions.

Forces by  
X wing group

Forces by  
Y wing group

Fly upward ↑ ↑
Fly downward ↓ ↓
Hovering ↑ or ↓ ↑ or ↓
Fly in X 
direction ↑ and → ↓

Fly in Y 
direction ↓ ↑ and →

ASME_Mobile_Robots_for_Dynamic_Environments_Ch.02.indd           44             Manila Typesetting Company             03/04/2015  04:53PM



46 Mobile Robots for Dynamic Environments

2.5 Prototype and experiment testing
2.5.1 Flying Octopus prototype
A Flying Octopus prototype was developed as shown in Figure 2-16. 
A polyethylene (PE) balloon with 1.5 m diameter is used as the round 
body. It is filled with helium to provide buoyance. The backbone in the 
wing is a carbon beam. Its width is 5 mm and the thickness is 0.5 mm. 
The vertebras are fabricated by 3D printing and the material used is 
ABS plastic. The membrane is made from a 0.5 mm thick ABS plate. 
The overall length of the flapping wing is 680 mm. The four wings 
are evenly distributed on the middle section. Steel wires covered with 
plastic sheath are used to control the wing flapping. Four servomo-
tors pull the wires via a rotator under the control of a commercial 
MCU. Each wing weights 39 g. The total mass of the Flying Octopus 
is 1592 g.

The details of the Flying Octopus are shown in Table 2-5. The weight 
of the Flying Octopus is finely adjusted to balance the buoyance. As a 
result, the Flying Octopus is able to hover in the air when all the wings 
are resting. At resting, the four wings are relaxed as shown in Figure 
2-16(b). By pulling the outer wires, the wings bend outward as shown 
in Figure 2-16(c). The maximum bending angle is constrained by the 
stiffness of the backbone. For this prototype, the maximum bending 
angle is around 180º. Over bending will exert a large movement on the 
backbone and twist the flapping wing. The Flying Octopus is a low-cost 
LTAV. The total cost mainly depends on the motor and MCU. For this 
prototype, the estimated parts cost is less than 150 USD.

Figure 2-16 Flying Octopus prototype. Source: [18] (with 
permission).
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2.5.2 Indoor experiments
Indoor flying tests are carried out. To eliminate wind disturbance, all 
the air conditioner and exhaust fans are turned off. The weight of the 
Flying Octopus is adjusted to the same as the buoyance. From the con-
trol scheme, it is seen that in the five motion modes, the wing’s motion 
in flying upward, flying downward and hovering are similar. The differ-
ence is the flapping speed in the four stages. Flying in X direction and 
flying in Y direction are similar. Therefore, in the experiment, two fun-
damental modes, i.e., flying upward and flying in X direction, are tested.

Experiment 1 – flying upward
Figure 2-17 shows the four stages of the wing’s flapping cycle in the 

flying upward mode. At the beginning, the Flying Octopus stays on the 
ground with all four wings relaxed. Next, the four wings are flexed by 
the wire-driven mechanism slowly. When reaching the outer ampli-
tude position, the four wings flap back to resting position. From the 
figure, it can be seen that the time for stage I is 2.08 s, while it only takes 
0.46 s for stage II. After getting to the resting position, the wings con-
tinue bending inward. When reaching the innermost position, the four 
wings flap back to the resting position and finish one flapping cycle. The 
Flying Octopus flies upward 1 m with five flapping cycles. The distance 

Table 2-5 Flying Octopus component list.

Component Description Mass (g) Number
Balloon 1.5 m Diameter 568 1
Midsection plate Carbon 302 1
Motor Towerpro MG 

995
59 4

Drum wheel ABS Plastic 7 4
Wing membrane ABS Plastic 39 4
Battery box 4 AAA battery 69 1
Control board MCU Atmega 

128
156 1

Fence ABS Plastic 38 1
Wire Steel 0.25 4
Others Bolts, etc. 38 –
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it travels in one cycle is about 20.0 cm, and the average speed is about 
6.5 cm/s. As the travelling distance is short, the Flying Octopus may 
not reach the maximum velocity. This is consistent with the simulation 
result as shown in Figure 2-18. From the simulation, it can be seen that 
during the first five flapping cycles, the velocity increases cycle by cycle. 
The average speed is around 5.3 cm/s.

Experiment 2 – flying in horizontal plane
Figure 2-19 shows the wing’s flapping cycle in the mode of flying in 

X direction. At the beginning, all the wings are relaxed. The wings in X 

Figure 2-17 Flapping cycle of flying upward. Source: [18] 
(with permission).
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group flap to –X direction and the wings in Y group flap inward quickly 
in stage I. In stage II and stage III, the X wings flap to +X direction 
and the Y wings flap outward slowly. After that, the X wings flap in 
–X direction and Y wings flap inward quickly in stage IV. The distance 
traveled in one flapping cycle is around 25 cm, and the average travers-
ing speed is 7.4cm/s.

Due to the small size of the room, the performance of the Flying 
Octopus is not fully exhibited in the experiments (such as in the ascend-
ing test, where the LTAV reaches the ceiling by five flapping cycles). The 
maximum velocity should be larger than 6.5 cm/s. It is also expected 
that the Flying Octopus could move faster after wing shape and flap-
ping parameters optimization. From the simulation, as in Figure 2-12, 
the maximum ascending speed under this flapping motion is 22 cm/s. 
The speed can be controlled via several approaches: i) increase the flap-
ping frequency only; ii) increase the flapping amplitude; iii) control 
the differential flapping speed. As the flapping wings are flexible, the 
mode frequencies of the wing are low. Hence, flapping frequency can-
not increase much. The outer amplitude is around 180° and the inner 
amplitude is confined by the diameter of the middle section. At large 
flapping amplitudes, the wing may twist. Also, energy consumption in-
creases sharply at amplitudes close to the limit, due to the large wire 
tension. The optimal flapping amplitude range is 90°–150°. To increase 

Figure 2-18 Flying Octopus velocity in the first 6 flapping 
cycles.
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the speed, the difference between the inward and outward speed should 
be as large as possible. However, when the outward speed is too small, 
the overall flapping frequency is reduced. The three approaches should 
be considered comprehensively in speed control.

Flapping wing is a new application of the wire-driven mechanism, 
in addition to continuum robot arm and wire-driven robot fish. The 
wire-driven flapping wing is compact, lightweight and easy to control. 
Also, the flapping range is quite large. In this prototype, the maximum 

Figure 2-19 Flapping cycle of flying in X direction. Source: 
[18] (with permission).
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flapping angle is about 180º. However, it also has drawbacks. Due to the 
wing’s flexibility, flapping frequency is limited and the wing is inclined 
to twist at large bending angles. To avoid this twist, the backbone and 
membrane shouldn’t be too slim. Also, a small web is beneficial.

The wire tension in flapping is greatly affected by the wing’s mass 
distribution and wire configuration. The ratio between the wire tension 
and force acted on the wing is equivalent to the backbone length over 
the first vertebra’s rib length. This is usually large; in this design the ratio 
is 30. Hence, it is beneficial to reduce the wing’s weight, especially the 
weight at the tip. As a result, the tilted wire configuration is better than 
parallel wires. The reason is that with a shorter rib length the vertebra 
weight is reduced while keeping the same ratio.
2.6 Conclusions
This chapter discusses the recent research efforts in making Lighter-
Than-Air-Vehicle (LTAV) robots, and introduces a novel LTAV actu-
ated by wire-driven flapping wings. Based on the preceding discussion, 
the following conclusions can be drawn. First, compared to other meth-
ods of flying, LTAVs have advantages and disadvantages. Its advantages 
include high energy efficiency, good maneuverability and low acoustic 
noise. Therefore, it would be useful in such applications as exploration, 
advertisement and entertainment. Second, we built an LTAV robot 
called Flying Octopus. Its “head” is a helium balloon and its four “wings” 
are driven by four one-segment planar continuum wire-driven mecha-
nisms. The wire-driven mechanism makes the wings compact, light-
weight and easy to control. Also, the flapping range is quite large. The 
Flying Octopus can effectively fly upward and downward, hover, and fly 
in X direction and Y direction. It is well suited for indoor entertainment 
and advertisement.

In the future development of LTAVs, efforts should be made in the 
following areas. For indoor LTAVs, the look and drive methods can 
be more diversified. In nature, there are vast samples, mainly water 
species. Current indoor LTAVs fly slowly and elegantly. In the future 
LTAVs may be more agile. For outdoor LTAVs, stability is a primary 
concern. If disturbances from wind can be addressed on outdoor 
LTAVs, especially smaller ones, LTAVs will have a very promising 
future.
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3. Visual attitude estimation and stabilization of 
flying robots

Cihat Bora Yiğit and Erdinç Altuğ, Istanbul Technical University, Turkey

Abstract: This chapter deals with visual attitude estimation in flying 
robots, and using this information to stabilize them. Unmanned Air 
Vehicles (UAVs) are currently in widespread use in many applica-
tions ranging from military operations to civilian tasks. Successful 
control of a UAV requires accurate and fast estimation of the vehicle 
attitude. Usually inertial navigation systems (INS) are used to obtain 
this attitude information in UAVs. As an alternative or as an addi-
tional sensor, vision systems can also be used to obtain vehicle states. 
Vision systems are readily available on various UAV platforms and 
can be used for this purpose. The use of vision for attitude estima-
tion is reliable and affordable. In this chapter we present the use of 
a vision system that can be used to estimate vehicle attitude. Unlike 
previous works that use natural or artificial features such as blobs or 
parallel lines on the environment, this work involves the use of no 
special feature but the natural scene. Processing of this natural scene 
around the robot leads to attitude information which is used by the 
control algorithm to stabilize the robot. The vision processing and 
control are performed on board the vehicle using a vision computer. 
First, the algorithm, the UAV modeling and control are presented. 
A quadrotor flying robot is chosen as an experimental platform in 
this study. Second, a detailed presentation of the developed quadro-
tor system and experimental set-up are given. Finally, we present the 
experiments and the results of the estimation and control algorithms.

3.1 Unmanned Aerial Vehicles
Unmanned Air Vehicles (UAVs) have been widely used for various 
tasks in recent years. UAVs have clear advantages to manned aircraft, 
such as higher maneuverability, lower cost, decreased radar signature, 
strength and decreased risk for human life. These advantages led to the 
use of these vehicles in many applications, from military operations 
to civilian tasks, and extensive research has been carried out in many 
laboratories.
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Hovering ability is the most important step toward the autonomy of 
flying vehicles. In order to control a flying vehicle at least six parameters 
(pose of the vehicle) should be known; Euler angles representing the ori-
entation of the vehicle (attitude) and a vector of coordinates, representing 
the position of the vehicle. In order to determine the pose of the vehicle 
accurately and rapidly, the regular approach is to use inertial sensors with 
other sensors and apply sensor fusion. Some sensors used for this purpose 
are the Global Positioning Sensor (GPS) and inertial navigation sensor 
(INS), as well as other sensors such as altitude sensors and speedometers. 
These sensors have some limitations. The GPS sensor, for example, is not 
available at some locations or its readings are subject to error. It is also 
subject to jamming in hostile areas. INS has the disadvantage of accumu-
lation of errors. To overcome these limitations, vision-based navigation 
approaches have been developed. These approaches can be used where 
GPS or INS systems are not available, or can be used with other sensors 
to obtain better estimates. The use of vision systems for unmanned sys-
tems increased considerably in the last 30 years. Visual odometry, stereo 
camera pairs, obstacle avoidance, automatic landing and take-off, naviga-
tion, combining vision with GPS and IMU sensors, visual servoing, in-
spection for pipelines or bridges, road traffic monitoring, target detection 
and tracking, and mapping are some of the fields that vision systems have 
been used for in unmanned aerial systems.

The problem of enabling a flying robot to navigate autonomously in 
unstructured and unknown indoor or outdoor environments draws 
great attention from the robotics community (Figure 3-1). The diffi-
culties of operating in unknown environments are twofold; detecting 
the environments and detecting the ego motion. Additionally, having a 
sensor onboard the flying system that can sense the environment as well 
as the ego motion is a hard-to-solve problem. Such a system requires ad-
ditional weight, additional energy consumption and considerable com-
putational power onboard. These requirements could not be satisfied 
until recent technological developments.

Navigation consists of changing attitude as well as translational coor-
dinates. Attitude is the most important parameter for an autonomous 
UAV during flight. In this chapter, we present a vision system that can 
be used to estimate vehicle attitude using only a monocular pinhole cam-
era. Vision systems are readily available on various UAV platforms and 
can be used for this purpose. The use of vision for attitude estimation 
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is reliable and affordable. Unlike previous work, the proposed approach 
does not require (natural or artificial) parallel lines on the environment. 
Moreover, vision processing and control are performed onboard the ve-
hicle, as opposed to using a remote vision computer to process the im-
ages. The presented approach is based on the Visual SLAM algorithm 
[1], in order to locate the quadrotor using a single camera. Unlike previ-
ous work that uses external sensors (e.g., VICON), ground markers or 
landmarks, additional onboard sensors (e.g., IMU), additional or spe-
cial purpose cameras or an integration of multiple sensors, the proposed 
algorithm relies on onboard vision only.

There are various different types of rotorcraft; helicopters, tandem 
rotorcrafts, co-axial rotorcrafts, quadrotor and tilt-rotor vehicles have 
been developed by various different studies [2]. The quadrotor platform 
is one of the flying robot platforms that gained the interest of the robot-
ics and control community within last decade. Although the proposed 
vision algorithm and vision computer is equally applicable to any UAV 
type, in this work a quadrotor flying robot has been chosen due to its 
multiple advantages over other platforms.

This chapter is organized as follows. In Section 3.2, we will present 
the use of Attitude Estimation with vision in UAVs. After an explana-
tion of the algorithm that is used to estimate the attitude, we will present 
quadrotor helicopter modeling and control in Section 3.3. The details 
of the flying robot helicopter design are provided in Section 3.4. The 
experiments of the estimation and the control algorithms performed on 

Figure 3-1 Robot in an unknown environment.
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a model helicopter are presented in Section 3.5, followed by concluding 
remarks and future work suggestions in Section 3.6.
3.2 Attitude estimation with vision
Attitude (or pose) is the most critical parameter in a UAV. Successful 
operation of the UAVs requires fast and accurate estimation of atti-
tude information. The usual approach in attitude estimation is to use a 
dedicated sensor (IMU). Recent studies on estimation of the attitude 
information use vision only, and some studies estimate this information 
using vision with other sensors. Visual sensors are reliable, and they 
can be used to determine attitude information. Recent studies use arti-
ficial features to help the detection procedure, as shown in Figure 3-2. 
Artificial features can be placed in the environment to determine the 
relative orientation or relative displacement, as well as velocity. Artificial 
features can also be placed on flying robots to determine them from 
known camera locations or by other flying robots.

Some studies use the capabilities of catadioptric imaging systems. 
The main advantage of a catadioptric camera is the increased field of 
view, enabling a more wide view that can be used to estimate attitude 
information. The estimation of roll and pitch angles of a UAV by de-
termining the horizon has been studied [3, 4]. In these studies, the 
horizon was determined with Random Markow Fields or RGB based 
Mahalanobis distance. Unfortunately, this approach requires condi-
tions where the horizon is visible, which is not always the case for a 
UAV. In addition, it cannot be used to estimate the yaw angle. A hybrid 
method that uses the horizon and the homography was also proposed 
[5]. To prevent the limitations of horizon detection, another approach 
was proposed that uses lines that are usually available in urban areas 
[6]. In this approach, it is still not possible to estimate the yaw angle; 
also it requires determining the sky. Therefore, this approach is not 
suitable in dense city environments or closed areas. A more recent pa-
per proposes the use of vanishing points and infinite homography to 
estimate helicopter attitude in urban environments [7]. More recently, 
implementation of attitude estimation with a catadioptric system and 
implementation on a quadrotor s presented [8]. In this study, authors 
used an omnidirectional camera to estimate quadrotor attitude, im-
proved it using a Kalman Filter and showed successful stabilization 
experiments.
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Recent research on UAV attitude information includes [9] who ob-
tained vehicle localization using a vision based visual SLAM algorithm 
based on algorithm presented in [10]. Davison et al. [1], presented a 
real-time algorithm which can recover the 3D trajectory of a monocu-
lar camera. Achtelik et al. [11] presented on-board IMU and monocu-
lar vision-based control for MAVs. In Eberli et al. [12], two concentric 
circles were used as landmarks for UAV vision-based control. Achtelik 
et al. [13] used a laser range finder and stereo camera for autonomous 
helicopters. Hovering flight and vertical landing control of a VTOL 

Figure 3-2 Using artificial features on flying robots or on 
the environment.
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unmanned aerial vehicle using optical flow is presented in [14]. The 
problem of estimating the pose of an object in real time using visual 
servoing is presented in [15]. Some researchers used indoor positioning 
sensors [16], or ground-based sensor modules [17] for indoor localiza-
tion, and ground markers [18] which limit the usability and mobility of 
the UAV systems. Some researchers used visual-inertial sensor fusion. 
Jones and Soatto [19] presented a visual-inertial navigation system for 
estimating the motion of a sensing platform. Kelly and Sukhatme [20] 
presented visual-inertial sensor fusion. Rondon et al. [21] used inertial 
sensors with vision for a two-rotor VTOL miniUAV. Fusion of iner-
tial and visual data for position, velocity and attitude estimation was 
presented in [22]. Johnson [23] used vision with IMU information for 
indoor operations.

Recent studies on monocular vision-based pose estimation take two 
main directions. The first approach (e.g., [1]) tracks features on images 
and uses different Kalman filters to estimate the pose of the camera. 
This approach is generally called SLAM. The second approach uses the 
SFM reconstruction technique (e.g., [10]), and separates tracking and 
mapping operations.

In this study, the higher priority task is the localization; therefore the 
V-SLAM approach used in [1] was taken. The other reason for this se-
lection is the limited computational power available. The goal of having 
all processing onboard the quadrotor requires the use of an embedded 
computer, beagle-board [24], on the system. Unfortunately, this selec-
tion limits the processing power available for attitude estimation.

The algorithm works as follows: images are captured by the camera 
as the quadrotor moves, and the images are transferred to the beagle-
board for processing. The code is based on extended Kalman filter, and 
it involves 13 states of the quadrotor. An algorithm determines natu-
ral features on images, and tracks these images actively as the camera 
moves. An algorithm called “goodfeaturestotrack” determines the domi-
nant corners to track. For each corner 6 states are added to the Kalman 
filter. At least 5 corners are determined from each image, and if the cor-
ners are below this number, new corners are added. The motion of the 
camera (and therefore the helicopter) is modeled and predicted before 
the motion, and as the camera moves the attitude information is up-
dated (Figure 3-3). The camera is expected to move in constant velocity, 
but the constant speed model can deal with accelerations and treat them 
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as noise. An initialization routine is required to provide initial attitude 
information, which can also be provided with a calibration pattern.

The algorithm has some limitations that should be considered in 
UAV applications. For accurate attitude estimation we assume that 
there are no moving objects in the field of view, helicopter velocity is 
constant during the experiment, excessive camera motion is not avail-
able, and there are no repeating big patterns on images (such as unique 
floor pavements), which may lead to attitude estimation errors.

The proposed UAV system is a mini-size quadrotor helicopter. 
The algorithm is implemented on Beagle-board onboard the quadro-
tor. Some samples of images captured by the camera as it is looking 
at a random scene are presented in Figure 3-4. The camera is moved 
through the experiment, as if it is a moving UAV. As the algorithm 
runs, determined and tracked features on the images are marked with 
a white box. Additionally, obtained attitude information is stamped 
on the images for easy verification. The estimated attitude informa-
tion is very close to the real attitude information. This experiment 
verifies that the algorithm can be run on a small sized embedded com-
puter successfully.
3.3 Quadrotor UAV modeling and control
There are various different types of UAV rotorcrafts: helicopters, tan-
dem rotorcrafts, co-axial rotorcrafts, quadrotor and tilt-rotor vehicles 
have been developed by various different studies [2]. The quadrotor 
platform is one of the flying robot platforms that the gained interest 
of the robotics and control community in the last decade. The ease of 
control and superior hovering ability of this platform, as well as the sim-
plicity of its design (as opposed to complex swash plate mechanisms 
and tail rotors of regular helicopters), leads to its use in many research 

Figure 3-3 Simplified block diagram of the algorithm.
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projects. In this work, the quadrotor flying robot has also been chosen 
due to these reasons.

A quadrotor is an under-actuated aircraft with four fixed pitch angle 
rotors [26, 27]. It contains four motors, located on the front, back, left 
and right of the airframe. The rotors connected to these motors provide 
the necessary lift forces. The helicopter has four input forces which are 
basically the thrust provided by each propeller. The front and rear motors 
rotate counterclockwise, while other motors rotate clockwise. So yaw 
command is derived by increasing (decreasing) the counter-clockwise 

Figure 3-4 Images captured by the camera and obtained atti-
tude information. Source: [25] IEEE, 2012 (with permission).
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motor speed while decreasing (increasing) the clockwise motor speeds. 
This also eliminates the need for a tail rotor (Figure 3-5).

In this section we will describe the mathematical model of the quadro-
tor. This four-rotor aerial vehicle has been modeled using Newton-Euler 
equations. The presented model is a slightly modified version of the 
quadrotor model presented in [26]. The coordinate axes, the rotation 
directions of the quadrotor, the lift forces and the Euler angle descrip-
tions are given on Figure 3-6.

For the rigid body model of a 3D quadrotor given in Figure 3-6, a 
body fixed frame (frame B) is assumed to be at the center of gravity of 

Figure 3-5 Robot and its axes.

Figure 3-6 Forces acting on a quadrotor.
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the quadrotor; an inertial frame (frame E) is located on the ground. The 
Euler angles corresponding to the rotations around the x, y, and z axes 
are given respectively as roll (f), pitch (q) and yaw (y). The forces acting 
on the quadrotor are F1, F2, F3, F4 and mg. The rotor spinning directions 
are determined to be clockwise for the first and third rotors and coun-
terclockwise for second and the fourth rotors.

The 3D position of any point on axis E can be represented with a 
vector P = [x y z]T. The linear velocity (n) and linear acceleration (n.) 
of the vehicle can be obtained by taking the derivative of this vector.

A rotation matrix R : E ® B, where R Î SO(3) is composed of three 
Euler angles (y, q, f), representing yaw, pitch and roll respectively. The 
axes have been chosen as N.E.D. (North, East, Down).

The rotation speed of the rotors is described by i, where i corresponds 
to the rotor number (i: 1,2,3,4). The lift forces generated by the rota-
tion of the rotors will be 2 .i iF b= Ω . The parameter b is a constant. The 
total lift force will be summation of the lift forces of all four rotors 
(F1+F2+F3+F4).

The dynamics of a free body subject to external forces can be pre-
sented using the Newton-Euler equations as:

 

     3 3 0

0
×mI mV FV

I I
ω
ω ω τω
× 

+ =      ×      

�

�  (1)

where I Î R3×3 is the inertia matrix, V is the linear body velocity, w is 
the body angular velocity vector, F is the external force, t is the external 
torque, and m is the mass of the system. One can obtain the following 
set of equations:
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Let us assume the hub forces and the flapping moments can be ig-
nored. By simplifying the model, we can represent the system in state 
space form, with U input vector as U = {U1, U2, U3, U4} and X as the 
state vector,  X x x y y z z� � � Tφ φ θ θ ψ ψ= � � � . Let us choose 
the inputs as:
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where Wi is the speed of rotation of rotor i, b is the push factor, and d is 
the factor relating torques to forces. Full dynamics of the helicopter can 
then be obtained as:
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where W = (–W1 + W2 –W3 + W4), g is the gravitational acceleration, Jr 
is the rotor inertia, and l is the distance between the rotor center and 
geometrical center of the helicopter.
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In this study, we used the following PD controllers:
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where fd, qd, yd are the desired roll, pitch and yaw angles, and zd is the 
desired altitude. Usually the desired roll and pitch angles are zero. The 
fd, qd, yd are the desired derivatives of the roll, pitch and yaw angles. U1 
signal controls the motion along z axis, U2 controls motion along y-axis 
(roll angle), U3 controls the motion along the x-axis (pitch angle) and 
U4 controls rotation along the z-axis (yaw angle). The designed con-
trollers should set values to Ui parameters, which determine the four 
rotor speed parameters, Wi. A low-level controller is still needed to keep 
this speed constant for each motor. To control the motions along x-axis 
and y-axis, f and f angles, and their derivatives, should be controlled. 
The desired values of the roll and pitch values and the desired roll and 
pitch velocities will depend on the desired values of the x and y loca-
tions [27]. Once we can select these desired values, we can place them 
in Equation 5.
3.4 Robot design and manufacturing
The first step to test the estimation and stabilization algorithms was to 
develop a UAV. We decided to develop our customable flying robot. The 
idea behind this choice was to obtain the ability to adjust and tune as 
many parameters as possible. With the use of as much COTS elements 
as possible, the UAV can be developed rapidly, can be easy to repair, be 
reproducible by the robotics community and be low cost. The design 
has various elements; quadrotor body, motors, rotors, motor drivers, 
controller, vision computer, camera, batteries, and communication card. 
The block diagram of the developed system is shown in Figure 3-7.

The robot involves multiple parts as shown in Figure 3-8. Successful 
motors, rotors and motor drivers are selected based on various lift and 
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Figure 3-7 The system block diagram. Source: [25] IEEE, 
2012 (with permission).

Figure 3-8 Parts of the robot.
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power consumption tests. TowerPro brushless outrunner 2410-08T 
890 kv motors with H-King 20A fixed-wing brushless speed controllers 
form the propulsion system on the vehicle.

The quadrotor controller is an ArduPilot Mega UAV controller. In 
addition to ArduPilot, a Mega IMU shield board was used for sensing. 
This board features a collection of sensors including three axis angular 
rotation and accelerations sensors, an absolute pressure and tempera-
ture sensor, and a 16 MBits data logger chip. Additionally a telemetry 
module was installed to obtain vehicle data remotely.

Vision is a critical part of the helicopter, since it is used as the prin-
cipal source of UAV attitude. This requires an onboard computer to 
process the visual data captured by the camera. In this way, autonomy 
of the UAV is increased since it is no longer dependent on, and limited 
by, a communication link to a ground processing station. And so related 
time delays are eliminated. A Point Grey FireFly MV camera has been 
selected and installed on the quadrotor for image collection. It is con-
nected to the Beagle-board through a USB connection.

On the Beagle-board there is an operating system built with the help 
of the http://narcissus.angstrom-distribution.org web site. The serial 
port communication and the OpenCV library have been enabled on 
the operating system. The code running on the ArduPilot is based on 
ArducopterNG v1.0 code. There have been many changes performed 
on the code, especially on communications and Beagle-board integra-
tion. The V-SLAM code of Davison et al. [1], has been buily using the 
OpenCV library on Beagle-board. A serial port was used for commu-
nication between Beagle-board and ArduPilot. Images captured by the 
camera are processed on the Beagle-board, and the three Euler angles 
obtained from the V-SLAM code are then transferred at 10 Hz to 
ArduPilot. The quadrotor uses this information for the stabilization. 
IMU available on ArduPilot is only used for comparison. Information 
transferred from Beagle-board to ArduPilot, IMU data, time stamp, and 
reference input signals are transferred to a ground computer through an 
RF link with zigbee. The ground computer saves this information for 
subsequent evaluation.

The developed quadrotor is shown in Figure 3-9, where 1 is the 
 beagle-board, 2 is the ArduPilot and the IMU board, 3 is the RF mod-
ule, and 4 is the camera. The developed system has been successfully 
tested in a laboratory test area.

ASME_Mobile_Robots_for_Dynamic_Environments_Ch.03.indd           69             Manila Typesetting Company             03/04/2015  04:56PM



Visual Attitude Estimation and Stabilization of Flying Robots 69

In order to limit the flight vibrations on the vision system, some al-
terations were done to the robot (Figure 3-10). A developed quadrotor 
can be seen on a test flight in Figure 3-11. In this flight test, the robot 
was controlled with an RC controller in manual mode. The floors and 
walls of the laboratory area were covered with foam tiles to limit the 
potential damages to the robot in case of failure.

Figure 3-9 Developed quadrotor helicopter on the test 
stand. Source: [25] IEEE, 2012 (with permission).

Figure 3-10 Developed quadrotor.
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3.5 Experiments
In this section, we will present the attitude estimation and attitude sta-
bilization experiments. In order to accomplish these experiments, two 
custom set-ups were developed. The first set-up was used to experiment 
a single degree of freedom of the quadrotor. In this set-up pitch or roll 
angles can be experimented on (Figure 3-12).

Later, a more advanced set-up was developed to test the full attitude 
control of the quadrotor. The experiment system shown in Figure 3-13 
consists of a model quadrotor helicopter, a test stand and a camera. 
The test stand was developed in order to perform successful and secure 

Figure 3-11 Remote controlled of the developed quadrotor 
robot in laboratory. Source: [25] IEEE, 2012 (with permission).

Figure 3-12 The experimental test stand that is used to ex-
periment one axis of the quadrotor control.
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experiments. The test stand allows the helicopter to perform yaw mo-
tions freely, and allows up to 2 meters of altitude, as well as up to ± 20° 
roll and pitch motion. The vertical motion of the helicopter will not be 
used in this experiment.

The first experiment involved estimation of the full attitude of the 
quadrotor. In this experiment, the quadrotor is moved by radio trans-
mitter, and the attitude estimation algorithm is expected to estimate 
quadrotor attitude correctly. While VSLAM algorithm estimates the 
pitch and roll angles, IMU provides pitch and roll angles for compari-
son. The experiment results presented in Figure 3-14 show the full 
attitude variation of the quadrotor during the experiment. The IMU 
readings are very close to the VSLAM estimations. Mean and standard 
deviation of pitch and roll angles are found to be (0:80, 1:53) and (0:44, 
2:36) degrees, respectively. The biggest reason for the mismatch is the 

Figure 3-13 The experimental test stand that is used to ex-
periment on quadrotor attitude and altitude control.

ASME_Mobile_Robots_for_Dynamic_Environments_Ch.03.indd           70             Manila Typesetting Company             03/04/2015  04:56PM



72 Mobile Robots for Dynamic Environments

Figure 3-14 The first experiment was on full attitude estima-
tion of quadrotor. Source: [25] IEEE, 2012 (with permission).

ASME_Mobile_Robots_for_Dynamic_Environments_Ch.03.indd           73             Manila Typesetting Company             03/04/2015  04:56PM



Visual Attitude Estimation and Stabilization of Flying Robots 73

lag of about 1 second visible on the graphs. The experiment results show 
that the estimation using VSLAM algorithm is highly accurate.

The yaw angle estimation was performed in a separate experiment. In 
this experiment the VSLAM algorithm is used to estimate the yaw, and 
a magnetometer is used to provide quadrotor yaw. Experiment results 
show that the VSLAM based yaw estimation has estimation error mean 
of 0.5612 degrees and standard deviation of 0.83 degrees (Figure 3-15).

The second experiment is about attitude stabilization. In this experi-
ment, the attitude values obtained from VSLAM algorithm are used to 
stabilize quadrotor using the proposed controllers. The quadrotor was 
subjected to a disturbance at about 7 seconds, which resulted in a yaw 
increase. Controllers were able to direct the quadrotor to zero yaw di-
rection, and to keep zero pitch and roll angles during the motion (Figure 
3-16). This experiment shows that the estimation and stabilization al-
gorithms are successful.

Figure 3-15 Yaw estimation with VSLAM and magneto-
meter resulted similar results. Source: [25] IEEE, 2012 (with 
permission).
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3.6 Closure
Attitude is one of the most important parameters for a UAV during 
flight. In this paper, attitude is estimated by an algorithm that uses a 
forward looking pinhole camera onboard the UAV. The algorithm uses 
readily available objects in the field of view, eliminating the need to use 
artificial or natural features such as parallel lines. This makes the al-
gorithm applicable to different scenes. The proposed system can also 
be implemented on mobile robots. This algorithm has been tested in 
various different conditions. In this paper, a quadrotor UAV model 
and controller have also been introduced. Finally, we presented experi-
ments and the results of the estimation and control algorithms on a real 
model helicopter. Two experiments were presented, where the proposed 
VSLAM attitude estimation algorithm gives close results to IMU read-
ings. Furthermore, the controllers stabilize the helicopter rapidly.

Figure 3-16 Attitude stabilization performed using VSLAM 
algorithm. Source: [25] IEEE, 2012 (with permission).
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The contributions of this chapter are:

•	 Implementation of a VSLAM code developed for the vision 
community for the UAV attitude estimation problem.

•	Presented quadrotor modeling and control.
•	Developed a COTS quadrotor system that has a novel onboard 

control computer as well as a vision computer.
•	Showed successful attitude estimation and attitude stabiliza-

tion experiments as the quadrotor was moving in laboratory 
experiments.

In experiments, the estimation and control rate of the system was 
about 10 fps; this is believed to be improvable. This frame rate and delay 
did not cause many problems in near hover stabilization experiments, 
but is expected to cause problems in autonomous flights (especially 
the delay related to image transfer to the Beagle-board, which will be 
minimized by optimizing the code). Our future work will also be imple-
menting the algorithm to fully autonomous flight.

There is a trend to increase the level of autonomy of robotic systems, 
to make them more autonomous, more intelligent. One way to achieve 
this is to use visual information more intelligently. As this study showed, 
visual information can be used to determine the current attitude and 
relative motion of the robot through the tracking of the natural features 
on the scene. This capability can be added to other robotic systems eas-
ily. One limiting factor of this integration is the computing power avail-
able for smaller robotic systems. As the newer, more powerful yet less 
power-consuming micro-computers become available, the integration 
of the visual sensors for intelligent decision-making and navigation for 
robotics systems will be possible.
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4. Robot swarms: dynamics and control
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Raul Ordonez, University of Dayton, USA

Abstract: This chapter provides a brief overview of modeling and 
control of multi-robot systems or simply robot swarms, from a dy-
namics and control perspective. First some commonly used agent 
dynamic models are described and some swarm coordination and 
control problems are presented. Then, commonly used control design 
approaches are summarized and some related swarm robotic applica-
tions are discussed. The chapter provides an extensive list of refer-
ences to help the readers find detailed information on most recent 
key studies in the field.

4.1 Introduction
The field of swarms and swarm robotics, and the more general field of 
multi-agent dynamic systems, is an active research field which has been 
popular for more than two decades now. Since the pioneering work of 
Reynolds [1] on simulation of a flock of birds in flight, extensive work 
has been done on modeling and analysis of the swarm behavior, as well 
as development of swarm control and coordination algorithms. A col-
lection of some of the related results can be found in the recent special 
journal issues [2, 3], edited books [4–8] and monographs [9–14] on 
swarm robotics and multi-agent dynamic systems.

A mobile robot swarm, in general, can be defined as a network 
of mobile robots moving on a (two-dimensional) plane or a three- 
dimensional space to perform certain cooperative tasks. Within this 
context each individual robot in the swarm is considered a dynamic 
agent. There is no direct mechanical link between pairs of robot 
agents within the swarm, but rather some wireless sensing and com-
munication links between certain assigned pairs. The main purpose 
of using mobile robot swarms is to collectively reach goals that are 
difficult to achieve by an individual robot or a monolithic robot sys-
tem. A sample experimental robot swarm moving on plane is shown 
in Figure 4-1.
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The swarm robotics field is interdisciplinary by nature, and there 
are many aspects with various modeling and analysis approaches [16]. 
Many studies on swarms get their inspiration from nature, and concepts 
like stigmergy [14], bio-mimicry [11, 14], and physico-mimicry [8] are 
getting increasingly popular. In this chapter, we focus on system dynam-
ics and control aspects, and review studies on a set of coordination and 
control problems involving robot swarms.

The increased interest in multi-agent dynamic systems, and in par-
ticular in swarms of robots, is due to the rich portfolio of possible  
applications in various fields, including agriculture, health, defense and 
others. Of particular current interest are applications involving teams of 
unmanned aerial, ground, space or underwater vehicles, robots, mobile 
sensors, automatic life-stock control units, etc. [17–26]. From math-
ematical and system theoretical perspectives, these applications map to 
the problems of aggregation and foraging [27–29], formation control 
and coordinated tracking [30–32], distributed agreement and output 
synchronization [33–46], and source seeking [47–55]. We provide fur-
ther details of these problems in Section 4.3. Note that this is not an  
exhaustive list and in addition to the aforementioned problems, there 
exist also various more specific ones considered in robot swarm lit-
erature, including coordinated search, deployment, map building, and  
olfactory navigation.

Figure 4-1 A robot swarm with four agents performing a 
rigid formation control experiment [15].
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For the robot swarm coordination and control problems mentioned 
above, various multi-agent control approaches have been developed in 
the literature, including behavior-based methods [56], feedback lin-
earization [57], virtual structures [58], leader-follower structure [15, 
59–63], artificial potential functions [64], graph theory-based [15, 61, 
65–68] methods, and extremum seeking control [55]. The details of 
these approaches are given in Section 4.4.

The chapter is organized as follows: Section 4.2 presents the agent 
(individual robot) models that are most widely used in the litera-
ture. Various types of robot swarm coordination and control problem 
definitions are covered in Section 4.3. Section 4.4 presents various 
approaches in the literature to these problems. A summary and con-
cluding remarks are provided in Section 4.6.

4.2 Agent dynamics
For a robot swarm coordination and control problem one needs to 
consider high-level dynamic behavior of the whole swarm, including 
interactions between individual robot agents in the swarm, as well as 
the low-level dynamic characteristics of the agents. There are various 
mathematical models which can be used to describe the dynamics of the 
individual agents. Here we consider a classification based on actuation 
constraints, and present holonomic (fully actuated) and non-holonomic 
(involving velocity constraints) agent models in Subsections 4.2.1 and 
4.2.2, respectively. Later, in Subsection 4.2.3, we discuss the introduc-
tion of simplified models for convenience of control design.
4.2.1 Fully actuated agent model
A general form for a fully-actuated (holonomic) agent dynamics model 
can be represented as:

 ( ) ( , )i i i i i iM p p f p p u+ =�� � , (1)

where , , , n
i i i ip p p u R∈� �� , and M(pi) Î Rn×n denote the position, velocity, 

acceleration, control input, and mass (inertia) matrix of agent/robot 
i, respectively. The term ( , )i i if p p�  represents the other effects (such as 
centripetal, Coriolis, gravitational effects, and additive disturbances). In 
case it is completely unknown, fi can be thought of as the cumulative 
disturbance acting on the agent dynamics.
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The fully-actuated model in (1) can be used to represent some omni-
directional robots as well as some manipulators or spacecraft [69–72]. 
If fi and Mi are known, with a control input of the form:

 ( , ) ( )i i i i i iu f p p M p u= +�  

the model in (1) can be easily reduced to the point mass model:

 i ip u=��  (2)

Therefore, researchers usually consider either (2) or assume that the 
agent dynamics in (1) contain uncertainties and disturbances. One 
usual assumption is that:

 ( , ) ( , ) ( , ),1k u
i i i i i i i i if p p f p p f p p i N= + ≤ ≤� � � , 

where ( , )k
if ⋅ ⋅  represents the known part and ( , )u

if ⋅ ⋅  represents the un-
known part. The unknown part is assumed to be bounded with a known 
bound, i.e.,

 ( , )  ( , ),1u
i i i i i if p p f p p i N≤ ≤ ≤� � , 

where ( , )i i if p p�  are known for all i. This in a sense incorporates model 
uncertainties and additive disturbances in the model. Another usual 
assumption is that the mass/inertia matrices Mi(pi) are unknown for 
all agents/robots i. However, it is also assumed that they are lower and 
upper bounded by known bounds, e.g., they satisfy:

 2 2( ) , 1T
i i iiM y y M p y M y i N≤ ≤ ≤ ≤  

for any arbitrary y Î Rn and some known scalars iM  and iM  satisfy-
ing 0 iiM M< < <∞. Consideration of uncertainties and disturbances 
affecting the agent dynamics makes the agent model more realistic. To 
suppress such adverse effects one can use either robust or adaptive 
strategies. Sample robot swarm studies considering the fully actuated 
dynamics in (1) can be seen in [31, 32, 73, 74].
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4.2.2 Non-holonomic agent dynamics
Another agent/robot model that is commonly used in the literature is 
given by:
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where pi(t) = [xi(t), yi(t)]τ Î R2 denotes the position of agent i at time 
instant t in cartesian coordinates, qi is its steering angle, ni is its linear 
speed, and wi is its angular speed. These terms are graphically shown 
in Figure 4-2. The quantities mi and Ii are positive constants and rep-
resent the mass and the moment of inertia of agent i, respectively. The 
control input for agent i is ui = [Fi, τi]τ where Fi is the force input and τi 
is the torque input.

The terms fni and fwi in (3) represent modeling uncertainties and addi-
tive disturbances for agent i. These terms can be assumed to be known 
or unknown. In case they are known they can easily be compensated for 

Figure 4-2 Illustration of the dynamics of a non-holonomic 
agent/robot.
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with appropriate controller design. Therefore, in order to obtain more 
general and more practical results, they are usually assumed to be un-
known but with known bounds. In other words, usually it is assumed 
that νi νf        f  +<  and iω ωf        f< +, for known bounds f +ν  and fω+. Another com-
mon assumption is that the exact values of the mass mi and the inertia Ii 
for agent i are unknown. Still, as in the case for the inertia matrix Mi(pi) 
for the fully actuated model in (1), it is assumed that they are lower and 
upper bounded in the form 0 iM m M< < <  and 0 iI I I< < < , where 
the bounds ,  ,M  M  I, and  I are known.

The model (3) can be used to represent the dynamics of differ-
entially driven mobile robots available in many research laboratories 
throughout the world. It can also be used to represent the dynamics 
of a unicycle and therefore sometimes is called the unicycle model. If the 
robots are moving with low speed, the acceleration dynamics can be 
removed and the model can be simplified to a kinematic agent model 
to include only the first three equations:
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with the linear speed vi and the angular speed wi as the control inputs, i.e., 
ui = [ni, wi]τ. The model (4) is widely used in the literature as well.

The agent dynamics in (3 and 4) have a non-holonomic velocity 
constraint. In particular, the agents cannot move along the axis con-
necting the two actuated wheels in Figure 4-2. This constraint can be 
expressed in the form:

 sin( ) cos( ) 0i i i ix yθ θ− =� � , 

and needs to be taken into account in controller design. In fact, com-
pared to controller development for the model (1), controller devel-
opment for the model (3) is in general more difficult. It is known that 
systems such as (3) “cannot be stabilized via continuously differentiable, 
time invariant, state feedback control laws” [75, 76]. This brings an 
important restriction leading to the fact that controllers stabilizing (3) 
have to be either discontinuous or time varying.



Robot Swarms: Dynamics and Control 85

Depending on the available agent/robot dynamics, one can usu-
ally use either the fully actuated holonomic model (1) or the non-
holonomic model (3). However, there are exceptional problems where 
both models can be employed simultaneously. For example, as noted 
in [77], the formation control problem can be stated as the control of 
systems having both non-holonomic (vehicle dynamics) and holonomic 
(formation and tracking) constraints.

Another issue to mention about the non-holonomic model is that 
since the angles are 2p periodic it is possible to view qi as a continuous 
variable taking values from (−∞, +∞), or as a discontinuous variable 
taking values in an interval of length 2p, such as [−p, p). The second 
approach also requires special attention to be taken for operations with 
angles. In particular, one can perform all addition operations on the 
angles (mod 2p) with −p radians shift. For example, q1 + q2 and q1 − 
q2 can be calculated as [(q1 + q2 + p)(mod 2p) − p] and [(q1 − q2 + p)
(mod 2p) − p], respectively. Similarly, qi(t) can be defined as:

 ,

0

( ( ) ( ) )(mod 2 )
( ) lim i

i
t

t t t
t

t
εθ θ π π πθ

∆ →

− −∆ + −
=

∆
�  

Then, the corresponding control laws can be modified accordingly. It is 
possible to use various strategies in order to steer the robotic agents in a 
desired direction [78].
4.2.3 Simplified or high-level agent models
The agent models discussed in preceding subsections are realistic models 
representing physical dynamics of agents/robots. They can be viewed as 
low-level agent dynamics models. In order to focus on overall behavior 
of the swarm and simplify the analysis, some studies further simplify or 
ignore the individual agent’s dynamics. In other words, there are stud-
ies using high-level models for describing the motion of the agents, and 
they do not consider the low-level agent dynamics. Such models can be 
thought of as tools for planning agent paths and generating way-points 
for the agents to visit in order to achieve the desired behavior. Usually 
it is easier to analyze the qualitative overall behavior of the swarm using 
such simplified models. However, for implementation on real robotic 
swarms one still needs to consider the low-level agent dynamics based 
on robots used for experimentation.
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One possible simplification is the use of a single integrator model in-
stead of the double integrator model in (2). In other words, the agents 
can be assumed to move based on:

 i ip u=�  (5)

and perform the analysis accordingly. Then the results obtained for the 
swarms composed of agents with dynamic obeying (5) can easily be 
adapted to swarms composed of agents with dynamic obeying (2) 
with inclusion of appropriate damping to the developed control in-
puts, and without change in the overall qualitative behavior.

Other high-level or simplified models commonly used in the lit-
erature are discrete time models. Probabilistic Markovian models, evo-
lutionary models, optimization-based deterministic or nature-inspired 
models are examples of such high-level discrete time representations 
[16]. Then, given the model, the overall swarm dynamics depend on 
the properties of the underlying motion coordination algorithm and rel-
evant tools appropriate for the employed model/algorithm can be used 
to analyze the overall qualitative behavior.
4.3 Problem definitions
The control theoretical studies on swarms are concerned with develop-
ing appropriate individual control laws ui for the agents/robots which 
will lead to achieving a desired swarm behavior for the given agent/ robot 
and swarm settings. Various behaviors have been studied in the litera-
ture. We discuss some of these behaviors in more detail below. More 
detailed investigations can be found in [10, 16]. Note that the problems 
presented here provide just a glimpse of the enormous potential research 
issues and agent behaviors, and the potential applications of swarms.
4.3.1 Aggregation and social foraging
Cooperative collective behavior usually occurs in aggregated swarms in 
nature. Therefore, aggregation is an important fundamental behavior for 
swarms in nature and for swarm robotic systems. In swarms in nature, 
aggregation usually also occurs during social foraging, which is a behavior 
with many advantages, such as increasing probability of success for the 
individuals [79, 80]. The aggregation and social foraging behaviors have 
also been studied in engineering literature, using various approaches.
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Given a swarm of N agents with positions pi(t), the objective in the 
swarm aggregation problem is to design the control inputs ui(t) for every 
agent i such that:

 lim ( ) ( ) , , {1, , },i j
t

p t p t i j N i jε
→∞

− ≤ ∀ ∈ ≠…  (6)

for some e > 0 [10] (see Figure 4-3(a) for illustration). A commonly 
used approach to solve this problem is potential function modeling [27, 
29]. The studies in [27, 29] rigorously investigate the dynamics of an 
artificial potential function-based model of swarm aggregation, and de-
rive bounds on the swarm size for swarms composed of agents with 
single integrator dynamics. Double integrator agents are considered in 
[81, 82], with similar results to those in [27, 29] about the qualitative 
properties of the swarm dynamics. The article [31] considers swarms 

Figure 4-3 Illustration of typical robot swarm coordina-
tion and control problems: (a) Aggregation. (b) Formation 
acquisition and maintenance.
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composed of agents with dynamics obeying the fully actuated model 
(1) with uncertainties, and develops a sliding mode controller to achieve 
swarm aggregations and suppress the uncertainty effects.

Social foraging is similar to aggregation in the sense that usually 
aggregation also occurs during social foraging. However, it is different 
since in social foraging the environment affects the motion dynamics 
of the individuals. The objective in social foraging is to increase the 
energy intake by the individuals and the swarm. Therefore, in nature 
the swarm moves towards regions with higher food/nutrient con-
centration (which can be referred to as favorable regions) and away 
from regions containing toxic or hazardous substances (which can 
be referred to as unfavorable regions). These concepts can be easily 
extended to swarm robotic systems such that favorable regions rep-
resent targets or goals, whereas unfavorable regions represent threats 
or obstacles.

In the light of the above observations, given a swarm of N agents 
with positions pi(t) and a function s: Rn ® R representing the envi-
ronment (usually called the resource profile), the objective in the social 
foraging problem is to design the control inputs ui(t) for every agent i 
such that:

 lim ( ) , {1, , }ji j
t

p t c i Nσ ε
→∞

− ≤ ∀ ∈ …  (7)

for some 0jε >  and j
nc Rσ ∈  such that ( ) ( )jc xσσ σ≤  for all x in some 

neighborhood of jcσ . In other words, defining the resource profile func-
tion s such that the regions with lower s values are more favorable 
than those with larger s values, the swarm is required to converge into 
the vicinity of a local minimizer of s. Note that satisfaction of (7) by all 
agents in the swarm results in satisfaction of (6) as well.

Social foraging for robot swarms using potential functions has been 
studied in [28, 83] using single integrator and double integrator dy-
namics with noise. Similarly, the works [84, 85] study aggregation as 
well as social foraging using double integrator dynamics. The article 
[85] considers an energy-based Lagrangian approach for investigating 
swarm dynamics. It brings an alternative strategy for analyzing the dy-
namics of swarms, and unifies the analysis strategies used for biologi-
cal swarms and engineering multi-agent dynamic systems. The article 
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[86] considers swarms composed of non-holonomic agent dynamics 
described by (3), and achieves similar qualitative results.

Inspired by the social foraging of different species, researchers have 
developed various optimization algorithms. Examples of such algo-
rithms include the ant colony optimization method [14], the particle 
swarm optimization method [10, 87, 88], and the bacterial foraging opti-
mization method [10, 11, 89]. As mentioned in the preceding section, 
such algorithms can also be effectively used for high-level path planning 
for robot swarms, for such applications as cooperative search, contami-
nating source localization, chemical concentration mapping [90, 91], 
and others. In addition, they are powerful, general-purpose optimiza-
tion methods.

Probabilistic [92] and evolutionary [93] models and studies for 
swarm aggregations can also be found in the literature. In particular, 
probabilistic strategies can be combined with rule based approaches, 
with each rule being applied with some probability to achieve aggre-
gation. Evolutionary strategies, on the other hand, can effectively be 
used to tune controllers with unknown parameters (such as neural 
network controllers) for achieving desired swarm behavior, such as 
aggregation.
4.3.2 Formation control and swarm tracking
The formation of geometric patterns by robot swarms is an important 
engineering problem. This behavior can be seen in swarms in nature 
during cooperative behaviors such as migration, object transportation 
and others. The formation control problem can be divided into vari-
ous stages, such as formation acquisition, formation maintenance and 
formation reconfiguration (see Figure 4-3(b) for illustration). These 
can be viewed also as different behaviors exhibited by the swarm ro-
botic systems. Formation acquisition is concerned with achieving a 
predefined geometric shape from any initial position and orientation 
of the swarm members. Similarly, formation maintenance is concerned 
with keeping the acquired formation during motion of the swarm. 
Formation reconfiguration, on the other hand, is concerned with vari-
ous behaviors, such as splitting, joining formations or changing the 
geometric shape of the formation. Such behaviors or tasks might need 
to be performed by a swarm robotic system while performing higher 
level missions or goals.
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To express the formation control problem more formally consider a 
swarm of N agents with positions pi(t), the specific agent motion dy-
namics, and control inputs ui(t). Then the problem of formation control 
concerns designing the control inputs ui(t) for every agent i such that:

 ,lim ( ) ( ) {1, }i j ij
t

p t p t d i j N
→∞

− = ∀ ≠ ∈ …  (8)

for a given set of desired inter-agent distances { di j|i, j Î { 1, . . . , N}, 
i ≠ j}, where dij denotes the desired distance between agents i and j. 
Sometimes achieving/satisfying the condition (8) exactly might be very 
difficult, and small tolerances might be allowable. In such cases, the con-
dition can be stated as:

 lim ( ) ( ) , {1, , }i j ij
t

p t p t d i j Nε
→∞

− − ≤ ∀ ≠ ∈ … , (9)

for some e > 0.
The above problem definitions involve only the agents, and there are 

no external influences affecting the motion of the swarm. External en-
vironmental effects similar to those in the foraging problem can also be 
included in the definition of the model. Sometimes an external effect of 
particular interest is the case of external agents (agents not belonging 
to the swarm) which can represent friendly or hostile entities. Pursuit-
evasion by the swarm and unwanted intruders under various scenarios 
are interesting research directions. Here we would like to emphasize 
the problem that we refer to as the swarm tracking problem, in which a 
swarm of agents is required to capture/enclose a moving target, achieve 
a geometric formation around the target, and continue tracking it (in 
a sense escort it) while keeping the formation. It is related to the for-
mation control problem in the sense that the condition (8 or 9) needs 
to be satisfied. However, in addition to (8 or 9), the agent controllers 
are required to ensure that:

 1lim ( ) conv{ ( ), , ( )}T N
t

p t p t p t
→∞

= ∈ … , (10)

is satisfied. Here pT (t) denotes the position of the mobile target and 
conv{p1, . . . , pN} denotes the convex hull of p1, . . . , pN. Note that the 
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swarm tracking behavior can be thought of as being composed of two 
parallel subtasks – formation acquisition/maintenance and cooperative 
enclosing/tracking the maneuvering target.

The formation control and/or swarm tracking problems have been 
investigated in many works in literature including [32, 74, 85, 86, 
94, 95]. The work in [85] considers double integrator dynamics and 
uses an energy approach. The articles [32, 74] use the fully actuated 
model, whereas the works in [86, 94, 95] use the non-holonomic 
agent model for individual agent dynamics. Other articles on target 
tracking and/or formation control of swarms of agents include [17, 
57, 64, 96–99].
4.3.3 Source seeking
Source seeking, or source localization, i.e., the design of control algo-
rithms for autonomous agents to seek a source with unknown spatial 
distribution, is of great interest, where techniques such as extremum 
seeking control [55] have been used in the design. Source seeking is an 
application which has great theoretical interest, and it also has a sig-
nificant impact on engineering applications: for instance, developing 
vehicles with more autonomy, such as the situation where no GPS in-
formation is available, or reducing costs due to position sensors. Some 
of the direct applications of source seeking can be found in contaminant 
plume control, autonomous odor sensing or toxic gas leakage localiza-
tion. Source seeking for fish models is discussed in [100, 101] and an 
overview of source seeking can be found in [102]. Sliding mode extre-
mum seeking control for non-holonomic vehicle source seeking is inves-
tigated in [103, 104].

In the application of source seeking, the task of the vehicle is to find 
a source that emits a signal that decays as a function of distance away 
from the source, where the signal field is unknown and only the mea-
surement of the signal at the current agent location is available.

A basic diagram of source seeking using extremum seeking control is 
provided in Figure 4-4, where the control goal is for the agent to seek an 
extremum of an unknown signal field based on the measurement of the 
signal only. Source seeking is first discussed for systems with moderately 
unstable single poles in [47], where the autonomous vehicle is mod-
eled as a single or a double integrator, such as in (2). A formal study on 
source seeking for the unicycle model (4) first appeared in [48], where 



92 Mobile Robots for Dynamic Environments

the design keeps the angular velocity constant and tunes the forward 
speed by extremum seeking, which generates triangle or star pattern ve-
hicle motions that drift towards the source.

A more challenging analysis is performed with a different strategy in 
[49], where the approach is to keep the forward speed constant and tune 
the angular velocity by extremum seeking. The resulting motion sinu-
soidally converges to the source and settles in a ring around the source 
as the forward speed is constant. Based on these two strategies, adding 
a simple derivative-like feedback to the forward speed in the angular 
velocity tuned by the extremum seeking loop [52] allows the vehicle to 
slow down as it gets closer and converges closer to the source, without 
giving up convergence speed. Source seeking for slow or drifting sensors 
is explored in [53]. Rather than sinusoidal perturbations, a stochastic 
source seeking control law is used to tune the forward velocity in [105, 
106] and the angular velocity in [107].

When source seeking is performed using a group of robots, the prob-
lem may become mathematically equivalent to swarm tracking, as de-
scribed in Section 4.3.2. The main difference is conceptual, in that when 
performing swarm tracking together with, say, artificial potentials, the 
entire potential is typically assumed known. In contrast, in group source 
seeking (or swarm seeking), at least part of the potential function is 
assumed unknown, and is maximized or minimized collectively by the 
swarm. In this case, the maximization or minimization results in the lo-
calization of the unknown source, while also, for instance, attaining and 
maintaining a desired formation. Various strategies based on extremum 
seeking control have been explored in [55].

Figure 4-4 Source seeking [55].
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4.4 Control design approaches
There are various approaches for high-level control, or path planning, 
and low-level agent control in multi-agent dynamic systems. It is pos-
sible to design high-level path planning or high-level control strategies 
without considering the individual agent dynamics, although taking 
them into account can also be beneficial. In contrast, low-level control 
of individual agents by its nature deals with the agent dynamics. Since 
the interest in multi-agent dynamic systems is in the collective behavior 
of the agents, the inter-agent distances play an important role and are 
of particular interest. In the preceding section, the swarm control prob-
lems are defined in terms of constraints on the inter-agent or agent-
extremum point distances. Therefore, the control strategies developed 
need to take into account the distance requirements on the agents.
4.4.1 Artificial potential functions
Artificial potential functions are commonly used in multi-agent dynamic 
systems in order to specify inter-agent interactions and interactions of 
the agents with their environment. They can be used to construct at-
tractive and repulsive forces between agents and between the agents 
and the environment [17, 31, 32, 86, 94, 99, 108, 109]. Artificial po-
tentials can be thought of as the functions representing the forces on 
the agents due to the potential energy arising, due to the positions of 
the agents relative to each other, or relative to targets or threats in the 
environment [85]. In particular, these forces can be thought of as act-
ing so as to decrease the overall potential energy, and thereby move the 
swarm towards a configuration with lower potential energy. Depending 
on the function that they perform, the potential functions can be cat-
egorized in different ways, including swarm potential, environmental 
potential, target or threat potential, and others [85]. Such potentials 
can be used to represent interactions in both biological swarms and 
swarm robotic systems. While the resultant behavior in biological sys-
tems needs to be biologically realistic, no such requirement exists in 
engineering multi-agent dynamic systems. Instead, engineering swarms 
should safely satisfy other requirements/constraints, such as achieving 
the system objectives or mission goals, including the problems defined 
in the preceding section.

The potential functions constitute, in a sense, a high-level control or 
path planning approach. Therefore, once the interaction requirements 
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are specified by the potential functions and given the agent dynamics, 
low-level control algorithms need to be designed in order to force the 
agents to move based on the potential function requirements.

Aggregation and social foraging
The aggregation potential is usually composed of two terms – one for 
attraction and the other for repulsion between individuals. The attrac-
tion term dominates on long distances in order to keep the individuals 
together, whereas the repulsion term dominates on short distances in 
order to avoid collision when agents are in close proximity. The poten-
tial energy due to the aggregation potential can be represented in the 
form:

 ( )
1

1 1

( )
N N

agg a i j
i j i

J p J p p
−

= = +

 = − ∑ ∑ J p p )( −i ji−  (11)

where Ja:R+ ® R represents the attraction component, and whereas 
Jr:R+ ® R represents the repulsion component. Various potentials can 
serve as aggregation potentials. One particular potential is the so-called 
Morse potential:
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where a, b, ca, cr > 0, b > a, ca > cr, and 
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b c
a c < 1 are satisfied. There 

are many other possible potentials that can lead to aggregation behavior 
[27–29, 85, 86, 109–114].

In the case of social foraging, in addition to the interactions between 
individuals, interaction of the individuals with the environment needs 
to be represented as well. This can be done by introducing a resource 
profile to model the environment, or simply an environmental potential 
Jenv:Rn ® R, which represents the potential energy due to the posi-
tion of the agents in the resource profile. The resources in the resource 
profile include goals and targets that are attractive to the agents and 
obstacles, and threats that are repulsive to the agents. An example of a 
resource profile is the multimodal Gaussian resource profile:
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where cei Î Rn, lei Î R+, Aei Î R, " i = 1, . . . , M, and be Î R. See 
Figure 4-5 for an example plot of such a profile. Depending on the prop-
erties of the environment, one may use other resource profile functions 
as well [28, 83, 85, 86]. Note that the potential function Jenv(y) dis-
cussed here correspond to the resource profile function s mentioned 
in the preceding section. There could also be alternative non-potential 
function-based methods for representing the environment.

Formation control and swarm tracking
Potential functions can also be used to specify the inter-agent distances 
in the formation control problem and to achieve geometric formations. 
This can easily be achieved by a simple modification of the aggrega-
tion potential to have pair-dependent attraction repulsion parameters, 
depending on the desired distances between the pairs of agents in the 

Figure 4-5 Example resource profile (Multimodal Gaussian 
profile [28]).
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geometric formation. For example, the Morse potential (12) can be 
modified as:
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 are sat-

isfied. These parameters can have different values for different (i, j) 
pairs, depending on their relative location in the desired geometric 
formation.

In the problem of swarm tracking the agents are required to track 
a moving target, in addition to acquiring and maintaining a geometric 
formation. Therefore, in the case of swarm tracking, the overall poten-
tial consists of two terms – one for formation control and one for target 
tracking. The target tracking potential can be a simple quadratic poten-
tial or any other attractive potential. An example of such a potential is:
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where pt denotes the position of the target. Note that in this formula-
tion there is an attraction to every agent from the target. Using a target 
tracking potential of the form (13), it is possible to show that the swarm 
will enclose the target as desired. In the meantime the formation poten-
tial will guarantee that the agents acquire and keep the desired geomet-
ric shape. In case there is a need to evade the target then the attractive 
potential can be replaced with a repulsive potential.

One issue to mention about potential functions is that they can suf-
fer from the problem of existence of local minima. In other words, the 
dynamics can get stuck at a local minimum, and convergence to a global 
minimum cannot be guaranteed. This can be critical in particular in the 
case of formation control and swarm tracking tasks, since achieving the 
desired geometric shape cannot be guaranteed globally. In that case, in 
order to achieve convergence to the desired formation, the agents must 
start their motion with an initial configuration that is in the attraction 
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region of the desired configuration. Nevertheless, there are also strate-
gies, such as simulated annealing, which can be used to overcome local 
minima. There are various studies in the literature considering the for-
mation control or the swarm tracking problems using potential func-
tions [29, 32, 85, 86].
4.4.2 Neighborhood topologies
The neighborhood structure or topology is very important for the in-
formation flow in multi-agent dynamic systems [10, 13, 115]. It deter-
mines how quickly and how broadly the information is spread within 
the swarm. Therefore, the topology also has an effect on the stability 
and performance of the control algorithms. One possible neighbor-
hood strategy is to use all-to-all interactions. However, as the number 
of agents increases or the operational area of the swarm gets larger, all-
to-all interaction becomes impractical, or simply infeasible. Therefore, 
other structures such as nearest neighbors rules and leader-follower 
type structures have also been considered in the literature.

Two distinct neighborhoods can be defined for a given multi-agent 
system: one for sensing or communication between the agents and 
one for satisfying control or task constraints. In other words, the set of 
agents from which a given agent obtains information (either via sensing 
or communication) and the set of agents with which it has to perform 
a common task (such as keeping a distance) might be different. The 
interactions in both neighborhoods can be defined as unidirectional or 
bidirectional. Moreover, it is possible to have static and dynamic (i.e., 
time-varying) topologies.

A common approach to represent or model the neighborhood structure/
topology in multi-agent dynamic systems is to use tools from algebraic 
graph theory. This approach can be used together with potential func-
tions or with other methods alike. Introducing graphs to model neigh-
borhoods allows usage of techniques from graph theory for analyzing 
the connectivity properties of the swarm and derivation of conditions 
for the necessary or sufficient information flow for achieving the desired 
task.
4.4.3 Gradient-based, Lyapunov, and sliding mode methods
Many approaches using potential functions, and in particular the ex-
tremum seeking control strategies, utilize the gradient of the poten-
tial function (or the related other functions) in order to minimize (or 
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maximize) the potential (the objective function). Since the potential 
functions constitute a high-level method for modeling agent inter-
actions and path planning, it is easier to develop the control/motion 
strategy assuming that the motion dynamics of the agents are governed 
by the point-mass single integrator model in (5), where u-i Î Rn is the 
control input for the ith agent. This allows the designer to focus on the 
higher level task of coordinated control design. Then the obtained re-
sults for the single integrator model in (5) can be extended to more re-
alistic models, such as the double integrator point-mass dynamics in (2) 
and the non-holonomic agent dynamics in (3), using techniques such 
as phase lead compensator design [47] and sliding mode control [94].

The potential function, which can be viewed as a signal to be tracked 
by the agents, can have many unknown minima. Its value/strength is 
assumed to be measured by the agents. Based on the application, this 
in a sense means that the agents can measure their distance to their 
neighbors, their distance to a possibly moving target, the value of the 
environment/ resource profile (i.e., their distance to the obstacles/
threats and/or targets/goals in the environment), etc. Then the purpose 
of the design is to minimize the potential and to achieve the desired 
goal, which can be aggregation, social foraging, source seeking, forma-
tion control, collision avoidance, obstacle avoidance, etc.

As mentioned in the preceding sections, depending on the applica-
tion, the potential function can be composed of several components. 
For example, in the swarm tracking problem, it can be composed of an 
inter-agent interaction component and a tracking component. The 
 inter-agent interaction component puts a constraint on the agents, based 
on their neighbors’ positions, in order to maintain a group structure, 
and includes functions of the relative distance between each pair of 
neighbors. Its specific form is defined according to the desired geometric 
formation. The tracking component, on the other hand, contains con-
straints with respect to the target(s) or the source(s) of the particular 
tracking problem. It is typically defined in terms of a scalar signal to 
be tracked in order to direct the group’s behavior for target tracking or 
source seeking. This signal can be an artificial potential function given 
the knowledge of target position, or an actual signal depending on the 
particular application, such as concentration of a chemical source, an 
electromagnetic signal emitted by the source of interest, an acoustic sig-
nal or a thermal diffusion field.
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The choice of the potential function is important in the control de-
sign, because different potentials might result in different performances, 
even with the same control algorithm. In particular, the existence of mul-
tiple local minima in the potential function results in only being able to 
guarantee local convergence to the desired formation. Nevertheless, it 
is possible to show that by appropriate choice of the potential function, 
one can always guarantee that eventually the target will be surrounded 
or “enclosed” by the tracking agents.

It is possible to combine the potential functions using different meth-
ods. The simplest method is to take a linear combination of the po-
tential functions for the subtasks. For example, for the swarm tracking 
problem the overall potential function can be combined as:

 J(p, pt) = Ktar Jtar(p, pt) + Kfrm Jfrm(x) (14)

where Ktar > 0 and Kfrm > 0 are the weights of the potential components.
A block diagram of the overall control structure for the multi-agent 

dynamic system can be found in Figure 4-6 [55]. In the scheme in Figure 
4-6 the extremum seeking controller is assumed to be a gradient-based 
controller, although it can be any controller. Then with appropriate 

Figure 4-6 Swarm tracking for N agents/vehicles [55].
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choice of the potential functions, if the extremum seeking controller for 
each agent can minimize the performance function (14), we can achieve 
our objective of source seeking, formation control and collision avoid-
ance (this objective is achieved by adding a repulsive potential between 
the agents and obstacles into (14)). This control design will be decen-
tralized if each agent has its own performance function.

If the velocity tp�  of the target is known then for every agent i the con-
trol input in the form:

 ( , )i t i pi tu p k J p p= − ∇�  (15)

where ki > 0 guarantees that the Lyapunov function V = J(p, pt) satisfies
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Then using the LaSalle invariance principle it is possible to show that 
the trajectory of p asymptotically converges to values for which ||Ñpi 
J(p, pt)||= 0 and ||Ñpt J(p, pt)|| = 0. Moreover, it is also possible to show 
that as t ® ∞ we will have:

 pt ® conv{p1, p2, . . . , pN}, 

where conv{p1, p2, . . . , pN} is the convex hull of the positions of the 
agents. In other words, the agents will “surround” or “enclose” the target.

In case tp�  is not known then under the assumption that t tp γ≤�  for 
some known gt > 0 the controller:

 = − ∇ − ∇( , ) sgn( ( , ))i i pi t i pi tu k J p p J p pβ  (17)

where ki > 0, bi > gt and sgn(·) is the signum function, guarantees again 
that (16) is satisfied.

If only the sign of the gradient ∇pi J(p, pt) is known the controller can 
further be relaxed to:

 ( )sgn( ( , ))i i i pi tu k J p pβ= − + ∇  (18)

guaranteeing the same result.
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4.4.4 Adaptive control approaches
Various adaptive techniques have been utilized for formation control 
and coordination in multi-agent dynamic systems [116–124], mainly 
for estimation and/or suppression of uncertainties and unknown dis-
turbances present in the system dynamics.

When the uncertainties are parametric or the disturbance can be 
expressed in a parametric form, various identifier-based adaptive con-
trol techniques [125] can be applied. In contrast, if it is not possible to 
properly parameterize the uncertainties and/or the controller, then it is 
possible to use universal approximators, such as polynomial-based, neu-
ral networks, and fuzzy systems, to estimate and cancel the uncertainty 
effects [126–131].

A particular application of the identifier-based adaptive control for 
cooperative target localization and tracking by robot swarms is pre-
sented later in Subsection 4.5.3. Next we summarize another series of 
studies on adaptive formation control using universal approximation 
and fuzzy techniques. As an example application of this approach: in 
[132], a distributed adaptive fuzzy control scheme was developed for 
formation control and target tracking, in the existence of nonlinear and 
uncertain agent dynamics which are transformable to normal form. 
This scheme requires the agents to know not only their relative posi-
tions to the other agents and the target, but also the time derivatives of 
these positions up to the order of their relative degrees. Later in [133], 
this requirement was relaxed by employing high gain observers to esti-
mate the derivatives of the combined agent formation and tracking er-
rors. In [133], an application of the revised scheme involving high gain 
observers was demonstrated for various formation maneuvers, such as 
contraction/expansion, rotation, and reconfiguration of the formation. 
The overall adaptive scheme involved sliding mode rules and bounding 
terms as well, in order to guarantee boundedness and asymptotic stabil-
ity of the formation and tracking errors.
4.4.5 Other nonlinear methods
In addition to the methods mentioned in the previous subsections, there 
exist various other nonlinear control techniques used in the coordina-
tion and control of robot swarms. Among the most popular and prom-
ising approaches, we see feedback linearization [57, 134, 135], neural 
network [136, 137], model prediction [134, 138, 139], output regulation 
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(linear or nonlinear servomechanism) [30, 39–46, 140–143], and passivity- 
based [9, 119] approaches.
4.5 Swarm robotic applications
Although no commercial application using swarm robotics approaches 
exists so far, these approaches have been proposed during the past fif-
teen years or so for a wide variety of potential applications, and a cor-
responding number of research projects have demonstrated their 
applicability, either with physical or simulated robots for all domains: 
ground [144], aerial [145], and marine [146] (the provided references 
contain examples to the respective domains).

Generally speaking, we can say that swarm robotics concepts are ap-
propriate for spatially distributed tasks benefiting from easy and robust 
scalability, where adding or removing elements to the swarm increases 
or decreases (respectively) its performance, but does not compromise 
the global ability to perform the task. Examples of such tasks are static 
or dynamic coverage and transportation. Static coverage is the problem 
of positioning robots in a stationary configuration that maximizes the 
probability of detecting an event of interest. Usually, in this type of 
coverage every point in the environment is under the robots’ detection 
range (i.e., covered) at every instant of time. A related problem is the 
deployment of communication nodes in a sensor network, guaranteeing 
that all nodes are reachable (i.e., under communication range). Static 
coverage is particularly relevant for monitoring dynamic environments 
or intermittent events that may happen anywhere and anytime, requir-
ing global coverage. References [147–149] provide some proposals to 
solve this problem.

Dynamic coverage, on the other hand, is the problem of sequentially 
covering all the workspace. This is particularly relevant for monitoring 
static or slowly changing environments with scarce re-sources, being 
physically impossible to cover the entire environment with the existing 
robots [150]. The dynamic coverage of unknown environments is often 
called exploration [151], while a dynamic coverage aiming to regularly 
visit different places within the environment is called patrolling [152]. 
Exploration with swarm robotic systems is frequently accomplished 
with dispersive behaviors or by means of formations that increase the 
global sensing width. Both types of coverage may be applied to areas 
(area coverage) or to area boundaries (boundary coverage).
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Searching for a given target inside an environment may require sens-
ing all points of that environment (i.e., exploring the environment) or 
it may be a faster task if the target provides some kind of long range 
clues that may be used to guide the searching agents (e.g., a chemical 
source generating a chemical plume) [153]. If the found targets should 
be transported to a given collecting point, then we will be talking about 
a foraging problem [154]. Some items may not be transportable by a 
single robot and require the cooperation of multiple ones. This raises 
the problem of coordinating individuals in order to perform collective 
transportation [155].
4.5.1 Static coverage
Static area coverage by a robot swarm in order to optimally detect some 
kind of intermittent event, source of energy or chemical requires the 
positioning of the swarm elements in a given formation. This forma-
tion may correspond to a regular pattern for omnidirectional sensors 
positioned in open environments, or to distorted patterns for direc-
tional sensors or environments with avoiding areas such as obstacles. 
Example applications for static coverage are the maintenance of the 
communication infrastructure, environmental and wild-life moni-
toring, detection of chemical leaks, hot-spots, sound [156] or radio 
frequency sources, and surveillance. Most of these applications have 
been addressed within a sensor network framework (i.e., fixed nodes), 
but some works employ a robotic swarm approach, allowing the ad-
justment of proper formations to changing environments or swarm 
disturbances.

The SMAVNET project provides an example of static coverage ap-
plied to real-world applications. This project aims to use swarms of 
Unmanned Aerial Vehicles (UAVs) in disaster scenarios to create and 
maintain a communication network for first responders. The motiva-
tion behind flying robots was their mobility and the benefit of provid-
ing line-of-sight communication [157]. A very different example is the 
detection of chemical traces. Odor sources release chemical substances 
that are transported by the fluid flow and dispersed by turbulent phe-
nomena, generating a flow-biased Gaussian plume [153] whose orien-
tation may change in time. The optimal detection of such plumes may 
be achieved by the positioning of a sensor array aligned with the flow, 
at lateral and longitudinal distances that depend on the flow speed, 
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turbulence, and sensors’ sensitivity. A swarm equipped with sensors to 
measure such variables may adjust itself to be always optimally posi-
tioned to detect a chemical release inside the workspace [158].

Another interesting approach is changing the swarm distribution in 
order to capture a monitored phenomenon with different levels of de-
tail, minimizing the global uncertainty. Lynch et al. [159] considered 
the problem of modeling environmental fields, such as the tempera-
ture or salinity of a region of an ocean. The authors propose a scalable 
and decentralized approach to fuse sensor data into a global model of 
the environment. Additionally, the mobile sensors are moved to maxi-
mize their sensory information relative to current uncertainties in the 
model. On the other hand, the most common situation is dealing with 
static environments and more or less radial phenomena. Cortes et al. 
[149] surveyed the coverage with radial sensors, and proposed an asyn-
chronous distributed implementation for coverage control with mobile 
sensing networks. Dirafzoon and Lobaton [160] employed a minimalist 
approach to infer the topology of an environment using agents with-
out explicit localization abilities. The agents moved at constant velocity, 
following walls to explore the environment (like cockroaches). When 
a pair of agents interacts near a wall, that interaction contains infor-
mation allowing the inferring of global topological information of the 
physical environment (i.e., a map).
4.5.2 Dynamic coverage
In a dynamic coverage framework, the swarm has no physical capacity 
to cover all the workspace at once, covering it sequentially according to 
some criteria. This is a common approach when searching stationary 
targets across large search spaces with small detection width sensors 
(e.g., for de-mining [161]) or small actuators (e.g., for cleaning [162]).

Some common examples of dynamic area coverage are floor and ocean 
cleaning, de-mining, and inspection of structures. Rutishauser  et al. 
[163] studied and proposed an online coverage algorithm for inspection 
of turbine blades with a swarm of miniature robots (less than one cu-
bic inch). Larionova et al. [162] showed cooperative floor cleaning with 
mobile robots equipped with smell sensors. The robots sensed cleaning 
chemicals released from the ground, being able to automatically coordi-
nate their motion in order to perform complete coverage of dirty areas 
without explicit or centralized coordination. A related approach, but 
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validated only in simulation, was proposed by Jin and Ray for oil spill 
cleaning in a harbor environment [164].

Perimeter detection and boundary coverage approaches are also fre-
quently employed in oil spill monitoring and other applications involv-
ing well-defined frontiers, such as forest fire surveillance [165], crop 
monitoring, and border or facility surveillance [166]. After some severe 
oil spill accidents occurred in the past years, like the recent Deepwater 
Horizon oil spill in the Gulf of Mexico, a growing interest has emerged 
in developing technologies and methods to mitigate the effects and cost 
of such events. Some examples of these are the EU-MOP [167] and 
the SeaSwarm projects [168], as well as several research projects deal-
ing with boundary detection and tracking, using simple reactive motion 
control [169] or a hybrid hierarchical control, based on three behaviors: 
perimeter searching, pursuing and tracking [170].

Extending the previous example of odor plume detection to a com-
plete formulation of plume search, plume tracking and odor source lo-
calization in a dynamic coverage approach, we may consider a swarm 
in optimal formation sweeping the environment in a crosswind-biased 
direction while searching for odor plumes [171]. If a swarm element 
senses an odor clue (i.e., it gets in contact with a plume), the swarm, or a 
part of it, may self-organize, tracking the plume in the upwind direction. 
This approach has the benefit of providing spatial filtering to the mea-
sured concentrations, providing a more robust estimate of the concen-
tration gradient [172]. When a group of elements cover the source area, 
a vector divergence operator may be employed to detect the existence of 
a source [173]. Later, its properties may be sensed by a swarm element 
staying in the neighborhood and propagated to the other swarm ele-
ments, so they keep searching other odor sources [174].

When searching targets with reduced probability of being detected, 
like an odor source, it provides similar performance whether searching 
the environment systematically or randomly. In this case, metaheuris-
tic search algorithms, which demonstrate explorative behavior when no 
clues about the target location is detected but turn exploitative when 
some are detected, have been demonstrated to perform better than 
conventional searching algorithms for similar conditions [153, 175, 
176]. A limitation of these algorithms used to be dealing with multiple 
sources. This problem has been addressed by Menon and Ghose with 
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a Glowworm-inspired algorithm for simultaneous source localization 
and boundary mapping [177].
4.5.3 Cooperative target localization and tracking
The term target localization refers to estimation of the precise location 
of a target T by a set S = {S1, . . . , SN} of sensory agents from multiple, 
 typically noisy and nonlinear geometrical measurements related to rela-
tive positions of S1, . . . , SN to T [50, 178]. The sensory agent set S 
may be composed of a single sensory agent or multiple agents work-
ing cooperatively. The target T is either a foreign entity to be identified 
and probably captured, an agent Si within the set S which needs self- 
localization, or a beacon signal source to be used for self-localization of 
the whole sensor set S.

For localization, the agents within S are typically equipped with one 
particular type of measurement unit. Most common measurement tech-
niques include bearing measurements based on signal angle-of-arrival, 
range measurements based on received signal strength or signal time-of-
arrival, range difference measurements based on signal time difference-
of-arrival, and scan-based measurements [115, 179].

In [178], relative sensor-target geometries are investigated resulting 
in minimization of various measures of uncertainty in the location es-
timate of the target produced by the sensors cooperatively. A similar 
study with focus on target tracking is presented in [180]. Such studies 
justify the importance of maintaining certain geometric formations for 
a given sensor agent set S in target localization and tracking tasks.

The aforementioned cooperative target localization and tracking tasks 
will require the use of distributed dual estimator/adaptive formation 
control algorithms. The distributed algorithms can be designed integrat-
ing various formation control schemes, some of which are mentioned in 
the previous sections, and suitable optimal cooperative localization al-
gorithms, such as the one studied in [50]. The first step of such a design 
is presented in [51].

Target localization and target tracking methods are particularly use-
ful for emergency scenarios’ first responding teams. Typical examples 
of such scenarios are firefighting and search and rescue after earth-
quakes. The GUARDIANS EU project provides some interesting ex-
amples of using robot swarms to support human firefighters during the 
early phase of industrial fires, searching for hot spots, fire flames and 
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chemical sources while assessing the risk level inside areas filled with 
smoke, toxic gases, and inflammable materials [144]. Furthermore, the 
system provides human-swarming interaction, letting a firefighter guide 
a group of agents during the exploration phase, or in a reverse behavior, 
being helped by a swarm of robots through escaping trajectories [181]. 
An additional service provided by the swarm is maintaining communi-
cation links among the operating agents and an external supervising and 
commanding station [182].
4.6 Concluding remarks
In this chapter, a brief review of robot swarm systems is provided 
mainly from the aspects of dynamics and control. Within this context 
the most popular robot agent dynamic models, swarm coordination 
and control problems, as well as various control design approaches 
to these problems, were presented together with some applications. 
Due to space limitations, the presentation is kept very brief and the 
discussed literature is not exhaustive. Nevertheless, an extensive list 
of references has been provided for readers to search for details of 
the briefly introduced models, problems, control designs and appli-
cations. The field of robot swarm systems, or multi-agent dynamic 
systems, is still an active research field. Beside the significant number 
of problems solved in the literature, there still exist many potential 
fruitful research directions. Future research in the field can concen-
trate on extending the research on robust and adaptive strategies 
for decentralized coordination and control under model and sensor 
uncertainties. Developing hardware-specific, more realistic sensor/
interaction models may also be a useful approach. Communication-
constrained swarm coordination and control is also an important 
topic of present interest. Moreover, developing models and strate-
gies for human-swarm interaction, intelligent learning strategies and 
various levels of autonomy/intelligence, for individual agents and the 
swarm as a whole, are important topics of future research.
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Abstract: This chapter gives an overview of the applications of mo-
bile ground robots for earth exploration. An introduction of the 
main examples and projects is given, followed by a short survey on 
the necessary related technologies. The chapter concludes with an 
example of an image processing algorithm adopted for autonomous 
navigation in complex outdoor environments.

5.1 Introduction
Exploration of earth has been always one of the most exciting human 
activities. Since prehistoric times man has had the desire to discover un-
explored lands and to better understand the natural phenomena around 
him [1, 2]. However, these discoveries have often entailed great risks, and 
many explorers have paid with their lives for their thirst for knowledge.

Nowadays robotics can be of help in exploring our planet and at the 
same time minimizing the risks for humans. This chapter will give an 
overview of the robotic systems that have been adopted in the last years 
for applications related to Earth exploration. 

It should be emphasized that a great number of research groups have 
also investigated the related problem of robots for planetary explora-
tion. The larger interest in these systems was further encouraged by 
the NASA rovers sent and operated on Mars. However, the problems 
solved in planetary exploration are very different than those that may be 
encountered by robots on earth. The weight in a planetary robot is cru-
cial because each kilo in a spacecraft increases the cost. The autonomy 
in terms of operation is another important point, due to the delay in 
telecommunications that make telecontrol difficult. Moreover, the ro-
bot must also be autonomous from the point of view of energy, since 
it cannot be easily refueled or recharged. Other important factors are 
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the capability to resist high temperature variations, strong accelerations 
during travel and high levels of radiation. The budgets available for such 
missions is usually very high, compared to those available for service 
robotics applications intended for wider use. On the other hand, the 
ability to overlook these important considerations allows an earth robot 
to be adopted for many other applications.

The following sections will give a short outline of the main applica-
tions of robots for earth exploration. It should be emphasized that a 
complete survey of the state of the art is not the purpose of this chapter, 
where just a few examples of the different applications and of the related 
technologies are briefly explained. A detailed analysis of each solution 
is not easy, and the cited references will help the interested reader to go 
into the details of each system. 

In this chapter we will not examine underwater and aerial robots, 
since these are rather different systems with respect to terrestrial ro-
bots, and should be specifically covered. A more detailed analysis of 
 underwater robots can be found in Chapter 4, while an overview of the 
particular case of aerial systems lighter than air, is given in Chapter 5.

The sub-section on volcanic exploration will illustrate with details 
two examples of mobile robots developed in our department. Another 
section is devoted to related technologies useful for the implementation 
of a robot for earth exploration. Sun-synchronous systems, traversability 
analysis, traction control, localization and map-building are some impor-
tant aspects to be investigated during the design of a real system for un-
structured environments. The last section will concentrate on a method 
developed by our group for road detection and obstacle avoidance. It 
uses a stereo camera and can be really useful in allowing the autonomous 
navigation of a robot in the exploration of unknown environments.
5.2 Applications of robots for earth explorations
5.2.1 Volcanic explorations 
Among the most interesting environments on earth for robotic explo-
ration are undoubtedly volcanoes. The exploration of volcanoes allows 
us to better understanding the nature of our planet by analyzing the 
geological mechanisms. Moreover it enables us to assess situations of 
potential hazard to people living near an active volcano.

The study of volcanoes becomes fundamental in close proximity of an 
eruption to better measure the phenomena precursors. However, these 
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are also conditions of great risk for scientists. Hence, the use of robots 
becomes a good solution to minimize the hazard for volcanologists.

Our research group has been involved in the last fifteen years in 
various projects on the use of robots for the exploration of volcanoes. 
The two main platforms developed are shown in Figures 5-1 and 5-2: 
Robovolc [3, 4] and U-Go [5, 6]. These have been specifically designed 
to be used in rough terrains and hard environments.

Robovolc is a robot with special features developed for volcano explo-
ration. For locomotion it has six independently actuated wheels mounted 
on a passively articulated chassis [7]. The robot has a Science Package 
which includes a pan-tilt turret, a manipulator and a gas sampling sys-
tem. The pan-tilt turret, that can be oriented toward the measurement 
region, has a digital video camera recorder, an infrared camera for thermal 
measurement, a high resolution still image camera, a video camera, and 
a radar Doppler for lava and gas-jet speed measurement. A manipulator 
with 5 degrees of freedom and a gripper are adopted to collect samples of 
rocks and to get gas samples through the gas sampling system.

The robot U-Go has been mainly developed to solve problems like 
transportation, navigation and inspection in harsh outdoor environ-
ments [8]. In this case, two rubber tracks actuated by two DC motors 
have been adopted for locomotion. This robot has a weight of about 
150 kg and is capable of carrying a payload of 200 kg.

Figure 5-1 The Robovolc system on the Mt. Etna volcano.
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Although U-Go and Robovolc have different low-level hardware and 
architectures, they share a common custom interface allowing them 
to adopt the same navigation and localization system [5]. The latter is 
composed of an onboard computer interfaced via a wireless link with 
the remote base station, and internally with the robot and the localiza-
tion and navigation sensors. The sensors comprise a stereo camera, an 
Inertial Measurement Unit, a laser range finder, the motor encoders and 
a RTK-DGPS receiver. In this way both systems can be teleoperated 
or programmed to move autonomously. Other relevant volcanic explo-
ration robots are the Dante II [9] and the mixed Aerial and ground 
system developed by Tohoku University in Japan [10]. A survey of un-
manned aerial systems for volcanic applications is reported in [11] while 
for ground system in the already mentioned references [3] and [4].
5.2.2 Meteorite search 
In 1999 the robot NOMAD was developed by the Robotics Institute 
of Carnegie Mellon within a project funded by NASA [12]. This robot 
was successfully adopted for the autonomous search and classification 
of Antarctic meteorites [13]. The NOMAD robot had four indepen-
dently actuated wheels connected to an articulated-frame averaging sus-
pension system. The sensing system included a DGPS, a stereo camera, 
a laser range finder and a panoramic camera. During the missions sev-
eral meteorites were found and successfully classified.

Figure 5-2 The U-Go Robot.
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5.2.3 Search and rescue
The use of robots has been proposed to help in search and rescue op-
erations, in particular following environmental disasters [14]. Examples 
are robots adopted to search for victims after an earthquake or building 
collapse, or robots for use in fires, floods or post-nuclear accidents [15]. 
Important examples are represented from the tests performed by the 
groups of Robin Murphy after the World Trade Center collapse in New 
York City [16], and the explorations performed by robots following the 
accident at the Fukushima Daiichi nuclear power plants [17, 18].

A specific conference is held each year on this topic (Safety Search 
and Rescue Robotics) by IEEE, and IEEE has a technical committee 
on Safety, Security and Rescue Robotics. The ROBOCUP competi-
tion also established the Robocup-Rescue category following the Great 
Hanshi-Awaji earthquake which hit Kobe City in 1995, causing more 
than 6500 casualties. The main aim is to promote research and devel-
opment in this socially significant domain at various levels. There are 
several categories regarding real or simulated robots, and a junior com-
petition for young students is also organized [19].
5.2.4 Humanitarian demining
Anti-personnel mines have been used in military conflicts since the six-
teenth century and are still used by several countries. As a consequence, 
all around the world there are still hundreds of millions of landmines 
buried that cause thousands of victims each year. The actual manual 
methods adopted to neutralize minefields are expensive, dangerous for 
the operators and very slow. For these reasons several groups have pro-
posed the adoption of robotic systems to find and remove landmines 
[20–24]. The problem is not easy because minefields can be in really 
unstructured terrains, very difficult for an autonomous robot [25]. In 
Japan many research groups have investigated this problem [26], while 
in Europe the TIRAMISU project has among its aims the develop-
ment of robotic technologies to help de-miners speed-up landmine field 
clearing operations [27].
5.2.5 Underground explorations 
There are only a few examples of robots developed for underground 
exploration [28]. Although the applications could be fascinating and 
important, a robot that can autonomously excavate and explore un-
der the earth is really challenging. Among these examples there is 
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the underground explorer robot based on the peristaltic crawling of 
 earthworms, shown in [29]. Other applications include robots adopted 
for mining operations [30, 31] and drilling [32].

5.3 Related technologies
This section concerns some of the related technologies useful for the 
implementation of a robot for earth exploration. The reader is also  
referred to other chapters in the book which contain details of addi-
tional useful technologies for a mobile ground robot.

5.3.1 Sun synchronous robots
Energy independence is obviously one of the great obstacles to the 
possibility of adopting a robot for long exploration missions. Sun-
synchronous exploration robots solve this problem using particular 
routes that allow the robot to be always exposed to the sun in order to 
ensure an adequate exposure to sunlight [33]. In this way solar panels 
can be adopted to power the system and the robot could virtually move 
indefinitely. The speed of the vehicle should match the speed of rotation 
of the planet, so on the Earth for example, this can be achieved on very 
high latitudes in the summer. Several experiments have been performed 
by the Robotics Institute at Carnegie Mellon with the Hiperion robot 
[34–36]. The trials were performed in the Artic Circle in the southern-
most latitude at which the sun does not set on the summer solstice. The 
experiments performed demonstrated the feasibility of the idea. The  
robot was capable to navigate for 24 hours almost always autonomously, 
and the energy consumed was practically equal to that generated by the 
solar panels.

5.3.2 Traversability analysis
Traversability analysis is important in allowing a robot operating on 
natural terrain to select the safest path autonomously. The traversability 
index defined in [37, 38] is expressed by linguistic fuzzy sets that repre-
sent the suitability of the terrain to be traversed on the basis of several 
physical properties [39]. 

Several research activities have been developed on the traversability 
concept on the basis of the sensor adopted. Some examples include the 
use of laser scanners [40], stereo cameras [41], image sensors [42] and 
RGB-D cameras [43].
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5.3.3 Localization and map building
An autonomous robot designed to explore the earth must know where 
he is at all times. This allows scheduling the explorations, geo referencing 
of the measurements and retracing the path traveled. In unknown envi-
ronments it is also important to build local maps, to be able to relatively 
localize the robot with respect to them [44]. Since the statement of the 
SLAM (Simultaneous Localization and Mapping) problem [45, 46], a 
huge amount of research has been published concerning different ap-
plications and methodologies. As regard the localization task, satellite 
tracking systems today, such as the GPS, GLONASS or GALILEO, 
allow one to obtain sub-centimeter accuracies. And due to their simplic-
ity, cost and availability, they are among the most used for the location of 
a robot in outdoor environments. Multisensor data fusion, combining 
data measurements from GNSS with odometer, laser scanner or vision 
system, further improves the localization capabilities in those environ-
ments where visibility of the satellite is problematic [47].
5.3.4 Traction control
Many research activities have investigated traction control strategies based 
on the regulation of a desired slip ratio decided by a road condition estima-
tor [48]. Unfortunately these strategies are optimized for high-speed vehi-
cles (i.e., cars) and for regular terrains. Nevertheless, some analogies can be 
made with a low-speed vehicle that moves on sandy, slippery terrains [49]. 

Other centralized strategies require the knowledge of the terrain 
morphology, and optimize the torques assigned to the various motors 
in order to obtain the maximum traction [50–52]. These algorithms are 
generally very efficient, but they require good estimations of both robot 
attitude and terrain morphology. However, the required sensors are of-
ten expensive; moreover, this kind of algorithm is often computationally 
very expensive, compared to other simpler strategies.
5.4 Current challenges
It should be clear at this point that the applications of mobile ground 
robots for earth exploration represent a great opportunity for robotics. 
However, this introduces several challenges regarding the mechanical 
structure of robots, the hardware involved, in terms of sensors and pro-
cessing units, and the “intelligence,” in terms of algorithms and software 
systems adopted.
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From the mechanical hardware point of view, several attempts 
have gone beyond classical wheeled robots, such as [53, 54]. Even the 
Robovolc robot, here reported as a benchmark platform for robotic ex-
ploration, has a robust and innovative set up of wheels.

From a sensor point of view, on-board sensing devices are close to 
the ones adopted in indoor mobile robotics; the main difference is 
that they must be housed in a safer way, being used outdoors and in 
harsh environments. As a matter of fact, there will be GPS, laser range 
finders, sonars, cameras and so on. However, many vision systems and 
RGB-D sensors extensively used for indoor environments are more 
difficult to be adapted to sunlight or in continuously changing light 
conditions.

All those data coming from robots must be processed and used to 
perform desired tasks which can span among three different types: mov-
ing on an a-priori know environment, moving on a partially known one 
or, the more unusual and challenging topics, moving on an unknown 
location. Obstacles should be also considered in the surrounding envi-
ronment: they can be fixed or moving.

Thus, to cope with earth exploration, robots have to deal with canoni-
cal topics of robotics: localization, map building, obstacle avoidance and 
drivable surface detection. Researchers have to always keep in mind an 
important tradeoff between algorithm capabilities and their computa-
tional effort. This is a crucial factor in order to have reliable and func-
tional robots, because the main target is to have real-time processing 
algorithms allowing fast and efficient robots.
5.5 A road detection and obstacle avoidance method of using a 

stereo camera for autonomous navigation
This section deals with the autonomous navigation of mobile robots in 
complex outdoor environments by means of the presented computer-
vision-based algorithms. The proposed software framework allows per-
forming both road detection and obstacle avoidance. A drivable surfaces 
detection algorithm has been tested, even in complex unpaved and off-
road terrain conditions, while the obstacle avoidance algorithm is also 
suitable to detect moving objects within the environment.

A first algorithm is deputed to extract a custom road model from the 
acquired images. This model, used as a marker for road morphology, is 
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then adopted to define a drivable surface in the proximity of the robot. 
Instead of using stationary or pre-processed road models, this algorithm 
adapts its model to changing environments, allowing the proposed ap-
proach to be more robust.

The adoption of a stereo cameras permits detecting obstacles and 
putting out the elevation data of objects in acquired images, thus allow-
ing it to find drivable corridors.

These algorithms have been integrated into a navigation system based 
on the Potential Field Method [55, 56], which allows a robot following 
the path classified as road, and to avoid obstacles.

The navigation system has been tested using two robotic platforms, 
described previously in the volcanic exploration section Robovolc and 
U-Go. The reported experimental results show the robustness achieved 
in autonomous navigation.
5.5.1 Related works and overview
Autonomous navigation of mobile robots has always been one of the 
major research topics in robotics. Autonomous mobile robots should be 
able to drive while understanding the surrounding environment. To do 
so a robot should be aware of the environment, avoiding obstacles and 
detecting safe navigation paths. 

Therefore, many research groups have been interested in computer 
vision as a method to recognize features in the environment. Several 
algorithms have been produced to fulfill the gap in robotic perception, 
facing most of the different tasks crucial to performing reliable autono-
mous navigation in dynamic environments [57, 58].

Moreover, robotic competitions among autonomous unmanned ve-
hicles in realistic off-road scenarios and terrains, such as the DARPA 
Grand Challenge [59] and The European Land Robot Trial (ELROB) 
[60], have further stimulated interest in developing computer-vision-
based algorithms for autonomous navigation. Among all possible appli-
cations of computer vision for outdoor robotic navigation, road detection 
and obstacle avoidance are among the most important.

Road detection algorithms may be grouped in two main categories, 
as they could be adaptive or not. The most commonly used are the non-
adaptive algorithms, based on some a-priori knowledge of the environ-
ment and on visual features that are used both to define and identify the 
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road. One category of algorithms searches for image edges defining the 
roadway, such as lane markers [61] or road borders [62, 63], while the 
other adopts color information from the road surface [64, 65].

A few algorithms use adaptive learning processes, adopting super-
vised learning to train classifiers for the identification of road regions 
[66, 67]. Other methods achieve adaptability by using color informa-
tion of recent known road regions to identify drivable surfaces [68–71].

Similar consideration can be given for computer-vision-based obsta-
cle detection algorithms. These have gained great advantage from the 
adoption of stereoscopy [72]. Most of the obstacle-detection algorithms 
in literature are based on the adoption of laser range finders, due to their 
precision and reliability [71]. However, stereoscopic cameras are usu-
ally much cheaper than laser range finder devices and, in certain cases, 
can considerably reduce the cost of a road detection and obstacle avoid-
ance system. Moreover, for some particular applications, their adoption, 
in conjunction with a laser range finder, can greatly improve detection 
performance.

This work deals with a perception-oriented software framework for 
autonomous navigation of mobile robots in complex outdoor envi-
ronments, which allows performing both road detection and obstacle 
avoidance. Roads are classified by using a real-time adjusted model de-
fined by color information: instead of relying on a static pre-computed 
set of possible terrains, the model is continuously updated by using the 
features of the terrain surrounding the robot. Obstacles are detected by 
means of depth information elaborated from the stereo cameras.

This framework is part of a more global control system [6, 8], de-
veloped to perform outdoor autonomous navigation in unknown en-
vironments: several data from different sensors are fused in order to 
provide localization and a navigation strategy. However, in this section 
only the computer vision algorithms will be described, and some results 
of autonomous navigation tests obtained by using exclusively the visual 
feedback will be presented.
5.5.2 Drivable surface detection outline
For drivable surface detection, an approach similar to those described in 
[68, 69, 71] is adopted. In these works a supervised algorithm permits 
creation of a database of the scenarios, allowing the online identification 
of possible safe patterns.
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Algorithms like those reported in [8, 71] combine information from 
three sensors: a laser range finder, a pose estimation system and a color 
camera. On the contrary, the approach presented in this paper simply 
relies on the adoption of a stereo camera pair.

The steps involved in the algorithm for Drivable Surface Detection 
(DSD), shown in Figure 5-3, are:

1. Image Acquisition
2. Bird’s eye transformation
3. Kernel Matrix Generation
4. Image processing

This subsection will introduce basic concepts of proposed algorithms, 
describing early work developed, while the next subsection will more 
deeply describe the implementation and optimization steps.

Image acquisition
An auto-calibration tool for stereo cameras has been developed in 

order to easily and quickly compute cameras’ intrinsic, extrinsic and 
distortion parameters used to pre-process the images coming from the 
stereo cameras [73]. The values of the parameters are strictly related to 
the camera and are used to define the relationship between a point in 
space, the road plane in this approach, and its corresponding point on 
the image’s plane. It is important to highlight a particular relation al-
lowing construction, from a camera-acquired image, of an artificial im-
age that is more suitable to analyze road characteristics, and to identify 
them. This relation is the planar homography, or projective transforma-
tion, which is a non-singular linear transformation between points de-
fined in R2. Figure 5-4 summarizes how planar homography transforms 
points from the road to the image planes. The planar homography can 
be represented by means of a relation h, defined as follows:

:h P P→

Figure 5-3 Steps performed in the Drivable Surface 
Detection Algorithm.
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where P and P‒, both defined in R2, are the sets of points in the road 
plane and the image plane respectively. This relation defines a homogra-
phy if h can be defined as:

 h(x) = Hx (2)

with H non-singular 3 ´ 3 matrix and x = (x1, x2, 1)T is a 3 ´ 1 vector 
defining a point in the road plane using homogeneous coordinates. The 
complete relation is defined by the following equation where l is a scale 
factor:

 λ
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At least four known points are needed to compute H parameters, 
except the scale factor [73, 74].

Bird’s eye transformation
Inverse Perspective Mapping (IPM) can be used in order to distin-

guish objects and the road in an image [75]. The computed parameters 

Figure 5-4 Points from the road plane are mapped into the 
image plane using planar homography transformation.
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are used in the real-time image processing procedures so as to obtain a 
top-down “bird’s eye” view, as shown in Figure 5-5, from which informa-
tion about the path in front of the robot can be extracted.

IPM allows compensating for the well-known problem of perspective 
distortion transforming all pixels from an acquired image into a new rep-
resentation, where information is stored and homogeneously distrib-
uted [61, 74]. IPM needs to know position and heading of the camera 
and its parameters, which are calculated in the calibration phase.

Being this kind of transformation, shown in Figure 5-6, a remapping 
of points from the image plane into the road plane, IPM can be classified 
as a particular type of planar homography. Supposing the road in front of 
the camera to be flat, IPM allows obtaining a top-down view, or bird’s eye 
view, of the scene seen by the camera. The algorithm for road detection 
and obstacle detection shown in this work makes use of bird’s eye view.

Kernel Matrix Generation
The Road Detection algorithm should be able to detect a suitable path 

for the robot motion without any a-priori knowledge of the environ-
ment. The robot could move on asphalted or paved street, on off-road 
track with several grades and types of grass, and so on. It is really hard 
to define robust classes identifying road types by any type of features 
such as geometry or color. Sometimes, during in-field navigation, road 
characteristics may change, increasing the difficulty to correctly identify 
drivable surfaces. 

The core of the Drivable Surface Detection Algorithm (DSD) is the 
Kernel Matrix Generation Task (KMG): this assumes that the robot starts 
its motion from a drivable surface, thus allowing it to characterize this 

Figure 5-5 Bird’s eye view example: Original image (left) 
Transformed image (right).
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drivable surface by means of features of the near-robot region. Features 
involved in this step are the RGB components of a particular Region Of 
Interest (ROI), shown in Figure 5-7, which is a rectangular portion of 
the bird’s eye image of the scene in front of the robot. This ROI will be 
referred to as Kernel, and it is 120 pixels wide and 80 pixels high.

The Kernel is used to build the Kernel Matrix (KM), which is a 3D 
Matrix containing information regarding Kernel colors. The way the 
KM is defined allows associating each of its elements, defined by three 
coordinates, to one three-element vector representing RGB compo-
nents of a pixel. The KMG process works as follows:

1.  Each pixel of the Kernel is defined by its RGB components, 
expressed by the vector [r, g, b];

2.  Each pixel in the Kernel increments by an amount D the value 
of the corresponding element in the KM, which is KM (r, g, b), 
and by a smaller amount d, ones nearby.

Because the Kernel should usually have homogeneous characteristics, 
the kernel matrix will show well-defined clusters.

Figure 5-6 Coordinate systems representation for IPM.
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Image processing
After the KM is built, each pixel of the whole image is analyzed in 

order to estimate if its color is present in the constructed KM, and so in 
the kernel. This step allows defining drivable surface. The process works 
as follows:

1.  Each pixel of the image, by means of its RGB components, de-
fines a vector [r, g, b];

2.  The above mentioned vector identifies an element of the KM 
within a specific value;

3.  The greater this value, the greater the probability that the evalu-
ated pixel belongs to a drivable surface. Several thresholds have 
been experimentally tested to correctly classify pixels into dis-
tinct categories.

Initially the identification step was performed using one threshold, 
as shown in Figures 5-10 and 5-11 in the next section, while the final ver-
sion makes use of two thresholds creating three categories. Figure 5-8 
shows the result of this kind of classification, where three colors identify 
the following regions:

Figure 5-7 Kernel ROI in the bird’s eye view.
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•	 Blue	pixels	represent	Fully	Drivable	Surfaces
•	 Yellow	ones	represent	Un-Drivable	Surfaces
•	Orange	ones	are	in	between	the	previous	two	cases
•	 Black	pixels	represent	Obstacles

5.5.3 Drivable surface detection setup
The Robovolc and U-Go robots have been used to test and validate the 
proposed algorithm. The two robots were equipped with high qual-
ity stereo cameras with a resolution of 1.3 Megapixels and fixed-focus 
lens of 4.0 mm [76]. The images coming from the two cameras were 
synchronized with an 8 kHz clock generated by using an IEEE1394 
interface. The image processing is based on the OpenCV open source 
software library [73].

Several experimental tests have been performed to refine the pro-
posed algorithm in order to improve its performances and the ability to 
identify drivable surfaces.

Images from real navigation scenarios can be very noisy and affected 
by several disturbing elements. One problem could be the presence of 
non-drivable objects inside the ROI. For instance, if the robot is moving 
on grass, a small stone, viewed inside the ROI, may influence the kernel 
matrix, thus altering the way the rest of the picture is classified.

Moreover, as usual for computer vision algorithms, and in particu-
lar in outdoor applications, scene lighting is the greater problem to be 
faced. Various strategies have been used to ensure that the effect of any 
changes in brightness or small shadows could be reduced. In particular 

Figure 5-8 DSD example with two thresholds: original 
birds’ eye image (left) and output image (right).
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three techniques have been developed and tested with the aim of reduc-
ing the effect of disturbances and noise:

1. Macro-pixels
2. Morphology operators
3. Normalization

Macro-pixels
In order to reduce the effect of irregular pixels, with respect to the 

drivable surface, inside the ROI or inside the rest of the image, Macro-
pixels have been introduced. A Macro-pixel is defined as a region of 
10 ´ 10 pixels. The mean RGB value, among pixels forming the macro-
pixel, defines its RGB components. These new RGB components and 
the associated vector are both used to process the kernel, during the 
Kernel Matrix Generation stage and during the image processing step. 
Each macro-pixel acts both on the KMG step and on the image pro-
cessing step the same way pixels do by means of their RGB components.

Macro-pixels have been used as moving windows of 10 ´ 10 pixels; 
so after a macro-pixel is processed, the next one is obtained shifting this 
window one pixel beyond.

Four modalities have been analyzed:

•	 Pixel	to	pixel
•	Macro	to	pixel
•	 Pixel	to	macro
•	Macro	to	macro

Comparative results of these possible modalities, applied to the road 
image shown in Figure 5-9, are reported in Figures 5-10 and 5-11.

Morphology operators
Morphology operators have been tested in order to remove irregular-

ities in the image. Before the KMG step, combinations of the Opening 
and Erosion operators have been applied to the bird’s eye image. These 
operators are provided by the OpenCV framework. The trade-off be-
tween the obtained benefits and the increased execution time, applying 
morphology operators, did not appear to be valuable, so morphology 
operators have been discarded.
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Normalization
Another operation performed after the image acquisition step is a 

normalization of the image. This normalization stage is applied to the 
RGB components of the pixels, defined by the vector [r, g, b], and works 
as reported in (4). Each component is divided by the sum of all of them 
and then multiplied for a scale factor L representing a desired color level.

Figure 5-9 Original bird’s eye image used to test macro-
pixels.

Figure 5-10 Transformation involving macro-pixels: Pixel 
to Pixel (left) and Pixel to Macro (right).
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The new RGB components are defined by the vector [r¢, g¢, b¢]. This 
stage reduces the number of color levels and make the components 
complementary; this means that r¢ + g¢ + b¢ = L. Tests have ana-
lyzed two values for the scale factor, L = 32 and L = 64. In this stage 
a quantization is also performed, because integer values of the new 
RGB components are adopted. Thus they may assume integer values 
ranging from zero to L.

Moreover this normalization stage also allows for reducing the com-
plexity of the kernel matrix that became a 2D matrix, instead of 3D, 
thus reducing the general computational cost. The components that 
have been used to construct the 2D kernel matrix are the green and the 
red ones.

Setup and optimization
Once several tests were performed it was possible to make some 

considerations.
Mixed techniques, such as pixel to macro or macro to pixel, have been 

discarded because they don’t use the same method to process the image 
and the ROI. Both these techniques involve two stages: one working 
with pixels and the other using macro-pixels. As a result the noise onto 
images of the road is usually increased.

Figure 5-11 Transformation involving macro-pixels: Macro to 
Pixel (left) and Macro to Macro (right).
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As was already mentioned, the use of morphological operators has 
been discarded too, because they increase the computational effort with 
a negligible reduction of noise on the output.

Pixel to pixel and macro to macro are good techniques, especially if 
combined with normalization, because a small loss of information is 
compensated by a smaller sensitivity to variations in brightness. Finally 
normalization makes the algorithm more robust.

Once the global behavior of the algorithms has been defined, in their 
implementation several code optimization techniques have been also 
used, in order to reduce the computational cost.

First a memory access management optimization, to speed up all the 
image processing algorithms, has been carried out. Another improve-
ment was obtained by a suitable management of macro-pixels. As was 
said before, the mean of the components of the macro-pixels is used 
to generate the kernel matrix; to do so one hundred pixel components 
should be manipulated for each step and for each macro-pixel. To better 
explain this stage, consider a row of pixels, as shown in Figure 5-12, and 
a 1 ´ 3 macro-pixel.

The sum S(1) of the components of the first macro pixel, the red rect-
angle represented by the pointer ptr(1), is S(1) = A + B + C while S(2). 
The sum for the second macro-pixel, the green rectangle represented 
by the pointer ptr(2), can be expressed with S(2) = S(1) – A + D. In 
this way the sum is iteratively evaluated. If this example is extended to 
greater macro-pixels, it’s easy to understand that the greater the dimen-
sions of the macro-pixels are, the more useful this technique is. Working 
with 10 ´ 10 macro-pixels, one hundred sum operations must be per-
formed for the first macro-pixel, while for the following only ten sums 
and ten subtraction operations are needed. The navigation system, as it 

Figure 5-12 Macro-pixels mean calculation example.



Mobile Robots for Earth Exploration 147

will be presented later on, makes use of a portion of the image only, so 
the execution time is furthermore reduced.

Table 5-1 shows the execution times of the proposed DSD algorithm 
for the possible configurations discussed before and, in the last row, for 
the final optimized solution. Reported values are the average values of 
several tests involving different navigation scenarios. Tests have been 
performed on a laptop PC with a Pentium M @ 1.73 GHz and 1.5 GB 
of Ram.

The first row of Table 5-1 reports the fastest configuration which is 
related to the pixel-to-pixel image processing without normalization. 
Although this is the fastest configuration, the last one has been chosen. 
In fact the adoption of a macro-pixel with 64 color levels has demon-
strated a greater immunity to small irregularities present on road im-
ages, and the optimization has led to a faster execution time.

On the basis of all these considerations, the technique chosen for the 
road detection algorithm works as follows:

•	 Builds	the	normalized	image
•	Adopts	10	´ 10 macro-pixels to scan the image and the ROI

Table 5-1 Comparison of execution time of the DSD 
algorithm with different configurations.

Configuration Execution time (ms)
Pixel to Pixel 9,589
Pixel to Macro 358,170
Macro to Pixel 20,661
Macro to Macro 381,090
Pixel to Pixel - 32 levels normalization 327,424
Pixel to Macro - 32 levels normalization 2,426,799
Macro to Pixel - 32 levels normalization 485,652
Macro to Macro - 32 levels normalization 3,454,011
Pixel to Pixel 64 - levels normalization 356,452
Pixel to Macro 64 - levels normalization 2,580,387
Macro to Pixel 64 - levels normalization 498,217
Macro to Macro 64 - levels normalization 3,764,042
Macro to Macro 64 - levels Optimized 15,219
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•	 Builds	a	2D	Kernel	matrix	with	L = 64, D = 8, d = 1
•	Uses	two	thresholds,	1	and	2000	occurrences,	for	the	DSD

5.5.4 Obstacle detection
As previously introduced, the adoption of stereo cameras allows for 
detecting obstacles and getting elevation data out from the images, in 
order to find drivable corridors. To do so, both left and right bird’s eye 
images are used to create an “error image.”

The error image, as shown in Figure 5-13, is the difference between 
left and right bird’s eye images. As can be seen all those pixels belonging 
to the road plane produce darker pixels in the error image because those 
pixels in stereoscopic images, transformed with the homography, look 
similar. Otherwise, objects rising from the road are seen in a different 
way from the two stereo cameras, so the error image presents clearer 
areas especially along the sides of objects, because these regions, being 
seen by a single camera, cannot be superimposed.

Thus, in presence of obstacles, non-zero pixels are present in the er-
ror image; non-zero means brighter pixels. Obstacle borders can be so 
identified by means of the clearer triangular regions appearing in cor-
respondence of their edges.

The obstacle detection algorithm uses a polar histogram to scan the 
error image, with respect to a focus point F placed on the horizontal 
plane, in order to locate triangles generated in the presence of obstacles. 
The histogram is constructed adding pixel values along the lines in the 
overlapping regions.

As shown in Figure 5-14, the histogram presents a certain level of 
noise that can be attenuated through the use of a low pass filter. A 

Figure 5-13 A bird’s eye image (left) and error image (right).
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threshold has been used to detect peaks in the histograms, which define 
obstacles borders.

Once the position of the borders of an obstacle is found, it is useful 
to calculate the distance of the obstacle from the camera. A cumulative 
histogram, along the directions of the obstacle’s edges, is evaluated; even 
in this case a low pass filter has reduced the noise.

An example is reported in Figure 5-15, where the horizontal axis cor-
responds to the y coordinate of the pixel within the considered line. All 
these histograms start with a higher slope and end with a lower slope 
(near the robot). The breaking point, where the slope changes, corre-
sponds to the contact point between the obstacle and the horizontal 
plane, thus providing the distance of the obstacle by the camera. Even 
in this case, evaluating the histogram slope, a threshold is used to detect 
the exact location of the obstacle. Some results are shown in Figures 
5-16 and in 5-8.

Figure 5-14 Polar histogram creation (left) and filtered and 
unfiltered output (right).

Figure 5-15 Cumulative histogram example, the right side 
is nearer the robot.
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Figure 5-16(a) shows the image acquired by the stereo cameras while 
Figure 5-16(b) shows the relative bird’s eye transformation. Figure 
5-16(c) reports the error image. Figure 5-16(d) shows the output of 
the whole algorithm; black regions appear in correspondence to the ob-
stacle placed in front of the robot.
5.5.5 Control of the robotic platform 
Navigation algorithms have been implemented using the Microsoft 
Robotics Developer Studio (MRDS) tool [77]. MRDS is particularly 
useful for moving a project from simulation toward real robot imple-
mentation. It is in fact possible to replace each simulation entity with a 
corresponding tool of the real world.

The control module, therefore, receives and processes sensor infor-
mation. Data are, first of all, processed by an Extended Kalman Filter in 
order to evaluate robot position and heading. The navigation algorithm 
takes care of generating the control reference for the robot, by means of 
the Potential Field Method, allowing it to avoid collisions with obstacles 
detected by sensors [56, 78].

The Potential Field Method (PFM) is a classical method that allows 
software development and operation with high modularity because, 

Figure 5-16 Obstacle detection stages: a) original image; b) 
bird’s eye view; c) error image; d) output image.
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being that sensors transform information into virtual forces acting on 
the robot, the presence or the absence and even the fault of a sensor 
doesn’t affect the global control algorithm behavior. In most of the con-
sidered real cases the robot had to follow several given waypoints using 
a DGPS-based localization system, and at the same time following a 
drivable surface and avoiding obstacles. The result of this technique is 
a sequence of movements that lead to safely driving the vehicle towards 
the target without collisions.

Figure 5-17 shows the five squared portions of the image that, dur-
ing normal operations, are the only areas processed in order to control 
the robot. Each of the five squares generates a virtual force applied to 
the robot. Equation (5) reports how the module of the attractive force 
generated by drivable surface is evaluated:

 0 0B B
Ai

W n W nF
n

⋅ + ⋅=  (5)

where WB and WO are weight coefficients for the blue and orange pixels 
respectively, while n, nB and nO are the total number of pixels inside the 
square and the number of blue and orange pixels respectively. WB and 
WO are set to 1 and 0.5 respectively.

 
D D
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n
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Figure 5-17 Control squares used to evaluate virtual forces.
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Equation (6) reports how repulsive forces, generated from obstacles 
seen inside each square, are evaluated. WD and nD are the weight coef-
ficients and the number of black pixels respectively; WD is set to 1.

Figure 5-18 outlines, in a simplified simulated environment, how in-
formation coming from the computer vision algorithm is transformed 
into virtual forces, suitable to be used for the PFM. The small blue tri-
angle represents the robot, while the above rectangle is the bird’s eye 
image of the road. The gray rays represent a discretization of the image 
into sectors. The gray and black stars are obstacles which apply repulsive 
forces (red arrows) on the robot while small attractive forces are also 
generated by drivable surfaces (cyan arrows).

To control the robot the total force FT must be evaluated as reported 
by (7):

 , , , ,T A i A i R i R i
i i

F K F K F= −∑ ∑  (7)

where KA,i and KR,i are weighting vectors.
The lower control loops maintain the linear velocity constant and act 

on the angular speed command w through the following steps:

 JFT = atan2(FTy, FTx) (8)

Figure 5-18 A representation of virtual forces generation.
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 JE = JFT – JR (9)

 w = Kw ´ JE (10)

Equation (8) is used to evaluate the orientation qFT of the total force 
acting on the robot; equation (9) is used to evaluate the error qE between 
qFT and the robot orientation expressed by qR. Errors greater than 180° 
are suitably reversed, as usual. The error is used to directly control the 
robot by means of a simple proportional action, as exposed by (10).

The five control squares, shown in Figure 5-17, used to evaluate vir-
tual forces by means of equations (5)–(7), have been moved farther 
from the robot following the results of the initial experimental trials. 
Figure 5-19 shows the initial position on the left and the final position 
on the right.

Figure 5-20 shows a test with this new configuration while Figure 
5-21 shows an image, generated off-line, where the homography, intro-
duced by equations (1)–(3), is used to impose the Drivable Surface im-
age onto the real image.

Several tests have been performed in outdoor navigation. Figure  
5-22 shows a 140 meter path navigation test, where the robot has moved 
from the starting point on the left, has reached a waypoint represented 
by the end of the path on the right, and has come back to the starting 
position avoiding the obstacle detected with the proposed algorithm.

Figure 5-23 shows some off-line generated pictures of the test. Figure 
5-23(a) has been acquired and processed at the starting position. As can 
be seen, there is an initial offset between the robot orientation and the 
road; indeed the grass on the left side is marked in orange and yellow 

Figure 5-19 Squared Regions positions: before (left) and 
after optimization (right).
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Figure 5-20 Experimental test: a) original image; b) bird’s 
eye view; c) error image; d) output image. 

Figure 5-21 Off-line generated image of an experimental 
test.



Mobile Robots for Earth Exploration 155

because it is correctly seen as different from the sandy road inside the 
kernel. Figure 5-23(b) was acquired once the robot moved to its desti-
nation waypoint; it has correctly turned and moved towards the center 
of the road.

This initial path is slightly descendent. At the end of the slope there is 
a van, shown in Figure 5-23(c); even if there is some grass, the shadow 
of the vehicle is seen as undrivable surface before the vehicle is detected 
as obstacle. The results is the robot is forced to turn left.

In Figure 5-23(d) again the grass on the border is detected as undriv-
able surface while the plastic net on the right is detected as obstacle, so 
a darker region appears in the image. The robot has turned again left as 
shown in Figure 5-23(e).

After the robot reached its waypoint, it had to move back to the ini-
tial position, so in Figure 5-23(f ) the plastic net and the van are viewed 
again. The net is seen again as an obstacle in Figure 5-23(g). Figures 
5-23(h) to ( j) report three other images acquired while the robot is go-
ing back.

Figure 5-22 Map of a navigation test: Copyright © 2012 
Google (Google Earth) © 2012 Tele Atlas Image © 2012 
GeoEye © Maplink/Tele Atlas.
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Figure 5-23 Time sequence of peculiar off-line generated 
pictures from a navigation test.
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5.5.6 Final considerations
A new computer vision-based method suitable of performing road de-
tection and obstacle avoidance was presented in this section. The pro-
posed framework relies on fast and well-optimized algorithms, reaching 
a high performance that allowed real-time implementation with simple 
computer hardware. It has been tested in several on- and off-road sce-
narios, showing strong abilities in road scene understanding and obstacle 
avoidance. A preliminary implementation of this method was employed 
in the robot that participated in the ELROB 2010 contest [60]. 

The whole navigation system adopted integrates multiple sensor in-
formation, but the results presented here highlight how this framework 
has been used in controlling autonomous vehicles, reaching good results.
5.6 Conclusions and future work
The proposed software framework copes with two important tasks of 
robotics, road detection and obstacle avoidance, by means of the adop-
tion of stereo cameras.

The robustness of the adopted algorithms has been deeply verified 
with several tests: drivable surfaces detection has been tested even in 
complex unpaved and off-road terrain conditions, while the obstacle 
avoidance algorithm has also shown the ability to detect moving objects 
within the surrounding environment. The drivable surface detection 
avoids the use of stationary or pre-processed road models, allowing it to 
work with changing environments; this guarantees robustness and reli-
ability even in complex outdoor environments.

All the information coming from image processing algorithms is 
managed by the navigation system based on the potential field method 
which manages paths classified as road as attractive forces and, other-
wise, detects obstacles as repulsive forces.

The navigation system, tested using the two robotic platforms pre-
sented above, has had good experimental results in terms of the robust-
ness achieved in autonomous navigation.

Future work will deal with several aspects. The reliability could be 
increased by integrating information coming from other sensors, such 
as sonars or laser range finders. Even if the road detection algorithm has 
shown good performance, its robustness will be verified by testing the 
proposed image processing algorithms with harder and more variable 
road conditions.
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