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AbstrAct

Businesspersons—including engineers, managers, and technoprenuers—
are trained and drilled to make things happen. Part of their practice is 
to guide others on building monuments of success and to make difficult 
decisions along the way. However, they will all realize that the decisions 
they make eventually determine the chances they take, and that they are 
all fraught with uncertainty. This book is developed to give businessper-
sons the opportunity to learn operational risk management from a systems 
perspective and be able to readily put this learning into action, whether in 
the classroom or the office, coupled with their experience and respective 
discipline.
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PrefAce

Businesspersons—including engineers, managers, and technoprenuers—
are trained and drilled to make things happen. Part of their practice is 
to guide others on building monuments of success and to make difficult 
decisions along the way. However, they will all realize that the decisions 
they make eventually determine the chances they take, and that they are 
all fraught with uncertainty. This book is developed to give businessper-
sons the opportunity to learn operational risk management from a systems 
perspective and be able to readily put this learning into action, whether 
in the classroom or the office, coupled with their experience and respec-
tive discipline. This book is organized around two topics: operational risk 
management and systems thinking.

Chapter 1 describes operational risk management through funda-
mental concepts of accident (event that is both unintended and undesir-
able), hazard (objects, actions, processes, or condition that may contribute 
toward the occurrence of an accident), and of course, risk (event with 
undesirable consequences without specific regards to intent). The notion 
of systems approach is introduced to provide a convenient way to describe, 
classify, and categorize risk events based on their causes, origins, and 
consequences.

Chapter 2 provides the generalized framework for operational risk 
management summarized in these questions: What should go right? What 
can go wrong? What are the consequences? What is the likelihood of 
occurrence? What can be done? What are the alternatives? And what are 
the effects beyond this particular time? The notion of the causal chain of 
events is introduced to where interactions between elements of a system 
are used to assess the chances of occurrence and the consequences if risk 
events occur.

Chapter 3 describes several common tools or techniques, namely, 
Preliminary Hazard Analysis (PHA), Hazard and Operability Analysis 
(HAZOP), Job Safety Analysis (JSA), Failure Mode and Effects Analysis 
(FMEA), Fault Tree Analysis (FTA), and Cause and Consequences Analy-
sis (CCA). The principle of As Low As Reasonably Practicable (ALARP), 
used in managing operational risks, is described to give guidance in apply-
ing the tools.
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Chapter 4 describes the risk treatment for affecting particular risk 
events deemed important based on the chances of occurrence, the conse-
quences if the risk events happen, and other factors. The general objectives 
in risk treatments are (a) reduction in the chances of occurrence of the risk 
events and (b) reduction in the consequences if the risk events occur. The 
fundamental steps and corresponding guide questions in developing a plan 
for risk treatment are described as well.

Chapter 5 describes performance monitoring to control and manage 
particular operational risk events to within tolerance level and ensure 
the appropriateness and effectiveness of the risk treatment strategies. 
To achieve a reliable monitoring process of the operational risk, risk indi-
cators are identified and, information from risk mitigation strategies and 
risk database are collected.

Chapter 6 describes difficulties for risk managers in coping with the 
increasing complexities of systems to successfully address complexity. 
A shift of paradigm with a more holistic perspective is described not only 
from the technical but also the inherent human–social, organizational–
managerial, and political–policy dimensions based on systems thinking 
and systems theory.

Chapter 7 provides a nonspecific domain system thinking tool that 
can help risk managers develop systems thinking. The outcome of this tool 
is a set of systems thinking characteristics to assist in the identification of 
individuals such as risk managers and members of the risk management 
team who have the ability to more successfully identify risk and integrate 
safety in complex systems that require a high level of systems thinking.
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cHaPTER 1

introduction to 
oPerAtionAL risk

1.1  BRIEf HISTORY Of OPERaTIONaL 
RISK

In the early 1990s, the term operational risk was first officially used in 
the finance industry with the purpose of identifying fraudulent financial 
reporting. However, by the early 2010s, operational risk, and the man-
agement thereof, has acquired a broader description and acceptance. 
Nowadays, it can be broadly described as having the goal to reduce or 
mitigate the possibility of something going wrong in any type of operation 
including, but not limited to, financial operations.1

1.2 accIDENTS, HaZaRDS, aND RISKS

These three terms—accidents, hazards, and risks—are very important, 
related, but distinct concepts that form the foundation of operational risk 
management.

Accidents (noun) commonly refer to events that are not intended to 
happen. Accidental (adjective) refers to the nature of occurrence of events 
as being unintended. As an example, a fender bender between motor 
vehicles is an accident related to their operation on public roads because it 
is generally unintended. In contrast, a fender bender during a demolition 
derby is not an accident because it may have occurred with intent. Com-
mon usage of the term accident may also imply someone’s preference for 
the event—being desirable or not desirable. Fender benders are events that 
for drivers are accidents that are both unintended and undesirable. None-
theless, there are instances of fortunate accidents in the common usage 
of the word, those events that may have not been intended to happen but 
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turned out to be a good thing. Such is the case of the fortunate accidental 
discovery of penicillin by Alexander Fleming when fungus contaminated 
his bacterial cultures by accident. Other descriptions of accident are as 
follows:

• An undesirable and unexpected event, a mishap, an unfortunate 
chance or event;

• Any unplanned act or event that results in damage to property, 
material, equipment, or cargo, or personnel injury or death when 
not the result of enemy action.2

For the purpose of this book on operational risk management, the 
term accident will be used to pertain to events that are unintended and 
undesirable.3

Hazards (noun) usually refer to objects, actions, processes, or condi-
tions that may contribute toward the occurrence of an accident. Hazardous 
(adjective) refers to the property of objects, actions, processes, or situa-
tions that contribute toward an accident. Going back to the example of a 
motorist, a flat tire (noun: a tire that is deflated) is an object that may con-
tribute toward the occurrence of a collision—unintended and undesirable 
(the accident). Figure 1.1 illustrates the relationship between hazards and 
an accident. In this illustration, the holes in the slices of cheese that con-
tributed to the accident align and are considered hazards. There are many 
other holes that do not contribute to the accident and hence are not consid-
ered as hazards for this particular accident (but remain hazardous—e.g., 
potential to cause a different accident).

Risks, or equally risk events (noun), refer to future events with unde-
sirable consequences without specific regard to intent, and hence include 

Figure 1.1. Relationship between 
hazards and an accident.4

Hazards

Accident
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accidents and non accidents. Riskiness (adjective) is the expression of the 
magnitude of various properties associated with risks. These properties 
are usually the likelihood or chance of occurrence, and the consequences 
if they occur.

The following are other definitions of risk:

• The chance, in quantitative terms, of a defined accident occurring;
• Something that might happen and its effect(s) on the achievement 

of objectives;
• A set of opportunities open to chance.5

Fender benders can be considered as risk events because they may 
result in property damage or worse. Note the use of the terms may and 
damage or worse to emphasize that we are referring to a future event with 
undesirable consequences.

In the same suit, one may say that tired and distracted drivers have 
a higher risk of being involved in a fender bender. Note the use of the 
term higher risk to describe the higher magnitude of one property of risk 
events—the chance of occurrence.

Table 1.1 emphasizes the importance of intent and consequence in 
having a common understanding of the concepts of accidents, hazards, and 
risks. Events being accidental in turn determine the distinction between 
what may be construed as hazardous or not. However, risk is more closely 
related to the consequence rather than intent.

1.3 IMPORTaNcE Of a SYSTEMS aPPROacH

1.3.1 WHAT IS A SYSTEM?

A system can be described as a collection of interrelated elements con-
tributing toward a common goal. As an example, an automobile can be 
described as a system made up of a collection of elements (transmis-
sion, power, electronics, and other elements) all contributing toward the 
common goal of transporting passengers and cargo. System may also be 
the production system that produces automobiles, the company that owns 
this production system, the supply chain that brings the automobiles to the 
buyers, and so on. In essence, the scale by which we can view an entity as 
a system is wide.
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1.3.2 WHAT ARE THE WAYS TO CHARACTERIZE A SYSTEM?

A system can be characterized by the means of the elements that make them 
up, their objectives, or the nature of their interrelationships. For example, 
a modern automobile can be characterized by its automatic transmission, 
four-wheel drivetrain, electronic ignition, six cylinder engines, antilock 
brakes, and other elements that make up the particular automobile. This 
same system can also be characterized by how its elements work together, 
that is, how the engine’s power is relayed by the transmission to the wheels 
and how the brakes stop the automobile when needed.

1.3.3 WHAT IS A SYSTEMS APPROACH?

A systems approach pertains to the approach of analyzing an entity by rec-
ognizing the elements that make it up, their objectives and their interrela-
tionships. This approach is often employed by analysts in various fields or 

Table 1.1. Comparison of accident, hazard, and risk

Accident noun
Event that is both unintended and undesirable <hurt in an accident>
Accidental adjective
Being unintended <accidental damage>
Hazard noun
Objects, actions, processes, or condition that may contribute toward 
the occurrence of an accident <debris on the road is a hazard for road 
accidents>

Hazardous adjective
Potential to cause an accident;
Actually contributing toward a particular accident; or
Causes a particular accident, partly or entirely. 
Risk noun (also risk event)
Event with undesirable consequences without specific regards to intent
Includes accidents
Risky adjective
High magnitude of various properties associated with risk <skydiving 
is risky> <drinking and driving is risky behavior>

Riskier adjective
Higher chance of occurrence of a risk event or higher consequence if 
they occur, or both <skydiving is riskier in bad weather> 
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disciplines of applied sciences, for example, engineering, pure sciences, 
and social sciences.

1.3.4  WHAT IS THE IMPORTANCE OF RECOGNIZING GOALS 
AND OBJECTIVES?

For the purpose of operational risk management, recognizing goals and 
objectives of elements as individuals and the system that they form as 
a whole would lend credibility to an analyst’s statement of whether the 
events are intentional or not and if the consequences are desirable or 
undesirable. As the previous section emphasized, intent and consequences 
are important in describing accidents, hazards, and risks, which can be 
separately viewed as obstacles or impediments to the achievement of 
goals and objectives.

1.3.5  WHAT IS THE IMPORTANCE OF RECOGNIZING 
INTERRELATIONSHIPS AMONG ELEMENTS 
OF A SYSTEM?

Part of effective operational risk management is understanding the 
sequence of events that eventually lead to accidents. This sequence of 
events, in many ways, is within the realm of how various elements of the 
system are interrelated. This recognition of sequence of events is import-
ant in any attempt to prevent the occurrence of a risk event or reduce the 
consequence if it does occur.

1.3.6  WHAT IS THE IMPORTANCE OF RECOGNIZING 
SYSTEM BOUNDARIES?

Part of operational risk management, particularly the management aspect, 
implies some degree of control on how elements of a system will behave 
or relate to each other. Recognizing system boundaries is an acknowledge-
ment of the degree of control one may have over these elements. Elements 
that, for some reason or another, do not lend themselves to control and are 
often designated as outside the system boundary. These elements are also 
termed as external to the system or belonging to the system’s environment. 
However, these external elements are still relevant parts of the systems 
approach. Hence, the application of a systems approach is to adapt sys-
tems thinking by having a thought process that develops an individual’s 
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ability to speak and think in a new holistic language. Systems thinking 
will be discussed in more detail in Chapter 6.

1.4  OPERaTIONaL RISK aND OPERaTIONaL 
RISK MaNaGEMENT

1.4.1 WHAT IS OPERATION?

In the context of a systems approach, operation can be described as a 
sequence of processes designed to attain the objectives of the elements or 
the system as a whole. The operation of an automobile may be described 
as processes in the following sequence:

1. Fastening the seatbelt
2. Engaging the brake pedal
3. Turning on the ignition
4. Placing the gear in the right setting
5. Disengaging the brake pedal
6. Engaging the gas pedal
… and so on

All these processes are part of operating an automobile to transport 
passengers and cargo. In a production system, operations may pertain to 
the sequence of processes—obtaining raw materials, performing mechan-
ical and chemical processes, storage, inspection, movement, and eventual 
delivery to the users—all designed to attain the goals of the production 
system.

1.4.2 WHAT IS OPERATIONS MANAGEMENT?

Operations management pertains to the design and control of the oper-
ations, usually in the area of production and providing services. As an 
example, in building a new production line, part of operations manage-
ment is the design (or procurement) of the machines that will be needed, 
the identification of needed skills and the hiring of personnel with these 
skills, the raw materials needed, and a multitude of other items. Once this 
production line is physically installed, part of operations management is 
the control of the production line to produce the product that it is designed 
to produce at the right quantity and quality and at the right time.



INTRODucTION TO OPERaTIONaL RISK  •  9

1.4.3  WHAT ARE THE OBJECTIVES OF OPERATIONS 
MANAGEMENT?

The overall objective of operations management on a particular system is 
to design and control operations to attain the system goals.

For a production system, some of these goals are possibly the 
following:

• Produce the right quantity and quality products.
• Minimize shortages in raw materials, machine resources, and 

needed personnel.
• Minimize total cost of production.
• Minimize disruption in delivery of finished products.
• Minimize the number of defective products.
• Maximize return (e.g., profit).

For operating an automobile, some of the goals are possibly the 
following:

• Transport the occupants and cargo from origin to destination.
• Avoid traffic accidents.
• Avoid traffic violations.
• Minimize travel time and cost.

1.4.4 WHAT IS OPERATIONAL RISK MANAGEMENT?

The concept of risk has been described earlier, simply as potential events 
with undesirable consequences (noun). The following are some of the 
ways of describing operational risks:

“the risk of loss resulting from inadequate or failed internal 
 processes, people, and systems or from external events”6

“a measure of the link between a firm’s business activities and 
the variation in its business results”7

This book will subscribe to a modified definition from Basel II—the 
second of the Basel Accords published in 2004, which are recommenda-
tions on banking laws and regulations issued by the Basel Committee on 
Banking Supervision. Basel II describes operational risk as “the poten-
tial undesirable consequences directly or indirectly resulting from fail-
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ure of one or more elements of the system of interest.”8 Thus, the term 
operational risk management may be described as the design and control 
processes that will affect operational risks.

It should be noted that the word failure is used, implying that opera-
tional risk events are not intended results of system operation. Nonethe-
less, all operational risk events cannot be deemed as accidents because in 
modern complex systems, intent behind undesirable events may only be 
established after lengthy and careful investigation.

The relationship between possible operational risk events and acci-
dents is illustrated in Figure 1.2. Consider as an example the inaccurate 
transfer of money from one bank account into another—a particular oper-
ational risk event in financial institutions. Consider further that after a 
thorough investigation, it has been established that this particular instance 
was not intentional and may have been a result of a software bug or honest 
human mistake. Only then can this instance be considered as an accident. 
However, if it has been established as a fact that this particular instance 
was an intentional result of human actions, then it is considered as fraud 
and is not an accident. Either way, whether an accident or not, this is still 
an operational risk event. Figure 1.2 illustrates that operational risk man-
agement is concerned with all undesirable events that may happen in a 
system regardless of whether they are intentional or not. This includes 
both accidents and non accidents.

1.5  cLaSSIfIcaTION Of OPERaTIONaL RISK 
EVENTS

Operational risk events are often classified in some manner to help analysts 
and managers to better address the risks. The manner of categorization 
depends on the field of application and industry. One way to categorize 

Figure 1.2. Relationship between operational risk 
events and accidents.

Operational risk events

Not intentional
events

(accidents)

Intentional events
(not accidents)
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operational risks is by identifying distinct elements of the system that can 
be construed as the primary cause of the risk event. Table 1.2 enumerates, 
describes, and provides examples of risk events classified based on their 
primary cause. Operational risk can be classified by the usual classifica-
tion of elements that make up a system and its environment: people, pro-
cess, information, materials, machine, and external events.

Another way of categorizing operational risk events is based on the 
origin of the events. Table 1.3 describes some of these classifications.

Table 1.2. Classification of operational risk based on primary cause9

Classification Description Examples
Human Risk events that are 

primarily caused by 
humans, both inten-
tional and not

Fraud; breaches of employ-
ment law; unauthorized 
activities; loss or lack 
of key personnel; inade-
quate training; inadequate 
supervision; fatigue; lack 
of action

Process Risk events that are 
primarily caused by 
activities performed 
by elements of the 
system

Designed or authorized 
process not fit for purpose; 
errors caused by models 

Information Risk events resulting 
from inaccurate, 
false, or untimely 
information

Late information; corrupted 
data; inaccurate informa-
tion, mismatched unit of 
measure

Materials Risk events resulting 
from defective or 
inappropriate mate-
rials

Concrete that are too soft; 
metals that corrode too 
easily; plastics that are too 
toxic

Machines Risk events caused 
by malfunctioning 
machines and equip-
ment

Machine breakdown; impre-
cise machine performance

External 
events

Risk events caused by 
elements external to 
the system

Cyber hacking; failure 
in outsourcing; extreme 
weather; unfair regulations; 
political issues; unfair com-
petition; fragmented market



12  •  OPERaTIONaL RISK MaNaGEMENT

Table 1.3. Classification of operational risk based on origin10

Classification Description Examples
Organizational Risk events originating from 

humans and their roles in the 
organization

Noncompliance to 
regulation; under-
skilled technicians

Technical Risk events originating from 
nonhuman aspects of the 
system

Late information; 
machine break-
down

Social Risk events originating from 
humans whose roles may be 
outside the organization

Crime; unfair com-
petition

Political Risk events originating from 
policies and regulation 
imposed by government or 
other authorities

Unfair regulations

Environmental Risk events originating from the 
natural environment

Extreme weather

Table 1.4. Classification of operational risk based on consequence

Classification Description Examples
Safety Risk events resulting in 

injury, death, or failure 
in human health

Machine failure resulting 
in injury to the operator

Financial Risk events resulting in 
financial losses

Unfair regulations result-
ing in lost revenue

Legal Risk events resulting in 
legal suits

Noncompliance to regu-
lation resulting in suit 
from the government

Security Risk events resulting in 
deterioration of protec-
tion of valuable assets

Cyber hacking resulting 
in theft of confidential 
information

Risk events may also be classified based on its consequence or affected 
elements of the system. Table 1.4 describes some of these classifications.

It is noticeable from Tables 1.2 to 1.4 that a particular risk event may 
be classified in various ways depending on the classification strategy. As 
an example, a machine failure resulting in injury or death may be clas-
sified as a machine-related risk (because it is primarily caused by the 
machine), a technical risk (because a machine is included under technical 
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management), and safety risk (because the consequence may be injury or 
death). These apparent cross-classifications may be of benefit for the ana-
lyst and manager because it provides a richer description of the particular 
operational risk event—from its primary cause, the management area that 
it may commonly fall into within the organization, and the consequence. 
This rich description of the particular operational risk will help toward the 
effective treatment of risk events, as will be discussed in Chapter 4.

1.6  DIffERENcE BETWEEN OPERaTIONaL RISK 
aND OTHER TYPES Of RISKS

This book describes operational risks as the potential undesirable conse-
quences directly or indirectly resulting from the failure of one or more 
elements of the system of interest. However, there is no attempt in this 
book to imply that this is the only description of this term because there 
are other reference materials and practitioners that subscribe to a narrower 
use of this term. Consider terms such as liquidity risks, market and product 
risks, and group risks. It can be argued that these risks, pronounced in the 
operation of financial institutions, overlap but are not exactly the same as 
operational risks.11 However, it can also be argued that distinction may be 
resolved by careful definition of the boundary of the particular system. 
Furthermore, such boundaries may be artificial because further analysis 
may show the fact that many of the consequences ascribed to other classes 
of risk are coupled with operational risk events.

In manufacturing, where several systems work together to create the 
supply or value chain, a risk event occurring in one system may have a far 
reaching effect extending to other systems. In the global nature of automo-
tive manufacture, a political risk in one geographical region where a sup-
plier of upholstery fabric is located can eventually affect the operation of 
final assembly lines for cars across the globe. The fact is that operational 
risk crosses political, geographical, managerial, organizational, and 
corporate boundaries.

The following list shows some examples of real cases of operational 
risk events from various industries and geographical region.

• Sumitomo (1996): The disclosure of the $2.6 billion copper- trading-
related loss blamed on an employee through unauthorized trades.12

• Barings Bank (1995): The bank collapsed in 1995 after one of the 
bank’s employees lost $1.3 billion due to unauthorized speculative 
investing.
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• Chernobyl nuclear reactor disaster (1986): The Chernobyl disaster 
was a catastrophic nuclear accident that occurred on 26 April 1986 
at the Chernobyl Nuclear Power Plant in Ukraine (then officially 
the Ukrainian SSR), which was under the direct jurisdiction of the 
central authorities of the Soviet Union.13

• Collapse of Maxwell Communications (1991): Maxwell Commu-
nications Corporation was a leading British media business where 
hundreds of millions of pounds were stolen from employees’ 
pension funds.

• Foot-and-mouth disease crisis in the United Kingdom (2001): 
The epidemic of foot-and-mouth disease in the United Kingdom 
in the spring and summer of 2001 was caused by the “Type O pan 
Asia” strain of the disease. This episode resulted in more than 2,000 
cases of the diseases in farms throughout the British countryside.

• Northeast United States power failure (2003): The Northeast 
blackout of 2003 was a widespread power outage that occurred 
throughout parts of the Northeastern and Midwestern United States 
and the Canadian province of Ontario on Thursday, August 14, 
2003, just before 4:10 p.m. EDT(UTC−04).

• Lac-Mégantic train accident (2013): Occurred in the town of 
Lac-Mégantic, located in the Eastern Townships of the Canadian 
province of Quebec, on July 6, 2013, when an unattended 74-car 
freight train carrying Bakken formation crude oil ran away and 
derailed, resulting in the fire and explosion. Forty-two people were 
confirmed dead.14

1.7 SuMMaRY

Operational risk management is founded on the concepts of accident 
(event that is both unintended and undesirable), hazard (objects, actions, 
processes, or condition that may contribute towards the occurrence of 
an accident), and of course, risk (event with undesirable consequences 
without specific regards to intent). A systems approach provides a conve-
nient way to describe, classify, and categorize risk events based on their 
causes, origins, and consequences. Even though there are other types of 
risks besides operational risks, such distinction can usually be clarified by 
looking at them from the systems perspective.



cHaPTER 2

the risk mAnAgement 
Process

There are many risk management processes used in various industries, 
disciplines, and professions. These risk management processes differ pri-
marily in the details of how the risk management process is undertaken. 
These variations mainly stem from differences in the specific systems, 
conditions, and environments that are unique to a particular industry or 
discipline. For example, the risk management process for building high-
ways would be different from the risk management process for process-
ing hazardous chemicals because the things that can go wrong (i.e., risks) 
for these industries are distinct in terms of their specific hazards, causes, 
and consequences. Hence, as part of the risk management process, it is 
important that the system be well defined.

It is necessary to describe the system of interest as well as its boundar-
ies to focus the efforts of the risk management process. Risk management 
can be and should be applied to the total system as a whole. However, 
when necessary, risk studies and analysis can focus on certain subsys-
tems, processes, or components of concern. The scope can range from 
large complex systems such as production facilities to small subsystems 
or components of a product.

The boundaries of the system can be established by first defining the 
purpose or objective of the system and what elements support the achieve-
ment of this purpose. It helps to then identify which elements are within 
your control or influence and which are not.

2.1  GENERaL GuIDING QuESTIONS 
IN RISK MaNaGEMENT

Traditional risk management processes try to answer five guiding ques-
tions: (a) What can go wrong? (b) What are the causes and consequences? 
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(c) What are the likelihood or chances of occurrence? (d) What can be 
done to detect, control, and manage them? and (e) What are the alter-
natives? These five questions correspond to the three stages in risk man-
agement1 referred to as risk identification, assessment, and mitigation, 
respectively.

A more progressive risk management process based on the systems 
approach includes an extension of these questions,2 in particular, What 
should go right? a precursory question to What can go wrong? Asking 
what needs to go right is common in many engineering and management 
endeavors and is a basic aspect of any design process, hence labeled as 
0th guiding question to emphasize that this question is not exclusive to 
risk management. Although it may sound trivial, the underlying principle 
in this first step is that to know what can go wrong, one must first know 
what should go right.

Another extension to the traditional questions is an assessment ques-
tion regarding the future—What are the effects beyond this particular 
time? This reasons that whatever has been recommended and imple-
mented to address risks should be reviewed for relevance and effective-
ness not only for conditions that exist now but also for conditions that may 
occur in the future. It also makes an assessment of the impacts (intended 
or unintended) of the recommendation beyond the system of interest, such 
as its effects on the system’s environments or other systems. Table 2.1 lists 
the extended questions of the risk management process.

2.1.1 0TH WHAT SHOULD GO RIGHT?

Once the system of interest is defined, its primary goals and related con-
straints need to be identified. Consider the examples provided in Chapter 1 
for a production system in which the following are some of the possible 
goals:

Table 2.1. 1 + 6 General guiding questions in risk management

0th What should go right?
1st What can go wrong?
2nd What are the causes and consequences?
3rd What is the likelihood of occurrence?
4rd What can be done to detect, control, and manage them?
5th What are the alternatives?
6th What are the effects beyond this particular time?
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• Produce the right quantity and quality products.
• Minimize shortages in raw materials, machine resources, and 

needed personnel.
• Minimize total cost of production.
• Minimize disruption in delivery of finished products.
• Minimize the number of defective products.
• Maximize return on invested resources (e.g., profit).

2.1.2 1ST WHAT CAN GO WRONG?

Once the system of interest is defined, identifying the hazards, risks, and 
accidents that may happen in the operation of a system is the next step in 
managing risk. It will not be a stretch of analysis to deduce some undesir-
able events based on the objectives, for example:

• Failure to produce the right quantity and quality products.
• Excessive shortages of raw materials, machine resources, and 

needed personnel.
• Unacceptable total cost of production.

Negative scenario identification (also known as antigoal, antiob-
jective, or negative scenario analyses) is a common strategy that basi-
cally conceives different ways things can go wrong in a system based 
on what are known as desired events. It helps to imagine departures or 
deviations from the ideal. Still, identification of risk can be a daunting 
and difficult task. One can begin by exploring and searching for risks, 
as it relates to workers, the materials used or produced, equipment and 
machines employed, process and operating conditions, information, and 
the external environment such as regulatory requirements. In Chapter 1, 
Tables 1.2 to 1.4 provide some classification of operational risk events 
based on primary causes, origins, and consequences, which can all serve 
as a starting point in identifying what can go wrong.

There are also several ways to find information on a particular risk, 
hazard, or accident described as follows.

2.1.2.1 Using Historical Information

The simplest way to identify risk that may happen in the future is by look-
ing back at the past. This is particularly applicable for systems that are 
currently operating or systems that have operated or existed in some form 
in the past. Histories of risk events (both accidents and nonaccidents) that 
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have happened are usually documented in various forms: written, elec-
tronic, or tacit. Companies that are diligent in their risk management prac-
tices, usually keep detailed information surrounding these events in the 
form of a risk register, a risk log, or hazard log.

Tacit information of past risk events on the other hand are primarily 
“stored” in the form of anecdotes from personnel who may have been 
present during their occurrence or who may have learned of the events 
from other colleagues. To transform such information to nontacit, many 
corporations use methods such as interviews and group discussions. These 
methods can be captured and converted into a more stable and accessi-
ble format in hard copy and electronic forms such as minutes of meet-
ings, audio recordings, and video recordings. Tacit information whenever 
collected should be included in risk registers.

As an example, consider the event of a power supply interruption in a 
chemical processing plant. The following information is commonly found 
in risk registers related to this risk event:

• Brief description of risk event—for example, power supply inter-
ruption during time of operation of chemical processing;

• Known causes—for example, power outage at local electrical grid 
supply, accidental switch off of power switch into the facility, local-
ized natural events such as lightning strikes, localized accidents 
such as fire, and others;

• Known consequences—for example, interruption in the affected 
facility and all ongoing chemical processes, downtime, production 
delays, product defects, and others;

• Risk management strategies in place—for example, uninterrupted 
power supply by backup generator.

In addition, risk registers may also include details such as observed 
frequency of occurrence, secondary consequences, known hazards, and 
effectiveness of management strategies. Particularly, attention is given to 
those risks with significant undesirable consequences such as considerable 
financial loss, injury, and death. Human or worker-related risks can be 
found in injury and illness records, accident and incident accounts, work-
ers compensation claims, and regulatory agency reports.

2.1.2.2 Using Comparative Analysis

There are instances in which identifying risk from historical informa-
tion may not be sufficient or even possible, as is the case with a system 
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not yet built or still being developed. In these cases, there are no past 
records of risk events. Another instance is when a system is undergoing 
significant change. For example, an existing production system that is 
adding a new product line may have significant changes in personnel, 
equipment, and process, or the environment such as prevailing economic 
conditions or newly enacted laws and regulations may change. In these 
cases, past records on risk events may not be relevant because of changes 
within the system and its environment. One method to identify new risk 
events uses comparative analysis. Observing other similar systems and 
risk events that have occurred in those systems becomes useful infor-
mation. Observing similar systems includes looking at historical infor-
mation such as risk registries and hazard logs of those systems that are 
comparable.

2.1.2.3 Using Predefined List of Risk Events

Data banks of risk registers or hazard logs provide a wealth of informa-
tion on risk events. Risk registers are again particularly useful in extract-
ing risk events that may not have occurred in a given system but have 
been observed in other similar systems. This type of list is commonly 
published by federal agencies as well as professional and industry groups 
based on a compilation of risk registers from systems under their pur-
view. These come in the form of lists, checklists, records, databases, stan-
dards, and codes of practice. For example, the construction industry has 
pre-existing hazard lists compiled by the Occupational Safety and Health 
Administration (OSHA). Consider as an example a list of risk events that 
applies to construction workers. A predefined hazard list includes the 
following:

• Falling
• Sunburn
• Exhaustion
• Unacceptable loud noise
• Physical injuries
• Dust and particulate inhalation

Manuals, handbooks, and guides also often contain predetermined list 
of known risks. Material safety data sheets, equipment manuals, equip-
ment manufacturers’ technical representatives, existing health and safety 
plans, and handbooks can help identify common risks.
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2.1.2.4 Team-Based Elicitation

Brainstorming is particularly useful when hazards have to be conceived 
(abstractly imagined) and predicted (foreseen). A multidisciplinary 
cross-functional team with specific knowledge on the system can help 
identify many potential risks. This method capitalizes on the wide range 
of knowledge and experience of team members, especially tacit knowl-
edge. Representatives in the organizational functions related to the system 
of interest should be included, starting with the operators, supervisors, 
design and quality engineers, maintenance personnel, and all other work-
ers who directly interact with the system of interest. Occupational and 
safety experts, health specialists, and other personnel experienced with 
industry-specific risks are also good candidates to be included as team 
members. Collective expertise and experience is important to ensure that 
as many potential hazards as possible are identified. A meeting or work-
shop format may be helpful in gathering data quickly. Questionnaires, sur-
veys, and interviews facilitate individualized inputs and can gather more 
information from a wide variety of sources. Even in the few instances 
where the risk management process is an individual endeavor, efforts must 
be made to gather inputs from as many sources as possible.

2.1.2.5 Modeling

Models are also used to identify potential risk events. Models include ana-
lytical, mathematical, physical, mental, and other types, which may be 
used to represent a new system, the changes within the existing system, 
and the system’s external environment. Many models of these types often 
include computer simulations. Consider as an example the prototype mod-
eling of cars and airplanes to identify which components will most likely 
fail after extensive use under various scenarios.

2.1.3 2ND WHAT ARE THE CAUSES AND CONSEQUENCES?

Once risk events are identified, the next phase is to describe these events 
for the purpose of extending understanding and knowledge about the 
event. This involves establishing causality, identifying root causes and 
their likelihood, as well as characterizing consequences and impact. This 
helps in developing more appropriate and effective decisions or actions 
related to the management of risk. Invoking the notion of the systems 
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approach has proven to be effective toward describing a particular risk. 
Establishing what causes accidents, risk events, or any type of events in 
general can be termed as establishing the causal chain of events. The use 
of the notion of a chain is a metaphor for how events form distinct links 
that together form a continuous span. As an example, Figure 2.1 illustrates 
how the knowledge of interaction between elements of a system and the 
mechanics of fire help in establishing a causal chain of events. The role 
of a causal chain of events in managing risks will be more apparent in the 
details of many tools and techniques used in analyzing risks—some of 
which will be discussed in Chapter 3.

Based on the same notion of causal chain events as described earlier, 
the direct and indirect consequences of a particular risk event are identi-
fied. The distinction between direct and indirect consequences is usually 
based on temporal separation, system boundary, and direct causal attribu-
tion. From a systems perspective, consequences of some risk events may 
propagate beyond the system of interests and hence be considered as indi-
rect consequences. As an example, a production system that fails to pro-
duce the right quality product (contrary to its objective) may be directly 
affected in terms of reduced profit. Nonetheless, failure to produce the 
right quality product may also affect the morale of the production person-
nel, indirectly due to stagnant salary. Consequences are often predicted 
and estimated by looking at how other events may occur (unintended con-
sequences) as a result of the occurrence of the risk event and their impact 
on the various elements of the system and the achievement of the system’s 
overall objective.

Often the severity of consequences is evaluated through a rating scale 
such as that shown in Table 2.2. In the table, effects are rated from 1 to 5, 
where 1 is negligible and 5 is catastrophic. There may be risks that have 
more than one consequence. In this case, it is typical that focus is placed 
on the consequence with the highest severity rating. This avoids the com-

Figure 2.1. A causal chain of events showing interaction between elements 
of a system, mechanics of fire, and the risk event of a fire in an industrial 
facility.
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plication of dealing with too many effects with low ratings, enabling the 
focus to be placed more on the highest rated ones first.

Ultimately, analysis of the causal chain of events leads to the iden-
tification of root causes. The knowledge of various elements of a system 
and their interactions in time may explain how a risk event can eventu-
ally occur. The interaction among various elements, for example, how 
humans use a machine in an industrial process, may be used to estab-
lish the causal chain of events. The key is to identify root causes to 
be addressed. Many cause analysis tools such as root cause analysis, 
fish bone diagram, Pareto charts, and scatter diagrams can be useful. 
Other tools such as Fault Tree Analysis (FTA) and Cause-Consequences 
Analysis (CCA) (discussed in Chapter 3) can also be used for identifying 
root causes of more complex systems. These types of analysis coupled 
with knowledge from the team can help determine the root causes of 
identified risks.

2.1.4 3RD WHAT ARE THE CHANCES OF OCCURRENCE?

Sequences of events that lead to a particular risk event, that is, the causal 
chain of events, need to be described in terms of their respective chances 
of occurrence. The frequency or chance of occurrence of a risk event per-
tains to the quantitative or qualitative description of how often or how 
soon a particular risk event may occur. This is often derived from his-
torical information or records of the risk event. This can also be derived 
from team-based elicitation. Complex probabilities can be calculated 
using tools such as FTA, CCA, or Event Tree Analysis (ETA) (discussed 
in Chapter 3).

Table 2.2. Sample rating scale to estimate consequences of risk events3

Example severity scale
Severity class Description Rating
Catastrophic Failure results in major injury or death 5
Significant Failure results in minor injury 4
Major Failure results in medium to high level of 

exposure but does not cause injury
3

Minor Failure results in low-level exposure but does 
not cause injury

2

Negligible Failure results in negligible exposure 1
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Likelihoods are also evaluated through a rating scale such as that 
shown in Table 2.3. In the table, likelihoods are rated from 1 to 5, where 1 
is extremely unlikely and 5 is frequent.

A well-rounded team proves valuable with ratings, as they can be 
highly subjective and should be provided by people who have direct 
knowledge and experience with the system and the risk being evaluated.

2.1.5  4TH WHAT CAN BE DONE TO DETECT, 
CONTROL, AND MANAGE THEM? 

Ranking and scoring is conducted to evaluate criticality and determine 
relative importance. What may be critical is contextual. However, com-
mon critical risks are those whose consequences are related to health and 
safety, compliance to regulatory requirements, or those that affect core 
business practices. Criticality may be assessed using a risk matrix similar 
to that shown in Table 2.4. The risk matrix in Table 2.4 highlights risk 
events with high severity ratings such as those risks that fall under the cat-
astrophic category of consequences or risks that fall under the very likely 
category of likelihood of occurrence. However, particular attention should 
be given to those risks in which consequences are catastrophic and the 
likelihood of occurring is very likely or eminent. In Table 2.4, these are the 
risk events that fall in the darker boxes. Risk events that fall in the darkest 
boxes should be addressed immediately. Risk matrix tables are useful for 
categorizing and prioritizing identified risks.

Moreover, an aggregated approach can be used to determine 
 criticality. A risk score or risk priority number can be derived by combin-
ing the  ratings on the severity of consequences and likelihood. One of the 
most common methods is multiplying the severity rating and likelihood 
rating. For example, a risk with catastrophic consequences (rated as 5 in 

Table 2.3. Sample rating scale to estimate likelihood of risk events4

Example likelihood scale
Likelihood of cause Criteria: occurrence of cause Rating
Very likely Once per month or more often 5
Likely Once per year 4
Moderately possible Once per 10 years 3
Unlikely Once per 100 years 2
Very unlikely Once per 1000 years 1
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Table 2.2) and a very likelihood of occurrence (rated as 5 in Table 2.3) will 
have a risk score of 25 (5 × 5). Many times current capabilities to address 
those risks are also incorporated in the score. This method is shown 
in Chapter 3’s section on FMEA: Failure Modes and Effects Analysis. 
The risk score can provide guidance for ranking potential risks in the order 
they should be addressed. The purpose is to concentrate resources, time, 
and effort to the risks that are most significant.

After the more significant (high priority risk) events are identified, the 
strategies to treat these risk events are generated based on the information 
known from its causal chain of events. This stage of the risk management 
process is also known as risk treatment and is discussed in more detail 
in Chapter 4. However, it will suffice to think of the following guiding 
questions when trying to detect, control, and manage risk events.

• Which segments in the causal chain of events can be detected? 
Certain segments in the causal chain of events may be more amena-
ble to detection than other segments based on the mechanics of the 
phenomena, available technology for detections, and other factors 
(e.g., ethical and legal factors). Also, how early the start of a risk 
event can be detected gives you time to address it. Early detection 
is desired.

• Which causal chain of events and target risk events can be controlled 
and how can they be controlled? In the same way that segments in 
the causal chain of events may be more amenable to detection, some 
of these segments may be more amenable to control than others.

• If the risk event happens, how can the system recover quickly? 
Important functions in the operation of the system are identified for 
the purpose of analyzing what can be done to prevent or reduce the 
consequences.

Table 2.4. Sample risk matrix
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2.1.6 5TH WHAT ARE THE ALTERNATIVES?

Which risk treatment strategies will work well together, given the causal 
chain of events? Risk treatment strategies are not mutually exclusive, and 
effective action plans are usually made up of combination of strategies, 
albeit in various degrees. Consider the causal chain of events illustrated 
in Figure 2.1 of a system and mechanics of fire. Based on common expe-
rience, we can identify particular risk strategies to address the various 
segments in this chain, for example, regular housekeeping to prevent the 
accumulation of combustible materials near a heating element, installing 
and maintaining smoke detectors near equipment with heating elements, 
having an evacuation plan and conducting regular drills, training to pre-
vent smoke inhalation, and others. However, all these strategies can be 
implemented in various degrees and combinations; the appropriateness 
may depend on the particulars of the specific system.

In general, risk treatment strategies are identified for reducing 
chances of occurrence, for reducing consequences if they do occur, or 
both. Detection and control are the typical strategies to reduce the chances 
of occurrence and are often applied in anticipation of a risk event, while 
recovery plans address the reduction of consequences after risk events 
have occurred. Specific details and examples of these risk treatment 
strategies are described in Chapter 4.

Regardless of the combinations of risk strategies, the usual criteria in 
choosing alternatives are

• Early detection
• Minimize direct and indirect consequences
• Faster recovery
• Impede accrual of consequences.

Standards and codes from federal agencies and industry databases 
that prescribe or suggest strategies and solutions to common hazards and 
risks may already be available and should be explored first to stimulate 
discussions and brainstorming. Even so, the comprehensiveness and via-
bility of a holistic strategy benefits most from the team-based approach. 
Combined experiences and expertise allow for a more thorough analysis 
of risks and more effective proposals to address them. Further research 
may need to be conducted to ensure adequate understanding and response 
to the identified risks. In some cases, one may need to consult specialists 
to ensure appropriate expertise in dealing with particularly dangerous and 
complex hazards.
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2.1.7  6TH WHAT ARE THE EFFECTS BEYOND THIS 
PARTICULAR TIME?

From a system’s perspective, it is important to evaluate the effects of the 
risk treatment alternatives to other elements of the system. Risk treatment 
alternatives may be analyzed according to their effects to functionalities of 
elements of the system, the manner by which they alter interaction among 
elements, and their potential to affect future decisions. This is also the 
point where the acceptable level of risk is determined by comparing the 
costs and benefits of each mitigation alternative. The concept of As Low 
as Reasonably Practicable, a fundamental approach that sets the risk to 
the tolerable, reasonable, and practical level, will be further discussed in 
Chapter 3.

There is also the notion of residual and emerging risks, which are 
manifestations of the fact that no risk events can be totally eliminated 
and that new ones may emerge in the process of treating others. A more 
detailed discussion is provided in Chapter 4.

2.2 SuMMaRY

The generalized framework for operational risk management can be sum-
marized in six steps, with one precursory step (hence, the label 1 + 6 guid-
ing questions in Table 2.1). These questions extend the more commonly 
known risk analysis, assessment, and management. The questions are as 
follows: What should go right? What can go wrong? What are the causes 
and consequences? What is the likelihood of occurrence? What can be 
done to detect, control, and manage them? What are the alternatives? And 
what are the effects beyond this particular time?

The notion of the causal chain of events was introduced to show inter-
actions between elements of a system and how this can be used to assess 
the chances of occurrence and the consequences if the risk events occur. 
The causal chain of events can also be used to generate ways of how ini-
tiating events can be detected before a risk event occurs, as well as what 
can be done to control their occurrence and consequences.
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tooLs And techniques

This chapter describes several common techniques and a principle used 
in managing operational risks. The techniques are Preliminary Hazard 
Analysis (PHA), Hazard and Operability Analysis (HAZOP), Job Safety 
Analysis (JSA), Failure Mode and Effects Analysis (FMEA), Fault 
Tree Analysis (FTA), and Cause and Consequences Analysis (CCA). 
The principle of As Low As Reasonably Practicable (ALARP) is described 
to give guidance in applying the risk management process. Their basic 
descriptions are summarized in Tables 3.1a and 3.1b.

3.1 PRELIMINaRY HaZaRD aNaLYSIS

A PHA is a semiquantitative approach used to develop an initial listing of 
potential hazards, hazardous situations, and hazardous events. The empha-
sis in a PHA is the breadth of identifying all possible and conceivable haz-
ards. It is thus a broad appraisal of risk events and is typically done early 
in a product or system development phase or during a project’s very early 
stages of conceptualization. Variants of PHA are Preliminary Risk Assess-
ment (PRA), Rapid Risk Ranking, or Hazard Identification (HAZID).1

3.1.1 WHERE AND WHEN TO USE PHA

A PHA is useful as a preliminary study to determine risk requirements in 
the early stages of the design process, especially safety-related require-
ments. Hence, it is widely used to support the identification and devel-
opment of system or product specifications. It can also be used as an 
initial step of a detailed risk analysis of an existing project, product, or 
system, that is, a precursor to further detailed studies. It can also serve 
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Table 3.1a. Summary descriptions of six common tools

PHA
• Initial assessment of the hazards and their corresponding accidents
• Identifies hazards, hazardous situations, and events for a given 

activity, facility, or system
HAZOP
• Structured and systematic technique for system examination and 

risk management
• Identifies and evaluates problems that may represent risks to 

personnel, equipment, and operation
JSA
• Emphasizes job safety by analyzing workplace hazards
• Identifies hazards associated with each step of any job or task that 

has the potential to cause serious injury
FMEA
• Design tool for the systematic analysis of component failures and 

their effects on system operations
• Identifies potential design and process failures before they occur 

and proposes changes to design or operational procedures
FTA
• Uses deductive top-down modeling technique to analyze how an 

unwanted event or a failure can occur
• Identifies linkages between segments in a causal chain of events
CCA
• Combines two different types of tree structures for analyzing 

consequence chains
• Shows the way in which various factors may combine to cause a 

hazardous event along with event trees to show the various possible 
outcomes

Table 3.1b. A key principle in operational risk management

ALARP
• Fundamental approach that sets the risk to the tolerable, reasonable, 

and practical level
• Provides guidance for when further reducing the likelihood and 

consequences of risk events may be disproportionate to the time, 
cost, and physical difficulty of implementing risk treatments
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as a complete risk analysis of a rather simple system or where conditions 
prevent a more extensive technique from being used.2

A PHA can be used to initiate the formation of a hazard log. 
A hazard log, also known as risk register or risk log, tracks information 
about a hazard from its initial identification to its proposed control mea-
sures through the implementation of interventions to address the hazard. 
A hazard log facilitates the continuous monitoring of a hazard to make 
sure that it remains under control or is eliminated.

3.1.2 PHA FORMAT

The tabular form or spreadsheet is the most widely used format for PHA. 
An example of a PHA worksheet for a simple system, an elevator door, is 
shown in Figure 3.1. The columns of the PHA table generally follow the 
key questions of the risk management process as discussed in Chapter 2: 
What can go wrong? What are the causes and consequences? What are 
the likelihood or chances of occurrence? And what can be done to detect, 
control, and manage them?

These questions provide a good guide to follow when completing a 
worksheet. The following are the descriptions of columns that correspond 
to the PHA worksheet shown in Figure 3.1.

• What can go wrong?
 { Column 1: Hazards that may lead to an accident

• What are the causes and consequences? What are the likelihood or 
chances of occurrence?

 { Column 2: Accidents that can occur from the hazards
 { Column 3: The potential causes that can bring about each 

accident
 { Column 4: The likelihood that a particular cause triggers the 

accident
 { Column 5: The severity of the consequences if the accident 

occurs
 { Column 6: The risk score based on the likelihood information 

entered in Column 4 and the severity information entered in 
Column 5

• What can be done to detect, control, and manage the hazards?
 { Column 7: Recommended preventive and control measures to 

address the hazards, the causes, and their consequences
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3.1.3 GENERALIZED STEPS FOR PHA

1. Define the system and scope of study.
2. Identify possible hazards.
3. Describe the accidents that can be caused by the hazards, as well as 

their consequences.
4. Identify potential causes of how might the accidents identified in 

step 3 can occur.
5. Evaluate each cause according to the likelihood that it can occur 

and the severity of consequences.
6. Rank hazards in terms of step 5.
7. Determine recommended preventive and control measures to 

address the hazards, the causes, and their consequences

Step 1 defines the system and clearly distinguishes the scope of the 
PHA. As an example, consider an elevator door as a system of interest.

For the succeeding steps, refer to the PHA worksheet in Figure 3.1.
Step 2 identifies possible hazards. Recall from Chapter 1, a hazard 

is defined to refer to objects, actions, processes, or conditions that may 
contribute toward the occurrence of an accident. For an elevator door, a 
possible hazard is the door closing on an obstruction. This information is 
entered in Column 1 of the PHA worksheet. 

Step 3 describes the potential accident caused by the hazard. What 
could be the harm of the door closing on an obstruction? If the obstruc-
tion was a body or body part, then getting pinned or trapped is a potential 
accident that may result in bodily injury, dismemberment, or even death. 
This information is entered in Column 2 of the PHA worksheet. 

Step 4 examines the possible causes of how the accident can occur. 
For the elevator door closing on an obstruction, two potential causes can 
be identified: (1) the obstruction is not detected and (2) the door mecha-
nism is not working. This information is entered in Column 3 of the PHA 
worksheet.

Step 5 evaluates the likelihood and severity for each potential cause. 
A rating scale such as Tables 2.2 and 2.3 in Chapter 2 is typically adopted. 
For the elevator door PHA, suppose the number of accidents occurring 
from the obstruction not being detected is on average one per year, then 
the likelihood is rated at 4 (see Table 2.3). The absence of sensors on the 
elevator door accounts for this high likelihood of accidents. For the door 
mechanism not working, the number of accidents occurs only once per 
100 years due to the high quality of the door mechanisms. Using Table 2.3, 
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its likelihood is rated at 2. This information is entered in Column 4 of the 
PHA worksheet.

The severity of the consequences is also rated according to how seri-
ous the impacts are as described in step 3. For the elevator door PHA, 
bodily injury and death are deemed catastrophic and thus given the highest 
rating of 5 (see Table 2.2). This information is entered in Column 5 of the 
PHA worksheet.

Step 6 facilitates the ranking of the hazards and potential causes by 
determining an overall risk score for each entry. For the elevator door 
PHA, this is done by multiplying likelihood and severity (L × S). This 
information is entered in Column 6 of the PHA worksheet. The risk of an 
accident from the obstruction not being detected is more significant than 
the risk from the door mechanism not working, with a risk score of 20 and 
10, respectively. Thus, addressing the detection of an obstruction should 
be prioritized.

Step 7 develops recommended measures to prevent, control, or miti-
gate the hazards and its consequences as it relates to each potential cause. 
For the elevator door example, proposed measures such as the install-
ment of sensors to detect obstructions is entered in Column 7 of the PHA 
worksheet.

3.2 HaZaRD aND OPERaBILITY aNaLYSIS

HAZOP is a top-down qualitative approach, as opposed to semiquanti-
tative approach such as PHA. It is also used to determine potential haz-
ards in a process, operation, or system. In particular, it systematically 
identifies possible deviations from the design and operating intent and 
determines how these deviations may eventually become hazards. The 
term hazard in HAZOP pertains to these deviations and their causes and 
collectively may be viewed as part of the causal chain events that can 
lead to an accident.3 The term operability in HAZOP pertains to the focus 
on hazards resulting from operations or processes that are performed out-
side the range of the intended design (hence, again the emphasis is on 
deviation).

Unlike PHA, HAZOP’s qualitative nature does not attempt to quan-
tify or rate hazards. Likelihood and severity ratings are omitted. Thus, 
it does not typically prioritize risk. Moreover, HAZOP documents exist-
ing preventive and control measures that are in place. Recommendations 
focus on additional measures that are needed.
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3.2.1 WHERE AND WHEN TO USE HAZOP

Similar to JSA discussed in a latter section, HAZOP was originally 
intended for analyzing accidents that affect human health and safety. It has 
since been adopted as a general-purpose risk management tool. It is appli-
cable to various types of systems, especially those with highly monitored 
performance and detailed design requirements found in the chemical, 
petroleum, food industries, and the like. Similar to PHA, it is applica-
ble during the design phase of a project, product, or system development 
to determine specifications. It is also often applied to existing systems 
to improve safety and minimize operational risk. It is, in fact, useful for 
periodic review throughout the life of a system to accommodate changes 
within the system and its environment. It can also be used as supporting 
documentation for hazard logs.

3.2.2 HAZOP FORMAT

HAZOP typically relies on the use of system diagrams such as Process 
Flow Diagrams (PFD) or Process and Instrumentation Diagrams (P&ID), 
which model the system of interest and represent components of a sys-
tem as nodes. A node signifies a section of the process in which a sig-
nificant process change occurs. An example is illustrated in Figure 3.2. 
The HAZOP focuses on one node at a time. Thus, its top-down approach 
breaks down the analysis of risk event into manageable parts.

Upon selecting a node, the analysis begins with defining the design 
intent or purpose of the node and identifying parameters that evaluate 
the fulfillment of this design intent. HAZOP then methodically questions 

Figure 3.2. PFD of water cooling circuit pipework.4

Fan cooler

Heat exchanger

Pump
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every part (including materials, inputs, components, and process steps) 
related to the node to establish how deviations from its design intent can 
occur. This distinctive step of analyzing the deviation of elements of the 
system helps in identifying the hazards, a step that is somewhat only 
implicit in PHAs. This analysis is documented in a HAZOP worksheet 
as shown in Figure 3.3. The following are the descriptions of columns 
that correspond to the HAZOP worksheet. The columns also follow the 
general key questions of the risk management process.

• What can go wrong?
 { Column 1: Elements associated with the node
 { Column 2: Deviations from the design intent as it relates to 

each element
• What are the causes and consequences?

 { Column 3: Potential causes (i.e., hazards) for the deviation to 
occur

 { Column 4: Consequences of each potential cause or hazard
• What are the likelihood or chances of occurrence?

 { Omitted in HAZOP
• What can be done to detect, control, and manage them?

 { Column 5: Existing measures that prevent, control, and mitigate 
the hazard

 { Column 6: Recommendations for additional preventive and 
control measures to address the hazards

3.2.3 GENERALIZED STEPS FOR HAZOP

1. Define the system and scope of study.
2. Divide the system into nodes and define each node’s design intent.
3. For each node, identify node elements such as material, input, 

process step, or operation.
4. Define the element’s relation to the design intent, performance 

measure, and acceptable range of performance (parameters).
5. Define the deviation by selecting a process guideword and pair with 

parameter.
6. Establish the causality of the deviation with potential hazards.
7. Describe the consequences of each hazard.
8. Identify existing preventive and control measures to address the 

hazard.
9. Determine recommendations for additional controls to address the 

hazard.
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Step 1 defines the scope of the analysis and system of study. As an 
example for HAZOP, consider a cooling water facility for a production 
plant as a system of interest.6

Step 2 divides the system into nodes. Part of the cooling water facility 
is the water cooling circuit pipework as shown in Figure 3.2. This rep-
resents a node in an overall HAZOP study of a cooling water facility.

To begin the analysis of each node, the design intent of the node and 
its corresponding parameters are defined. For the water cooling pipework, 
its purpose is to continuously circulate cooling water.

For the succeeding steps, refer to the HAZOP worksheet in Figure 3.3.
Step 3 identifies the node elements. Elements are described in terms 

of its materials, inputs, components, and process steps and entered in Col-
umn 1 of the HAZOP worksheet. For the water cooling pipework, the key 
processes are circulation and cooling.

Step 4 defines process parameters for each element as it relates to the 
design intent. As defined in Step 2, the purpose of water cooling pipework 
is to continuously circulate cooling water and a key process identified 
in Step 3 is circulation. How does circulation then achieve the system’s 
design intent? To continuously circulate water, the system is designed to 
flow at a rate of 75.5 m3/min.

Step 5 defines the deviation. It follows then that for the water cool-
ing pipework, a deviation or departure from the design intent would be a 
lack of adequate circulation. In HAZOP, the term less flow rate or no flow 
describes this deviation. This information is entered in Column 2 of the 
HAZOP worksheet.

Note that HAZOP requires the use of guidewords (such as no, more, 
less, high, low, reverse, or other than). The guidewords are paired with 
parameters (e.g., volume, temperature, flow, velocity) associated with 
the system elements. The word combination is then used to represent 
a deviation from how the node (or process) is expected to function by 
design. Examples of paired words that represent deviations are low vol-
ume, high volume, low temperature, high temperature, or no flow. HAZOP 
requires exhaustive pairing of guidewords with identified parameters but 
not all combinations will be meaningful like reverse volume or reverse 
temperature.

Step 6 identifies the causes (i.e., the hazards) that can cause the devi-
ation to occur. For the deviation no flow, failure of the pump may be one 
of the potential causes. This information is entered in Column 3 of the 
HAZOP worksheet. Note that the failure of the pump is described as a 
cause, not a deviation. Also note that in HAZOP, the identified causes are 
analogous to what PHA identifies as hazards.
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Step 7 defines the consequences for each hazard. Pump failure means 
water is not flowing or circulating and, therefore, not cooled to the require-
ments of the production facility. A consequence could be possible over-
heating of equipment and interruption or delay in the production process 
if the work has to stop because of down equipment. This information is 
entered in Column 4 of the HAZOP worksheet.

Step 8 describes existing measures on how the deviations and the 
hazards are addressed. For the water cooling pipework, suppose a backup 
pump is in place, then its information is entered in Column 5 of the 
HAZOP worksheet.

Step 9 determines recommendations. An assessment has to be 
made as to whether existing measures are sufficient and effective. Part 
of the analysis is to identify additional safeguards or controls when 
and if needed. This information is entered in Column 6 of the HAZOP 
worksheet.

3.3 JOB SafETY aNaLYSIS

A JSA is a qualitative technique used to identify and control workplace 
hazards to prevent accidents. In a JSA, each basic step of the job is exam-
ined to identify and address potential hazards. The aim is to recommend 
the safest way to do a job. It focuses on the relationship between the 
worker, the task, the tools, and the work environment.7 Similar to HAZOP, 
JSA does not attempt to quantify risk in terms of likelihood or conse-
quence. Variants of JSA are job hazard analysis (JHA) and task hazard 
analysis (THA).

3.3.1 WHERE AND WHEN TO USE JSA

Jobs that have taken on changes in procedures, equipment, and materials 
are good candidates for JSA, as are jobs affected by new or revised regu-
lations or standards. Newly created jobs, uncommon or seldom-performed 
jobs with little or no history, and routine jobs requiring regular or contin-
uous exposure to hazards should undertake a JSA.

Ideally, all jobs should undergo safety analysis. If possible, JSAs 
should also be performed for nonroutine activities such as maintenance, 
repair, or cleaning and jobs that are offsite, either at home or on other 
job sites (e.g., teleworkers). Examining hazards to visitors and the public 
should also be included, as well as any special population that may need 
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accommodations such as expectant mothers, inexperienced workers, and 
persons with disability.

As it involves extensive documentation and recording of job tasks, 
JSA is an effective setting to create and improve standard operating proce-
dures (SOP). It is useful to train, educate, and update employees regarding 
job operation and safety practices. It can serve as a guide for employee 
performance review, training, and accident investigations.8 JSAs are 
widely used in the construction, manufacturing, oil and gas, and many 
labor-intensive industries.

JSA can also complement PHA, HAZOP, or other risk studies by 
providing supporting analysis on specific job- or task-related elements, 
particularly those that are safety critical or ranked high priority.

3.3.2 JSA FORMAT

The tabular form or spreadsheet is the typical format of a JSA work-
sheet. An example9 is shown in Figure 3.4. Unlike PHA and HAZOP, 
the columns of the JSA worksheet generally follows only two of the key 
risk questions of risk management discussed in Chapter 2: What can go 
wrong? What can be done to detect, control, and manage them? The other 
questions are omitted.

The JSA worksheet is intended to be completed one column at a time. 
The following are the descriptions of columns that correspond to the JSA 
worksheet shown in Figure 3.4.

• What can go wrong?
 { Column 1: Job steps or tasks
 { Column 2: Hazards or unwanted events related to each task

• What are the causes and consequences? What are the likelihood or 
chances of occurrence?

 { Omitted in JSA
• What can be done to detect, control, and manage them?

 { Column 3: Prevention and control measures for each hazard
 { Column 4: Person responsible for the prevention or control 

measure

3.3.3 GENERALIZED STEPS FOR JSA

1. Break the job down into a sequence of basic steps or tasks.
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2. Identify potential accident or hazards.
3. Determine preventive and control measures to address the 

hazards.

Step 1 breaks down the job into a sequence of basic tasks or steps. 
The listing of the steps is done sequentially according to the order in which 
the tasks are performed. This can be done by direct observation or the 
group discussion method. Observing an experienced employee coupled 
with enlisting other employees or a supervisor to validate the task steps 
can be most effective.

The use of action words or phrases (e.g., pick up, turn on) to describe 
each step helps in breaking down a job into steps. If observed, steps 
that are not part of the standardized job (SOP) should be included (and 
addressed for appropriateness). To support high-quality documentation, 
video recordings of the job in action can be compiled.

Note that the JSA worksheet should be completed one column at a 
time. Thus, all steps in a job must be identified and listed first, prior to 
proceeding to Step 2. As an example of a JSA, consider the job of welding 
in confined spaces. The basic tasks for the job are (1) pre-entry, (2) entry, 
(3) welding, and (4) completion and exit. This information is entered in 
Column 1 of the JSA worksheet.

For the succeeding steps, refer to the JSA worksheet in Figure 3.4.
Step 2 identifies all possible hazards related to each task. The empha-

sis is on identifying those that can lead to accidents and injuries for the 
worker, as well as potential worker errors. Hazards might exist due to 
the characteristics of the procedure or tasks, materials, equipment or tools 
used, and the work site or environment. Consider also foreseeable unusual 
conditions and impacts of hazards during such conditions, such as a power 
outage.

For the task (3) welding, the hazards identified are getting flashed, 
getting burned, getting hot metal in the face or eye, and inhaling fumes. 
This information is entered in Column 2 of the JSA worksheet.

Step 3 determines the recommended proposals, actions, or procedures 
for performing each step that will eliminate or reduce the hazard. Preventive 
and control measures can range from developing safe job procedures 
to proposing safety equipment or altering physical or environmental 
conditions in the job.

For the specific welding hazard—getting burned, a safeguard is using 
protective clothing such as welding jacket, mask, goggles, and gloves. 
This information is entered in Column 3 of the JSA worksheet. Column 4 
identifies the person responsible for each measure.
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3.4 faILuRE MODE aND EffEcTS aNaLYSIS

FMEA is a top-down quantitative technique applied to identify failures in 
a design, a process, a system, or an existing product, equipment, or ser-
vice. FMEA is used to analyze elements or components of a system, their 
interactions and their effects on the operation of the system as a whole. 
The term failure modes pertains to ways in which functional elements may 
fail. The term effects analysis describes the consequences of those failures 
and any existing prevention or control measures to address them.11 Thus, 
FMEA similar to HAZOP also examines how existing system capabili-
ties detect failures and manage such failures. Correspondingly, risks are 
ranked based on the likelihood and consequences of failure, as well as 
the current system’s ability to detect and manage failure if they do occur. 
Similar to PHA and unlike HAZOP and JSA, FMEA further assesses the 
likelihoods of occurrence of these failures.

3.4.1 WHERE AND WHEN TO USE FMEA

FMEA is used to study a variety of systems and products that are more 
detailed and complex such as those in the aviation and electronics indus-
try. It is applicable in both the design and operation phases, particularly 
in the development of operational risk management strategies. It is useful 
for redesigning existing systems for a new application as well. FMEA is 
also used for risk and safety auditing and accident investigations. More 
often, it is applied as periodic review throughout the life of the system to 
accommodate changes within the system and its environment.

FMEA is frequently used in combination with other tools such as FTA 
or CCA. An example of this combined application is discussed in a later 
section in this chapter.

3.4.2 FMEA FORMAT

A tabular form or worksheet is used to collect information and docu-
ment failure analysis in FMEA. Figure 3.6 shows an example12 of an 
FMEA worksheet. Similar to HAZOP studies, the FMEA worksheet is 
often done in reference to a larger system analysis. Correspondingly, 
each FMEA worksheet typically refers to one of the parts or components 
depicted in a system diagram such as PFD or P&ID used in the applica-
tion of HAZOP. An item analysis for simple systems may also be used, 
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as illustrated in Figure 3.5. An item analysis is a listing of a system’s 
basic components.

The FMEA worksheet generally follows the key questions of the 
risk management process. Very notably, the precursory question What 
should go right? is posed first. It is similar to the notion of design intent in 
HAZOP. However, in FMEA, the design intent is explicitly documented 
and captured in the worksheet itself, unlike in HAZOP where it is primar-
ily implied. The following are the descriptions of columns that correspond 
to the FMEA worksheet shown in Figure 3.6.

• What should go right?
 { Column 1: Functional objectives of the subsystem or component

• What can go wrong?
 { Column 2: Failure modes that prevent the achievement of 

objectives
• What are the causes and consequences?
The failure modes are described as risk events in terms of

 { Column 3: Consequences of failure (labeled effects in the 
FMEA worksheet)

 { Column 4: Severity (S) of the consequences
 { Column 5: Potential causes of failure

• What are the likelihood or chances of occurrence?
 { Column 6: Likelihood (L) of each causes or failure (labeled 

occurrences in the FMEA worksheet)
• What can be done to detect, control, and manage them?

 { Column 7: Existing detection, prevention, and control measures
 { Column 8: Rating for existing detection (D), prevention, and 

control measures
 { Column 9: The risk score determined by the likelihood, sever-

ity, and effectiveness of existing detection, prevention, and 
control measures to address failure, evaluated as L × S × D

 { Column 10: Recommendations for additional prevention and 
control measures to address the failures, their causes, and 
consequences

3.4.3 GENERALIZED STEPS FOR FMEA

1. Define the system and the scope of the study.
2. Identify the key functional objectives.
3. For each objective, identify the ways failure can occur (the failure 

modes).
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4. For each failure mode, identify the consequences (effects) if failure 
occurs.

5. Rate the consequences in terms of severity.
6. Identify the root causes for each failure mode.
7. Rate each root cause in terms of chance of occurrence.
8. Identify current preventive and control measures for each root 

cause.
9. For each root cause and failure, rate how well or early they can be 

detected and addressed.
10. Calculate the risk priority number (RPN) based on the conse-

quences, occurrence, and detection.
11. Identify the failures that are considered critical.
12. Determine additional preventive or control measures as needed.

Step 1 identifies the system and the scope of the study. FMEA can be 
a comprehensive look at the total system as a whole, or it may focus on 
certain subsystems, elements, or components. As an example, consider the 
bicycle as a system of interest. An item analysis of the bicycle system is 
shown in Figure 3.5.

The FMEA worksheet in Figure 3.6 focuses on a particular subsystem, 
the hand brake subsystem, and refers to Item 1.8 (shaded in gray) in the 
item analysis of the bicycle in Figure 3.5.

Figure 3.5. Item analysis of bicycle.13

ITEM ANALYSIS—BICYCLE EXAMPLE

1.0 Bicycle System    çSystem item

1.1 Frame subsystem
1.2 Front wheel subsystem
1.3 Rear wheel subsystem
1.4 Sprocket–pedal subsystem
1.5 Chain–derailleur subsystem
1.6 Seat subsystem
1.7 Handle bar subsystem

1.8 Hand brake subsystem      çSubsystem item

 1.8.1 Brake lever
 1.8.2 Brake cable     çComponent item
 1.8.3 Brake pads
 1.8.4 Brake caliper

1.9 Suspension subsystem
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For the succeeding steps, refer to the FMEA worksheet in Figure 3.6.
Step 2 identifies the key functional objectives of the system, 

subsystem, or component of interest. It describes what the component is 
supposed to do to achieve the functional objective—description of what 
needs to go right. Thus for the bicycle, one of its critical functions is the 
ability to stop safely within a required distance under all operating condi-
tions. This function is achieved through the hand brake by providing the 
correct level of friction between the brake pad assembly and the wheel rim 
when the brake lever is pulled. This information is entered in Column 1 of 
the FMEA worksheet. It describes what the hand brake subsystem is sup-
posed to do to achieve the function of stopping or braking (What should 
go right?).

Step 3 identifies the failure modes. As Column 1 defines what the 
component is supposed to do, Column 2 describes what can happen (What 
can fail?) that will prevent the component from doing what it is supposed 
to do. In other words, the failure modes are the different ways the compo-
nent can fail to accomplish its functional objective. For the bicycle, one 
potential failure mode is having insufficient friction between the brake pad 
and wheel rim during normal or extreme conditions such as heavy rains. 
This information is entered in Column 2 of the FMEA worksheet. Note 
that it is important to describe in detail the conditions in which the failure 
mode can occur.

Step 4 identifies the consequences (effects) on the system as a whole, 
its elements, and the environment for each failure mode. It helps to ask 
What happens when this failure occurs? What does the user experience 
because of this failure? For the bicycle, insufficient friction means 
the bicycle wheel does not slow down when the brake lever is pulled, 
potentially resulting in collision, loss of control, and eventual injury. 
This information is entered in Column 3 of the FMEA worksheet.

Step 5 provides a severity rating for each effect. Rating scales 
such as those used in Chapter 2 can be used. For the bicycle, the worse 
potential result of the identified failure mode is safety failure; the 
severity is evaluated as catastrophic (see Table 2.2). A level 5 is entered 
in Column 4.

Step 6 identifies all potential root causes for each failure mode. What 
specifically causes this failure mode to occur? Here it is important to 
establish the causal chain of events to identify root causes. For the bicycle 
example, there are three potential causes for having insufficient friction 
between the brake pads and wheel rim—(1) failure of cable binds due to 
inadequate lubrication or poor routing, (2) foreign material on brake pad 
or wheel rim that reduces friction, (3) cable itself breaks, and (4) brake 
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lever misalignment. This information is entered in Column 5 in the FMEA 
worksheet.

Step 7 rates the root causes according to their likelihood of occur-
rence. This rating evaluates the chance of failure because of a particular 
root cause. It follows that if a particular root cause is more likely to occur, 
then failure from this root cause is also more likely. For the bicycle, the 
cable breaking is the most likely cause of insufficient friction among the 
causes. Using Table 2.3, its likelihood of occurrence is moderately possi-
ble and given a rating of 3. This information is entered in Column 6 in the 
FMEA worksheet.

Steps 8 and 9 describe and rate the effectiveness of preventive and 
control measures that currently exist. Each measure is evaluated accord-
ing to how well or early the failure mode or its cause can be detected and 
addressed before the effects occur. Detection is rated on a scale from 1 to 
5, where 1 means the control is absolutely certain to detect the cause or 
failure and 5 means the inability for detection.

For the bicycle example, detection of the cable binding due to inade-
quate lubrication or poor routing is given a rating of 2. This is due to the 
quality and testing process in the manufacturing of bicycles. Table 3.2 
can be used to determine a detection rating. The information for steps 8 
and 9 are entered in Column 7 and Column 8 of the FMEA worksheet, 
respectively.

One can also evaluate reactive measures. Specifically, how the system 
is able to detect failure after the cause has already happened; and how 
the system is able to address the failure before the impact of the effects 
occurs. For example, if the bicycle had an indicator or an alarm that the 
hand brake subsystem has failed. This measure can inform the user to use 
alternative means for stopping or breaking.

Table 3.2. Example of detection scale15

Likelihood of 
detection

Criteria: likelihood of detection
by design control Rank

High to absolute 
uncertainty

No current design control or cannot be 
detected

5

Remote Detection controls have a weak detection 
capability

4

Low Product verification with pass or fail testing 3
Medium Product verification with test to failure 

testing
2

High Product verification with degradation testing 1
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In step 10, upon identifying the likelihood (L), consequences (S) of 
failure modes, and the current system’s ability to address (D) the causes of 
failure, failure modes are then evaluated for criticality using a risk score 
similar to PHA. For FMEA, the risk score is known as the RPN16 and can 
be derived by multiplying L × S × D, corresponding to Columns 4, 6, and 
8 respectively. The RPN score entered in Column 9 can provide guidance 
for ranking potential failures in the order they should be addressed.

Step 11 describes recommendations and proposed additional preven-
tive or control measures if necessary. Particular attention is given to pro-
posals that will decrease the likelihood of occurrence, lower the severity 
of the consequences, or increase the capability or effectiveness to detect 
early and mitigate the causes of failure. Part of the recommendation 
should include the organizational functions responsible for these actions 
and target completion dates. This information is entered in Column 10 of 
the FMEA worksheet.

3.5 fauLT TREE aNaLYSIS

FTA is a deductive top-down modeling technique used to analyze how a 
failure can occur. It maps out causal chain of events by connecting hazards 
and events that can bring about a total or partial system failure. Unlike 
other risk tools that examine single events or single hazards at a time, 
FTA is able to analyze relationships of more than one events together and 
determine combined effects. Thus, FTA is used extensively in reliability 
and safety engineering to understand how systems can fail.

3.5.1 WHERE AND WHEN TO USE FTA

FTA is useful in understanding and managing larger and more complex 
systems. It can be used to show compliance with system safety and reli-
ability requirements or support more robust system design. It is useful 
for developing system or product specifications and for showing critical 
contributors and pathways to system failure. FTA can extend the analysis 
of other risk tools such as FMEA, HAZOP, and CCA.

3.5.2 FTA FORMAT

FTA uses graphical methods or diagrams to represent failure events that 
can occur and show connections that define pathways to system failure. 
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Failure events in FTA like FMEA are described as risk events. Risk events 
can be conceived by asking the question What can go wrong?

The top event represents the state of the system taken to be the top 
risk event. Often it refers to a state of total system failure. Intermediate 
events represent events that may lead up to the top event. It can refer to 
subsystem failures or risk events that can cause the top event to occur. 
Events are denoted by rectangle shapes. Figure 3.7 shows the standard 
symbols used in FTA.

The events interconnect with standard logic gate symbols that 
represent dependency or contingency relations between events. Thus, 
two events connected underneath with the logic AND gate are events that 
are both necessary conditions (both have to happen) to cause the above 
event to occur. In contrast, the logic OR gate connecting two events rep-
resents two conditions that can cause the above event to occur. In this 
case, it takes only one of the two events to occur for the top event to 
happen.

Extending the elevator door example used in the PHA example, sen-
sor failure and mechanism failure are two failure events that contribute to 
the elevator door closing on an obstruction. The logic diagram is shown in 
Figure 3.8. As the risk event is caused by any one of these events happen-
ing (only one has to occur), the two failure events, both located underneath 
the logic gate are connected by an OR gate. If either the sensor fails or the 
mechanism fails or both sensor and mechanism fails, the door will close 
on the obstruction.

Following the decomposition of the top event to intermediate events, 
intermediate events are further broken down to sublevels until one reaches 
the basic events that represent the elementary components (or root causes) 
that can cause the system to fail. Basic events are denoted by circles.

Figure 3.7. Standard symbols used in FTA.

top event

basic event

AND OR

intermediate
event
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With the decomposition of events down to the basic events, a tree 
diagram is formed that outlines the different failure pathways that could 
cause the top event to occur. Figure 3.9 is an example of a fault tree dia-
gram in FTA. In the traditional solution of fault trees, minimal cut sets can 
be determined. Minimal cut sets are all the unique combinations of events 
that lead up to the top event. Events that are common to these distinct 
paths should be identified and considered critical. The FTA model can 
further help in determining which pathways are most likely to occur if data 
is available on the likelihood of occurrence of the events.

Fault tree construction can be exhaustive, extensive, and time con-
suming. It is important that one focuses on those events that are regarded 
as critical and controllable. At times, it may make sense to identify other 
events that are uncontrollable or not critical and still add them to the model 
for completeness even if they are not further decomposed.

FTA follows a standardized method with rules (i.e., Boolean logic 
rules). One rule is that there should be no gate-to-gate connections. For 
example, an OR gate cannot be directly connected to an AND gate. 
Another rule is that the tree is formed level by level, which means one 
must exhaustively identify same level events first before constructing the 
level underneath.

3.5.3 GENERALIZED STEPS FOR FTA

1. Define the system to be analyzed.
2. Describe the top-level risk event (e.g., system failure).

Figure 3.8. Logic diagram for the 
elevator example.

OR

Door closing on
obstruction

Sensor failure Mechanism
failure
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3. Describe intermediate events (e.g., subsystems failure) that con-
tribute to the top-level event and connect them with logic gates as 
appropriate.

4. Identify sublevel events that contribute to intermediate events and 
connect same level events with logic gates as appropriate.

5. Repeat (4) until the underlying contributory events are regarded as 
root causes (basic events).

6. Identify critical events and pathways to failure.

Step 1 begins with defining the system to be analyzed. Consider an 
FTA of a disabled car.18 For the succeeding steps, refer to the fault tree 
diagram in Figure 3.9.

Step 2 describes the top-level risk event. In Figure 3.9, the top-level 
event of concern is car disabled on the interstate. Specific details such as 
the location, for example, on the interstate, is significant because a car dis-
abled while in a driveway will have differing analysis. Hence, the conditions 
surrounding the failure should be described in as much detail as possible.

Step 3 describes the intermediate events that contribute to the top 
event. Below the top level are the different subsystems failures or risk 
events that can occur and which are potential causes to why a car is 

Figure 3.9. FTA for a car disabled on the interstate.17
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disabled in the interstate. These risk events are denoted as the intermediate 
events—(1) engine stops and will not start, (2) loss of power, (3) tires out 
of use, (4) no steering, (5) break failure, or (6) car on fire. If at least one of 
the intermediate events occurs, it can potentially cause the top-level event 
to happen. Thus the events are interconnected by an OR gate.

Step 4 describes the next sublevel events that contribute to the inter-
mediate events. After identifying the intermediate events, the events can 
further be broken down in the next sublevel. Consider the intermediate 
event tires out of use. Two events have to happen together to cause the 
car to be disabled on the interstate due to tires out of use—(a) tires lack 
adequate inflation and (b) spare tire is not available. Thus the two events 
are interconnected with an AND gate. Note that in the event that the tire 
lacked adequate inflation but a spare tire is actually available, only one 
contributory event occurs. Thus, the top event does not occur and the car 
is not disabled because of the availability of the spare tire.

Step 5 further decomposes sublevel events until underlying contrib-
utory event are regarded as root causes, also called basic events. The root 
causes for the tires lacking adequate inflation are tire blow out from either 
road or external damage or wear and tear. The root causes of spare tire 
being unavailable are spare tire flat or spare tire missing.

Step 6 identifies the critical events and pathways to failure.
Thus, combinations of the basic events identified in step 5 will poten-

tially cause the top event (car disabled on the interstate) to occur from tires 
out of use. These combinations are listed as follows:

1. Tire blow out from road or external damage and spare tire is flat
2. Tire blow out from road or external damage and spare tire is missing
3. Tire blow out from wear and tear and spare tire is flat
4. Tire blow out from wear and tear and spare tire is missing

3.6 cauSE aND cONSEQuENcES

CCA is a modeling technique that uses graphical methods and diagrams. 
It is an analytical method for tracing and exposing the chains of events 
related to a particular risk event of interest. CCA serves as a visual chrono-
logical description of failures from its initiation to the final outcomes.19

3.6.1 WHERE AND WHEN TO USE CCA

CCA is an effective tool for illustrating the relationships between causes 
and consequences, especially when examining complex causal event 
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chains where many possible causes and consequences connect to a single 
event. It is commonly used for analysis of security and safety problems. 
It can also be useful for determining requirements for risk management in 
the design and development of a new system. It can be used for assessing 
an existing system’s performance standards, risk management strategies, 
and accountability. CCA can be applied as a stand-alone tool in managing 
risk as well as a support for other tools such as FMEA and HAZOP.20

3.6.2 CCA FORMAT

CCA, similar to FTA, uses diagrams to represent failure events and their 
connections that define pathways to a particular risk event of interest. 
However, unlike FTA, CCA is organized according to a timeline. The sim-
plest version of a CCA is structured like a bowtie shown in Figure 3.10 
where the risk event (the primary event) is positioned in the middle of the 
bowtie.

The sequence of events that are considered causes is drawn to the left 
of the bowtie. These events are initiating events that lead up to the primary 
event. The initiating events can be drawn as an FTA where several levels 
and sublevels of causality are depicted and where the top event is the pri-
mary event. As described in the earlier section, FTA is useful to show how 
various events may combine to lead up to the primary event.

The sequence of events that are considered consequences is drawn to 
the right of the bowtie. These events occur as a result of the primary event 
and are known as the damage chain. Damage chains can be drawn as an 
event tree analysis (ETA) to enumerate the possible follow-up risk events 
(consequences) that may arise from the primary event. An example of an 
ETA is illustrated in Figure 3.11.

Figure 3.10. Bowtie diagram for CCA.

Cause 1

Cause 2
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Consequence 2

Primary
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ETA is a forward logical modeling technique that explores possible 
consequences or outcomes through a single primary event. The event 
tree diagram models all possible pathways from the primary event and 
depicted as branches. Each follow-up event can be intermediate events 
that in turn initiate other follow-up events.

For example, consider the primary event a fire starts. The follow-up 
events that are considered are (1) fire detection, (2) fire alarm, and 
(3) fire sprinkler. For each follow-up event, possible outcomes are 
enumerated. For fire detection, two things can possibly happen—the 
fire detection works or fire detection does not work. Note that in this 
example, each succeeding event has two possible mutually exclusive 
outcomes that can occur. In many cases, there may be more than two 
outcomes.

CCA can be used fairly directly for quantification of risk and probabil-
ities, but the diagrams can become exhaustive and cumbersome. Because 
of this, CCA is not as widely used as FTA or ETA. Fault and event trees are 
easier to follow and so tend to be preferred for presentation of the separate 
parts of the analysis.22

3.6.3 GENERALIZED STEPS FOR CCA

1. Define the system of interest.
2. Identify the primary event.
3. Generate the initiating chain (similar to FTA if applicable).

• Determine the underlying causes of the event.
• For each underlying cause, identify the causes or initiating 

events.
• Repeat until the underlying cause becomes uncontrollable.

4. Generate the damage chain (similar to ETA if applicable).
• Determine follow-up events.
• For each follow-up event, identify the consequences.
• Repeat until all outcomes are exhausted.

Step 1 identifies the primary event. Consider an FMEA worksheet of 
a brewing process shown in Figure 3.12. The FMEA defines the primary 
event from one of its failure modes, bad batch (shaded in gray). The CCA 
focuses on this primary event as illustrated in Figure 3.13. As shown in the 
example, the CCA can be used to extensively detail the causes of failure 
and their effects.
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Step 2 generates the initiating events. The bowtie structure is applied 
as a simplified form of CCA. Underlying causes of a bad batch include 
incorrect strain of yeast added, too much yeast added, wort too cold, and 
expired or contaminated yeast.

Consider the first cause—incorrect strain of yeast added. How can 
this happen? It can happen when (1) the operator selects the incorrect 
yeast or (2) the supplier mislabels the yeast. The initiating events are 
ordered sequentially from left to right and events that cause other events 
are connected by links such as those used in an FTA.

Step 3 generates the damage chain. The consequence of a bad batch 
is either it is scrapped or it is distributed, which can result in loss of cus-
tomer, consumer getting sick, fines, or loss of license.

3.7 aS LOW aS REaSONaBLY PRacTIcaBLE

ALARP is a principle and not a technique like those described in the ear-
lier sections of this chapter. The ALARP principle supports the notion 
that residual risk shall be as low as reasonably practicable. Since safety 
(i.e., zero risk) cannot be guaranteed and the cost of addressing risk can 
be excessive if pursued without limits, ALARP provides an approach to 
help derive a justifiable level of riskiness and set tolerable risk levels. 
The approach involves judgment in weighing the riskiness and the cost 
of attaining such levels. Thus, the concept also includes accepting a cer-
tain level of risk because of the deliberate decision to bear it rather than 
address it. The ALARP principle is also similar to SFAIRP (so far as is 
reasonably practical).23

Figure 3.13. CCA of bad batch.
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3.7.1 WHERE AND WHEN TO USE ALARP

ALARP is used primarily to address the questions What can be done to 
detect, control, and manage them? What are the alternatives? and What are 
the effects beyond? Given that a risk study has been undertaken, whether 
through an FMEA, HAZOP, PHA, or other techniques, decision makers 
are then presented with recommended or proposed measures to treat the 
particular risk events. At this point, decision makers need to decide if a 
certain risk is to be addressed. If it is, how much of the risk should be 
addressed. Or if it is not, whether the risk can be reasonably accepted or 
tolerated. ALARP is a way of thinking that aids making such decisions.

The approach can also be applied preemptively during the recommen-
dation step of risk studies. When analysts are cognizant of ALARP, they 
should propose measures that already adhere to a level ALARP.

3.7.2 ALARP FORMAT

In ALARP, “reasonable practicability” involves weighing a risk against 
the benefits. And “low” suggests a reduction of risk to a level wherein 
the benefits arising from further risk reduction are disproportionate to the 
time, cost, and technical difficulty of implementing further risk reduction 
measures.24 For example, is it worth to spend $30 on a bicycle helmet to 
gain an 88 percent reduction in the risk of severe brain injury from riding 
a bike? If one chooses to make the investment, then one chooses to reduce 
the risk to this ALARP level. In this case, the benefit of a reduction of 
risk from a bike injury is worth (or even outweighs) the cost and effort 
of $30 and a trip to the store. Thus, the risk of injury from biking without 
a helmet is not ALARP. While, the reduction of risk from biking with a 
helmet achieves a risk that is ALARP. Note that even with biking with a 
helmet and its corresponding risk reduction, the risk from biking is still 
not totally eliminated.

Conceivably, one can choose not to go biking at all, which would the-
oretically even further reduce the risk of head or brain injury from biking 
to zero. But does one forgo the exercise and entertainment provided by 
biking against this risk reduction of not engaging in the activity? Those 
who like biking will conclude that this particular risk reduction is not 
ALARP. The benefit is not worth the cost (of not experiencing the joys 
of bicycling). However, one can argue that there will be extremes, the 
few who choose not to go biking because of the risk. For them, the choice 
not to go is ALARP. As can be perceived, ALARP tends to be relatively 
defined, inherently subjective, and value laden.
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The carrot diagram in Figure 3.14 illustrates the ALARP approach 
and is often used to display levels of risk. The term carrot diagram comes 
from its appearance as an elongated triangle, which looks like a carrot.

At the top are the high (normally unacceptable) risks. Risks that fall 
in the unacceptable region must be reduced regardless of cost, except in 
extraordinary circumstances. These risks are definitively not at ALARP 
levels. They characteristically include those risks that may lead to death 
or disability. An example of a risk in this region is not outfitting a car 
with seatbelts and airbags or window washing in skyscrapers without 
harnesses. As can be expected, many risks that fall under the unaccept-
able region are those that are mostly controlled by laws, regulations, and 
codes. Industry practices are good references as well for determining 
common preventive and control measures that achieve ALARP levels. 
Other significant risks that should be identified in this region are those 
that may threaten the core mission of the organization. Addressing these 
risks that are vital to the survival and sustainability of a business should 
be reduced at all costs.

The low risks fall at the bottom. These risks that fall in the broadly 
acceptable region are risks that are tolerable. They are more likely to be 
at ALARP levels. For example, the risk of being pickpocketed is so low 
that people do not feel the need to carry cash in separate pockets or hidden 
money belts. Similarly, we manage slightly higher risks, such as crossing 
a neighborhood road by routine procedures (look left and right) that we 
were taught as children. Looking before crossing the road reduces the risk 
to an individual’s ALARP levels. Careful monitoring and attention must 
be done to ensure that risks in this region remain at this level.

Figure 3.14. Carrot diagram of the ALARP principle.25
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3.7.2.1 Finding the (Im)Balance

If the costs are clearly very high and the reduction in risk is only marginal, 
then it is likely that the situation is already ALARP and further improve-
ments are not required. For example, is it worth to spend $1 million to 
prevent 1 person in 500 getting a small bruise per year? If the answer is 
no, then the risk of injury (bruise) of 1 person in 500 is deemed already 
low as reasonably practicable (at a level ALARP). The benefit is not worth 
the cost and effort. The risk event of the bruise is tolerated. This risk falls 
in the low risk acceptable region.

In other circumstances, the improvements may be relatively easy to 
implement and the risk reduction is significant: Here, the existing situation 
is unlikely to be ALARP prior to the improvement, and thus the improve-
ment is performed (such is the case with the bicycle helmet example). 
In many of these cases, a decision can be reached without further analysis. 
The difficulty is when the risk falls between the upper and lower limits, 
the tolerable region, when the difference between the risk and the benefit 
are not grossly disproportionate.

Studies using Benefit–Cost (BC) analysis have been used to support 
these types of ALARP decisions. A limitation of BC is that it assumes all 
factors involved can be converted to monetary values. Unfortunately, it is 
well known that there are estimating issues and implied value judgments 
in appraising or assigning monetary values for both benefits and costs. 
This is found particularly difficult where the value of human life and the 
(assigned) cost of suffering and deterioration of the quality of life play 
a major role in the analysis. Similar difficulties arise in the valuation of 
environmental and social impacts.

Decision-making models are also useful for supporting ALARP. 
Multicriteria decision making (MCDM) or multicriteria decision analysis 
(MCDA) considers multiple criteria other than cost. MCDM and MCDA 
are able to integrate factors that need not be assigned cost valuations such 
as human life or environmental degradation. It allows criteria to preserve 
its intrinsic unit of measure (e.g., mortality rate, pollution level). None-
theless, even if cost conversion is circumvented, the exercise of valuation 
(e.g., quantifying life) still exists in many decision-making models.

3.7.3 GENERALIZED STEPS FOR ALARP

1. Identify risk.
2. Determine where risk falls in the ALARP region.



TOOLS aND TEcHNIQuES  •  63

3. If risk falls in the top region, undertake implementation plan to 
achieve ALARP.

4. If risk falls in the bottom region, implement proposals if simple and 
inexpensive; undertake monitoring and control to maintain ALARP.

5. If risk falls in the middle region, undertake further analysis (e.g., 
BC analysis, MCDM, or MCDA).

3.7.4 ALARP IN PRACTICE

Many existing industry standards and “industry good practices” are already 
available for risk management practices. These are widely accepted as 
ALARP in the industry. Survey literature and information for

• Health and safety guidelines
• Industry standards specification
• International, federal, and state standards, laws, and regulations
• Suggestions from advisory bodies
• Comparison with similar hazardous events in other industries

As knowledge and technology develop, new and better methods of 
risk control become available. A review of what is currently available 
should be studied and considered. Note that the ALARP approach should 
still be applied. The latest and even the best risk controls available are not 
necessarily reasonably practicable for a particular organization.

In fact, in some cases, a risk in the unacceptable region may not be 
feasibly addressed because the organization or business simply does not 
have the resources to reduce the risk. For example, if the cost of reducing 
a risk puts the business in a significant financial loss and possibly bank-
ruptcy, then the business will likely choose to bear the risk instead. It can 
still be argued that ALARP was achieved since that level of risk (even 
though high) was what was reasonably practicable for that particular orga-
nization. Again, this exposes the subjective nature of ALARP.

Thus ALARP entails significant stakeholder input to ensure support 
and establish accountability. A process of discussion with stakeholders can 
be done to achieve a consensus about what is ALARP. Public perception 
may need to be considered as well. For example, in policy work, one may 
also need to consider how the public feels about a certain risk. It may be 
important to gauge public perception and incorporate the information in 
the risk analysis.
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Finally, we have to realize that the hazard or risk may actually occur 
at some time despite all the efforts and resources put in to address it (recall 
that many risks cannot be reduced to absolute zero). This is an uncomfort-
able thought for many people, but it is inescapable.

3.8 SuMMaRY

The tools and techniques discussed in this chapter are PHA, HAZOP, JSA, 
FMEA, FTA, and CCA. The principle of ALARP was also described to 
give guidance in applying the risk management process.

Table 3.3 summarizes and compares the common tools or techniques 
and the principle.



cHaPTER 4

treAtment of risk

4.1  RISK TREaTMENT IN MaNaGING 
OPERaTIONaL RISKS

Risk treatment (including risk mitigation) is a general term to indicate 
modifying a system or its elements for the purpose of affecting particular 
risk events. Risk treatment follows the identification and description of 
risks, the latter also termed as risk assessment.

4.1.1 WHY RISK TREATMENT IS PERFORMED?

Risk treatment is performed or considered for implementation when par-
ticular risks are deemed important enough that actions need to be taken. 
Importance is usually based on the chances of occurrence, the conse-
quences if the risk events happen, and other factors such as ethical and 
legal reasons.

4.1.2 WHAT ARE THE OBJECTIVES OF RISK TREATMENT?

The general objectives in risk treatments are (a) reduction in the chances 
of occurrence of the risk events and (b) reduction in the consequences if 
the risk events occur.

4.1.3 HOW ARE CHANCES OF OCCURRENCE REDUCED?

Reducing the chance of occurrence, also known as prevention, involves 
preventing the causal chain of events (or causalities) to develop or 
progress. Part of risk analysis is establishing the causal chain of events 
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that eventually lead to a particular risk event under consideration, such as 
those embodied in Failure Mode and Effects Analysis (FMEA), Hazard and 
Operability Analysis (HAZOP), and Cause and Consequences Analysis 
(CCA) as discussed in Chapter 3. Each discernable segment in the causal 
chain of events may serve as an opportunity to terminate the progression 
of the risk event, hence reducing the chance of its eventual occurrence.

4.1.4  HOW ARE UNDESIRED CONSEQUENCES REDUCED 
IF THE RISK EVENTS OCCUR?

Once a risk event occurs, the accrual of the consequences may be spread 
out over a time period rather than an instantaneous accrual. The general 
objective is to slow down the accrual of the consequences and to eventu-
ally stop it as soon as possible. This is also known as risk mitigation.

4.2  fuNDaMENTaL STRaTEGIES 
Of RISK TREaTMENT

In risk treatment, there are various strategies for (1) reducing chances 
of occurrence, (2) reducing consequences if they do occur, or (3) both. 
Detection and control are the typical strategies to reduce the chances of 
occurrence and are often applied in anticipation of a risk event, while 
recovery plans address the reduction of consequences after risk events 
have occurred. As an example, consider the risk event of a fire that may 
result in injury, death, or damage to property and, in an industrial setting, 
may include the disruption of operation. To make risk treatment more 
concrete, as an example, consider an industrial fire scenario in which the 
causalities may follow the sequence shown in Table 4.1.

4.2.1 DETECTION

Detection pertains to the capability to obtain information on the presence 
or absence of a particular event or phenomenon, especially of events caus-
ing, and precursory to the risk events of interest (the risk event of inter-
est is from here on termed as the target risk event).1 Early and accurate 
detection of the causal chain of events provides opportunities to prevent or 
control succeeding events to happen, essentially breaking the causal chain 
of events that lead to the target risk event and further progression of the 
sequence of events and accrual of consequences.
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Table 4.1. Example of the causal chain of events leading to injury and 
equipment damage and disruption in operation in an industrial facility 
due to fire

1. In an industrial facility, two boilers are turned on to produce hot 
water needed for cleaning equipment at the start of daily opera-
tion.

2. Leftover packaging materials were left stacked near one of the 
boiler near an exit door the prior night. These should have been 
placed into a recycling bin very early in the morning, but for 
some reason, this was not the case for this particular day.

3. The stack of leftover packaging materials tipped over and some 
of the materials landed very close to the boiler’s heating element

4. Material near the heating element ignited
5. Fire spread to the entire stack of leftover packaging materials
6. Smoke accumulates in the enclosed space where the two boilers 

are located
7. Any person within this enclosed space may suffer from severe 

smoke inhalation or burn
8. The boilers themselves may catch fire or the smoke might dam-

age them, particularly the external components that are made of 
plastics, rubber, and glass making both boilers inoperable

9. Fire may spread to other combustible materials nearby such as 
boxes of recent delivery receipts and inventory of packaging 
materials

10. Fire may spread to outside the enclosed space where the boil-
ers are located and further damage more equipment and possibly 
result in more injuries

As an example, smoke detectors, whether in a household or in an 
industrial facility, have the primary purpose of treating the target risk event 
of property loss, injury, or death due to fire. A smoke detector being able to 
detect the presence of smoke provides opportunities to completely stop or 
slow down the causal chain of events that may lead to the target risk event 
by allowing evacuation and suppressing a fire. From Table 4.1, designat-
ing and clearly marking of floor spaces near the boiler as a material-free 
zone may serve as a visual identification of any hazardous materials near 
the heating element; for example, detection of combustible materials near 
the boiler may provide opportunity to prevent segment 2 to progress fur-
ther to segment 3. Furthermore, the detection of smoke before the spread 
to the entire stack of leftover packaging materials may have provided the 
opportunity to prevent segment 4 to progress further to segment 5.
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4.2.2 CONTROL

Once the causal chain of events or the target risk events are detected, the 
opportunity is now presented to control them if at all possible. Control 
may be in the form of slowing down or totally stopping the progression of 
the causal chain of events. Some common forms of risk control strategies 
are separation and suppression.

Separation pertains to the practice of increasing the spatial distance 
or providing barriers between hazards and the remainder of the system. 
In a household or an industrial setting, evacuation is a form of separation 
by providing adequate distance between the fire and humans (and other 
valuable movable assets). In an industrial setting, such as that described 
in Table 4.1, the adequate distance between combustible materials and 
the boiler could have been implemented by having a material-free zone 
around the boiler and could have prevented progression of the causal chain 
of events. The evacuation of personnel after the smoke has been detected 
could have also provided separation between the personnel and the haz-
ardous smoke and heat and could have prevented injury due to smoke 
inhalation (i.e., segment 7). Furthermore, fire-resistant doors serving as 
barriers could have provided separation as part of passive fire protection, 
possibly controlling the spread of fire outside the enclosed area.

Suppression pertains to the intervention to lessen the magnitude or 
totally eliminate hazards that cause the target risk event. In the incident of 
a fire, suppression of fire using various forms of fire extinguishing mech-
anism may be used to lessen or eliminate the presence of fire. For the 
scenario described in Table 4.1, a fire suppression system could have been 
used at some point in time after a smoke or fire has been detected, which 
could have prevented further damage to equipment.

4.2.3 RECOVERY PLANNING

Recovery planning pertains to the development of a plan of actions in 
anticipation of the target risk events to primarily assure the continuity 
of operation, as well as to reduce further accrual of undesirable conse-
quences. These plans are also known as emergency response plans, disas-
ter recovery plans, and may itself include detection and control, as well as 
risk transfer. Parts of these plans may require actions both before and after 
the occurrence of risk events.

Duplication pertains to having at least one spare or backup element 
that can perform the same or similar functions as a primary element that 
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is deemed to be critical to the operation of the system. These spare and 
backup elements are intended to perform the function of the primary 
element in case the latter cannot function due to the target risk events. 
As an example pertaining to segment 9 in Table 4.1, a duplicate of recent 
delivery receipts in another area would have provided the function of the 
original receipts in the continued settling of financial accounts after the 
fire. Otherwise, the settling of financial accounts may be disrupted while 
information on the receipts are recovered.

Dispersion pertains to the separation of elements of the system per-
forming similar functions while both of them are being utilized. Disper-
sion is distinct from duplication because in dispersion, elements are not 
spare or backup but are rather all being utilized at the same time. As an 
example pertaining to segment 8 in Table 4.1, having the two boilers in 
two different locations could have saved one of the boiler from being dam-
aged by the fire and may contribute toward continuous operation of the 
industrial facility even if not in full capacity.

Transfer (including sharing) of undesirable consequences implies 
that the consequences of a risk event are either completely or partially 
reassigned to another entity or system. This reassignment of the conse-
quences is usually based on the agreement between two distinct systems 
rather than an actual physical reassignment. Typical risk transfer or shar-
ing agreements are those involved with the purchase of insurance products 
and services. For the example illustrated in Table 4.1, fire insurance could 
help towards repair or replacement of damaged boilers, other equipment 
and facility, disrupted operations, and alleviate any longer-term financial 
costs from the treatment of injured personnel.

4.3 fuNDaMENTaL STEPS IN RISK TREaTMENT

For convenience, the 1 + 6 general guiding questions in risk management 
(RM) in Table 2.1 are repeated here.

0th What should go right?
1st What can go wrong?
2nd What are the causes and consequences?
3rd What is the likelihood of occurrence?
4th What can be done to detect, control, and manage them?
5th What are the alternatives?
6th What are the effects beyond this particular time?
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As described in Chapter 2, the 1st, 2nd, and 3rd questions are those 
usually associated with risk assessment process culminating in some form 
of analysis, not just about particular target risk event but also a compar-
ison among other risk events.2 On the other hand, the 4th, 5th, and 6th 
questions are those usually associated with RM wherein actions on how to 
use resources for affecting risks are rationalized and justified.3 To a great 
degree, the steps in designing plans on how to treat risks follows these 1 + 6 
questions in parallel and can be summarized in the following four steps.

1. Identification of treatment options
2. Development of an action plan
3. Approval of an action plan
4. Implementation of the action plan

4.3.1 IDENTIFICATION OF TREATMENT OPTIONS

In the first step—identification of treatment options—we need to choose 
which risk events will be targeted based on their importance and identify 
appropriate detection and control strategies based on the causal chain of 
events. The following guiding questions may facilitate identification of 
treatment options.

Which risk event(s) needs to be treated? After obtaining answers to 
the 1st, 2nd, and 3rd guiding questions in RM, the risk analysts can now 
compare the relative importance of various risk events and effectively 
establish prioritization among these risks as needing treatment. The pri-
oritization may be based on the combination of the chances of occurrence 
and degree of consequence. Oftentimes, a risk matrix similar to that in 
Figure 4.1 is used to compare among risk events and facilitate their rank-
ing or prioritization. A risk event with a high chance of occurrence and 
high degree of consequence may be deemed of high priority, such as those 
that may fall in Zone A of Figure 4.1. Risk events with lower chances of 
occurrence and lower degree of consequence may be of the lowest prior-
ity and may fall in Zones B and C. Using a risk matrix similar to that in 
Figure 4.1 may be appropriate in cases where the consequences of risk 
events can be expressed in similar measures, such as a monetary unit. 
However, there may be cases where expressing consequences in the same 
measure may not be possible or acceptable, such as in the case of some 
risk events resulting in injury and some resulting in equipment damage. 
Another way to compare and prioritize risk events may be based on catego-
ries rather than a matrix such as those shown in Table 4.2. Categorization 
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allows the analyst to distinguish among types of consequences based on 
criteria relevant to a particular system without the need to express them 
using the same measure. For example, a system that greatly values the 
environment may have a distinct criterion for risk events that may result 
in environmental damage. Nonetheless, such categorization of risk events 
would still be based on some assessment of the chance of occurrence cou-
pled with the consequence if they occur.

Which segments in the causal chain of events can be detected? Cer-
tain segments in the causal chain of events may be more amenable to 

Figure 4.1. Risk matrix showing possible way 
to compare and prioritize risk events.
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Table 4.2. Categorization of risk events based on consequence to 
facilitate comparison and prioritization

Consequence if risk 
event occurs Chance of occurrence Category
Injury or loss of lives Low, moderate, or high High priority
Financial cost of more 
than $1M

Moderate or high High priority
Low Medium priority

Disruption in operation 
lasting more than 24 hours

High High priority
Low to moderate Medium priority

Irreversible environmental 
damage

Low, moderate, or high High priority

Reversible environmental 
damage

Moderate or high Medium priority
Low Low priority
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detection than other segments based on the mechanics of the phenomena, 
available technology for detections, and other factors (e.g., ethical and 
legal factors).

Which segments of the causal chain of events can be controlled and 
how? In the same way that segments in the causal chain of events may be 
more amenable than others to detection, some of these segments may be 
more amenable to control than others.

If the risk event happens, how can the system recover quickly? Import-
ant functions in the operation of the system are identified for the purpose 
of analyzing whether any of them can be duplicated or dispersed. This 
applies not only to equipment and information as illustrated in Table 4.1 
but also to personnel through cross-trainings. Finally, options to purchase 
insurance products and services also need to be considered based on eco-
nomic and legal factors.

4.3.2 DEVELOPMENT OF ACTION PLAN

In the second step—development of an action plan—we need to generate 
combinations of particular risk treatments that will be effective for a par-
ticular system and target risk event and the accountable party.

Which risk treatment strategies will work well together? Risk treat-
ment strategies are not mutually exclusive and effective action plans that 
are usually made up of combination of strategies, albeit in various degrees.

Who will be accountable for implementing the plan? Upon determina-
tion of risk treatment strategies, the parties (individuals, job descriptions, 
teams, or organizations) that will be most reasonably held accountable for 
their implementation are identified.

4.3.3 APPROVAL OF THE ACTION PLAN

In the third step—approval of the action plan—we need to obtain the 
approval of the action plan from the management and from responsible 
parties.

How much will this cost? From the management’s perspective, there 
will most likely be a need to economically rationalize the choice of risk 
treatment strategies based on the benefit that the system will get from such 
plan compared to the cost of implementation.

Who will lead the implementation? Management commitment is also 
needed to coordinate among the various responsible parties and assure 
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that required resources for implementation are made available. From the 
perspective of the parties responsible for the various treatment strategies, 
their commitment based on motivation and incentives are needed for long-
term effectiveness of the plan. A single party—individual or team—is 
usually assigned the accountability of assuring the plan is implemented. 
This party responsible for the overall plan is usually labeled as the risk 
manager, safety officer, or other similar job title.

4.3.4 IMPLEMENTATION OF THE ACTION PLAN

In the fourth and final step—implementation of the action plan—usually 
falls under the purview of the party responsible for the overall plan, for 
example, safety officer.

How can the plan be improved? Since this is a long-term responsibil-
ity, part of the implementation is the continuous improvement of the plan 
based on experience of which part of the plan works and which do not, 
based on changes internal to the system, for example, new product line 
and realization of new target risk events, as well as changes external to 
the system, for example, evolving detection and control technologies, new 
insurance products and services, and legal and regulatory changes.

What are the residual and emerging risks? We need to recognize that 
there will be no plan that can totally eliminate the target risk events, rather 
the plan simply reduces their likelihood or consequence to acceptable 
levels—these are termed as residual risks. But due to the dynamic nature 
of systems, these levels need to be continually monitored and the plan must 
be periodically revised to keep the residual risks within acceptable level. 
This monitoring and periodic evaluation of the plan also enables the identi-
fication of emerging risk events—those that may have not been previously 
identified, or that were identified but were not deemed worth any treatment.

4.4  RISK TREaTMENT aND RISK RETENTION 
OR accEPTaNcE

An important aspect of risk treatment is the recognition that there will 
be more risk events than there are resources to treat them all. Even for 
those risk events that are subjected to treatment, there will always be some 
residual risks, albeit at acceptable levels. Hence, part of the bigger pic-
ture of operational RM is the realization that it is only practical to expect 
some degree of risks that will have to be retained and accepted even after 
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treatment. Recall from Chapter 3 the philosophy of as low as reasonably 
practical (ALARP) holds that the residual risk shall be as low as reason-
ably practicable. As zero risk cannot be attained and the cost of address-
ing risk can be excessive if pursued without limits, ALARP provides an 
approach to help derive justifiable and tolerable risk levels. The approach 
involves judgment in weighing the risk and the benefit. Thus, the concept 
also includes accepting a certain level of risk because of the deliberate 
decision to bear it rather than address it. The ALARP principle is also sim-
ilar to the SFAIRP (so far as is reasonably practical) principle.

4.5  SYSTEMS PERSPEcTIVE ON TREaTING RISKS

In Chapter 1, the importance of systems approach to managing operational 
risks was discussed. Here are some important notes on risk treatment 
based on the recognition that systems are collections of interrelated ele-
ments contributing toward a common goal and the environment wherein 
these systems are parts of.

4.5.1 MULTICAUSAL NATURE OF RISK EVENTS

Table 4.1 provides an illustrative example of a causal chain of events lead-
ing to a particular target risk event. Even in a fairly simple real scenario, 
causal events may not be linear, there could be multiple ways for the target 
risk to occur, and some of these causes may not be easily evident.

4.5.2  SYNERGISTIC EFFECTS OF RISK TREATMENT 
STRATEGIES

Aside from reducing the target risks, the same set of mitigation strategies 
may also have the synergistic benefit of reducing other none-targeted risks 
whether intentional or not. As an example from segment 2 from Table 4.1, 
keeping floor space near the boiler free from any material may help pre-
vent fire and may also prevent accidents as personnel try to use the exit 
door near that area.

4.5.3 CREATION OF COUNTERVAILING RISKS

In contrast to having a synergistic effect, some risk treatment strategies 
may result in increasing other events than the target risk events. As an 
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example from segment 9 from Table 4.1, having duplication of receipts in 
electronic format may also create risks of confidential data pilferage due 
to cyber hacking.

4.5.4 RATIONALIZING COST OF TREATMENT

Similar to the traditional cost estimation and investment accounting, the 
cost of implementing risk treatment plans needs to be rationalized by 
comparing the benefits and the costs. However, risk events are inherently 
uncertain and do not lend themselves to the traditional benefit–cost analy-
sis. The common approach is to classify the various cost of the strategies 
based on (a) cost of prevention meant to reduce the chances of occurrence 
of risk event, (b) cost of reducing the consequence if the risk event occurs, 
and (c) the residual consequences of the risk event.

4.5.5  BENEFITS OF RISK AVOIDANCE

A well-rationalized risk treatment plan would be one in which the ben-
efit of avoiding some of the direct consequences of risk events are more 
than the sum of the cost of prevention and the cost of reduction in the 
consequence if the risk events occur. However, estimating these benefits 
to allow comparison with the costs can be challenging. From a systems 
perspective, this challenge may be traced to the variety of objectives of 
various elements of the system, as well as the lack of a commonly agree-
able way to express benefits. As an example, the traditional cost analysis 
may estimate cost in terms of monetary unit, while the treatment of system 
safety risk events may have the benefits of avoided injuries or lives saved. 
The notion of the value of a hypothetical or statistical life may facilitate 
such a comparison of cost and benefits. However, the success of using 
pseudo measures such as the value of statistical life is predicated on its 
acceptance by the various stakeholders and decision makers within and 
outside a system trying to implement a risk treatment plan.

4.5.6 ECONOMICS OF RISK TRANSFERS

Why would someone assume the risk you are not willing to assume your-
self? The underlying assumption in transferring risk is that another sys-
tem, for example, insurance companies (also known as the insurer) will 
be willing to assume some if not all the financial burden resulting from a 
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particular risk event in return for a predetermined amount of money such 
as insurance premiums from the original risk holder (the insured). To put 
it simply, this transfer of risk will happen if the insurer has the ability to 
pool or bring together enough of this money from many insured such that 
the expected payout if the risk event occurs is significantly less than the 
sum of the collected insurance premiums. This pooling of risks enables 
the insurer to operate at a profit and still satisfy its obligation for payouts 
to the insured. This is common for risk events with high consequences but 
low chance of occurrence. Common examples of such insurable risks are 
health insurance and drivers’ accident insurance in which there is enough 
number of those willing to pay the premium and the chance that every-
one will need a payout all at the same time is very low. From a systems 
perspective, this highlights the wide range of environments in which the 
insured systems are operating.

4.6 SuMMaRY

Risk treatment is a general term to indicate modifying a system or its elements 
for the purpose of affecting particular risk events deemed important based on 
the chances of occurrence, the consequences if the risk events happen, and 
other factors. The general objectives in risk treatments are (a) reduction in 
the chances of occurrence of the risk events and (b) reduction in the conse-
quences if the risk events occur. The fundamental steps and corresponding 
guide questions in developing a plan for risk treatment are as follows.

1. Identification of treatment options
• Which risk event needs to be treated?
• Which segments in the causal chain of events can be detected?
• Which segments of the causal chain of events can be controlled 

and how?
• If the risk event happens, how can the system recover quickly?

2. Development of action plan
• Which risk treatment strategies will work well together?
• Who will be accountable for implementing the plan?

3. Approval of action plan
• How much will this cost?
• Who will lead the implementation?

4. Implementation of action plan
• How can the plan be improved?
• What are the residual and emerging risks?



TREaTMENT Of RISK  •  79

Finally, the systems approach needs to be considered throughout the 
development and implementation of risk treatment plans. Consideration 
needs to be placed on possible challenges brought about by the multi-
causal nature of risk events, synergistic effects of risk treatment strategies, 
resulting countervailing risks, the need to rationalize cost of treatment, 
estimating the benefits of risk avoidance, and economics that may allow 
or prevent risk transfers.





cHaPTER 5

risk monitoring, rePorting, 
And review

5.1 INTRODucTION

After identifying and assessing the risk and selecting risk treatment 
response plans, the next important function is risk monitoring, reporting, 
and review, as shown in Figure 5.1. Here the purpose is to monitor the 
implementation of the risk response plans and actions and evaluate the 
effectiveness of the current risk management processes. A key part of this 
function is assessing how the present risk management plans and processes 
can be improved to respond to the current and emerging environments.

5.2 RISK MONITORING OBJEcTIVES

1. To determine whether the particular operational risks (and their 
causal chain of events) are under control or not. This includes track-
ing identified risks and checking that significant risks remain within 
acceptable risk levels.

2. To assess the effectiveness of the risk treatment, response plans, 
and actions in addressing the identified risks. This includes gaining 
relevant information during the monitoring and review process to 
further assess, control, and eliminate critical risk events.

3. To evaluate the robustness of risk controls over time as the system 
evolves.1 This also includes monitoring residual risks, identifying 
gaps and new risks, as well as retiring invalid or outdated risks.

4. To keep track of the evolving needs and requirements of the sys-
tems. Remember that new needs and requirements are often times 
accompanied by new risks that need to be controlled.
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Monitoring and management of risks is one of the main elements in 
the risk treatment and risk management process.2 There is no one specific 
methodology or process that can be applied to monitor operational risks 
in all systems. For example, monitoring operational risks in a bank is dif-
ferent from monitoring operational risks in a production system. Based on 
a survey of the literature and case studies, the following common themes 
help to conduct an effective monitoring process.

• Performance monitoring requires both an understanding of the 
context of the risk event and the methodology used for the per-
formance monitoring as well as an appreciation of the unique-
ness of the operational risk of the system. If the methodology 
used is not appropriate for the system, there will likely be unin-
tended consequences and poor operational risk management and 
performance.

• For a reliable monitoring process, comprehensive treatment and 
assessment of risk events are necessary. It is essential to have a 
clear set of definitions of the operational risk under monitor. This 
includes identifying the appropriate risk indicators.

• The development of flexible methodology to accommodate any 
adjustment or changes in the system. It is naive to consider that 
the operation environment is always static, and therefore, opera-
tional risk can be controlled or avoided in the systems all at once. 
With increasing consumer demand and expectations resulting from 
advancing technologies, many systems are dealing with shifting 
dynamic environments. Therefore, it is necessary to adopt a flex-
ible methodology to mitigate and control operational risk to the 
minimum.

Figure 5.1. Risk management functions.

Risk Monitoring
And Reporting

Risk Treatment

Risk Identification
and Assessment

On-going reevaluation
and update of risk

management processess
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• Full appreciation of the surrounding environments where systems 
operate. It is essential to understand the nature of the operations’ 
environment. As will be discussed through Chapters 6 and 7, there 
are two types of environments: static and dynamic. In the static 
environment, the system is bounded apart from the environment, 
which means that there is no or minimal interaction between the 
system and the environment. In the dynamic environment, there is 
continuous interaction between the system and the environment. 
While it is relatively easy to monitor the operational risk in a static 
environment, it is a much more difficult task in a turbulent shifting 
environment.

5.3 THE BaSELINE: RISK MaNaGEMENT PLaN

The culmination of the risk processes discussed in Chapters 1 to 4 is a 
working document often called the risk management plan. This report typ-
ically becomes the baseline for any risk monitoring process. In general, 
the report should include the following parts.

1. Description of the scope of the risk management plan (refer to 
Chapter 2)

2. Risk identification and assessment (refer to Chapter 3)
3. Risk treatment, response, and action plan (refer to Chapter 4)

The risk management plan is essentially a compilation of the broader 
system’s risk profile or risk portfolio. Note that the report should cover 
the 6 + 1 questions (Table 2.1) as discussed in Chapter 2. It defines the 
scope of the risks being tracked and quantifies or measures the risks in 
terms of their estimated likelihood and impacts. It should further describe 
established acceptable risk level (i.e., As Low as Reasonably Practicable 
[ALARP] from Chapter 3) and detail the treatment response plans and 
actions for each identified risks. Included in the plan are the processes 
established for detecting, tracking, and documenting risks, as well as per-
sons responsible for each risk response and actions. The forms discussed 
in Chapter 3 can be used to document the particulars of the risk manage-
ment plan for each part, subsystem, or process.

The report can also include the risk matrix discussed in Chapters 2 
and 4. It offers a good overview and summary of the comparative risks. 
The summary of the risk management plan should include a list of risks 
requiring immediate response, a list of risks requiring response in the near 
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term, a list of risks for additional analysis and response, and a watch list of 
low-priority risk. The report should also highlight any developments and 
trends from the risk data and risk assessment including an analysis of new 
and emerging risks.

5.4 TRacKING: RISK DaTaBaSE

The most common database compiled for risk is what is known as the 
risk register or risk log. The database and information requirements are 
extracted from the risk management plan. It often replicates or digi-
tizes the tabular forms in Chapter 3. Though, more importantly, the risk 
register tracks the actual occurrences of the risk events. Further, the 
risk register can document conditions leading up to the risk event, the 
response and actions taken, as well as the actual outcomes. The specifics 
are often included in an incident report. An incident report or accident 
report is a form that is filled out in order to record the details of the risk 
event.

Other types of risks such as cost risk, schedule risk, programmatic 
risk, and technical risk have certain indicators that may be used to monitor 
status for signs of risk. Tracking the progress of key system parameters 
can be an indicator of risk or key risk indicator (KRI). Cost and schedule 
risk, for example, are monitored using the outputs of the cost–schedule 
control system or some equivalent technique. Thresholds for KRIs can be 
defined to initiate a risk treatment response and action when thresholds are 
breached. Examples of this are project cost overrun and project schedule 
slippage.

The risk register when translated into a digital database or informa-
tion architecture offers several enhanced functions. A database can han-
dle the recording and compilation of detailed historical risk information. 
Also, a database can enable automated tracking and signaling. It can be 
used to identify risks that are within acceptable levels, risks that are out of 
control, and risks that are trending toward out of control. These KRIs can 
be captured and stored as digital data to be used for future planning and 
decision making.

Further, the risk database should track the implementation of treatment 
and response plans, plans that are implemented, plans that are not imple-
mented or partially implemented (including schedules and milestones), as 
well as their costs and effectiveness in addressing the risks (including any 
instances of overcontrolled risks). Figure 5.2 shows a screenshot example 
of a simple risk database.3
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5.5 RISK REVIEW aND auDIT

The risk review examines both intended and documented results of the 
risk response and action plans in dealing with identified risks. Included 
in the risk review is an evaluation of the residual risk against established 
risk levels. Residual risk assessment considers both the risks as previously 
identified and the resulting risk from the response mechanisms and the 
control activities implemented. The process evaluates the effectiveness, 
cost, and efficiency of the activities and its adequacy in providing rea-
sonable assurance that the likelihood and impacts of the risk events are 
brought down to the established acceptable risk level (i.e., ALARP).

It is critical that the risk review evaluates the significant risks that 
fall outside of the acceptable risk levels. This may happen due to chang-
ing systems and policies or changing conditions and environments. These 
risks should be addressed with appropriate action plans to bring the risk 
within established levels. Risk treatment and response plans should be 
updated accordingly.

Figure 5.2. Screenshot example of risk database.
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An important oversight role in confirming that management is mon-
itoring and managing all known risks in accordance with established lev-
els can be done through a risk audit. When possible, the audit committee 
should consist of both internal and external members. A risk audit is a 
more comprehensive evaluation of the entire risk management system and 
processes. Thus it is conducted less often than risk reviews. 

5.6 EffEcTIVE PERfORMaNcE MONITORING

To be effective, it is emphasized that the performance monitoring processes 
should be treated as an integrated component in the system. There are two 
key elements in achieving an effective risk monitoring and review process. 
First, clear communication channels between the members of the system 
increase the level of awareness with regards to the implementation of risk 
treatment and controls. All stakeholders in the system must know specif-
ically why particular risk controls or safeguards have been implemented. 
Clear communication creates an environment where every member knows 
precisely his or her responsibilities toward addressing the risk. Commu-
nication is important especially in large systems that have a high level of 
interaction, ambiguity, emergence, huge data collection, and complexity.

Second, it is necessary to establish a flexible monitoring process. 
The design of risk monitoring procedures should be flexible so that they 
can adapt and respond in a cost-effective manner to threats arising from 
emergence, turbulent environments, uncertainty, and contextual issues of 
a dynamic nature. Flexibility is the ability to add, adjust, or remove both 
physical components and functions. The level of flexibility should not 
cause the monitoring process to lose its identity; rather, it should provide 
an environment of trust where members of the system can share their pro-
posed changes and strategies.

5.7 SuMMaRY

Performance monitoring should be implemented to control and manage 
risks at established levels and to ensure the appropriateness and effec-
tiveness of the risk treatment and response over time. These are done by 
using information from sources such as risk management plan and risk 
databases.
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systems thinking And 
the risk mAnAger

6.1 INTRODucTION

Complex systems can be described as a large number of entities that inter-
act to produce behaviors or performances that cannot be understood simply 
as a function of the individual entities. This is where the commonplace 
phrase “the whole is greater than the sum of the parts” comes from, dating 
back to Aristotle. Managing risks in these systems has proven to be a dif-
ficult endeavor.1 It is considered relatively easy to optimize safety within a 
simple system where there are a small number of entities with clear cause–
effect relationships, but it is a much more difficult task to produce consis-
tent safety performance within a complex system. Risk managers break 
problems into parts, study each part in isolation, and find the appropriate 
solutions to deal with each problem. Although, in theory, this appears to 
be an effective method to deal with problems and make complex tasks and 
subjects more manageable, in reality, it has many limitations when applied 
to complex “real-life” situations. According to Senge, breaking problems 
into discrete manageable elements to solve is an insufficient concept when 
applied to “real-life” situations.2 Instead, system behavior in real-life situ-
ations comes from interactions among parts and cannot be determined by 
the isolated functions of individual parts.

6.2 THE DIffIcuLTY WITH cOMPLEXITY

Dealing with complexity and its associated problems is a reality for 
engineers dealing with today’s complex problems, especially those in 
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managing operational risks. The problems and behaviors associated with 
increasing complexity continue to confound our capabilities to deal with 
modern systems. Many large-scale organizations have integrated their 
existing operations, functions, and systems to work together to achieve 
higher-level goals that are beyond the capabilities of individual systems 
and have increased the interdependence of interactions and reduced 
the autonomy of single systems.3 This drive for increased integration 
increases the difficulty for operational risk managers in engineering 
and managing risks in complex systems. Thus a primary challenge for 
operational risk managers is to determine the risks stemming from the 
interaction and integration inherent in complex systems and to deploy 
appropriate tools for better risk control behaviors and procedures within 
these systems.

Risk managers are starting to recognize the challenges associated 
with complexity and to address the challenges being invoked by the reali-
ties of the complex systems that they are charged to manage.

According to Jablonowski,

… today’s businesses face exposure to accidental loss from a 
variety of perils, both natural and man-made. These include fire, 
windstorm, earthquake, legal liability for defective products and 
the hazards of the workplace. Dealing with these exposures is the 
job of the organization’s risk manager.4

6.3 RISK aND cOMPLEX SYSTEMS

Attempting to manage risks in complex systems requires knowledge not 
only of technology but also of the inherent human, social, organizational, 
managerial, and political and policy dimensions. In effect, a holistic per-
spective integral to systems thinking, as discussed in Chapter 1, is neces-
sary for risk managers to effectively design and integrate risk management 
plans into complex systems. Our intent is to shift focus to supporting the 
necessity of having a cadre of risk managers who can effectively under-
stand the nature of complex systems.

One could ask how many risk events could be attributed to misun-
derstanding the nature of complex situations. Although the answer is not 
definitively known, we might anecdotally surmise that there are many 
mistakes that might be attributed to a lack of understanding and account-
ing for the complexities in systems.
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6.4  SIMPLE SYSTEMS VERSuS cOMPLEX 
SYSTEMS5

The selection and utilization of effective risk management tools discussed in 
Chapter 3 requires that risk managers appreciate the uniqueness of the prob-
lem (simple versus complex), context (conditions and factors that impact 
the solution and the deployment of the solution), and the methodology (the 
particular approach to deal with the problem). It is important to match par-
ticular tools to the specific application because a mismatch is not likely 
to produce the desired outcomes to efficiently and effectively manage risk 
events. Not appreciating the nature of the system (simple versus complex) 
may come with substantial costs in accidents and human injury or death 
because managing simple systems is different from managing complex sys-
tems.6 For conciseness, a set of differences between simple and complex 
systems most addressed in the literature have been identified in Table 6.1.

• This list is certainly not exhaustive but is intended to show that 
simple systems are significantly different from complex systems. 
The implication for risk managers is that any misunderstanding or 
diminishing of the importance of these differences can lead to one 
or a combination of the following problems.
a. Falling into a type III error,* which is solving the wrong prob-

lem precisely and in the most efficient way.7

b. Ineffective resource utilization, resulting from insufficient 
resources for addressing complex systems when they are mis-
classified as simple systems. In contrast, wasting resources 
by treating a simple system as complex. Resources span the 
spectrum of money, time, machines, physical effort, and others 
related to the exchange of information, energy, or materials.

c. Selecting risk management tools and techniques that are incom-
patible with the nature of the problem (simple versus complex) 
and the relevant context.

d. Formulating the problem incorrectly in ways that could 
jeopardize the integration of system risk management plan. 
Formulating and understanding the problem (risk identifica-
tion) is the first step in risk management as previously discussed 
in Chapter 2.

*Type I error: Rejecting the null hypothesis H0 when it is true. Type II error: 
Failing to reject the null hypothesis H0 when it is false.



90  •  OPERaTIONaL RISK MaNaGEMENT
Ta

bl
e 

6.
1.

 S
im

pl
e 

sy
st

em
 v

er
su

s c
om

pl
ex

 sy
st

em

A
re

a 
of

 fo
cu

s
Si

m
pl

e
C

om
pl

ex
R

el
at

io
ns

hi
p 

be
tw

ee
n 

pa
rt

s
Th

e 
re

la
tio

ns
hi

p 
be

tw
ee

n 
th

e 
in

te
ra

ct
in

g 
pa

rts
 is

 
cl

ea
r a

nd
 e

as
ily

 d
efi

ne
d 

(li
ne

ar
 re

la
tio

ns
hi

p)
Th

e 
re

la
tio

ns
hi

p 
be

tw
ee

n 
th

e 
in

te
ra

ct
in

g 
pa

rts
 is

 
am

bi
gu

ou
s (

no
nl

in
ea

r r
el

at
io

ns
hi

p)
C

au
se

–e
ff

ec
t 

C
au

se
 a

nd
 e

ffe
ct

 a
re

 o
bv

io
us

 a
nd

 d
ire

ct
C

au
se

 a
nd

 e
ffe

ct
 a

re
 v

er
y 

di
ffi

cu
lt 

to
 a

ss
oc

ia
te

B
ou

nd
ar

y 
(f

or
m

ul
at

io
n 

of
 th

e 
pr

ob
le

m
)

W
el

l-d
efi

ne
d 

an
d 

un
de

rs
to

od
 b

ou
nd

ar
y

A
m

bi
gu

ou
s b

ou
nd

ar
y

Fo
cu

s a
nd

 tr
ea

t t
he

 
pr

ob
le

m
Fo

cu
s o

n 
th

e 
pa

rts
 o

f t
he

 sy
st

em
 

Fo
cu

s o
n 

th
e 

in
te

ra
ct

io
n 

be
tw

ee
n 

th
es

e 
pa

rts
 

N
um

be
r 

of
 p

ar
ts

Sm
al

l n
um

be
r o

f e
nt

iti
es

La
rg

e 
nu

m
be

r o
f e

nt
iti

es
O

ut
pu

t o
f t

he
 sy

st
em

Pr
ed

ic
t d

et
er

m
in

is
tic

 o
ut

pu
t (

co
ns

is
te

nc
y)

Pr
ob

ab
ili

st
ic

K
no

w
le

dg
e

N
ot

 c
om

pl
et

e 
bu

t a
de

qu
at

e 
to

 a
dd

re
ss

 th
e 

pr
ob

le
m

N
ot

 c
om

pl
et

e
Pr

ed
et

er
m

in
ed

 
at

tr
ib

ut
es

Ea
sy

 to
 k

no
w

 m
an

y 
th

in
gs

 in
 a

dv
an

ce
 b

ef
or

e 
st

ar
tin

g 
an

al
yz

in
g 

th
e 

ris
k(

s)
H

ar
d 

to
 k

no
w

 th
in

gs
 in

 a
dv

an
ce

 o
r r

em
ai

n 
co

ns
ta

nt

In
te

ra
ct

io
n 

or
ga

ni
za

tio
n

O
rg

an
iz

ed
 a

nd
 a

pp
ar

en
t s

tru
ct

ur
e

Fl
uc

tu
at

in
g 

st
ru

ct
ur

e 
an

d 
re

la
tio

ns
 b

et
w

ee
n 

pa
rts

N
at

ur
e 

of
 th

e 
sy

st
em

G
en

er
al

ly
 st

at
ic

D
yn

am
ic

: M
an

y 
fo

rc
es

 c
an

 c
ha

ng
e 

th
e 

sy
st

em
 o

ve
r 

tim
e 

su
ch

 a
s i

nv
ol

vi
ng

 a
 h

um
an

 in
 th

e 
sy

st
em

C
la

ss
ifi

ca
tio

n 
th

e 
sy

s-
te

m
 a

cc
or

di
ng

 to
 th

e 
en

vi
ro

nm
en

t e
ff

ec
t

C
lo

se
d 

sy
st

em
 h

as
 n

o 
or

 m
in

im
al

 in
te

ra
ct

io
n 

w
ith

 th
e 

su
rr

ou
nd

in
g 

en
vi

ro
nm

en
t

C
om

pl
ex

 sy
st

em
 is

 o
pe

n 
to

 in
flu

en
ce

s f
ro

m
 th

e 
en

vi
ro

nm
en

t

Pr
ob

le
m

 a
re

a
W

el
l d

efi
ne

d 
an

d 
un

de
rs

to
od

 
Em

er
ge

nt
 a

nd
 d

iffi
cu

lt 
to

 u
nd

er
st

an
d 

A
ff

ec
te

d 
by

 b
eh

av
io

r 
in

flu
en

ce
s

N
ot

 su
bj

ec
te

d 
to

 b
eh

av
io

r i
nfl

ue
nc

e
Ea

si
ly

 a
ffe

ct
ed

. A
ct

ua
lly

, c
om

pl
ex

ity
 c

an
 b

e 
a 

fu
nc

tio
n 

of
 o

bs
er

ve
r



SYSTEMS THINKING aND THE RISK MaNaGER  •  91

To avoid these problems, risk managers must understand the nature 
of the system they are dealing with before selecting the risk management 
techniques to identify and mitigate the risks. In fact, the more complex 
the system is, the greater is the risk involved. The question becomes what 
are the systems thinking characteristics risk managers need to understand 
complex systems problems?

6.5 aTTRIBuTES Of cOMPLEX SYSTEMS

While the previous section showed the differences between simple sys-
tems and complex systems, the legitimate question now becomes what 
are the main attributes that constitute a complex system. Throughout 
the history of complex systems there have been multiple characteristics, 
articulations, and definitions. This section focuses on the main attributes 
that emerged most frequently (from the coding of the literature sources).8 
These attributes, shown in Figure 6.1, are the most dominant in the com-
plex problem domain.

The complex problem domain faced by risk managers is marked by a 
dramatic increase in information and technology. This frequently requires 
risk managers to face challenges of making decisions at various levels of 
their system amidst near-overwhelming complexity. Based on the coding 
analysis, the seven main attributes of the environment of the current com-
plex system encountered by risk managers are presented as follows:

1. Contextual Issues: Complexity exists when a situation exhibits a 
high level of interrelationships among the elements and their parts, 
a high level of uncertainty and ambiguity, an emergence, a large 
amount and flow of data, an incomplete knowledge, and a highly 

Figure 6.1. Attributes of the complex system.
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dynamic nature. Complexity also entails contextual issues—specific 
external influences, characteristics, or conditions that influence and 
constrain the deployment of solution(s). Contextual issues include 
the political, managerial, social, and cultural considerations as well 
as the resources or funding, organizational, policy, and technical 
dimensions.

2. Interconnectivity: Interconnectivity in the complex problem domain 
includes a high level of interrelationships among the individual 
systems and their components, human interaction (social–technical 
problems), and the interactions of the systems’ components (hard-
ware and software).

3. Integration: To deal with the dynamic environment, many organi-
zations tend to “bring together” their existing or external systems to 
work together to produce new capabilities or behaviors that cannot 
be achieved by the individual systems. This integration of multiple 
systems, which is referred to as system of systems, makes systems 
more complex and dynamic and can include people, information, 
technology, hardware and software, and many other elements.

4. Evolutionary Development: The environment within which com-
plex systems operate is highly uncertain and dynamic, with 
potentially rapid shifts occurring over time. In addition, multiple 
perspectives, stakeholders and shareholders who have a direct or 
an indirect impact on the system contribute to the complexity and 
divergence of such systems. This leads to issues such as the evolu-
tion of needs (requirements) over time and the necessary realloca-
tion of scarce resources based on these shifts.

5. Emergence: Emergence is recognized as unintended behaviors or 
patterns that cannot be anticipated. These unforeseen behaviors 
result from the integration of systems and the dynamic interaction 
between the individual systems and their parts, the surrounding tur-
bulent environment, and the high levels of uncertainty and ambi-
guity characteristic of modern complex systems. These unintended 
behaviors are not an indication of inappropriate tools or techniques 
used in risk management, or their application, but rather an insuffi-
cient knowledge about complex systems.9

6. Uncertainty: Complexity, interconnectivity among the parts, evo-
lutionary development, emergence, ambiguity, and the dynamic 
environment all lead to high levels of uncertainty in complex sys-
tems. This uncertain nature negatively impacts our knowledge level 
of a system, makes decisions tenuous, and limits the applicability 
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of more traditional system-based approaches such as determinis-
tic (e.g., algebraic) and probabilistic (e.g., statistics) methods of 
analysis.

7. Ambiguity: Ambiguity is the lack of clarity concerning the inter-
pretation of a system’s behavior and boundaries. Boundaries in 
complex systems are arbitrary, incomplete, permeable, and subject 
to conceptual variability. Unclear boundary definition and manage-
ment casts doubt on the primary boundary questions that must be 
answered: What is included and excluded for the purposes of anal-
ysis? And what is the criteria for inclusion or exclusion within the 
boundary? Boundaries can and do change over time based on our 
evolving understanding and knowledge of the system. In technical 
terms, anything outside the boundary of the system is part of the 
surrounding environment and anything inside the boundary is part 
of the system.

Because the domain of complex systems is characterized by these 
seven attributes, the improvement of managing risks in complex systems 
remains a dilemma for risk managers. Within the complex system domain, 
these professionals must still design and maintain a flexible risk manage-
ment system that minimizes the consequences of risk events.

Although there are many techniques and tools that can be used in 
risk analysis, they appear to lack the perspective of viewing the problem 
domain from a holistic standpoint. In order for risk managers to make 
suitable decisions regarding assessed risk(s) in complex systems, they 
need to explore and articulate the problem as a whole—taking a truly 
systems view. The selection of the tools and techniques to analyze risks 
are based entirely on the formulation of the problem. Proactive risk 
management occurs when risk managers forecast risk potential and then 
adopt systems management activities that control or mitigate that risk 
potential.10

In addition to proactive risk management, risk managers can enhance 
effectiveness by using systems thinking, based in the foundations of 
systems theory and principles, to achieve a more holistic risk identifica-
tion. This level of “systemic thinking” can enhance understanding of the 
interactions among systems’ element and context to more rigorously and 
“holistically” understand the nature of the problem domain. Even though 
systems thinking does not provide a universal solution, it does offer a high 
level of holistic thinking to deal with the attributes of complex system 
landscapes as described earlier.
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6.6 THEMES IN SYSTEMS THINKING

Systems thinking is not a new domain; it has been around for decades. In 
fact the earliest roots of systems thinking can be traced back to Aristotle 
who introduced the idea of holism as a main characteristic of systems 
thinking. As described in Chapter 1, systems thinking is the thought pro-
cess that develops an individual’s ability to speak and think in a new holis-
tic language and is important in understanding and treating problems as a 
whole unit.11 Throughout the history of systems thinking many definitions 
have been emerged and one could find that (1) there is no one widely 
accepted or generalized agreement on the definition of systems thinking 
and (2) systems thinking is not specific to one domain or another, but 
rather it spans several domains including social, managerial, biological, 
and many others.

In systems thinking, it is important to understand the principles and 
laws of systems theory that capture general principles applicable to all sys-
tems regardless of their domain of existence.12 Although discussing each 
principle and law of systems theory is beyond the scope of this chapter, 
there are several themes in systems thinking that are particularly relevant 
in managing operational risks.13

• Holism versus reductionism: In large complex problems, the focus 
should be on the whole instead of one particular thing. System per-
formance or behavior is generated from the interaction of the ele-
ments, not from individual elements.

• Turbulent environment versus static environment: In dynamic 
environments, it is important to appreciate the effect of the envi-
ronment on the system both negatively and positively. A system is 
influenced by the externally driven impacts (perturbations) from 
the environment.

• Optimizing versus “satisficing:” In large complex problems, it is 
difficult to achieve one best solution. There are always multiple 
working (good enough) solutions that need to be considered.

• Nontechnical problems (sociotechnical) versus technical problems: 
Complex systems have a combination of both technical (technol-
ogy) and nontechnical aspects (culture, human or social, policy, 
politics, power, etc.). There is a need to have the skills to formulate 
the problem domain holistically, including both the technical as 
well as nontechnical perspectives.

• Interconnectivity and interrelationships: Understanding the struc-
ture and the importance of the relationships of the system’s parts by 
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providing a systemic perspective. A system is defined not only by 
the elements it includes but more importantly by their interrelation-
ships and products of their interactions.

6.7  BENEfITS Of a SYSTEMS aPPROacH 
TO RISK MaNaGERS

As discussed earlier, systems thinking provides a significant contribution 
to helping risk managers understand the complex system problems they 
face from a holistic perspective. The best procedure is to detect all risks in 
the system and then minimize them to a level of insignificance (or accep-
tance). However, the attributes of a complex system landscape (Figure 6.1) 
make it especially difficult for risk managers to identify and eliminate all 
risks, particularly if we accept the notions of emergence, ambiguity, and 
incomplete understanding, which was addressed in Chapter 4.

One of the main responsibilities of risk managers is to select an exist-
ing risk management tool that is compatible with the nature of the com-
plex problem and the context. This is not an easy task in systems where 
complexity, ambiguity, and uncertainty are always present. Hammitt men-
tioned that to determine “whether one tool is better than another, it is nec-
essary to evaluate whether the harms imposed on some people (e.g., costs 
of compliance) are offset by the benefits conferred on others (e.g., reduced 
health risk).”14

It should be emphasized that in order to address the attributes of com-
plex systems (Table 6.1), risk managers must shift to a paradigm with 
a more systemic (holistic) perspective. We suggest that this paradigm, 
based in systems thinking and systems theory, is more consistent with 
the problem domains and complex systems characteristic of those faced 
by risk managers. The following are some of the implications of sys-
tems thinking for risk managers with respect to the attributes of complex 
systems.

Understanding the big picture. By applying systems thinking, risk 
managers can better and more rigorously understand the big picture of the 
problem by looking at the problem as a whole. Understanding the prob-
lem as a whole unit is necessary to formulate the true problem and cor-
rectly identify the potential risks. This is important to avoid managerial 
errors such as type III error, solving the wrong problem precisely, result-
ing from selecting the wrong stakeholders, setting too narrow a set of 
options, establishing boundaries that are too narrow, incorrectly phrasing 
the problem, and failing to think systemically.15
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Understanding connectivity and the causal chain of events. Employ-
ing a holistic perspective can be instructive in understanding the interrela-
tionships between components within a complex system. Some have used 
the term “messes” to describe the high level of interconnectivity that pro-
duces “sets of problems” within complex systems. Hazard identification 
processes require risk managers to analyze each aspect of the system to 
determine what hazards may exist. The behavior of complex systems can-
not be inferred or fully understood from individual component behaviors 
(including events or actions). The system-level behavior must be under-
stood as stemming from the interactions between components within the 
system as a whole.

Integration of the risk management plan. In order to improve and 
develop risk management plans integrated into complex problems, risk 
managers should not focus only on the individual entities but also treat 
the integrated systems as a whole. Perrow mentioned that “normal acci-
dents” are failures that might cause a trivial impact at the beginning but 
can spread widely and produce long-lasting effects.16 These normal acci-
dents occur in multiple integrated complex systems (high risk systems) 
due to the rich interactions and integration between the parts within the 
system, as well as between the system in relationship to other systems. 
This creates a high degree of uncertainty for risk problems.

Robust causal chain of events. Thinking and speaking a holistic lan-
guage helps risk managers to increase their level of systems thinking to 
move beyond the simplicity of a cause–effect paradigm, where repeat-
ability is assumed. In complex system problems, it is difficult to trace the 
causes and their effects, and the existence of repeatability for complex 
system problem “causes” is problematic. In other words, it is naive to 
think that we have a linear component of one-problem one-solution in a 
chaotic environment. It is questionable to believe that managing risks in 
such an environment using a reductionism (cause–effect) paradigm can 
achieve the desired overall system safety.17 The systems-thinking-based 
paradigm is much more consistent with the environment faced by risk 
managers.

Less surprises. Emergence presents one of the main obstacles for risk 
managers. In fact, the hazards that are associated with the emergent behav-
iors in complex systems especially cannot be determined before the system 
is put into operation. Such unintended behaviors can easily create counter-
vailing risks that are not necessarily known, or predictable, prior to sys-
tem deployment and operation. Even though these emergent behaviors are 
not expected, treating the problem from a holistic perspective will indeed 
alert risk managers that they need a flexible and resilient risk management 
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plans to cope with any unexpected behaviors or unpredictable events. The 
high level of uncertainty in complex systems makes it difficult to find one 
best design that controls and mitigates all risks. Applying a systems think-
ing perspective, risk managers might need different types of procedures 
to make sure that they capture accidents that often arise from the inter-
action and uncertainty among the system components.18 Complex system 
has incomplete and shifting boundaries based on the understanding of the 
complex problem. Keeping this in mind, risk managers need to design risk 
management plans that are flexible enough to be improved and adjusted to 
cope with the new events that might occur at any time. As knowledge of a 
dynamic complex system evolves with corresponding reduction in ambi-
guities, so too must the response to identify new categories of emergent 
risk not previously known.

6.8 SuMMaRY

Attempting to improve long-term risk management in a complex sys-
tems domain by analyzing and changing individual components has often 
proven to be unsuccessful. The difficulties for risk managers are in coping 
with the increasing complexities of these systems. Better risk management 
in complex systems domain requires risk managers to have knowledge 
from not only the technical elements of the systems but also the inher-
ent human or social, organizational or managerial, and political or pol-
icy dimensions. To successfully address complexity, risk managers must 
shift to a paradigm with a holistic perspective. This paradigm is based on 
systems thinking and systems theory.
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7.1 RISK EVENTS cauSED BY HuMaNS

In Chapter 1, various categories of risk events were described based on 
causes, origin, and consequences. If we focus on the causes of risk events, 
then they can be thought of as being caused by either human (manmade) 
or nonhuman characteristics.1 Risk events caused by humans stem from 
a variety of reasons, including poorly designed system, system design 
parameters that did not anticipate emergent behavior, or even direct inap-
propriate behaviors and activities of humans. These sources of manmade 
failures can result from a lack of knowledge of complex systems as well as 
a lack of systems skills. In fact, many risk events in complex system prob-
lems relate more to organizational and individual issues where people are 
an essential, if not dominant, contributor to the events. These risk events 
can be classified as having sociotechnical aspects stemming from both 
technical and social (human) elements as well as the interactions between 
those elements.2 There are many examples in which risk events are 
attributed to human error such as the oil fire in Texas in 2005, the Pacific 
Garbage Patch in 2008, and the Gulf Oil Spill in 2010—all were related 
to human (policy, skills, or political) issues. Therefore, holistic systems 
thinking should be engaged by risk managers to consider the complex 
nature of failures in manmade systems.

To avoid manmade risk events, risk managers must have the capa-
bilities to deal with new hazards or unpredictable events. As discussed in 
Chapter 3, there are many risk management tools and techniques that can 
be used to manage risks. However, there is also a need to have tools and 
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techniques that can assess the systems skills (systems thinking character-
istics) of individuals. In effect, a systemic view, which invokes a more 
holistic perspective integral to systems thinking, is necessary for risk man-
agers to deal with complex problems. Without a thorough appreciation of 
the dynamic environment and context of complex systems, the conditions 
are set for incompatibility between the selected risk analysis approach or 
tools, the problem, and the context within which the system is embedded.3 
This incompatibility between approach, problem, and context most often 
produces chaotic and unsustainable risk management plans and leads to 
failures in complex problem domains. The ability to recognize this incom-
patibility is a function of higher-order systems thinking.

7.2 SYSTEMS THINKING fOR RISK MaNaGERS

Effectiveness in systems thinking is a critical skill for addressing some of 
the most challenging problems of the 21st century, including those faced 
by risk managers. Thus, a systems thinking instrument is designed to help 
individuals who have a propensity for systems thinking when dealing with 
complex system problems that cross different domains such as transporta-
tion, energy, healthcare, and others.

The systems thinking instrument was developed using a mixed meth-
ods approach to collect qualitative and quantitative data to analyze 1,000 
different literature sources to derive the systems thinking characteris-
tics that individuals need when addressing complex systems problems. 
Following Grounded Theory,4 a rigorous methodology was executed to 
inductively build the framework for systems thinking characteristics.

After deriving the set of systems thinking characteristics (Table 7.3), 
an Exploratory and Confirmatory Factor Analysis and Monte Carlo Simu-
lation were used to analyze the dataset obtained from 380 participants. The 
results of the analysis showed that the new instrument (web-based survey) 
measures and captures the level of systems thinking for individuals.

To check the validity of the systems thinking instrument, multiple 
validity checks, including face validity, internal validity, conclusion valid-
ity, and content validity, were engaged. The instrument was tested using 
different test types to establish the reliability of the instrument, includ-
ing Cronbach’s Alpha Test and all showed excellent results (Table 7.1). 
The reliability of the instrument was established, and the validity was 
supported by statistical tests.

The outcome of the systems thinking instrument provides a profile 
that presents the systems thinking characteristics held by an individual. 
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In effect, the instrument develops the degree to which a risk manager’s 
particular systems worldview is compatible with the complexity, uncer-
tainty, ambiguity, and emergency inherent in complex problem environ-
ment he must navigate.

The systems thinking instrument consists of 39 binary questions with 
a score sheet. The score sheet provides the systems thinking profile for an 
individual (Table 7.2). The outcome of the systems thinking instrument 
consists of 14 scored scales to measure the 7 main preferences as shown 
in Table 7.3.

These 14 labels reflect a risk manager’s level of systems thinking—
thinking that is essential to enhancing risk management within complex 
systems. As discussed in Chapter 6, managing risks in simple systems 
(linear systems) is significantly different from managing risks in complex 
systems (nonlinear systems). In simple systems, the traditional reduction-
ist approach of breaking the systems into manageable elements and then 
analyzing each element to determine what hazards may exist is sufficient, 

Table 7.1. Cronbach’s alpha of the systems thinking instrument

Reliability Statistics

Cronbach’s Alpha 
Cronbach’s Alpha Based on 

Standardized Items Number of Items 
0.83 0.83 39 

Table 7.2. Systems thinking instrument score sheet
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applicable, and useful.5 However, the interactions and interdependences 
that exist within and among complex systems make it difficult to analyze 
each element of the system in isolation, making reductionist approaches 
tenuous for complex systems.

Risk managers most often operate under the conditions associated with 
rare events and conditions of ambiguity (lack of clarity in understanding), 
uncertainty (incomplete knowledge) emergence (unpredictable patterns), 
and complexity (rich dynamic interactions). These conditions are likely 
to continue as risk managers struggle with the interdisciplinary system 
problems of the 21st century. Table 7.2 also shows the preferences pairs 
for the set of systems thinking characteristics. It is important to mention 
that there are no intrinsically good or bad combinations; it depends solely 
on the uniqueness of the problem domain within which the risk manager is 
engaged. However, to deal effectively with the challenges associated with 
complex systems, risk managers need to be good systems thinkers.

7.3  SEVEN PaIRS Of SYSTEMS THINKING 
PREfERENcE

As shown in Table 7.3, there are seven pairs of systems thinking prefer-
ences. To illustrate, the first pair of preferences deals with the level of com-
plexity, the second with the level of integration, the third with the level of 
interaction, the fourth with the level of change, the fifth with the level of 
uncertainty and ambiguity, the sixth with the level of hierarchical view, and 
the seventh with the level of flexibility. A combination of these preferences 
determines the level of systems thinking that would indicate a risk manag-
er’s predisposition to deal successfully with risk events in complex problem 

Table 7.3. Fourteen scored scales to measure the seven main preferences 
in systems thinking

Complexity C S Simplicity
Integration G A Autonomy
Interconnectivity I N Isolation
Holism H R Reductionism
Emergence E T Stability
Flexibility F D Rigidity
Embracement over 
requirements

V Y Resistance over 
requirements



HOW TO fIND SYSTEMS THINKERS  •  103

domains from a systems thinking perspective. This does not suggest that 
risk managers who do not score more to the “systemic” side of thinking 
on the scales presented cannot be successful in the complex system prob-
lem domain. Instead, for more “non-systems thinkers,” it suggests that the 
degree of “systemic nature” of the problem domain might present more 
difficulty (acknowledgement, frustration, decision, action) due to the prob-
able incompatibility with their worldview. Additionally, the pairs present 
“bookends” of propensity for an individual to prefer the degree of systemic 
thinking comfort with their worldview. Worldviews of individuals can, and 
most certainly will, exist along the spectrum between the “bookends.”

Complexity–simplicity (C-S) pair of preferences describes a risk man-
ager’s inclination to work in complex problem domains. As mentioned in 
Chapter 6, one of the main attributes of complex systems is complexity. 
To understand and deal with complexity, safety professionals need to be 
a complexity-type systems thinker. If a risk manager is on the complexity 
spectrum (C), he or she probably

• Tends to accept working solutions;
• Enjoys working on problems that have not only technological 

issues but also the inherent human or social, organizational or man-
agerial, and political or policy dimensions;

• Expects and prepares for unexpected events when managing risks 
(emergence); and

• Is willing to plan for managing risks in a rapidly changing 
environment.

If the risk manager is on the simplicity spectrum (S), he or she proba-
bly (a) prefers to work on problems that have clear causes, (b) prefers one 
best solution (one risk management plan) to the problem, and (c) enjoys 
managing risks on small-scale problems (reduced to direct cause–effect 
relationships).

Integration–autonomy (G-A) pair of preferences deals with the level 
of autonomy. Since integration is another attribute of complex systems, 
it is necessary to know the risk manager’s comfort zone in dealing with 
integration. If the risk manager is on the integration spectrum (G), he or 
she probably

• Understands and appreciates the purpose of the global integration 
for a system;

• Prefers to make decisions dependent on a multitude of internal and 
external factors; and
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• Focuses more on the overall performance of the systems rather than 
isolated performance factors.

However, if the risk manager is on the autonomy spectrum (A), 
then he or she probably (a) leans more toward comfort with independent 
decisions, (b) focuses more on the individual elements of the systems, and 
(c) focuses on the local system performance.

Interconnectivity–isolation (I-N) pair of preferences, which pertains 
to the level of interaction, describes the type of work environment that risk 
managers prefer: interconnected or isolated. In complex problem domains, 
rich interaction between the individual systems and their elements pres-
ents a considerable challenge for enhancing management of risks. Thus, it 
is important to have integration type system thinkers to effectively deal 
with the risks involved from the extensive interactions that are indicative 
of complex systems. If the risk manager is on the interconnectivity side of 
the spectrum (I), he or she probably

• Enjoys working on risk management problems within a team;
• Applies a flexible plan to identify and analyze risks;
• Understands the difficulty of having a clear cause–effect paradigm; 

and
• Focuses on the overall interaction of the system to improve overall 

management of risks.

On the spectrum of isolation (N), the level of systems thinking for risk 
manager indicates that he or she (a) enjoys working on problems that have 
clear cause–effect relationships, (b) leans toward working individually on 
the problem, and (c) prefers managing risks in small systems with less 
interaction among the elements.

Emergence–stability (E-T) pair of preferences deals with the level of 
uncertainty and ambiguity. This level describes a risk manager’s prefer-
ence to make decisions focusing more on emergence or stability. Unin-
tended behaviors and their consequences (emergence) always question 
risk management strategies in complex systems. As early as 1969, it has 
been mentioned that all systems are emergent and that there is a need to 
have emergence type systems thinkers before the selection of risk man-
agement tools to identify and analyze risk in complex systems.6 If the risk 
manager is on the emergence side of the spectrum (E), he or she probably

• Applies a holistic view in developing and improving risk manage-
ment plans in complex problems;
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• Is comfortable in dealing with uncertainty;
• Prefers working with consideration for nontechnical problems; and
• Follows a general-flexible plan to prepare for any unexpected 

behaviors.

If the level of systems thinking for risk manager is on the stability 
spectrum (T), then he or she (a) prepares a detailed plan expecting the 
details will hold true in the future, (b) avoids working on problems that 
have a high level of uncertainty and ambiguity, and (c) prefers working on 
technical problems that are more objective in nature.

Holism–reductionism (H-R) pair of preferences deals with the level 
of hierarchical view of the system. This level describes a risk manager’s 
predisposition as to how he looks at a problem in complex systems. It is 
necessary to have a holistic-type systems thinker to deal with the attributes 
of complex problem domains. If the level of systems thinking for risk man-
ager leans toward the holism side of the spectrum (H), he or she probably

• Focuses more on the whole in solving problems and enhancing 
management of risks;

• Identifies risks in the system by looking first at the big picture to 
understand the higher-level interactions; and

• Focuses more on the conceptual ideas instead of following the 
details inherent in cause–effect solutions.

If the level of systems thinking for risk manager is leaning toward the 
reductionism side of the spectrum (R), then he or she probably (a) focuses 
more on the particulars and details in solving problems and (b) prefers to 
work on problems that have direct cause–effect attributable solutions.

Flexibility–rigidity (F-D) pair of preferences deals with the level 
of flexibility. This level describes a risk manager’s preference in mak-
ing changes and decisions. A flexible-type systems thinker is necessary to 
cope with the dynamic nature of complex systems and, therefore, develop 
a greater degree of robustness in managing risks. If the risk manager is on 
the flexibility spectrum (F), he or she probably

• Enjoys working on multidimensional problems;
• Reacts to problems as they occur;
• Avoids routine processes; and
• Prepares flexible plans.
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The other level of systems thinking is on the rigidity side of the 
spectrum (D). In this side of the spectrum, risk managers (a) prefer work-
ing on well-bounded problems, (b) prepare and work to detailed plans, and 
(c) enjoy working more by routine.

Embracement over requirements–Resistance over requirements (V-Y) 
pair of preferences describes a risk manager’s inclination to make changes 
in complex problems. Embracement over requirements (from Table 6.1) 
is another attribute of complex systems where risk managers need to be 
aware of the rapid changes. An embracement over requirements type sys-
tems thinker has a paradigm that is better equipped to manage risks and 
minimize hazards in complex systems. If the risk manager is on this side 
of spectrum (V), he or she probably

• Prefers to work in a changing environment where multiple strate-
gies are needed to minimize risks;

• Is apt to take multiple viewpoints into consideration before making 
a decision regarding risk management strategies;

• Focuses more on the external forces, such as contextual issues, and 
how such factors can impact risk management in a negative way; 
and

• Prefers to design a flexible risk management process to cope with 
the shifting changes in systems’ requirements.

The other spectrum of this pair is resistance over requirements (Y). If 
the risk manager is on this spectrum, then he or she (a) assumes that too 
many perspectives could create distractions, (b) focuses intensively on the 
internal forces that directly affect risks of a system, and (c) prefers to work 
in a stable environment where changes are slow.

As illustrated, these seven main preference pairs determine the level 
of systems thinking for an individual to deal with complex problems. An 
effective way to establish an individual framework to deal with complex 
problems is by understanding the proposed set of systems thinking charac-
teristics. To cope with a highly dynamic environment of complex systems, 
risk managers need to be more system thinkers (holism) than reduction-
ist thinkers. This is not to criticize the reductionist approach but only to 
place attention on the necessity of having holistic systems thinkers who 
can understand the overall picture of the system before identifying and 
analyzing risks as the level of complexity increases.7

By considering this systems thinking instrument, a score may be 
 provided for the individual. This scoring can be facilitated by the list 
of guiding statement in Table 7.4. For risk managers, this score would 
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Table 7.4. Seven systems thinking preference pairs

Complexity–Simplicity (C-S)
Tends to accept working solutions
Enjoys working on problems that have 
human or social, organizational or 
managerial, and political or policy 
dimensions

Expects the unexpected
Designs for rapidly changing 
environment

Prefers to work on problems 
with clear causes

Prefers one best solution 

Integration–Autonomy (G-A)
Understands the purpose of the global 
integration

Prefers to make decisions dependent 
on a multitude of internal and external 
factors

Focuses more on the overall 
performance 

Leans more toward comfort 
with independent decisions

Focuses more on the 
individual elements of the 
systems

Focuses on the local system 
performance

Interconnectivity–Isolation (I-N)
Enjoys working on problems with a 
team

Applies a flexible plan
Understands the difficulty of having a 
clear cause–effect paradigm

Focuses on the overall interaction of the 
whole system

Enjoys working on prob-
lems that have clear cause–
effect relationships

Leans toward working indi-
vidually on the problem

Prefers designing for rela-
tively small systems 

Emergence–Stability (E-T)
Applies a holistic view in developing 
and improving risk management in 
complex problems

Is comfortable dealing with uncertainty
Prefers working with consideration for 
nontechnical problems

Follows a general, flexible plan to 
prepare for any unexpected behaviors

Prepares a detailed plan 
expecting the details will 
hold true in the future

Avoids working on prob-
lems that have a high level 
of uncertainty and ambi-
guity

Prefers working on techni-
cal problems that are more 
objective in nature

(Continued )
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translate to a risk manager’s level of systems thinking and his or her 
inclination to deal with complex problem domains. It is expected that 
a risk manager might agree with some attributes under each preference 
within the same pair. For example, some individuals might strongly agree 
with every attribute related to the “emergence” preference and none of 
the  attributes characteristic of the “stability” preference. These individ-
uals focus more on the whole in solving problems instead of preferring 
reductionist approaches. Other individuals might agree with some of 
the  “emergence” attributes and at the same time agree with some of the 
“stability” attributes; this could be quite true and natural. To clarify this, 
there are no good or bad combinations; there are only variances from one 
individual to another. However, due to the nature of complex problems, 
context and environment determine which profiles (combinations) are 

Table 7.4. Seven systems thinking preference pairs (Continued)

Holism–Reductionism (H-R)
Focuses more on the whole in solving 
problems

Identifies risk in the system by looking 
first at the big picture

Focuses more on the conceptual ideas 
instead of details 

Focuses more on the partic-
ulars and details in solving 
problems

Prefers to work on problems 
that have direct cause–
effect attributable solutions

Flexibility–Rigidity (F-D)
Enjoys working on multidimensional 
problems

Reacts to problems as they occur
Avoids routine processes and prepares 
flexible plans

Prefers working on well-
bounded problems

Prepares and works to 
detailed plans

Enjoys working more by 
routine

Embracement over requirements–Resistance 
over requirements (V-Y)

Prefers to work in a changing 
environment

Is apt to take multiple viewpoints
Focuses more on the external forces
Prefers flexible processes to cope 
with the shifting changes in systems’ 
requirements

Assumes that too many 
perspectives could create 
distractions

Focuses intensively on the 
internal forces that directly 
affect risks to a system

Prefers to work in a sta-
ble environment where 
changes are slow
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suitable to engage in developing risk management plans in simple  systems 
or complex systems. Although a different problem domain or system 
might be presented to a risk manager, the preference in level of thinking 
does not change with presentation of a different problem or system. There-
fore, there is a potential to have incompatibility between an individual’s 
dominant systems thinking worldview and the problem domain or system 
they are charged to engage. 

7.4 SuMMaRY

Chapter 1 introduced systems approach and Chapter 4 emphasized the 
importance of personnel responsible for implementing risk management 
plans to their success. Since systems thinking is important to understand 
the complex system problems, a nonspecific domain systems thinking 
instrument will help risk managers who have the propensity for systems 
thinking—both for himself and others. The outcome of this instrument is 
a set of systems thinking characteristics to assist in identification of indi-
viduals such as risk managers and members of the risk management team 
who have the ability to more successfully identify risk and integrate safety 
in complex systems that require a high level of systems thinking.

The concept underlying the development of the systems thinking 
instrument and consequently, the set of systems thinking characteristics is 
based on capturing the systems thinking characteristics that are necessary 
for individuals (e.g., risk managers) to engage in higher-level (holistic) 
thinking about complex problems and how they approach these problems. 
Systems skills are always needed in any domain, especially for risk man-
ager, to effectively integrate safety behaviors in complex problems and 
reduce risks to a level of insignificance.
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