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Abstract

This book leads the reader into a professional feasibility analysis for a 
renewable energy or energy efficiency project. The analysis begins with an 
understanding of the basic engineering description of technology in terms 
of capacity, efficiency, constraints, and dependability. It continues in 
modeling the cash flow of a project, which is affected by the installed cost, 
the revenues or expenses avoided by using the technology, the operating 
expenses of the technology, available tax credits and rebates, and laws 
regarding depreciation and income tax. The feasibility study is completed 
by discounted cash flow analysis, using an appropriate discount rate and 
a proper accounting for inflation, to evaluate the financial viability of 
the project. The elements of this analysis are illustrated using numerous 
examples of solar, wind, and hydroelectric power, biogas digestion, energy 
storage, biofuels, and energy-efficient appliances and buildings.

Keywords

biofuels, biogas digestion, energy efficiency, energy storage,  feasibility 
 analysis, feasibility study, hydroelectric power, renewable energy, 
 renewable power systems, solar photovoltaics, solar thermal electric 
power, sustainable technologies, wind power
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Introduction

The push toward sustainability is a defining theme of the present decade. 
Governments around the world have come to recognize the significance 
of global warming and have responded with international collabora-
tions such as the European Union Emissions Trading System to limit the 
 production of greenhouse gases, forcing companies to find low-carbon 
methods of production. Within their own domains, governments have 
created financial incentives, such as income tax credits and production tax 
credits, to support the development and implementation of sustainable 
technologies. However, the intelligent use of these technologies requires 
a careful assessment of the financial and environmental context in which 
they are to be used. Solar and wind power, for example, in their current 
forms are financially viable only in certain locations. Feasibility analysis is 
the task of determining whether or not a technology is financially viable 
in a particular context and use. This task requires managers to  understand 
the basic engineering and economics of technology and the public  policies 
that apply to technology. Those are the focus of this book.

Chapter 1 is a synopsis of the main ideas in the book. It gives the reader 
a taste of the concepts and analytic techniques that will be  developed 
in later chapters. The goal of the book is to demonstrate the elements 
of  feasibility analysis that would be used by a consultant or  technology 
 specialist to make a real decision about whether or not to fund a  particular 
application of a technology. Through the first eight chapters, the presen-
tation in this book works its way up to the complexity necessary for a 
realistic feasibility analysis, reaching that level in Chapters 9 and 10.

Feasibility analysis is an interdisciplinary task in which both  engineers 
and financial analysts have their roles. Each has to understand the needs 
and the capabilities of the other. This book is written for the  business 
 student who is interested in becoming a financial analyst, or the 
 professional who is already working in that capacity, who must work 
with engineers to complete a feasibility study. As such, this book presents 
the basic ideas of the engineer’s toolkit—drawing on concepts such as 
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 capacity, efficiency, constraints, and durability in Chapters 2 to 5—so the 
analyst can be sure that the right questions are being asked and answered. 
However, this book is also written with a respect for engineers who want 
to play more of a role in the financial analysis, so Chapters 6 to 8 take 
the reader through the elements of financial analysis that are familiar to 
a business student—concepts such as cost structure, break-even analysis, 
net present value, and rate of return on investment. Chapters 9 and 10 
bring together the basic ideas of engineering and economics, presenting 
the elements of a realistic feasibility analysis.

This book focuses on practical applications, not theory. Interesting 
examples illustrate every major concept and analytic technique. Special 
Tech Focus sections give the reader a deeper look into the engineering and 
economic features of specific technologies.

An important companion to this book is the Study Guide that is 
 available by download from the Business Expert Press website for this 
book. The Study Guide includes a problem set for each chapter to illustrate 
the application of the concepts. The exercises and cases in these problem 
sets apply the engineering–economic perspective to a much wider range 
of technologies than those that appear in the book’s examples, and the 
Study Guide is updated annually with interesting, current applications.

S.R.H.
July 2014

Fairfield, Iowa



CHAPTER 1

Sustainable Technologies

Overview

Feasibility analysis, as applied to the use of sustainable technology, is 
an interdisciplinary task. This book presents an engineering–economic 
 perspective on technology that yields insights into the circumstances that 
make a technology economically viable. This chapter presents the main 
ideas of the book, giving the reader a taste of the engineering– economic 
perspective but without the depth that the later chapters provide. 
This chapter addresses the following questions:

• In the context of technology, what does sustainability mean?
• How do engineers use the concepts of input, process, and 

output to describe technologies?
• What concepts enable a technology analyst to describe devices 

of different sizes, and on what basis can technologies be 
compared with each other?

• How does an economist’s perspective on technology differ 
from that of an engineer?

• How does a financial analyst compare the costs of two 
devices that have different lifetimes and different costs to 
operate?

• How can one establish an objective value for a device, 
such as a solar panel or a wind turbine, as a point of 
reference in comparison with the price that a vendor is 
charging for it?

• What role does public policy have in promoting sustainable 
technologies, and how does government implement its 
policies?
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What Makes a Technology Sustainable?

Table 1.1 presents a brief list of what people would generally consider to 
be sustainable or nonsustainable technologies across a variety of domains. 
Read through the list and see if you can identify the characteristics of a 
technology that distinguish it as sustainable.

Generalizing from this table, there seem to be three features that distin-
guish the sustainable from the nonsustainable technologies. One feature of 
energy technologies is renewability—energy from renewable sources such 
as the sun and wind is sustainable; energy from nonrenewable sources 
such as deposits of oil and natural gas is not sustainable. Another feature 
is efficiency and is seen most obviously in technologies that use energy. 
Our drive toward sustainability requires efficiency in the use of our limited 
resources. The third feature, which occurs in waste management, building 
technologies, and agriculture, is nontoxicity. Sustainable technologies do 
not create toxic effects for human life or the natural environment.

Table 1.1 Sustainable and nonsustainable technologies

Category Nonsustainable Sustainable
Electric power 
 generation

Coal-fired power plants
oil and gas-fired power
Nuclear power (?)

Solar power
Wind power
Biogas power
Hydrogen fuel cell

Energy storage 
 (including fuels)

Lead-acid batteries
Gasoline
Ethanol (?)

Pumped hydro (dams)
Biodiesel

Energy usage (lighting,  
heating/cooling, 
 transportation)

Incandescent lights
old home furnace
Gas-fired water heater
Internal combustion car

LEd lights
Energy StartM furnace
Solar water heater
Battery-electric vehicle

Waste management disposal in a landfill recycling
Biogas capture or digestion

Building technologies Interior lighting
Gas furnace
High-VoC paints
Common thermostat

day lighting
Geothermal heat pump
Non-VoC paints
Programmable thermostat

Agricultural 
 technologies

Chemical-based agriculture organic agriculture

VOC, volatile organic compound.
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The business press tends to equate sustainability with renewability, 
but efficiency is also very important to the future of human society. It is 
therefore not surprising that the U.S. Department of Energy established 
the Office of Energy Efficiency and Renewable Energy (EERE; www.eere.
energy.gov) to promote each of these aspects of sustainability.

As a field of study, sustainable business goes beyond renewability, 
 efficiency, and nontoxicity. It considers the social impacts of business, 
looking for ways to make businesses more resilient in the face of change 
and to help them nourish the lives of their stakeholders and flourish as 
organizations.1 Our study of sustainable technologies in this short book is 
developed around feasibility analysis, focusing on the attributes of tech-
nology seen through the eyes of the engineer and economist. The social 
impact of technology has its origin in how technology is used, not in the 
technology itself. The theme of sustainability raises important questions 
about appropriate technology—how the choice of technology depends on 
local knowledge and culture,2 but those are beyond the scope of this book.

What Is Technology?

Technology transforms one configuration of energy and matter into 
another configuration. For example, an automobile’s engine transforms 
the chemical energy in gasoline into the mechanical energy (motion) of 
the vehicle. Technology changes the state of matter–energy, so technology 
is best understood as a transformation process. From a scientific perspec-
tive, we may say that technology is the application of the laws of nature 
that govern the transformation process. From a business perspective, it is 
useful to think of technology as the intelligence by which one configura-
tion of matter–energy becomes another. In that perspective, the progres-
sive development of a technology is the refinement of the intelligence that 
is expressed in the transformation process.

Technology and Its Devices

When we define technology in this way, as a process, we focus our atten-
tion on the laws of nature by which the inputs become outputs. This per-
spective sees technology fundamentally as knowledge. So, what is a car or a 
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computer? It is the device that embodies the knowledge. But even in such 
a context, the word technology can have different meaning at several levels 
of generality. The automotive engine can be called a technology. Within 
that class, a gasoline engine and a diesel engine might each be called a 
“technology.” Within the class of gasoline engines, the one that can also 
burn a fuel consisting 85 percent of ethanol (E85) might also be called 
a technology. Even more finely, we may still use the word technology to 
describe different sizes of E85-burning engine, such as 150 horsepower 
(HP), 250 HP, or 350 HP motors.

We may use any of the several words for these realizations of a tech-
nology. We might call a car or a computer a device, because it is a small 
and self-contained form of technology. We might call a solar photovoltaic 
(SPV) system an installation, because it is an assembly of components. We 
would call a large factory a plant, as in “electric power plant.”

In common parlance, people do not distinguish precisely between 
a technology and the devices, installations, or plants that realize the 
technology. In this book, we hold to the perspective that the technology 
is the process by which inputs become outputs, but we may at times 
refer to all devices that use a particular technology as the “technology,” 
abusing our own terminology for the sake of readability. In Chapter 3,  
for example, we speak about the economies of scale of a technology. 
Properly, we should refer to the economies of scale evident in the col-
lection of all devices that realize the technology, but that seems to bur-
den our language excessively for a small gain in precision. We will be 
content, for example, to speak about the economies of scale in the SPV 
technology.

To many people, sustainable technology means renewable energy, and 
the familiar examples are solar and wind power. Energy-saving technolo-
gies are not often featured in the business press, but they are very import-
ant for a sustainable economy, and so too are the techniques for analyzing 
energy efficiency. The use of energy in buildings is an excellent example 
of energy efficiency. In buildings, energy is used for heating, lighting, and 
running equipment—these are among the principal technologies that 
appear as examples later in this book. To illustrate this, we take a quick 
look at the concept of a net-zero energy building in the following Tech 
Focus feature.
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Tech Focus: The Net Zero Energy Building 

In the United States, approximately 40 percent of the nation’s energy 
consumption takes place in residential or commercial buildings.3 The 
U.S. government itself has taken a leadership role in promoting energy 
efficient buildings. In 2009, President Obama signed Executive Order 
13514, which required all new federal buildings that enter the planning 
process after 2019 to be designed to achieve zero net energy by 2030. 
The executive order also required that at least 15 percent of each agency’s 
existing facilities and building leases that have 5,000 or more gross square 
feet should meet the “Guiding Principles for Federal Leadership in High 
Performance and Sustainable Buildings”4 by 2015, and it requires annual 
progress toward 100 percent conformance.5

Definitions of zero net energy buildings vary slightly according to 
the scope of the energy used (site or source) and whether the focus is on 
energy, cost, or emissions.6 In net zero site energy, the building produces 
on site, over one year, at least as much energy as it consumes.

To understand the array of technologies that would be involved in 
reaching net-zero energy for a building, we have to look at the types of 
energy used in a building and the uses of that energy. EERE has published 
data on the energy use of typical or reference commercial buildings in the 
United States for various locations around the country. Table 1.2 gives the 
EERE data for a typical medium-sized office building constructed after 
1980, which has a gross area of 4,982 square meters (53,625 sq. ft.) over 
three floors, uses a gas furnace with electric reheat for space heating, and 
a gas water heater that has 78 percent thermal efficiency. The energy use 

Table 1.2 Energy use in a medium-sized office building

Energy use (kWh) Chicago Phoenix San Francisco
Heating and cooling 389,317 37% 368,355 36% 152,891 19%

Water heating 10,270 1% 6,942 1% 9,389 1%

Electric lighting 342,056 33% 342,139 34% 342,089 43%

Electric equipment and 
appliances

296,256 29% 296,255 29% 296,255 37%

total 1,037,899 100% 1,013,691 100% 800,624 100%
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of the reference building differs by location only in terms of heating and 
cooling and water heating. It is interesting to see that Chicago and Phoe-
nix have similar total needs, although Chicago would be heavy on heating 
and Phoenix heavy on cooling. The uses for lighting and equipment are 
identical or nearly so in the reference building.

The point of interest in Table 1.2 is the amount of energy used for 
heating and cooling, water heating, lighting, and equipment (plug-in 
loads) as a percentage of the total in each city. In Chicago and Phoenix, 
where the buildings have similar total energy needs, there is an equal split 
(33 percent each) among heating and cooling, lighting, and equipment. 
In San Francisco, which has a lower need for heating and cooling, lighting 
and equipment are both approximately 40 percent of the total. Water 
heating is almost negligible in this commercial building.

These data show that the energy intensity of a typical medium-sized 
(5,000 sq. m.) office building in Chicago or Phoenix is approximately 
200 kWh per square meter per year. The table also shows where efforts 
should be put to reduce energy consumption through efficiency. Light-
ing and appliance technologies are at least as important as heating and 
cooling technologies in the drive toward energy efficiency in commercial 
buildings. Examples that analyze energy-efficient lighting and appliances 
appear throughout this book.

The achievement of net-zero energy requires the reduction of typ-
ical energy use through efficiency and the generation of energy on site 
from renewable sources. How much of a typical building’s energy can 
be reduced through efficiency, and how much will need to be supplied 
on site? The International Energy Agency reports that the proper design 
of a building’s envelope (roof, ceiling, floors, walls, doors, and windows) 
can reduce energy needs by 40 percent.7 Even further reductions can be 
achieved by using an energy-efficient furnace and a computerized energy 
management system, which monitors the sun’s impact on a building to 
adjust heating and cooling in specific zones. The need for electric lighting 
can be reduced by designing a building to use natural light as much as 
possible (daylighting), and the replacement of incandescent lights and old 
fluorescent lights by LEDs and more efficient fluorescents can reduce the 
consumption of electric energy by as much as 75 percent. The potential 
reductions in energy use by energy-efficient appliances and other plug-in 
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loads will vary by type of appliance, but the Environmental Protection 
Agency reports that reductions of up to 60 percent are possible in ener-
gy-efficient photocopiers.8 So it is not unreasonable that Taisei Corpora-
tion in Japan, in its plan for zero net energy use in a medium-sized office 
building, is seeking a 75 percent reduction in overall energy use compared 
with a traditional building, with the remainder of the energy to be sup-
plied by solar panels on the building.9

Renewable energy production is essential in the net zero energy build-
ing. SPV and solar water heating (SWH) technologies are most suited 
to use on buildings. They are featured prominently in the examples that 
appear in later chapters. Electric power from solar thermal systems, wind 
energy, biogas digestion, and biomass combustion all count in the net-
zero source definition although not in the net-zero site definition of a zero 
energy building (ZEB). These technologies are also analyzed throughout 
the book.

This example of the net zero-energy building shows only the engi-
neer’s perspective, which focuses on energy use, energy efficiency, and 
energy production. A complete feasibility analysis of the technologies 
used in a ZEB will examine their costs as well as their effects. Here in 
Chapter 1, we survey the basic elements of each perspective, engineering, 
and economics. A more complete treatment of each perspective is taken 
up in the rest of the book.

The Engineering Perspective on Technology

Technology transforms one configuration of matter and energy into 
another. Technology is a transformation process. The engineering per-
spective on technology describes that transformational process.

Inputs, Outputs, and Process

A transformation process converts inputs into outputs (including 
byproducts), so the engineering perspective on a technology starts with a 
description of the inputs, the outputs, and a name for the transformation 
process (Figure 1.1).

A few examples illustrate these ideas in Table 1.3.
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Capacity

Any particular example (instance or realization) of a technology—think 
of a machine or plant—has some limit to the amount of output it can 
produce in a given unit of time. That limit to its production is the capacity 
of the machine. The capacity measures the maximum output rate of the 
particular machine or plant. Some examples are shown in Table 1.4.

Notice the example of wastewater treatment. It is different from the 
others. The capacity of a wastewater treatment facility is described not as 
an output measure (clean water gallons per day) but as an input measure 
(dirty water treated per day). In Chapter 2, we see a few other exceptional 
cases where capacity is not measured as an output rate.

Efficiency

The efficiency of a technology is a measure of its output per unit of input. 
This calculation can also be derived as the rate of output production 

Process

Input

Input

Input

Output

Byproducts

Figure 1.1 Input–output diagram

Table 1.3 Examples of the engineering perspective on technology

Technology Inputs Process Output
Solar thermal Solar radiation Absorption of 

radiation
Heated water

Gasoline engine Gasoline Combustion Motion (mechani-
cal energy)

Hydroelectric 
generation

Potential energy 
(water at height)→→ 
mechanical energy 
(spinning turbine) 

Electromotive 
process

Electrical energy

Healthcare Sick person, 
 medicine, rest

Healing Well person
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divided by the rate of input usage. Efficiency can therefore be measured 
only in relation to one input. When a technology has several inputs, each 
input will have its own efficiency measure. Table 1.5 illustrates the con-
cept of efficiency for a variety of technologies.

Notice that when the input and output are measured in the same 
units (energy in an engine or furnace, or water in a treatment plant, or 
patients in a hospital), the efficiency can be expressed as a percentage, 
which is a dimensionless quantity because the units cancel in the calcula-
tion of output–input.

Example 1 Efficiency of a Home Furnace

Your old furnace has an efficiency of 80 percent in converting the heat 
energy of natural gas fuel into warm air for your home. Your recent 

Table 1.4 Measures of capacity

Technology Output Capacity example
Solar thermal Heated water Gallons of water at 120°F  

per day

Gasoline engine Motion (mechanical 
energy)

200 horsepower (energy/ 
time)

Hydroelectric   
generation

Electrical energy 1000 kW (electric energy/ 
time)

Wastewater treatment Clean water 10,000 gallons/day of waste-
water treated

Table 1.5 Measures of efficiency

Technology Inputs Output Efficiency
Solar thermal Solar radiation Heated water Percentage of solar  energy 

absorbed as  
heat (versus reflected)

Gasoline engine Gasoline Motion Miles per gallon

Hydroelectric 
generation

Potential energy 
(water at height) 

Electrical energy Percentage of potential 
energy converted to 
electrical energy

Healthcare Sick person Healthy person Percentage of people 
cured (cure rate)
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monthly heating bill showed a natural gas usage of 100 therms. [One 
therm is equal to 100,000, British Thermal Units (BTUs), a quantity of 
heat energy.]

(1) How much heat energy (in therms) did your house receive during 
the month?

Solution

The 100 therms in the statement of Example 1 is the amount of natural 
gas heat energy that you bought during the month. That was the input to 
the furnace. We find the amount of output using the definition of effi-
ciency as output–input. We can write that definition in the form of the 
general efficiency equation,

Output rate = Input rate × Efficiency  (Efficiency Equation)
Output rate = 100 therms/month × 80%
Output rate = 80 therms/month.

So the house needed 80 therms in the month, and you had to buy 100 
therms of natural gas to get it.

The Economic Perspective on Technology

Recall our diagram for the engineering perspective on technology, which 
shows the inputs, process, and outputs (Figure 1.2).

When we look at technology through the economic lens, we focus on 
the cost to create or operate the technology. In the economic perspective, 
we add information about the prices of each input, from which we can 

Process

Input

Input

Input

Output

Byproducts

Figure 1.2 Input–output diagram
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calculate the total cost of all inputs together, and we suppress the details 
about the process of transforming inputs into outputs. The economic per-
spective is therefore shown in Figure 1.3.

Cost to Create—Cost and Economies of Capacity

Whether the technology is built or purchased, the cost to acquire it is its 
capacity cost. Commonly, capacity cost is expressed in dollars per unit of 
capacity and in that case would properly be called the unit capacity cost 
of the technology. Of particular interest to economists is how the (unit) 
capacity cost changes when you build or buy larger devices that embody the 
technology. When larger devices are cheaper (per unit of capacity), the tech-
nology exhibits economies of scale, or more precisely, economies of capacity.

Example 2 Wind Turbines

Consider the following two facts:

• A large wind turbine has a capacity of approximately 1.5 
megawatts (million watts, MW) and has an installed cost 
(turbine plus siting and installation costs) of approximately 
$4.5 million, meaning it has a capacity cost of 4.5/1.5 = 3.00 
dollars per watt.

• A medium-sized wind turbine has a capacity of approximately 
85,000 W (85 kW) and has an installed cost of approximately 
$350,000, meaning its capacity cost is approximately 
350,000/85,000 = 4.10 dollars per watt.

Does wind turbine technology exhibit economies of scale or disecono-
mies of scale, in this range of the technology?

Value of all outputs
minus cost to dispose

of byproducts

Cost of all
inputs

Figure 1.3 The economic perspective on technology
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Solution

It exhibits economies of scale, because the larger wind turbine was cheaper 
per unit of capacity.

Example 2 describes the cost to manufacture or purchase a device. In 
that context, the description of the technology is its cost per unit of capacity,  
which shows whether one device is relatively more expensive than another. 
A different question is to ask about the profitability of operating a device. 
A simple question about profitability is the break-even problem, which 
asks how many units the device must produce in a period of time, such 
as a year, so that the benefits from using the technology exactly equal its 
cost of operation. Operated above the break-even level, the device is prof-
itable; below the break-even level, it results in an economic loss. The next 
examples take up the elements of the break-even problem.

Cost of Possession—Fixed Cost per Year

The cost of owning or leasing a device is called fixed, because it must be 
paid whether or not the device produces output. In economic analysis, 
the fixed cost is expressed per unit of time, typically per year, so devices 
that have different lifetimes may be compared. The purchase price or 
manufactured cost of the device is the starting point for that analysis. 
That price must be levelized over the useful life of the device to yield an 
annual cost that is equivalent, in financial terms, to the purchase price 
over the useful life of the device. The levelized cost of a device is like the 
price that would be paid per year to lease the device. In finance, an inter-
est rate or discount rate establishes the general equivalence between cash 
now (the purchase price) and cash in the future (a series of annual lease 
payments). Therefore, a discount rate figures into the calculation of the 
levelized purchase price of a device over its useful life. Fortunately, spread-
sheet programs such as Excel or Open Office have built-in functions to 
perform that calculation, as Example 3 shows.

Example 3 Levelized Cost of a Toyota Prius

Toyota’s gas–electric hybrid car model, the Prius, has a purchase price of 
$25,000. If the car will have a useful life of 20 years, what annual cost 
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over those 20 years would be equivalent to that purchase price, assuming 
financial investment decisions are made using a discount rate of 8 percent 
per year?

Solution

The levelized cost of the car will be that annual payment which, paid over 
20 years, would have a present value equal to the $25,000 present cost 
car. In Microsoft Excel, the payment function PMT calculates this quan-
tity, based on the discount rate (rate), the number of time periods (nper, 
here measured in years) in the useful life of the device, and the present 
value (pv) of the device, here interpreted as its installed cost. The syntax 
of Excel’s PMT function is

 =PMT(rate,nper,pv) 

Using 8 percent as the rate, 20 as the nper, and 25,000 as the present 
value, the answer would appear in an Excel spreadsheet by typing

 =PMT(8%,20,25000) 

Notice that the pv number must be typed in the function without an 
embedded comma. This is because Excel has optional parameters in the 
PMT function that may follow the three numbers shown here, and the 
comma delimits all parameters in the function. Open Office uses the 
same syntax as Excel, but Open Office uses the semicolon as a delimiter, 
so it permits a comma in large numbers.

Typed into a cell of a spreadsheet program, this function would give 
the answer

 ($2,546.31). 

In that form, the answer appears as a negative number, which reflects 
Excel’s convention for the sign of numbers in a cash flow. If you were to 
receive (cash inflow, positive) a car worth $25,000 today, your lease pay-
ment (cash outflow, negative) would be $2,546.31 per year for 20 years.
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Cost of Operation—Variable Cost per Unit of Output

To describe the operating costs of a device, we must distinguish between 
the variable inputs of a technology and the fixed inputs. The variable 
inputs are those that must be increased to produce more output. Exam-
ples of variable inputs are energy, materials, and personnel time, which 
get consumed in the process of creating the output. The fixed input is the 
device itself, so the fixed cost of the device is the expense of leasing it per 
unit of time, such as a year, as discussed in Example 3.

The total cost of all variable inputs used to produce one unit of output 
from a device is the variable cost (per unit) of operating the device. One 
way to think about an automobile is that the number of miles driven is 
the quantity of its output, and the number of miles driven per year is its 
rate of output. The cost of the gasoline necessary to go one mile is the 
variable operating cost of the car, the cost per unit of output. The variable 
operating cost plus the expense of leasing the device for the time it takes 
to produce one unit is called the average total operating cost of the device 
(per unit of output).

Example 4 Automobile

The output of an automobile is the number of miles driven. The input to 
the car is gasoline. Suppose that gasoline costs $4 per gallon, and the car 
has an efficiency of 20 miles per gallon. Suppose also that the car leases 
for $350 per month and the user drives it an average of 1,000 miles per 
month. What are the variable operating cost, fixed operating cost, and 
average total operating cost of the car (per mile)?

Solution

The variable operating cost of the car will be the cost of the gasoline 
consumed in driving one mile. The efficiency datum tells us output per 
unit of input (miles/gallon). However, to determine the cost of gasoline 
per mile driven, we need to know how many gallons per mile the car uses 
when it is operated. We get that information by inverting the efficiency 
measure:
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 20 miles
gallon

 = 1
20

gallons
mile

 

The total cost of gasoline used, per mile is therefore

 4 1
20

4
20

dollars
gallon

gallons
mile

dollars
mile

× = = $0�20 per mile. 

The complete variable operating cost of a car should also include the cost 
of other consumable inputs, such as oil and the labor cost of periodic 
maintenance and repairs, and the deterioration (depreciation) of a car’s 
value due to usage even when it is properly maintained and repaired, but 
those are ignored here to simplify the example.

The fixed operating cost of the car, at a usage of 1,000 miles per 
month with a lease expense of $350 per month, is $350/1000 = $0.35 
per mile driven.

The total operating expense of the car is therefore $0.20 + $0.35 = 
$0.55 per mile.

This example (Example 4) was constructed to explain why the U.S. 
government permits businesses to expense $0.565 per mile for the use 
of automobiles when the cost of the gasoline is only $0.20 per mile. The 
reason is that the full operating cost of a car includes both the variable 
operating expenses (gasoline, oil, and so on) and the fixed expense of leas-
ing the car or equivalently of owning it and making monthly loan pay-
ments. However, unlike the variable operating expense per mile, the fixed 
expense per mile depends on an assumption about the rate at which the 
vehicle is being used, meaning the number of miles driven in a month. 
The complete consideration of fixed costs per unit of output requires a 
consideration of the time value of money, and we will take up the details 
of that calculation in Chapter 3. Here, we may simply understand that 
the extra $0.365 per mile that the government allows as an operating 
expense, above the variable cost of $0.20 per mile, reflects the cost of 
financing the purchase of a vehicle that is used at some “average” mileage 
per year.

Another example of operating cost, or usage cost, for a technology is 
found in lighting.
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Example 5 Light Bulbs

The output of a light bulb is the amount of light created at a one-foot 
distance from the bulb, but the usage is the amount of light given off 
over time, say one hour. The rate of output may be 445 lumens, but the 
amount of light used in one hour is 445 lumen-hours. The input to the 
light bulb is electric energy. If the 445-lumen bulb draws 40 W of electric 
energy, then over one hour, it will draw 40 watt-hours of electric energy. 
If that energy costs $0.12 per kilowatt-hour, then the variable operating 
cost of the bulb is 40 Wh × 0.12 $/kWh = 4.8 $/k = 4.8/1,000

 
dollars = 

$0.0048, or just under one-half of a cent per hour.

The Valuation of a Device

The goal of our economic analysis of technology will often be to answer 
a question about investment, Does the device cost more than it is worth? 
The concept of value is central to economics. In common life, we may 
say, Beauty (or value) is in the eye of the beholder, but when a device costs 
money to buy, costs money to operate, and produces a flow of revenue or 
savings and other benefits that have a monetary value, the field of finan-
cial economics offers concepts and techniques to narrow the valuation to 
a fairly precise estimate.

The central concept of financial economics is the present value of 
a flow of cash in the future, and the key to finding the present value 
of a cash flow is to know how to discount money in the future to an 
equivalent amount of money in the present. The discount rate used for 
financial decision making establishes that equivalence. For example, if 
the discount rate is 8 percent per year, it means that $100 today is worth 
$108 next year, so a legal contract that would pay $108 one year from 
now is worth only $100 today. As Example 5 shows, the use of a dis-
count rate involves a very simple calculation when a single payment in 
the future is brought back to its present value equivalent. More compli-
cated cash flows require more complicated mathematics, but fortunately 
for us, spreadsheet programs such as Microsoft Excel, Open Office, and 
Apple Numbers have built-in functions to perform those calculations, as 
Example 6 shows.
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Example 6 Residential Solar Photovoltaic Array

A 3 kW system of solar panels, with associated wiring, batteries, and DC–
AC inverter, costs $14,400 to purchase and install. The owner can get a 
30 percent income tax credit from the U.S. government for this invest-
ment. For an owner in Los Angeles, the solar panels will produce enough 
electric energy to save $1,050 per year that would otherwise be paid to 
the local electric utility company. The solar array should last 25 years. If 
the owner decides not to invest in the solar array, he or she could use the 
money to pay down his or her home mortgage, which will save him or 
her paying interest on the mortgage loan, which has an interest rate of 6 
percent per year. Should he or she invest in the solar array?

Solution

The first step in solving such a problem is to be clear about the cash 
flow. The initial cost of the system is the $14,400 sticker price minus the 
income tax credit of 30% × 14,400 = $4,320, for a net price of $10,080, 
which has to be paid today. The cash flow from the investment would be 
the $1,050 in saved energy expense per year for 25 years. To a spreadsheet 
program, the constant $1,050 per year is called the payment (think of the 
$1,050 as a payment back to the homeowner as a result of the invest-
ment) and the 25 years is the nper of the cash flow. The discount rate that 
shows how money now is related to money in the future is the 6 percent 
rate of return that she would get if she invested the $10,080 to pay down 
her mortgage. To a spreadsheet program, that is called the rate. The pres-
ent value of this 25-year cash flow of $1,050 per year can be calculated 
using the spreadsheet function PV using the following syntax,

 =PV(rate,nper,pmt) 

Typing =PV(6%,25,1050) into a cell of the spreadsheet program—and 
notice that the payment was given to the spreadsheet as 1050 with no 
comma—gives the answer.

 –$13,422.52. 



18 FEASIBILItY ANALYSIS For SUStAINABLE tECHNoLoGIES

To reiterate, spreadsheet programs return the answer as a negative num-
ber, because spreadsheets keep track of cash inflows (positive) and cash 
outflows (negative). The interpretation of this problem is that you would 
be willing to pay out $13,422.52 (cash outflow, negative) today to buy 
the solar array in order to get the stream of future benefits described as the 
payment $1,050 per year (cash inflow, positive).

We interpret the answer to mean that the benefits from the solar 
array are worth $13,422.52 today. With the 30 percent tax credit, the 
system would cost only $10,080. Our analysis has shown that the system 
is worth $13,422.52. Therefore, the system’s value is greater than its cost, 
so the SPV system should be purchased.

It is interesting to note in Example 6 that, without the 30 percent 
tax credit, the homeowner would have to pay the full sticker price of 
$14,400, and in that case the system would not be worth the price. That 
question, asking what if there were no tax credit? is an example of the 
kind of sensitivity analysis that a financial analyst would perform when 
conducting a feasibility study on the implementation of this technology.

Technology and Public Policy

Technology is a matter of public interest, requiring some form of support 
or regulation from government, because the private market decisions of 
buyers and suppliers, of investors and firms, are not sufficient to bring 
about the socially optimal development and application of technology.

Public policy related to sustainable technologies takes many forms 
that must be accounted for in a feasibility analysis. The most obvious 
are federal and state income tax credits. Federal tax credits are available 
through 2016 as high as 30 percent of the cost of a renewable energy 
project, meaning effectively that the U.S. government pays for 30 per-
cent of the project’s cost. State tax credits vary widely, from none to 25 
percent. Even energy-efficient improvements to buildings have recently 
qualified for a 10 percent tax credit, although the law providing that 
incentive expired in 2013. In addition, there are federal, state, and local 
programs that provide low-interest loans for some applications of sustain-
able technologies.
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Governments also put pressure on public power companies to pro-
mote energy efficiency and renewable energy, and one way that the utili-
ties have responded is to offer rebates to individuals and companies that 
make investments in these technologies. Rebates differ from tax cred-
its, because rebates are treated for federal and state purposes as taxable 
income, but they figure into the economics of these investments.

Less visible to the general public are laws that attempt to regulate 
greenhouse gas emissions. Formally, these apply to public power compa-
nies and large industrial plants, and in the United States these laws are 
created at the state level. The establishment of emissions trading systems 
and renewables portfolio standards has created, respectively, the markets 
for carbon emission credits and for renewable energy certificates, each of 
which can be generated by a renewable energy project and sold for their 
economic value. These marketable environmental attributes of renewable 
energy projects are the subject of Chapter 10.

Take-aways

This chapter surveyed some of the key ideas in the engineering–economic 
perspective on technology. The rest of the book will explore these ideas in 
depth and bring out even more subtle points that help us understand how 
technologies differ and how they can be evaluated financially as a basis 
for decision making. The big ideas, which you should take away from this 
chapter, are as follows:

• Technology is fundamentally the knowledge of the laws 
of nature by which inputs are transformed into outputs. 
The refinement of technology over time is driven by the 
advancement of knowledge about those laws of nature.

• Sustainable technologies are either renewable or nontoxic, or 
both. They should also be efficient, not wasting resources, and 
they should have a low lifecycle impact on the environment.

• In the engineering perspective on technology, we look inside 
the black box that performs the transformation of inputs to 
outputs, quantifying the inputs and outputs of the process, 
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defining capacity as a measure of the size of a device and 
examining efficiency through the ratio of output to input.

• The economic perspective on technology is more abstract, 
omitting the details of the transformation process and looking 
mainly at the costs of purchasing the inputs that are necessary 
to produce a specific level of output.

• When a device creates output that can be sold, or provides 
output that enables the owner to save money that would 
otherwise be spent, the device has an objective, economic 
value that is independent of the price that a vendor is 
charging for it. The net present value of the cash flows from 
a device is the point of reference that enables the analyst to 
determine whether the device is worth the price that is being 
charged for it.

• The two perspectives—engineering and economic—come 
together in the task of doing a feasibility analysis for the 
implementation of a technology.



CHAPTER 2

Capacity

Overview

Engineering is the application of science—the knowledge of laws of 
nature—to the betterment of mankind. Through the engineering per-
spective on technology, we come to understand how technology trans-
forms matter and energy into forms that are more readily usable, such as 
solar radiation into electric energy. We can describe any transformation 
process in terms of its inputs and its outputs.

The word technology refers to the process of transformation or, more 
deeply, the knowledge of the laws of nature that underlie the transforma-
tion process. We may also use the word technology to refer to a class of 
devices that use the same transformation process. Devices that employ 
the same technology differ most noticeably in their size. The capacity of a 
device is a measure of its size, and usually—but not always—we measure 
capacity by the output rate of the device. For example, power technolo-
gies produce energy, so their capacity is measured in energy output per 
unit of time, such as British thermal units (BTUs)/hour for a furnace or 
watts (W) for electric power.

In this chapter, we look at a variety of transformation processes to see 
the range of the concept of technology. We see how to describe the capac-
ity of devices for various technologies, and we also take a close look at 
power technologies and their associated measures of energy. This chapter 
addresses several fundamental questions:

• How do engineers describe the size of different devices?
• The output of a power technology can variously be measured 

in BTUs per hour, in kilowatts (kW), or in horsepower (HP). 
How do those units compare with each other, and in what 
contexts are they used?
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• Which units of measurement are used to describe energy, in 
which contexts, and how do they compare with each other?

• What does the capacity factor of a device tell about the 
operation of the device?

Technology Is a Transformation Process

Technology transforms inputs into outputs (and byproducts) under 
 specific environmental conditions. Figure 2.1 reminds us of the basic 
relationships between inputs, process and outputs in the transformation 
process.

Examples of technologies described in this manner are shown in 
Table 2.1.

In the following sections, we consider many examples of sustainable 
technologies, looking specifically at how to measure the inputs and out-
puts based on the science underlying the transformation process. We give 

Table 2.1 Inputs, process, and outputs

Technology Inputs Process Outputs
Solar thermal Solar radiation Absorption of 

radiation
Heated water

Automobile 
engine

Gasoline Combustion Motion  
(mechanical 
energy)

Hydroelectric 
generation

Potential energy (water at 
height) → Mechanical energy 
(spinning turbine) 

Induction Electrical  
energy

Agriculture Seeds, sun, water, labor,  
land, fertilizer, equipment

Cultivation, 
 growth

Fruits and 
 vegetables

Process

Input

Input

Input

Output

Byproducts

Figure 2.1 Input–output diagram
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special attention to power technologies in this chapter, so we begin with a 
look at these technologies from the engineering perspective.

Processes (Inputs to Outputs) for Power Technologies

Table 2.2 shows how various power technologies differ in their inputs, 
process, and outputs.

Notice in the table that some technologies involve several stages of 
transformation of energy. Each transformation is a technology in itself. 
For example, a coal-fired electric power plant uses combustion technology 
to transform fuel energy into heat energy, then steam engine technology to 
transform heat energy into the rotational (kinetic) energy of a turbine, 
and then electromotor technology to transform rotational energy into elec-
tric energy.

What is the steam engine? It had been invented in the early 1700s, 
but it was James Watt’s refinements to the steam engine in 1769 and 1781 
that created the power behind the Industrial Revolution. The steam engine 

Table 2.2 Inputs, process, and outputs for power technologies

Power 
 technology Inputs Process Output
Solar photovoltaic Solar radiation → Photovoltaic 

effect
Electrical energy

Solar thermal 
heating

Solar radiation → Absorption of 
radiation

Heat

Solar thermal 
electric

Solar radiation → heat → Steam engine Electrical energy

Car engine Fuel (chemical energy) Combustion and 
piston engine

Motion (kinetic 
energy)

Home furnace Fuel (chemical energy) → Combustion Heat

Hydroelectric 
power

Potential energy (water 
at height) → mechan-
ical energy (spinning 
turbine) →

Electromotive Electrical energy

Coal- or oil-fired 
electric power plant

Fuel (chemical energy) 
Heat → mechanical 
energy

Combustion and 
Electromotive

Electrical energy
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uses steam to drive a piston that does mechanical work. Watt  figured out 
how to make it more efficient and how it could produce rotary motion 
suitable for driving industrial machinery.

What is the electromotor? The discovery of the electromotor effect 
began with Pixii’s experiment in 1832 that had a wire coil in a rotating 
magnetic field to create an electric current. In the 1860s, the electric gen-
erator (dynamo) was further refined. A generator uses kinetic energy as 
an input and produces electric energy as the output. Working the other 
way, the generator becomes an electric motor, using an electric current as 
an input to create rotational motion of an electric coil in the presence of 
a magnetic field.

Capacity as a Measure of Size

Any specific device that expresses or realizes a technology has some limit 
to the amount of output it can produce in a given unit of time. That limit 
to its production is the capacity of the device.

The capacity measures the maximum output rate of the particular 
machine or plant. Some examples are shown in Table 2.3. For power 
technologies, the output is energy, and the capacity is measured in units 

Table 2.3 Examples of capacity

Technology Output Capacity example
Solar thermal Heated water Heat energy absorbed by 

water (BtU) per day

Home furnace Heat energy 60,000 BtU per hour

Automobile engine Motion (mechanical 
energy)

200 HP (energy/time)

Hydroelectric generation Electrical energy 1000 kW (electric energy/
time)

Wastewater treatment Usable water, fertilizer 100,000 gallons per day

Farm (agriculture) Fruits and vegetables 160 acres

Hospital (healthcare) Treated person (as a 
process measure, not  
an output measure)

100 beds (treated persons  
per day)

Light bulb Light 445 lumens
40 W (electric energy/time) 
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of energy per unit of time. The table shows that there are various units 
to measure power depending on the context. Electric power is measured 
in kilowatts. Heating power is measured in BTUs per hour. Automotive 
power is measured in horsepower (HP). Later in this section, we will 
see the definitions of those terms. For now, just become familiar with 
their use.

Notice the examples of the farm (agriculture), hospital (healthcare), 
and the light bulb. They are different from the others, because they are 
not described by an output measure. A farm’s size of 160 acres is a mea-
sure of one input to the production process, land. A hospital’s capacity 
of 100 beds measures the number of people treated per day, which is a 
throughput measure, whereas the number of people cured per day would 
be a strict output measure. In the example of the light bulb, the com-
mon way to describe a bulb is by the amount of electric power it draws, 
measured in watts, which is an input measure, not an output measure. 
The correct capacity measure for a light bulb, lumens, is a measure of 
light output. However, the lumen is not a measure of light per time but 
of light intensity (candlepower) falling on one square-foot of area, one 
foot away from the light source. This example shows that capacity, even 
as an output measure, is sometimes calculated in relation to a variable 
other than time.

Capacity Measures for Power Technologies

A power technology transforms energy from one form into another. The 
capacity of a power technology is therefore expressed in units of energy 
per unit of time. However, different systems of measuring energy have 
evolved in different contexts, and the student of sustainable technologies 
needs to learn their definitions and uses.

Water Heating Technologies (BTU)

A furnace burns fuel to create heat. In scientific terms, it is a technology 
that transforms the chemical energy in a fuel into heat energy through the 
process of combustion. Heat energy is traditionally measured in BTUs. 
One BTU is defined as the amount of energy needed to heat 1 pound of 
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water by 1°F. So the amount of heat energy (E, in BTUs) needed to raise a 
mass of water (M, in lb.) from a temperature of Tlow to Thigh (°F) is

 E = M × (Thigh – Tlow) 

Example 1 Heat Energy

How much heat energy is needed to raise the temperature of a 50-gal 
hot water tank from 45°F (the temperature of water coming into a house 
from an underground line) to 120°F (a standard for the hot water tap in 
a home)?

Solution

To solve this problem, we need to know the weight of a gallon of water. 
Sources on the Internet give 8.34 pounds per gallon as the density of 
water. The 50-gal hot water tank will therefore hold 50 × 8.34 = 417 lb. 
of water. To raise this amount of water by 120 − 45 = 75 degrees would 
require

 H = M × (Thigh - Tlow) 
 H = 417 × (120 – 45) 
 H = 417 × 75 
 H = 31,275  BTUs of heat energy.

How long would it take a water heater to raise 50 gallons of water 
from 45°F to 120°F? That depends on the power of the heater, meaning its 
rate of heat production, which is measured in BTU per hour.

The technical descriptions of water heaters, as found on retail websites 
such as Home Depot and Menards, list several features that describe the 
ability of a water heater to heat water. Three features are prominent in 
these descriptions:

1. BTU rating. This is listed in the product descriptions as BTU, but 
it really means BTU/hr. It is used for water heaters that are fueled by 
natural gas or propane, whose energy contents as fuels are measured 
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in BTUs. Thus, the BTU rating of a water heater represents the max-
imum fuel usage rate of the device. Home water heaters tend to have 
BTU ratings in the range of 32,000 to 40,000 BTU/hr.

2. Recovery rate. The recovery rate of a water heater indicates how 
many gallons of water the device can raise by a specific tempera-
ture difference (usually 90°F) in one hour. For example, a Richmond 
38-gal gas-fired water heater has a recovery rate of 48.5 gal/hr for a 
temperature increase of 90°F.

3. Tank size. The tank size is the number of gallons of water that the 
water heater can hold. Typical residential tank sizes are 30 to 50 gal-
lons, depending on the number of people in the household.

Example 2 Capacity of a Water Heater

Which of the three descriptors of a water heater is a measure of the capac-
ity of the device?

Solution

In the engineering perspective, capacity reflects the size of a device, but 
its specific meaning is the device’s rate of output per unit of time. The 
output of a water heater is heated water. Therefore, only the recovery 
rate (gallons heated by 90°F per hour) is a measure of capacity in the 
engineering sense.

The BTU rating of the water heater is a measure of the maximum fuel 
use of the device, so that measures the rate of input use, not the rate of 
output.

Tank size captures the common English meaning of the size of the 
device, and people often refer to tank size as the capacity of the water 
heater, but that is not the meaning of capacity in the engineering sense.

the Metric Version of BtU Is Kilocalorie

In the metric system, heat energy is measured in kilocalories (kCal), also 
called food calories or large calories. Analogous to the definition of BTU as 
the heat energy required to raise 1 pound of water by 1°F, the  kilocalorie 
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is the amount of heat energy needed to raise 1 kg of water by 1°C.  
A   kilogram is 2.20462 pounds, and a 1°C change is exactly a 1.8°F 
change, so one would expect that

 1 kCal = 2.20462 (lb.) × 1.8 (°F) = 3.9683 BTU 

However, due to a minor difference in the definitions in the International 
Table of calorie and a thermochemical calorie, the official conversion 
coefficient is

 1 kCal = 3.9657 BTU 

Home Heating and Insulation Technologies (BTU/hr again)

Home heating systems typically use natural gas or electric energy to heat 
air. Their ability to deliver heated air is measured, like that of a water 
heater, in units of BTU/hr. A small home or a home in a moderately warm 
climate can get by with a furnace having a capacity of 40,000 BTU/hr.  
A furnace for a three-bedroom house in a moderately cold climate might 
need to have a capacity of 60,000 BTU/hr.

How do heating, ventilating, and air conditioning engineers decide on 
the capacity of a furnace for a particular house and location? The principle 
is simple—the furnace must be able to generate heat at the same rate that 
heat is being lost from the house due to cooling when the environment is 
at its coldest. For this reason, the design of a heating system is intimately 
related to the design of the insulation system in a building.

This section of the chapter is about power technologies. It might 
therefore seem odd to include an analysis of windows, doors, and walls. 
However, a window is analogous to a power-generating technology in 
the sense that it transmits heat energy from inside the house to outside, 
when the outside is colder. The study of the flow of heat energy through 
any surface is essentially a study of power, so, not surprisingly, that flow 
is measured in BTU/hr.

The rate of heat energy loss through a device such as a window, 
door, or wall depends on three factors, shown here with their units of 
 measurement.
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1. The surface area of the device (A, square feet)
2. The difference in temperature from one side of the device to the 

other (D, °F).
3. The thermal conductivity of the device (written as U, see below for 

its units).

Building materials such as drywall and plywood, which vary in thickness, 
are known by their thermal conductivity expressed in BTU/hr per square 
foot (of area) per inch (of thickness). The thermal conductivity of devices 
such as windows and doors, which come as ready-made assemblies, is 
described in BTU/hr per square foot (of area). The thermal conductivity 
expressed in this way is called the U-value of the device or the material.

The formula for the rate of energy loss through a device that has a 
given U-value, an area of A square feet, and that separates a temperature 
difference of D degrees Fahrenheit is

 Energy loss = A × D × U (BTU/hr)

As energy loss is measured in BTU/hr, the unit of measurement for the 
thermal conductivity U is BTU/hr per square foot per degree Fahrenheit.

The inverse of the U-value describes the thermal resistance of the device 
or material and is called the R-value. Thus, U = 1/R. Insulating materials 
are known by their R-value, because a higher R-value means a higher resis-
tance to the flow of heat, a higher insulating value. The formula for the 
rate of energy loss through a device is therefore more commonly written as

 Energy loss = A D
R
×  (BTU/hr)

Example 3 Heat Loss Through Windows

(a) You have a window that is 2.5 ft wide and 4 ft tall. It is now winter and 
the temperature outside is 20°F. You keep your home warmed to 70°F. 
The current window is a common single-pane window having an R-value 
of 1. What is the rate of heat loss through that window? (b) If you were to 
replace the window with a thermally efficient window that has an R-value 
of 3, what would the new rate of heat loss be?
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Solution

(a) The area of the window is 2.5 × 4 = 10 sq. ft. The temperature dif-
ference between inside and outside is 70 – 20 = 50°F. The R-value 
of the window is 1, so the rate of heat loss through the window is 
10 50

1
×

 = 500 BTU/hr.

(b) If the window had an R-value of 3 rather than 1, the rate of heat loss 

would be 10 50
3

500
3

× =  = 167 BTU/hr, rounded to three significant 
digits.

The replacement window would have the effect of saving lost energy rel-
ative to the old window. That savings is a benefit to the owner of the 
window, as if the new window were generating heat energy for the house. 
This is why insulation technology and home heating technologies have a 
similar purpose.

The R-values of some common building materials are shown in 
Table 2.4.

The R-values of some common building assemblies are shown in 
Table 2.5.

the Annual Loss of Heat from a Building

The amount of heat lost through a window depends on the difference in 
temperature between the inside and outside. For this reason, building 
engineers describe the climate of a region by its number of degree-days. 

Table 2.4 R-values for insulating materials

Material R-value per inch
Cellulose blown (attic) 3

Cotton batts (blue-jean insulation) 3.7

Fiberglass batt 4 

Polyurethane (foamed-in-place) 6

Soft wood 1.25

Brick 0.2

Plywood 1.2

Gypsum drywall ½ inch 0.9
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One degree-day is one day in which the environmental temperature was 
1°F less than the reference point of 65°F. The number of degree-days in a 
year is the sum of the temperature differences from 65°F across the days 
of the year. For days below 65°F, the sum is called the number of heat-
ing degree-days (HDDs), which measures the need for heating. For days 
above 65°F, the sum is called the number of cooling degree-days (CDDs), 
which measures the need for air conditioning (somewhat; most people 
would not turn on the air conditioning unless the outside temperature 
was above 78°F.)

For example, data from the National Climate Data Center website 
show that central Iowa had 7,363 HDDs in 2007. We can form a realistic 
estimate of the CDDs by using 80°F as a reference point for air condi-
tioning. If the 92 days of June, July, and August were to average a tem-
perature of 83.3°F, that would yield an estimate of close to 300 cooling 
degree-days.

The amount of energy lost through a window over a year depends on 
the number of HDDs of the climate for the region of the country where 
the window is located. We have seen that the amount of energy lost in 
one hour is calculated as A × D/R, where A is the area of the window, D 
is the temperature difference, and R is the R-value (thermal resistance) of 
the window.

Over a year, the energy loss has the same equation, but we must multi-
ply by 24 hours in a day and add up all the temperature differences across 
the year. To get the energy loss over a year, which must be compensated 
for by heating, we add the number of HDDs of the climate, which is the 
sum of the temperature differences from a standard 65°F across all days 
that the temperature is less than 65°F. To find the energy gained during 

Table 2.5 R-values for assemblies

Device R-value
Single-pane window 0.9

Single-pane with storm window 2.0

double insulating glass, ¼ in. air space 1.7

double insulating with film and low-E 4.0

Solid core door 1 3/4 in. 3.0
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the year, which must be compensated for by air conditioning, we add the 
number of CDDs, which is the sum of the temperature differences from 
a standard 65°F across all days that the temperature is greater than 65°F. 
The resulting equation, for the total heat loss per year, is

 Energy loss = 
A HDD CDD

R
× × +24 ( )

   (BTU per year).

The energy saved by installing an energy-efficient window is the differ-
ence between the energy lost by the old window and the energy lost by 
the new window.

Example 4 Annual Loss of Heat Through a Window

Suppose that an old window has an R-value 0.9, and a new energy-effi-
cient window has an R-value 3.0, the window area is A = 10 sq. ft., and 
the window is located in Iowa, which has 7,363 heating degree days and 
an estimated 300 cooling degree days. How much of a savings in energy 
would result from replacing the old window with a new, energy-efficient 
window?

Solution

The old window would lose the following amount of energy.

 E = 10 × 24 × (7663 + 300)/0.9 
 E = 2,123,466 BTU per year, lost.

The new window replacement would lose

 E = 10 × 24 × (7663 + 300)/3.0 
 E = 637,040 BTU per year, lost.

The replacement window would therefore result in a savings of 
2,123,466 – 637,040 = 1,486,426 BTU per year.

In Chapter 7, on the economic analysis of technologies, we will return 
to this example to see how these engineering calculations, when taken 
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together with data about the price of energy, enable a financial analyst to 
determine whether the window replacement is worth the expense.

Refrigeration Technologies (BTU/hr)

Air conditioning and refrigeration technologies are designed to remove 
heat from a building, but their capacity is measured in the same way as 
heating technologies, namely, in BTU/hr.

• A window air conditioner for a small room withdraws 6,000 
BTU/hr of heat from the room.

• A commercial central air conditioner has the capacity to 
withdraw 60,000 BTU/hr of heat from a building.

A seemingly odd convention in the air conditioning business is to mea-
sure the chilling capacity (power) of an air conditioning unit in tons 
of refrigeration or just tons. One ton is defined to be a power output of 
12,000 BTU/hr. Thus, the 60,000 BTU/hr commercial air conditioner 
mentioned above would also be called a five-ton air conditioner.

It does not weigh five tons. Why is it called a five-ton unit? The answer 
is that one ton of air conditioning power is defined as the rate of heat with-
drawal needed to turn 1 ton (2,000 lb.) of 32°F water from liquid to ice 
in 24 hr.

Electric Power Technologies (Watts, Kilowatts, and Megawatts)

Technologies that produce electric power have their capacities measured 
in watts. The watt is the unit of power used in the International System 
of Units (SI units). Its larger multiples are expressed as kilowatts (1,000 
W = 1 kW) and megawatts (1,000,000 W = 1 MW). A few examples of 
devices that require electric power give a sense of the magnitude of the 
watt as a unit of power.

The large wind turbines that people see in wind farms near highways 
have capacities that range from 1,000,000 W (1 MW) to 3,000,000 W 
(3 MW). A 2.5 MW windmill can power approximately 1,000 homes. 
A 1,000 MW electric power plant can serve approximately 400,000 homes.
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Measures of Power

The watt and the BTU/hr are both measures of power. They measure the 
rate of energy flow per unit of time. To four significant digits, the con-
version factor is

 1 W = 3.412 BTU/hr 

Example 5 Electric Water Heater (BTU and kW)

An electric water heater has a heating element that is immersed in the 
water and thereby transfers essentially all of its electric power into heat. If 
the capacity of a water heater is expressed as a recovery factor of 40 gallons 
per hour (at a 90°F temperature difference), how much electric power will 
the water heater require?

Table 2.6 Power outputs of various devices

Device Watts (W)
Kilowatts 

(kW)
Megawatts  

(MW)
Bright light bulb  100 0.1 

Solar photovoltaic power 
module

125 0.125 

Hair dryer, max setting 1,000 1.0 

typical household 2,500  2.5 

2014 Nissan Leaf electric 
car engine

37,022 37 (107 HP)

Wind turbine for a farm  
or small business

10,000 10 

Wind turbine for a small 
community

85,000 85

Commercial wind turbine 1,500,000 1,500 1.5 

Industrial gas-fired or  
diesel power plant

20,000,000 20,000 20 

Large-scale solar thermal 
electric power plant (in 
Abu dhabi)

100,000,000 100,000 100 

Large-scale oil, coal, or 
 nuclear electric power  
plant

1,000,000,000 1,000,000 1,000 
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Solution

Using the methods of Example 1, we can calculate the power output of 
the water heater in BTU/hr. We use the fact that one gallon of water 
weighs 8.34 pounds. In one hour, the 40 gallons raised 90°F gains heat 
energy amounting to

 40 (gal) × 8.34 (lb./gal) × 90 (°F) = 30,024 BTU 

Therefore, the water heater’s output rate in that hour was 30,024 BTU/hr. 
Convert this to watts by dividing it by 3.412 BTU/hr/W:

 30 024
3 412

8 799 5
, /

. / /
, . .

BTU hr
BTU hr W

W=  

Thus, when the electric water heater is heating cold water, it will draw 
power at a rate of almost 9 kW. That is like running nine hair dryers at 
the same time.

The Human Body as a Heat Generator

The common unit for heat energy in Britain and America is the BTU, 
but we noted in the previous section (after Example 2) that the metric 
version of the BTU is the kilocalorie or food calorie, and the conversion 
rate is 1 kCal = 3.9657 BTU. Anyone who has tried to diet knows about 
food calories. What does the burning of calories in the human body tell 
us about ourselves as generators of heat? As a point of reference, here are 
two facts:

• A human at rest burns 70 food calories per hour.
• A human walking briskly burns 350 calories per hour.

Example 6 The Human Furnace

A light bulb typically uses 60, 75, or 100 W of power, and all of that 
energy ends up heating its environment. How does a person at rest com-
pare to a light bulb? In other words, how many watts is 70 kCal/hr?
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Solution

From the conversion factor stated previously, we see that 1 kCal/hr = 
3.9657 BTU/hr, and from the table of power conversion factors on 
page 37, 1 BTU/hr = 0.000293 kW or 0.293 W, so 70 kCal/hr = 70 × 
3.9657 × 0.293 = 81.3 W. So a person at rest generates about as much 
heat as a light bulb.

Automotive Technologies (Horsepower)

It is a quaint nod to history that in the Anglo-American system we 
 continue to use the horsepower as a measure of the power output of 
automobile engines. The horsepower (HP) was originally defined in 
terms of the ability of horses to raise water from a well or coal from 
a mine, there are now several varying definitions of the horsepower 
depending on the context of the application. The mechanical and 
hydraulic horsepower, although differing slightly, are each close to 
345.7 W. The electrical horsepower  is defined to be 346 W exactly. The 
metric horsepower is 735.5 W, and to really confuse matters, the boiler 
horsepower is 9,809.5 W.1

Common automobile engines are typically powered in the range of 
100 to 400 HP. The 2014 Toyota Prius has a system power, including 
both the gasoline engine and the battery, of 134 HP. A 2014 Infiniti 
QX80 sports-utility vehicle has 400 HP.

Unit Conversion Table for Power Measures

In the examples of this chapter, we have seen the use of the BTU/hr, the 
watt (or kilowatt) and the horsepower as units of power. The factors that 
convert one unit to another are shown in Table 2.7.

The numbers in the table correspond to the column measure divided 
by the row measure. For example, the table shows that the ratio of HP/
kW = 1.341, meaning 1 HP = 1.341 kW. This shows that the HP and the 
kW are of nearly the same magnitude as measures of power.

The table also shows that 1 BTU/hr is a very small amount of power 
relative to the HP and kW, because it takes 3,412 BTU/hr to equal 
1 kW.
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Tech Focus: Measures of Energy

We formed the power measure for a water heater by looking at the energy 
use (BTU) per unit of time (per hour). Thus, BTU is a measure of energy, 
and BTU/hr is a measure of power. One therm is defined to be 100,000 
BTU, so the therm is a measure of energy, and therms/hour is a measure 
of power.

The kilowatt is a unit of power, but it is not expressed as energy per 
unit of time. What, then, is the unit of energy that corresponds to a kilowatt? 
The answer is not particularly satisfying to students of the subject. The 
unit of energy is the kilowatt-hour (kWh).

The kilowatt-hour is a measure of energy, because if you divide it by 
the unit of time (per hour), you get the measure of power, kilowatt. Thus, 
for electric energy, it is helpful to base one’s understanding on the kilowatt 
as a unit of power and to think of electric energy as the result of running 
that power over a particular length of time.

The measure of energy in the International Scientific (SI) system is the 
joule. Examples later in this chapter show how to use the joule as a mea-
sure, but the important point here is that the watt, as a measure of power, 
is defined directly from the joule as a measure of energy:

 1 Watt = 1 Joule
Second

 

Example 7 Electric Power and Electric Energy

(a) How much energy, expressed in kilowatt-hours, is used when a hair 
dryer is run on the low setting (500 W) for 12 minutes? (b) How much 

Table 2.7 Power conversion factors

Entries are the 
column unit 
divided by the 
row unit

Kilowatt 
(kW)

Horse-power 
(HP)

British  thermal 
units/per hour 

(BTU/hr)
1 kW = 1 1.341 3412.14

1 HP = 0.7457 1 2545

1 BTU/hr =  0.00029307 0.0003929 1
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energy is used by a 60-watt light bulb that is left on for eight hours? (c) If 
a household’s monthly electric bill shows that 953 kWh of electric energy 
were used during a 33-day billing period, what was the average power 
draw of the house during that period?

Solution

The basic concept to apply is

 Energy
Time

 = Power 

We can also write this relationship as

 Energy = Power × Time 

(a) Convert 12 minutes to hours: 12 min/60 (min/hr) = 12/60 hr = 0.2 
hr. Now multiply the power rate by time to get the energy used

 Energy = 500 (W) × 0.2 (hr) 
 Energy = 500 × 0.2 watt-hours 
 Energy = 100 watt-hours 

Divide 100 watt-hours by 1,000 to convert it to kilowatt-hour,

 Energy = 0.100 kWh 

(b) A 60 W bulb run for eight hours consumes

 Energy = 60 (W) × 8 (hr) 
 Energy = 60 × 8 (watt-hours) 
 Energy = 480 watt-hours 
 Energy = 0.48 kWh 

(c) The household’s average power consumption, expressed in kilowatts, 
will be the total energy used (kWh) divided by the number of hours 
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in the billing period. Thirty-three days translates to 33 × 24 = 792 hr. 
So 953 kWh divided by 792 hr is

  = 1.203 kW 

1.2 kW is only a little more than the power drawn by running one 
hair dryer on the maximum setting. So how might a household 
draw only 1.2 kW in power when there are many more electric 
devices in the house? The reason is that the 1.2 kW is the  average 
power draw of the house, averaging daytime and nighttime use 
over all the hours of the month. During the daytime, the maxi-
mum power drawn at any point in time could be as high as 3.0 kW, 
whereas at night, with only a few lights and an electric fan blowing 
heated air, the power draw might be less than 0.5 kW at a particular 
point in time.

The Capacity Factor of a Device in Operation

When the actual usage of a device (per year) is divided by its rated capac-
ity (output per year), the result is called the capacity factor of the device 
under the stated conditions of usage. For example, consider a wind tur-
bine that has a rated capacity of 50 kW and produces 158,000 kWh of 
electric energy in a year. The maximum production of the wind turbine 
would be 50 kW × 24 (hr/day) × 365 (days/year) = 438,000 kWh. The 

actual production, as a percentage of its maximum would be 158 000
438 000

,
,

  
= 0.36, meaning 36 percent.

The actual output of a solar power system or a wind system depends 
on the amount of insolation or the amount of wind at its location. Thus, 
the capacity factor of a solar or wind power system is a statement about 
the technology in its particular location, not about the device per se.

Capacity Factors for Wind Turbines

A significant determinant of the capacity factor of a wind turbine is the 
variability of wind speed at the site, because variability diminishes the 
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capacity factor significantly. The power output of a wind turbine is pro-
portional to the cube of the wind speed, so when the rated capacity is 
reached at wind speeds near the maximum tolerance of the device, wind 
speeds lower than the maximum produce far less output than at the max-
imum tolerable wind speed.

Commercial wind turbines, under typical weather conditions at favor-
able sites, have had capacity factors between 20 and 40 percent.2 Some 
studies put the estimate closer to 20 percent.3 Recent designs, which per-
mit the turbine to reach its peak capacity over a wider range of wind 
speeds, may reach 50 percent in onshore locations.4 However, wind tur-
bines that are sited for convenience (as on a college campus) rather than 
for the stability of wind speed can have capacity factors below 10 percent.

Take-aways

The engineer’s input–process–output perspective on technology enables 
us to describe technologies, and the various devices that use or represent 
the technologies, in several important ways. A basic but important con-
cept in the description of technology is capacity, which conveys a sense 
of how big a device is. The description of devices of different sizes led us 
in this chapter to study the various ways that power and energy can be 
measured. The key points from the chapter are the following:

• Capacity describes the size of a device, how big or small it is 
in relation to its purpose, which is the production of output. 
Capacity is almost always measured as the output rate of 
the device, such as watts, kilowatts, or megawatts for power 
systems.

• The exceptions to the rule are devices whose purpose is 
storage. Water tanks, hydrogen fuel tanks, and batteries have 
their capacities measured in the units of output that they 
store, for example, gallons, kilograms, or kilowatt-hours.

• Measures of energy and power are commonly expressed in 
different units according to the context (the type of energy), 
although all units are related mathematically through standard 
conversion formulas.
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• The unit of measurement can be scaled up by using the 
prefixes kilo (× 1,000) or mega (× 1,000,000).

• Common measures of energy include the kilowatt-hour 
(electrical), the British Thermal Unit (heat), therm (heat), and 
the calorie (heat).

• Common measures of power include kW (electrical), the 
BTU/hr (heat), and HP (automotive).

• The capacity factor of a device indicates how much the device 
is being used, as a percentage of its maximum annual output.





CHAPTER 3

Efficiency

Overview

Efficiency is one of the defining characteristics of sustainability. In the 
later chapters of this book, efficiency will be a key concept in the economic 
evaluation of technologies as sustainable or unsustainable. The efficiency 
of a technology is a measure of its output per unit of input. This calculation 
can also be derived as the rate of output production divided by the rate of 
input usage. Efficiency can therefore be measured only in relation to one 
input. When a technology has several inputs, each input will have its own 
efficiency measure.

This chapter addresses several important questions:

• How do you measure the efficiency of a device?
• What makes one device more efficient than another?
• What is the Energy Star rating program in the United States, 

and how is the concept of efficiency used in rating various 
devices?

• When a device is really a system consisting of several 
processes in sequence, how can one calculate the efficiency 
of the system from knowledge of the efficiency of its 
components?

• What forms of energy are there in addition to heat (measured 
in British thermal units, BTUs) and electrical energy 
(measured in kilowatt hours, kWh), and what types of power 
technology use those forms?

• How does a process flow diagram depict the key 
characteristics of a technology’s processes?
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Examples of How Efficiency May Be Defined

The key to describing the efficiency of a device within a technology class is 
to be clear about the inputs and outputs of the technology and how they 
are measured. Table 3.1 shows some examples.

Notice that when the input and output are measured in the same units 
(energy in an engine or furnace, or water in a treatment plant, or patients 
in a hospital), the efficiency can be expressed as a percentage of output in 
relation to the input. That measure of efficiency is dimensionless, a num-
ber without units, because the units cancel in the calculation of output 
divided by input. Efficiency is commonly expressed as a percentage for 
power technologies, which transform one type of energy into another.

Table 3.1 Inputs, output, and efficiency of technologies

Technology Inputs Output Efficiency
Solar thermal Solar radiation Heated water Percentage of solar  energy 

absorbed and  retained 
 (versus  reflected or lost)

Automobile  
(engine, 
 transmission, tire 
pressure)

Gasoline Motion (kinetic 
energy)

Miles per gallon

Hydroelectric 
generation

Potential energy 
(water at height) 

Electrical  
energy

Percentage of potential 
 energy converted to 
 electrical energy

Agriculture Seeds, sun, water, 
land, fertilizer, 
pesticide

Fruits and 
 vegetables

Land: bushels per acre

Home furnace Fuel (oil or 
 natural gas) 

Heat Percentage of fuel  energy 
converted to heat energy  
in the home (not lost 
in failed combustion or 
 exhausted to the outside)

Wastewater 
treatment

Sewage Usable water, 
fertilizer

Gallons of usable water  
per gallon of sewage  
(a percentage)

Healthcare Sick person, 
 medicine, rest

Healthy person Percentage of people  
cured (cure rate)

Light bulb Electricity Light Lumens per kilowatt
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The Efficiency of Power Technologies

The efficiency of a power technology is the amount of output energy per 
unit of input energy. It is usually expressed as the ratio of power output 
to power input.

Several power technologies are based on the combustion (burning) 
of fuel.

• Steam engines (transforming heat energy to rotational energy) 
have an efficiency up to 41 percent.1

• Large-scale coal-fired electric power plants convert fuel to 
electrical energy in a three-step process. First, they use a 
burner to convert fuel to heat energy in the form of steam. 
Second, they use a steam engine to convert heat into 
rotational energy. Third, they use an electrical turbine to 
convert the rotational energy of the turbine into electric 
energy. The combined efficiency of the second and third 
stages is as high as 40 percent.2 The lost energy takes the form 
of heat, dissipated from the steam into the environment and 
from friction in the turbine. Efficiency is greater at higher 
temperatures, so research is now pursuing turbines that can 
get 50 percent efficiency at 700°C.3

• Gasoline engines (converting fuel energy to rotational energy) 
have efficiencies of only 26 to 28 percent.4 The lost energy 
takes the form of heat (during combustion) and friction 
(internal to the operation of the engine). The automobile as a 
transportation system has even lower fuel efficiency, losing yet 
more energy due to friction in the drive train and wheels and 
friction with the air and road.

In contrast, hydroelectric turbines convert the potential energy of falling 
water into the rotational energy of a turbine shaft that is converted to elec-
tric energy. Large hydro systems can be 95 percent efficient, and smaller 
systems in the 5 MW range can have efficiencies of 80 to 85 percent.5

Solar photovoltaic (SPV) systems transform solar radiation into elec-
tric energy. Commercial SPV panels are only 10 to 15 percent efficient. 



46 FEASIBILItY ANALYSIS For SUStAINABLE tECHNoLoGIES

 Technologies that are still being tested in laboratories are showing effi-
ciencies of 20 percent or more. The lost energy is reflected as sunlight or 
dissipated as heat (Figure 3.1).

Water and Air Heating

• Electric water heating is 90 to 95 percent efficient, because 
the electric heating element is immersed in the water.

• Older natural gas burning water heaters are only 60 to 65 
percent efficient, due to the loss of some heat as exhaust.

• High-efficiency natural-gas water heaters are 91 to 95 percent 
efficient in burning and 80 percent efficient overall.

• Wood stoves can be up to 40 percent efficient if they put 
exhaust gasses through a second burning cycle. Most of the 
heat from a wood stove goes up the chimney as waste.

• Solar thermal collectors convert sunlight to heat energy. 
When the temperature inside the collector is similar to that 
of the environment, solar thermal collectors have efficiencies 
in the range of 40 to 90 percent, depending on the type of 
technology.6 When the ambient temperature is much lower 
than that inside the collector, much of the thermal energy gets 
lost to the environment.
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Figure 3.1 Efficiencies of SPV technologies over time
Source: this graphic was created by the National renewable Energy Laboratory for the U.S. 
department of Energy and is used with permission.
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Tech Focus: Water Heaters

We have seen that water heaters are rated both in terms of their maxi-
mum rate of fuel energy use (the BTU rating, which is really BTU/hr) 
and in terms of their recovery rate, which is the rate at which heat energy 
is imparted to the water. These measures of the rate of energy input and 
energy output permit us to calculate the efficiency of the heater.

Example 1

A Richmond 38-gal high-efficiency gas-fired water heater is rated at 40,000 
BTU and has a recovery factor of 48.5 gallons per hour for a 90°F rise in 
temperature. What is the efficiency of this device?

Solution

The heat output of the device is calculated as the heat energy imparted 
to 48.5 gallons of water that rise in temperature by 90°F in 1 hour. The 
density of water is 8.34 lb./gal, so the energy output is 48.5 × 8.34 × 90 
= 36,404 BTU/hr. The energy input is 40,000 BTU/hr. Therefore, the 
efficiency of the device is

 36 404
40 000

0 91
,
,

. .=  

So the device has an efficiency of 91 percent.

The Energy Factor of a Gas-Fired Water Heater

Water heaters are also rated by an energy factor (EF). The U.S. Environ-
mental Protection Agency’s (EPA’s) Energy Star website for water heat-
ers describes the EF as a form of efficiency, “A measure of water heater 
overall efficiency, (EF) is the ratio of useful energy output from the 
water heater to the total amount of energy delivered to the water heater” 
(U.S. Environmental Protection Agency). However, that statement is not 
entirely correct. The EF for the Richmond 38-gal high-efficiency gas-
fired water heater of example 1 is listed in the technical specifications 
for that product as 0.80. But we found in example 1 that its efficiency is 
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0.91. What, then, is the difference between the EF and the efficiency of 
a water heater?

A better explanation of the EF appears on the private Arico Plumbing 
website.7

The EF indicates a water heater’s overall energy efficiency based on the 
amount of hot water produced per unit of fuel consumed over a typical 
day. This includes the following:

• Recovery efficiency—How efficiently the heat from the energy 
source is transferred to the water.

• Standby losses—The percentage of heat loss per hour from 
the stored water compared with the heat content of the water 
(water heaters with storage tanks).

• Cycling losses—The loss of heat as the water circulates 
through a water heater tank or inlet and outlet pipes.

This explanation shows that the efficiency measure that we calculate as 
energy output divided by energy input is known in the water heater busi-
ness as the recovery efficiency. The EF also takes into consideration the 
loss of heat from the water heater and from related piping. This explains 
why the Richmond 38-gal heater could have a recovery efficiency of 91 
percent but an EF of only 80 percent.

In closing this example, we note that this 0.80 EF means that a 
high-efficiency gas-fired water heater still loses 20 percent of its energy to 
the environment. In addition to those losses, there will be heat loss when 
the hot water circulates in the pipes of the house on its way to the sinks 
and bathtubs where it will be used. The designs that improve the EF of 
the heating system and reduce the energy losses in circulation are the 
electric heaters and tankless heaters.

The Efficiency of Electric Water Heaters

Gas-fired water heaters lose some energy to the environment, because the 
process of burning the natural gas fuel creates hot exhaust gases, some 
of which are released into the environment. A more efficient technol-
ogy uses electric energy as the input and transforms the  electric energy 
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into heat energy through a resistor (heating element) that is immersed 
in cold water. In this design, almost all of the heat in the resistor gets 
transferred to the water, so its recovery efficiency is nearly 100 percent. If 
electric water heaters are more efficient than gas-fired heaters, why aren’t 
they used universally? The answer lies in the economics of the technol-
ogy, which is the subject of this chapter. Electric energy tends to be more 
expensive than the energy in natural gas, so the economic analysis consid-
ers the trade-off between greater efficiency and higher expense.

The Efficiency of Tankless Water Heaters

In example 1, the Richmond 38-gal gas-fired heater had a recovery effi-
ciency of 91 percent but an EF of only 80 percent. This means that about 
11 percent of the input energy was being lost to the environment through 
hot water cooling down in a collection tank or in the piping of the sys-
tem. One improvement to that technology is a tankless design, which 
heats water precisely when it is needed.

A tankless heater can be positioned in a bathroom, within a few feet 
of the sink or shower where it is needed. This eliminates the loss of heat 
that occurs when water circulates through a system of pipes between the 
heater and its place of use.

Tankless water heaters come in several varieties according to their 
energy source: electricity, natural gas, or propane. An electric water heater 
in general has a recovery efficiency of nearly 100 percent, because the 
heating element is immersed in the water. A tankless electric water heater 
eliminates the standby losses, so its only loss of efficiency is in cycling 
losses, making its efficiency factor nearly 100 percent.

The efficiency factor of a heater examines heat losses associated with 
the design of the heater itself. It does not consider heat losses in the 
plumbing of the building as hot water travels from the heater to its points 
of use. However, a tankless water heater located at the point of use elimi-
nates even these heat losses from circulation. Whole-house tankless water 
heaters do not have that advantage.

The gas-fired and propane-fired tankless heaters have a lower recov-
ery efficiency, because they lose some energy in the exhaust gasses from 
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combustion. A gas-fired tankless whole-house water heater that meets an 
Energy Star rating by the U.S. EPA has an EF of 0.83.

Tech Focus: Air Conditioning and Refrigeration

Air conditioning accounts for the largest share of the consumption of 
electric energy by home appliances. An air conditioner works like a 
refrigerator. Its engine draws heat out of a working fluid and exhausts 
the extracted heat by vent to the outside of the room, leaving the cooling 
effect of the fluid on the inside. (Refrigerators exhaust their heat into the 
kitchen. Yes, the effect of a refrigerator is to warm up the kitchen.)

The capacity of a residential air conditioner is usually expressed in 
BTU per hour, which measures the rate at which the air conditioner can 
extract heat from the house. A window-mounted air conditioning unit, 
to cool a single room, might have a capacity of 5,000 BTU/hr. A house 
might require 40,000 BTU/hr. The capacity of large, commercial air con-
ditioners is usually described in terms of tons of refrigeration. One ton is 
equal to 12,000 BTU/hr. Residential central air systems are usually from 
one to five tons (3 to 20 kW) in capacity. 

Table 3.2 shows the power consumption and the refrigerating capac-
ity of two models of refrigerating unit.

In the United States, one measure of the efficiency of air conditioners 
is the energy efficiency ratio (EER). The EER calculation is the ratio of 
the maximum cooling output (in BTU/hr) to the required electric power 
input (in kW) under standard test conditions. Table 3.2 shows that the 
Soleus model, which is Energy Star certified, has a higher EER than the 
Comfort Aire model.

Table 3.2 Air conditioner characteristics I

Soleus Comfort Aire
Cooling capacity (BtU/hr) 10,000 10,000

Power consumption (kW) 0.989 1.150

Energy efficiency ratio (BtU/hr/W) 10.1 8.70

Energy Star Yes No



 EFFICIENCY 51

A related measure of efficiency is the seasonal energy efficiency ratio 
(SEER), which is the ratio of the total cooling output (in BTU) over a 
year to the consumed electric energy input (in kWh) during the normal 
annual usage of the air conditioner. SEER reflects the average efficiency 
of the device under a range of operating conditions, whereas EER reflects 
the efficiency at maximum output under standard test conditions. These 
may differ, because an air conditioner’s efficiency depends on the tem-
perature of the air that it takes in from the environment, a topic we dis-
cuss further in Chapter 4.

An interesting feature of air conditioning technology emerges when the 
cooling power of each air conditioner is expressed in kilowatts rather than 
in BTU. We convert BTU to kilowatts by the conversion factor 1 BTU/hr 
= 0.2931 kW. With the cooling power (output) and electric power input 
measured in the same units, we can calculate the efficiency of each model 
as output power divided by input power, which yields a measure of effi-
ciency as a percentage. The resulting efficiency ratio is called the coefficient 
of performance (COP) of the air conditioner. Table 3.2 augmented with 
the kilowatts and COP data appears as Table 3.3.

Notice that, when the cooling power is measured in kilowatts, the 
cooling effect of an air conditioner is two to three times as great as the 
power it draws. How can this be possible? How can an air conditioner 
produce more cooling effect (output) than it draws in electric power 
(input)? The answer comes from insight into the technology of the air 
conditioner itself. The technology of air conditioning is very different 

Table 3.3 Air conditioner characteristics II

Soleus Comfort Aire
Cooling capacity (BtU/hr) 10,000 10,000

Power consumption (kW) 0.989 1.150

Energy efficiency ratio (BtU/hr/W) 10.1 8.70

Energy Star Yes No

Cooling capacity (kW) 2.931 2.931

Coefficient of performance (kW/kW, %) 296% or
2.96

255% or
2.55
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from a conventional electric heater, which uses electric energy to create 
heat energy in a one-to-one ratio. Air conditioners achieve this one-to-
three ratio of input to output because the work they do is only to separate 
cold and hot from room temperature, not to create cold. A geothermal 
heat pump works the same way, but in reverse, which is why the geother-
mal heat pump is more efficient than ordinary heating systems.

Example 2 Energy-Efficient AC Unit

Consider the Soleus and Comfort Aire models described above in 
Table 3.3. Assume that in a summer month of 31 days, the device needs 
to be run at its maximum capacity for 12 hr/day. (a) How much electric 
energy would be consumed by each device in the month? (b) How much 
electric energy is saved by the Soleus model, compared with the Comfort 
Aire model? (c) If electric energy costs $0.08 per kWh, how much does 
the Soleus model save in the summer month compared with the Com-
fort Aire model?

Solution

(a) Operated for 12 hr/day and 31 days, the Soleus model uses 0.989 kW 
× 12 hr/day × 31 days = 367.9 kWh. The Comfort Aire model uses 
1.15 × 12 × 31 = 427.8 kWh. 

(b) The savings in energy is the difference 427.8 - 367.9 = 59.9 kWh. 
(c) At a cost of $0.08 per kWh, the savings is 59.9 × 0.08 = $4.79 in 

the month.

Composite Efficiency and the Multiplication Rule

When a production process consists of several stages, and each stage has 
its own efficiency, the composite efficiency of the system is the product of 
the efficiencies of its components. This principle is illustrated well in SPV 
systems. The sun’s energy is converted to direct current electric energy by 
a solar panel, but that energy must be transmitted through wires to an 
inverter and a transformer that produce alternating current at 110 volts 
for household use. Dust on the solar panels will reduce their efficiency.
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If the energy must be stored in a battery bank and recovered for use at 
night, that too will involve some loss. Downtime for maintenance reduces 
the amount of output that can be harvested from the available solar input. 
The U.S. Department of Energy’s PVWatts solar energy calculator uses 
the default values for these component efficiencies shown in Table 3.4.8 In 
solar power engineering, the composite efficiency of the system is called 
the derate factor. The standard 1 kW solar panel would yield 0.77 kW of 
AC power under the assumptions in this table.

Notice that the sum of the losses is 25.5 percent, but the composite 
efficiency is not 74.5 percent. It is 77 percent. This is a consequence of 
the multiplication rule for the efficiency of components that function in 
series, each taking the output of the other. Efficiencies multiply. Losses 
do not add.

Tech Focus: Potential Energy and Kinetic Energy

A hydroelectric power generator uses the pressure of water coming down 
from a dam to rotate a turbine that generates electric energy. The energy 
of the falling water is transformed into electric energy by the turbine. The 
energy of motion is called kinetic energy. The energy of a mass held at a 
height is called potential energy. When an object falls from a height due to 
gravity, its potential energy becomes transformed into kinetic energy. So, 
ultimately, it is the potential energy of water at a height above the turbine 

Table 3.4 Component efficiencies in SPV

Component
Loss  
(%)

Efficiency  
(%)

PV module nameplate rating (relative to a 1 kW 
standard)

5 95

System downtime 2 98

Soiling (dust) 5 95

Wiring, diodes, and connections 3.5 96.5

Inverter and transformer 8 92

Mismatch of current–voltage characteristics 
between panels

2 98

Composite System 77



54 FEASIBILItY ANALYSIS For SUStAINABLE tECHNoLoGIES

that becomes the kinetic energy of the rotating turbine, which becomes 
the electric energy output of the generator.

Let us now see how energy is measured in its potential and kinetic 
forms, because this will enable us to answer questions about the efficiency 
of devices that transform potential energy or kinetic energy into electric 
energy.

Potential Energy (Joules)

Potential energy is typically measured using the metric system. In that sys-
tem, the unit of energy is joule (J). The equation for the potential energy 
of a mass of M (kg) held at a height H (m) is the mass multiplied by the 
height, multiplied by the force of gravity on earth, whose constant is 9.8,

 E = M × H × 9.8 (joules) 

Example 3

How much energy does it take to lift a 10 kg (22 lb.) suitcase up 1.8 m 
(5′ 11′′) into an aircraft carry-on bin? Measure the energy in joules.

Solution

M = 10 kg, H = 1.8 m, so E = 10 × 1.8 × 9.8 = 176.4 J.

The joule is a very small amount of energy. The conversion factors in 
Table 3.5 shows how the mega joule (1 million joules) compares to other 
units of energy.

Table 3.5 Conversion factors for energy measures

kWh BTU kCal MJ
1 kWh = 1 3412.14 860.44 3.6

1 BTU = 0.00029307 1 0.25217 0.001055

1 kCal = 0.0011622 3.9657 1 0.0041868

1 MJ = 0.27778 947.82 239.01 1
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Notice that a million joules is still only a fraction (27.8 percent) of a 
kilowatt-hour. That shows how large a unit of energy the kilowatt-hour 
is. Another perspective on the joule helps us see its relationship with the 
unit of electric energy. The unit of power associated with joule is joule per 
second. Another name for joule per second is watt (W). Over one hour 
there are 60 × 60 = 3,600 seconds, so one watt-hour is 3,600 watt-seconds 

= 3,600 
joule

second  seconds = 3,600 joules. Therefore, a kilo-watt-hour is 

1,000 × 3,600 = 3.6 million joules. This fact appears in Table 3.5, where 
1 kWh = 3.6 MJ (mega joules).

Example 4 A Low-Head Hydro 

A low-head hydroelectric power station is defined as a dam (power sta-
tion) that has up to a 65-ft. drop (called the head) and generates less than 
1,500 kW of power. What is the power of a small river? As an example, 
calculate the power of a river that is 30-ft. wide, has an average depth of 
5 ft., and flows at 1 ft./sec, over a 10-ft. fall or dam.

Solution

In this problem, power is measured as the flow of potential energy per 
unit of time as the mass of the water goes over a 10-ft. fall. So our first 
task is to determine the rate of flow of the water, expressed as kilograms 
per second. Then we will multiply that by 9.8 and by the height in meters 
(10 ft. = 3.05 m) to get the power.

The volume of water flow is 30 × 5 × 1 = 150 cubic feet per second. 
We must now convert that to mass per second using information about 
the density of water. An Internet search for kilograms per cubic foot of 
water will prove futile, so take it in two steps. Either convert to pounds 
per second using the weight of one cubic foot of water and then convert 
from pounds to kilograms, or convert feet to meters and use the fact that 
one cubic meter of water weighs exactly 1,000 kg. By the first method, 
an Internet search shows that one cubic foot is 7.48 U.S. gallons. We 
saw in our examples of water heaters that one gallon of water weighs 
8.34 pounds. So a water flow of 150 ft3/sec corresponds to 150 × 7.48 × 
8.34 = 9,357.5 pounds/sec flow. Translate that into kilograms per second 
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using the fact that 1 lb. = 0.4536 kg. So 150 ft3/sec is 9,357.5 × 0.4536 
= 4,245 kg/sec. That is the rate of flow of mass. Now look how far the 
mass is falling.

The water is falling down 3.05 m, so the release of potential energy 
is energy per unit time = 9.8 × M × H per second. Here, 9.8 × 4,245 × 
3.05 = 126,883 joules/sec = 126,883 watts, which we round to 127 kW.

That is the power output of a small river, only 30-ft. wide and 5-ft. 
deep, flowing slowly (1 ft./sec) over a 10-ft. dam. If that kinetic power 
were converted with 100 percent efficiency to electric power, how many 
houses would it be able to supply? Recall that a typical house has a power 
requirement of approximately 2.5 kW. The 127 kW from the river would 
supply approximately 50 houses.

Hydroelectric generators are not perfectly efficient. Some water from 
a dam may be released intentionally, so the dam does not overflow. Some 
hydroelectric systems are designed without dams at all, which allows fish to 
swim freely upstream. Those are called run-of-the-river systems. They use 
large pipes to take a portion of the river’s water and run it a long way down 
a steep portion of a river, so there is a large pressure at the bottom of the 
pipe where the turbine is placed. Very large hydroelectric generators can be 
80 to 90 percent efficient. Smaller systems may be only 50 percent efficient.

Kinetic Energy

Automotive Systems

Kinetic energy is the energy of motion. Like potential energy, it is com-
monly measured using the metric system, so the unit of energy is joule. 
Motion can be translational (in a straight line) or rotational. For transla-
tional motion, the kinetic energy of a moving object is a function of the 
mass (M, kg) and the velocity (V, m/sec) of the object.

 E = 
1
2

 M × V 2 (joules, J)

Example 5

How much energy do you put into a 1 kg (2.2 lb.) brick when you throw 
it horizontally at a velocity of 10 m/sec (22.38 mph)?
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Solution

The statement of the problem tells us that M = 1 kg and V = 10 m/sec. So 
we use the equation for kinetic energy to find that

 E = 
1
2

 × 1 × 102 = 0.5 × 1 × 100 = 50 J 

The joule is a rather small unit of energy, as shown in this example where 
throwing a brick requires approximately 50 J. But now let us look at a 
problem on a different scale, braking a car.

Example 6

How much kinetic energy must be extracted, by the process of braking, 
to bring a compact car weighing 3,000 pounds to a halt from a speed of 
70 mph?

Solution

The data are given in American units, so we must first convert them to 
metric. 3,000 pounds divided by 2.2 pounds/kg = 1,364 kg (mass, M). 
The speed of 70 m/hr converts mph to m/sec using the facts that 1 mile 
= 1609 m (holding four significant digits of accuracy) and 1 hour = 3600 

seconds. So 70 
miles
hour

 = 70 × 
1609
3600

m
s

 = 31.29 ms . Now we use the kinetic 

energy formula with M = 1,364 and V = 31.29, so that

 E = 
1
2

 × 1,364 × 31.292 = 0.5 × 1,364 × 979.06 = 667,719 J 

Thus, the energy that must be removed from a car to bring it to a stop 
from 70 mph is less than a million joules, rounding to 0.668 megajoules. 
As a sequel to Example 6, we might ask how that 0.668 MJ of energy 
compares to the energy used to run a 60-watt light bulb. How many watt-
hours (Wh) is 0.668 MJ?

The table of conversion factors for units of energy shows that 1 MJ = 
0.27778 kWh. So 0.668 MJ is 0.668 MJ × 0.27778 kWh/MJ = 0.186 
kWh or 186 Wh. It is the same amount of energy needed to run a 60-W 
bulb for about three hours.
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Wind Power Generation

A wind turbine converts the kinetic energy of a moving mass of air into 
the rotational energy of the blades and turbine, which is then converted 
to electric energy by the process of electrical induction in the turbine. In 
this respect, the wind power system is like a hydroelectric power system. 
However, hydroelectric systems hold water at a height and capture the 
potential energy of that water as it falls through a pipe and runs into a 
turbine. The wind power system can capture the energy of only the air 
that is passing through the sweep area of its blades, and much of that 
air passes through without putting any force on the blades. Thus, wind 
turbines cannot be perfectly efficient, but given their limitations, they 
are surprisingly efficient. Their theoretical maximum efficiency is the 
Betz limit, which is 59 percent. However, some commercial turbines can 
deliver about 75 percent of the Betz limit at their rated operating speed,9 
which puts their efficiency at about 44 percent.

The kinetic energy of a mass M (kg) of air moving at a velocity V (m/
sec) follows the standard formula for kinetic energy,

 E = 
1
2

 M × V 2 

The sweep area of a windmill whose blades have a radial length of L is 
given by the familiar formula pi times the radius squared, A = πL2. The 
volume of air passing through the sweep area is A × V. If the density of 
the air is D (kg/m3), then the mass of air passing through the sweep area 
in one second is

 M = πL2VD (kg/sec) 

The energy of that moving mass is given by the kinetic energy formula 
E = ½ MV 2. Substituting the formula for M above into kinetic energy 
formula gives the energy (measured in joules) of the entire air mass that 
passes through the swept area of the blades in one second. The result is a 
measure of energy per unit time, which means power, so we denote it as 
P. That power has the formula,

 P = 
1
2

 (πL2VD) × V 2 
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A little algebraic simplification results in the formula,

 P = (π/2) × D × L2V 3 (J/sec or W) 

This equation shows that the power of the moving air mass is propor-
tional to the cube of the velocity of the air. For this reason, small increases 
in the wind velocity result in large increases in the power available to a 
wind generator.

The output of the wind system will be the kinetic energy input, from 
the moving air, multiplied by the efficiency of the system, which we write 
here as a small e,

 P = (π/2) × D × L2V 3 × e (J/sec or W) 

The only constants in the power formula are π = 3.1416 (often 
rounded to three significant digits as 3.14) and the density of air. Air 
density varies with temperature, altitude, and humidity. The density cal-
culator at DeNysschen LLC accounts for each of these variables. For 
example, at a temperature of 15°C (59°F), an altitude of 200 m (656 ft.) 
above sea level, and a relative humidity of 50 percent, the density of air 
is 1.189 kg/m3.

Example 7

A small wind power system has blades that are 3 m (10 ft.) long. Suppose 
that the system is 30 percent efficient, and the density of air at a particular 
point in time is 1.2 kg/m3. (a) If the wind is blowing at 5 m/sec (11 mph), 
what is the power output of the system? (b) What if the wind is blowing 
at 10 m/sec (22 mph)?

Solution

(a) Use the power equation with the metric measurements, D = 1.2, 
L = 3, and V = 5, to get the total kinetic energy input to the wind 
system,

 P = (π/2)× D × L2V 3 × e 
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 P = (3.14/2 × 1.2 × 3253 × 30% 
 P = (3.14/2 × 1.2 × 3253 × 30% 
 P = 1.57 × 1.2 × 9 × 125 × 30% 
 P = 635.85 (watts) 

(b) So, at a speed of 5 m/sec (11 mph), the wind system generates less 
than 1 kW of power.
Now change the V from 5 to 10,

 P = (3.14/2) × 1.2 × 32103 × 30% 
 P = 1.57 × 1.2 × 9 × 1000 × 30% 
 P = 5,086.8 (watts) 

At a wind speed of 10 m/sec (22 mph), the system generates more than 
5 kW of power. That shows the effect of the cube law in the wind speed. 
The doubling of wind speed creates an eightfold increase in the power 
output.

The Rated Capacity of a Wind Power System� Wind systems need a 
minimum wind speed, called the cut-in speed, to overcome the resis-
tive forces in the turbine and gears. Likewise, too high a wind speed 
could damage the rotors and turbine, so the system is designed to 
spill wind higher than its cut-out speed. Over a range of wind speeds 
below the cut-out speed, the system is designed to yield approximately 
a constant level of power. Therefore, the rated (maximum) capacity of 
a wind power system is based on the power output at the wind speed 
where power is first maximized. In some Danish models, for example, 
the  cut-out speed is 25 m/sec, but the rated capacity is reached around 
12 m/sec.10

Efficiency of a Wind Power System. The efficiency of a wind power 
system in practice is less than the theoretical maximum (59 percent) 
expressed in the Betz limit. Friction in the hub of the blades and in the 
gearbox causes some loss of energy to heat. The generation process has 
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some heat loss, as does the process of transforming the current to the 
right voltage level for distribution to buyers. Still, it is impressive that 
utility-scale wind turbines can deliver about 75 percent of the Betz 
limit.

Process Flow Diagrams

As the final topic of this chapter, we look at how a complex transforma-
tion process can be described succinctly in a process flow diagram, which 
distinguishes the various subprocesses and reveals their efficiencies and 
other useful data for calculating the output of the process. From the pro-
cess flow diagram, it is easy to set up a spreadsheet model that performs 
the necessary calculations. We motivate this discussion with an example 
from the production of biodiesel fuel.

Example 8 Algae Biodiesel

Common green pond scum is a form of algae that has the potential to be 
used in the production of biodiesel fuel for vehicles. There are more than 
100,000 strains of algae, and they differ in their rate of growth (prop-
agation), their oil production, and their ability to tolerate temperature 
changes and invasive biological organisms. Algae use sunlight, together 
with carbon dioxide, water, and other nutrients to photosynthesize veg-
etable oil. Algae grow quickly, some strains doubling their mass in 48 
hours. A method of algae propagation that works well in hot, sunny envi-
ronments is the open pond system in which the algae grow in a pond that 
is open to the air and sun.

Algae that is drawn wet from the pond needs to be filtered and dried 
before it can be processed further. An open-pond system can produce for 
harvest 30 kg of dry algae per pond acre per day. Common pond scum, 
when dried, is 20 percent oil by weight. A vegetable oil press can capture 
75 percent of the available oil. The oil has a volume of 0.30 gal/kg. The 
vegetable oil is transformed into biodiesel by a process called transesteri-
fication, which yields 0.95 gallons of biodiesel per gallon of vegetable oil, 
the remainder being 0.05 gallon of glycerol.
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(a) Draw an input–output diagram for this process.
(b) Draw a process flow diagram for this process.
(c) What is the output of this process per acre, expressed as gallons of 

biodiesel per day and per year?
(d) The city of Logan, Utah, has a 460-acre lagoon in which it grows 

algae using municipal wastewater. How much biodiesel fuel can they 
produce per year?

Solution

(a) Our task here is to represent in a diagram this description of the 
chain of processes that lead up to the production of biodiesel. As a 
simple input–output diagram, which has processes within boxes and 
material or energy flows on arrows, the biodiesel production process 
would appear as shown in Figure 3.2.

(b) A process flow diagram reveals quantitative information about the 
transformation process at each step and is the basis for creating a 
spreadsheet model that calculates the entire process. The essential 
information about a process (each box in Figure 3.2) is its efficiency, 
which is the ratio of output quantity to input quantity. The efficiency 
data also reveal the units of measurement intended for the output 
and the input. In addition to the efficiency data, it may be useful to 
include unit conversion data that are relevant to the calculation. We 
write these in italic type to distinguish them from the efficiency data.

The statement of example 8 does not describe the processes of 
open pond cultivation, harvesting, or desiccation. The description 
begins with the result of all three processes as the stated 30 kg of dry 
algae per pond acre per day. The input–output diagram in Figure 3.2 
becomes the process flow diagram (Figure 3.3) when we add these data.

Open pond
cultivation

Sunlight
CO2

water

Harvesting
filtering

Algae
in

pond  
Desiccation

Wet
algae

Pressing
Trans-

esterification
Veg
oil 

Biodiesel

Glycerol

Dry
algae

Figure 3.2 Biodiesel input–output diagram
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(c) This diagram shows us how to write equations for each process, lead-
ing to the daily output of biodiesel from an open pond.

Desiccation Dry algae (kg) = 30 × Pond acres
Pressing  Veg oil (gal) =  Dry algae (kg) × 20% (kg oil/kg 

dry) × 75% × 0.30 (gal/kg)
Transesterification Biodiesel (gal) = 95% × Veg oil (gal)

On a per-acre basis, we use the parameters shown in the process 
flow diagram to calculate the system’s output rate:

30 × 20% × 75% × 0.30 × 95% = 1.2825 gallons of biodiesel 
per acre per day.

Expressed in annual terms, the output rate would be 1.2825 gal/
acre/day × 365 days/year = 468 gallons of biodiesel per acre per year.

(d) If the Logan, Utah, open pond is 460 acres in size, it should be able 
to produce 460 (acres) × 468 (gal biodiesel/acre) = 215,280 gallons 
of biodiesel per year.

Take-aways

Efficiency is a vital concept in the engineering description of a technol-
ogy. A key feature of the evolution of energy technologies is the steady 
improvement in the efficiency of devices, and efficiency is a key point 
of comparison among the various types or capacities of devices within a 
technology. The main ideas worth taking away from this chapter are as 
follows:

• The efficiency of a device that has one input is measured as its 
output (or output rate) divided by its input (or input rate).

Pressing
75% of available oil
     is recovered
Dry algae 20% veg
     oil by weight
Oil volume is 0.30
gal/kg   

Dry
algae

(kg)

Veg oil
(gal)

Transesterification
95% biodiesel by vol

Biodiesel
(gal)

Cultivation
Harvesting
Desiccation
30 kg/acre/day 

Glycerol
(gal)

Water

(pond
acres)

Figure 3.3 Biodiesel process flow diagram
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• A device that uses more than one input has an efficiency 
defined for each input.

• Efficiencies are sometimes known by other names, such as 
the energy factor of a hot water heater or the EER of an air 
conditioner, but they are recognizable in any definition that 
divides an output rate by an input rate.

• Power technologies transform one type of energy into another 
type of energy, so the ratio of output rate to input rate results 
in a percentage. For example, a fuel cell may be 40 percent 
efficient in converting the chemical energy of hydrogen gas 
into electrical energy.

• Some technologies are composites of several processes in 
series, as in the example of SPVs, where the system includes a 
solar panel, wiring, a battery, and an inverter. The efficiency of 
a composite system is given by the product of the efficiencies 
of its components.

• A process flow diagram not only shows the inputs, outputs, 
and processes of a composite technology, it shows numerically 
the efficiencies of the processes and indicates the units of 
measurement for each material in the flow.



CHAPTER 4

Constraints

Overview

The constraints of a technology are the limitations on the environmen-
tal conditions or internal operating conditions under which its transfor-
mation process can function efficiently or effectively. The varieties of a 
technology (in various devices) often differ in how well they can han-
dle changing environmental or internal operating conditions. Thus, for 
the description of technologies, it is essential to have a terminology that 
describes these limitations. We use the term constraints in this sense.

The analysis of constraints focuses our attention on the environmental 
and internal operating conditions of a technology. We describe constraints 
by showing, in a graph or equation, how the efficiency or effectiveness of 
a device varies with the particular condition. This question addresses the 
following important questions:

• How do we identify the factors that might affect the efficiency 
or capacity of a technology?

• What factors affect the efficiency of technologies in the 
sustainable energy arena, such as solar water heating, solar 
photovoltaics (SPVs), wind turbines, and hydroelectric 
turbines?

• How much does temperature affect the efficiency of an air 
conditioner?

• What attributes of a technology, other than efficiency, may be 
affected by environmental or internal operating conditions?

Examples of Constraints

Some technologies perform differently in different environmental or 
internal operating conditions.
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Example 1

What environmental and operating factors affect the fuel efficiency of a 
car? Think of as many factors as you can.

Solution

• Operating speed (wind resistance decreases fuel efficiency);
• Wind direction and speed (headwind reduces fuel efficiency 

and tailwind increases it);
• Load in the car (increases friction between the tire and the road);
• Tire pressure (low pressure creates more deformation of the 

tire on each rotation, which results in heat to the tire and thus 
waste of energy; low pressure also creates more of a surface of 
the tire touching the road, increasing friction).

• Driving style (stop-and-go driving in the city has lower fuel 
efficiency than highway driving, because energy is wasted in 
braking);

• Design of the vehicle, for lower air resistance (e.g., tractor–
trailer systems eventually got deflectors on their cabs to reduce 
air resistance on the trailer);

• Design for energy conservation (regenerative braking systems 
in hybrid vehicles use the brakes to recharge the car battery 
and the battery to drive the vehicle);

• Type of fuel used (gasoline mixed with ethanol gets fewer 
miles to the gallon).

The number of miles per gallon that a car gets is a measure of its effi-
ciency. Each of these factors is a constraint on the operation of the car, 
because each affects the efficiency of the device.

Environmental conditions that might limit the effectiveness of a tech-
nology’s process for converting inputs into outputs include the  following:

• Temperature of the environment (solar water heating is poor 
in cold climates);

• Atmospheric pressure (cooking takes longer at high altitudes);
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• Humidity (affects SPV systems);
• Salinity (salt infusion in soil can damage crops);
• Acidity (many crops do poorly in acid soil).

Internal operating conditions also can limit the effectiveness of a tech-
nology’s process for converting inputs into outputs. Some of these condi-
tions are as follows:

• Temperature at which the process operates. A lithium-
ion battery in an electric vehicle should be kept between 
14°F and 86°F (-10°C and +30°C). It loses its power at 
cold temperatures, and its capacity degrades faster at high 
temperatures.1

• Speed at which the process operates. An automobile engine 
can be ruined if it is run at a speed that takes the engine above 
its red line. A wind generator needs a minimum wind speed to 
overcome internal resistance, and above a certain wind speed 
its rotors and gears can be damaged.

Table 4.1 gives examples of the constraints that limit the performance of 
several green technologies.

Tech Focus: Constraints on Power Technologies

Every technology has limits to the conditions under which it can operate 
efficiently. These are the constraints on the technology. The types of envi-
ronmental and operating conditions that might constrain the efficiency of 
a power technology are seen in the following examples.

• A wind turbine may not function well unless the wind speed 
is at least 9 mph, and it might break apart if it rotated fully 
under a 75 mph wind.

• The current voltage generated by an SPV panel decreases at 
high temperatures.

• Hydroelectric turbines are built for a particular flow rate of 
water. Lower or higher flow rates result in less efficiency.
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Table 4.1 Constraints on various technologies

Technology Inputs Output Process Constraints
Crystalline SPV Solar radiation Electric 

energy
Photoelectric Ambient 

 temperature 
−20°C to +40°C
humidity<85%

Solar water 
heating

Solar radiation Hot water Absorption  
of radiation

Ambient tem-
perature cannot 
be too cold

Hydroelectric 
generation

Potential 
energy (water 
at height) → 
Mechanical 
energy (spin-
ning turbine) 

Electrical 
energy

Electromotive 
technology

Water quality 
(suspended 
 particles)
Water pressure 

Steam turbine Steam Mechani-
cal energy 
(rotary)

Impact (trans-
fer of kinetic 
energy)

Steam at 
 temperatures up 
to 600°F

Wind turbine Wind Mechani-
cal energy 
(rotary)

Impact and 
Bernoulli 
effect

Wind 9–75 mph

Air conditioner Electric energy reduction of 
heat energy

Compression 
and evapora-
tion

outside tem-
perature cannot 
be too high

Agriculture Seeds, sun, 
water, labor, 
land, fertilizer, 
equipment

Fruits and 
vegetables

Cultivation, 
growth

temperature,
soil acidity,
moisture

Algae bioreactor Sunlight, Co2, 
algae

diesel fuel Propagation,
transesterifi-
cation

temperature,
water acidity,
moisture content 
of oil

Biomass digester organic com-
pounds

Methane  
(CH4)

digestion 
(bacterial)

temperature, 
toxicity

Ethanol produc-
tion

Sugars Ethanol 
(alcohol)

Fermentation temperature

• The efficiency of a solar thermal collector becomes less when 
the environmental temperature is much lower than that inside 
the collector, and even less when the wind is blowing.

• The efficiency of a solar thermal electric generator is higher 
when the temperature in the solar collector is higher.
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Solar Water Heating Technologies

A solar thermal collector is a device that absorbs heat energy from the 
sun’s radiation. The technology can be as simple as black piping coiled on 
the roof of a house and carrying water. As the sun’s rays warm the pipes, 
the water heats up and is drawn off for bathing or washing dishes or for 
use in a swimming pool.

The power input to the solar thermal collector depends on the angle 
of the sun and the orientation of the collector. A collector that is main-
tained at a right angle to the sun’s rays, on a cloudless day, will receive the 
highest amount of insolation. A collector in a fixed position will maxi-
mize the insolation when it is tilted at an angle equal to its latitude.

Irradiance Versus Insolation

The power (energy/time) received from the sun at a given instant in time is 
called irradiance, and it is typically measured per unit of surface area. The 
sun produces electromagnetic radiation, so the common unit of power for 
irradiance is the watt. On a per-area basis, irradiance is measured in watts 
per square meter (W/m2).

A square meter of area that is oriented directly at the sun in space 
above the earth’s atmosphere receives about 1,360 W of solar radiation 
power (irradiance) according to NASA.2 The earth’s atmosphere reflects 
some of the sun’s light and power, so at the surface of the earth, a square 
meter oriented directly at the sun at midday on the equator receives 
about 1,000 W of power. At other locations and times, the sun’s rays pass 
through more of the earth’s atmosphere, where oxygen, nitrogen, water 
vapor, and atmospheric pollutants reduce the intensity of the radiation 
received at the earth’s surface. That is why at sunrise or sunset, it is pos-
sible to look directly at the sun, although you cannot do so at midday.

In contrast to irradiance, which is an instantaneous measure of the 
intensity of radiation, insolation is the amount of energy received from 
the sun over a period of time. It is measured as energy per time, so it is a 
power measure as irradiance is, but it expresses the average of the irradi-
ance over a period of time, such as a day, month, or year.

At any location, the maximum insolation is captured by putting the 
collector on a device that tracks the sun, but tracking mechanisms are 
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expensive, so the next best solution is to put the collector on a rack fac-
ing directly south (in the northern hemisphere) and tilted at an angle to 
collect the maximum amount of solar energy over a year, which depends 
on the latitude of its location. Even so, a fixed collector will have the 
perfect orientation only at midday on the spring and fall equinoxes. At 
all other times, the sun’s rays will strike the collector at an angle, reducing 
the power that the collector receives. Adjusting the angle of the collector 
monthly is one way to improve the performance of the collector, albeit 
only slightly. According to the Solar Energy Handbook calculator,3 a col-
lector on a fixed tilted rack facing south, at a latitude of 40° (such as 
New York City), would receive an average amount of solar energy across 
a year of 4.47 kWh/m2/day. If the solar rack were adjusted monthly to 
an optimal angle to the sun, the yearly insolation would average to 4.70 
kWh/m2/day, reaching a maximum of 6.05 in June and its minimum of 
3.34 in January.

Notice that average power (insolation) rate is described as kilo-
watt-hours of energy per day, whereas the instantaneous (irradiance) rate 
is watts per square meter. To convert kWh/m2/day to an average W/m2, 
we need to make an assumption about the duration of daylight. In a 
12-hour day, the fixed rack’s 4,470 Wh/m2/day corresponds to an average 
of 4,470/12 = 372.5 W/m2. The adjustable rack, reoriented monthly to 
an optimal angle to the sun, would average 392 W/m2 over a year. That 
is a 5 percent improvement over the fixed rack, but it is still substantially 
less than the maximum of 1,000 W/m2 that reaches the surface of the 
earth at midday on the equator.

Much of the difference between the actual average of 392 and the 
maximum 1,000 is accounted for by climate. The sun’s energy can pass 
through clouds, but a cloud cover will reflect or absorb about half of the 
sun’s energy. Thus, the number of sunny days at a location significantly 
affects its annual insolation.

The chart below shows the amount of solar energy received by a 
collector tiled at an angle equal to its latitude, on average across a year, 
expressed (as insolation) in kilowatt-hours per square meter per day 
(kWh/m2/day). The chart shows, for example, that such a collector in 
New York would receive an average of about 4.4 kWh/m2/day, consistent 
with the data from the Solar Energy Handbook cited previously. Notice 
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also how much higher the insolation is in the American Southwest, which 
has many more sunny days than elsewhere (Figure 4.1).

In the American system, solar irradiance is measured in BTU per hour 
per square foot rather than in watts per square meter. The conversion 
between these units is based on the facts that 1 meter is 3.281 feet and 1 
watt is 3.412 BTU per hour:

 
1

1 3 281 3 2812 2 2
Watt

meter
3.412 BTU/hr

feet
3.412 BTU/hr

( ) ( . ) ( . )
= =

fft
BTU/hr

ft2 20 3170= . .  

The measure of insolation converts from metric to American in a sim-
ilar way that reflects the factor of 1,000 in a kilowatt versus a watt:

 1
1 3 2812 2

kWh
meter day

3.412 BTU
feet day

3.412 BTU
10.765 f( ) ( . )

= =
tt day

BTU
ft

per day2 2317= .

Efficiencies of Solar Water Heating technologies

Solar thermal collectors are not very efficient. Even a black collector will 
reflect some of the sun’s radiation, and when it does capture the radiation 

Figure 4.1 Insolation (kWh/m2/day) in the United States
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as heat, it may lose some of that heat to the environment as the pipes cool 
to the air. Sealing the collecting pipes in a vacuum tube is one way to 
reduce that loss, but the tubes reflect some of the light that would other-
wise be captured by the pipes.

The efficiency of a solar hot water system depends on the design of 
the collector. The three main types of design are the unglazed uninsulated 
collector typically used for heating water for swimming pools, the flat-
plate collector, and the evacuated-tube collector.

The efficiency of a solar hot water system also depends on the differ-
ence in temperature between the hot water or working fluid (Ti) in the 
collector and the ambient air (Ta), because that will affect the rate of heat 
loss from the collector. The efficiency of the collector also depends on the 
irradiance (I ) that the collector receives, but we will put that idea aside for 
a moment and focus on the difference between the hot water temperature 
and the atmospheric temperature Ti - Ta as the driver of efficiency.

The maximum efficiency of an unglazed collector is about 90 percent. 
The maximum efficiency for a flat-plate collector is about 70 to 75 per-
cent depending on its design, and the maximum efficiency for an evac-
uated-tube collector is about 50 percent. However, as Figure 4.2 shows, 
the unglazed collector loses its efficiency rapidly as the atmospheric tem-
perature Ta decreases relative to the desired hot water temperature Ti. The 
graph shows that the flat-plate collector loses its efficiency less rapidly 
than the unglazed pool collector, as a function of the temperature differ-
ence, and the evacuated-tube collector is least affected by the tempera-
ture difference. (These graphs assume an irradiance of 530 W/m2 or 168 
BTU/hr/ft2. We address the role of irradiance in the next paragraphs.)

The lines in Figure 4.2 show that the efficiencies of the four types of 
solar water heating technology respond differently to the temperature dif-
ference, so the choice of solar-thermal collecting technology should depend 
on the environmental conditions in which it will operate. The unglazed, 
uninsulated collector (which is usually black piping coiled on a roof to 
heat water) is best when the output hot water temperature is less than 10°F 
above the ambient temperature, and that is why its common application 
is for heating a swimming pool. An article in Home Power reports that the 
flat-plate collector tends to be the most efficient design when the environ-
mental temperature is 36°F to 90°F below the temperature of the water or 
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working fluid, and only an evacuated collector can work well when you 
want very hot water on a cold winter day.4

The efficiency of a solar hot water collector depends not only on the 
difference between the hot water temperature and the atmospheric tem-
perature (Ti - Ta) but on the intensity of the sun’s radiation, its irradiance 
(I). For a flat-plate collector, with temperature measured in degree Celsius 
and irradiance measured in watt per square meter, an equation that calcu-
lates a collector’s efficiency is given by the National Institute for Building 
Sciences’ Whole Building Design Guide,5

 Efficiency = 0.70 - 4
T T

I
w a−

, (metric units) 

When the temperature is given in degrees Fahrenheit, and the irradiance 
is expressed in BTU per hour per square foot, the equation, to two signif-
icant digits, takes the form

 Efficiency = 0.70 - 0.70
T T

I
w a−

, (American units) 
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Source: reprinted with permission. © 2014 Home Power Inc., www.homepower.com
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Example 2 Flat-plate Solar Hot Water Efficiency

A four-by-eight foot flat-plate solar hot water collector located in Chicago 
is tilted at an angle equal to the latitude of its location. For the month 
of April, the insolation reported at the PVWatts website is an average of 
5.11 kWh/m2/day, and the number of hours of daylight is 13.5 per day. 
The collector’s output water temperature is to be maintained at 120°F, 
and the air temperature is 50°F.

(a) What is the efficiency of the collector?
(b) How much heat energy will be transferred to the water in one day?
(c) How many gallons of water at 120°F will the collector produce in 

one day, if the inflowing water is at 55°F?

Solution

(a) To calculate the efficiency, we need to know the sun’s intensity (irra-
diance) in Chicago in BTU per hour per square foot. The insolation 
over an entire day is 5.11 kWh/m2. We divide that by the number of 
hours of daylight to get an average of the irradiance across the day, 
5.11/13.5 = 0.378 in kW/m2, which is 378 W/m2. We convert this 
number to BTU per hour per square foot using the conversion factor 
1 W/m2 = 0.3170 BTU/hr/ft2,

 378 W
m2  = 378 × 0.3170 W

m2  = 119.8 BTU/hr

ft2  

Now use the American efficiency equation with a water temperature 
of 120°F and ambient temperature of 50°F.

Efficiency = 0.70 − 0.70 120 50
119 8

−
.

Efficiency = 0.70 − 0.70 × 0.584
Efficiency = 0.70 − 0.41
Efficiency = 0.29
Efficiency = 29 percent.
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(b) The amount of heat energy transferred to the water in one day can be 
calculated from the insolation rate multiplied by the  efficiency of the 
collector and multiplied by the area of the collector. The insolation in 

Chicago in April is 5.11 kWh/m2/day. Convert that to BTU/hr

ft2
per 

day using the conversion factor, 5.11 × 317 = 1,620 BTU/hr

ft2
per day. 

The four-by-eight collector has 32 square feet of area, so in total the 

insolation is 1,620 × 32 = 51,840 BTU/day. At an efficiency of 29 
percent, the amount of heat energy captured will be 51,840 × 29% 
= 15,033 BTU/day.

(c) If the cold water flows into the collector at 55°F and is raised to 
120°F, the rise of temperature is 65°F. Recall that one BTU will raise 
one pound of water by one degree Fahrenheit, so divide the 15,033 
BTU of heat energy by the 65°F rise to get the number of pounds 
of water that can be heated: 15,033/65 = 231.3 lb. One gallon of 
water weighs 8.34 pounds, so the number of gallons raised to that 
temperature is 231.3/8.34 = 27.7 gal. That number is the output of 
heated water from this collector on that day in April.

This is a low quantity of hot water, because the efficiency of the col-
lector is only 29 percent when the collector has to produce 120°F water 
against an environmental temperature of 50°F. If the collector could be 
made more efficient, it would produce a lot more hot water.

Solar Photovoltaic Technologies

The standard testing condition for rating a solar panel’s power output 
is 25°C (77°F). Above that temperature, the panel’s output will be less 
than its rated capacity, but below that temperature its output will be bet-
ter. The effect of temperature on efficiency is given by the temperature 
coefficient of the SPV panel. Solar cells based on crystalline technology 
typically have temperature coefficients in the range of 0.44 to 0.50 per-
cent per degree Celsius above 25°C. Amorphous silicon cells can have a 
temperature coefficient as low as 0.35 percent, and cadmium telluride 
panels can get down to 0.25 percent.6 On a hot summer day, a solar cell 



76 FEASIBILItY ANALYSIS For SUStAINABLE tECHNoLoGIES

can reach a temperature of 70°C (158°F),7 so the efficiency of a crystalline 
SPV module can be reduced by as much as 22.5 percent.

Wind and Hydroelectric Power Technologies

Both wind and hydroelectric power technologies convert kinetic energy 
into electric energy using a generator. Generators tend to be designed for 
a specific power output and therefore for a specific level of kinetic energy 
inflow. In wind power, the inflow characteristic is wind speed. For hydro-
electric power, it is the flow rate of water through the turbine. The most 
efficient devices are designed for a specific rate of energy inflow, meaning 
a specific wind speed or flow rate. When a device must be designed to 
operate under varying conditions of energy inflow, that flexibility tends 
to come at some sacrifice of overall efficiency.

Wind and hydro systems demark their energy inflow characteristics 
at three points. The cut-in point is the wind speed or flow rate needed 
to overcome the internal resistance in the device and start the process of 
generating electric energy. The rating point is the inflow rate at which the 
device reaches its rated output capacity. The cut-out point is the inflow 
rate at which the device must shut itself off to avoid internal damage to 
the generator. The survival point is the maximum inflow rate at which the 
device can survive without external damage, such as blades breaking on 
a wind turbine.

Between the rating point and the cut-out point, wind and hydro sys-
tems are designed to throw off some of the inflow of energy. A hori-
zontal-axis windmill will spill some of its wind by feathering its blades 
(adjusting the pitch of the blades by pointing the back end of the blade 
further downwind) or by having blades constructed of a flexible material 
that can bend downwind. A water turbine would adjust the pitch of its 
blades. Such designs deliberately sacrifice efficiency at those high inflow 
rates in order to preserve the functioning of the system at a level near 
its rated capacity. As a result, the device is best described not by its effi-
ciency as a function of the inflow but by its power output as a function 
of the inflow characteristic. It is this power curve for the device that best 
describes its operation under diverse conditions of inflow.
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Wind Power Efficiency

Variable wind speed is the bane of the wind farm owner. The power output 
of a wind system is proportional to the cube of the wind speed, meaning 
that if the wind speed reduces to half, the power output reduces to one-
eighth. High, consistent winds are the best resource, but such locations 
are rare. Until recently, most wind turbines were designed for Class 4 
wind environments (average wind speed 7.0 to 7.5 m/sec or 15.7 to 16.8 
mph at 50 m height). Owing to the cube law, lower average wind speed 
means substantially less power, making Class 3 winds (average wind speed 
6.4 to 7.0 m/sec or 14.3 to 15.7 mph) less economical for wind power 
development. However, researchers and engineers have recently found 
ways to build commercial-scale wind turbines that function better at low 
wind speeds.8 These systems have larger swept areas for the same capacity 
of generator, and some use direct-drive generation rather than gearboxes.9

The graph in Figure 4.3 shows the efficiency curve (humped, right 
axis) and the power curve (rising, left axis) for the Vestas V90 turbine that 
has a rated capacity of 3 MW.10 The graphs show that the V90 achieves 
its rated capacity at a wind speed of 14 m/sec, but its peak efficiency is 
at 9 m/sec. The efficiency decreases significantly below its rating point, 
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Figure 4.3 Wind turbine power and efficiency
Source: Wind Power Program (www.wind-power-program.com).
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because the wind power system is designed to spill wind so it can maintain 
its rated power output over a range of wind speeds, here 14 to 25 m/sec.

Hydroelectric Power Efficiency

Hydroelectric systems of the larger sizes, designed for high heads (water-
fall heights) and high flow rates, tend to be built behind large dams where 
the head and flow rate can be controlled to a narrow range. Thus, large-
head systems can reach efficiencies as high as 90 percent.11 In contrast, 
low-head systems, whether they are run-of-the-river systems or dammed 
systems, all tend to depend on the water flow in a river, which is subject 
to seasonal variations.

One response is to design a hydroelectric turbine system that has a 
fairly flat power curve even if that means sacrificing some efficiency over-
all. The U.S. EPA reports that Canyon’s hydro-Kaplan turbine can main-
tain its efficiency, by adjusting the pitch of its blades and its wicket gates 
even with a flow as low as 35 percent of its rating point.12

The chart below shows the shape of the power curves for several types 
of hydroelectric turbines. The maximum efficiencies have been normalized 
to 100 percent, so the chart shows only the shape of the power curve, not 
its height. However, it shows that the propeller turbines have a narrower 
range of high-power output than the Pelton and Kaplan types, which can 
maintain as much as 95 percent of their maximum efficiency for flow 
rates (power output) as little as 25 percent of their capacity (Figure 4.4).13

Air Conditioning and Refrigeration Technologies

The efficiency of a cooling system is greater when the difference between 
the ambient (outside) temperature and the desired (inside) temperature is 
small. Thus, like SPV systems, they are not very efficient at high environ-
mental temperatures. Unfortunately, that is when cooling technologies 
are needed the most (Figure 4.5).

The graph above shows the power line for an AHP-6250 air condi-
tioner made by TECA Corp.14 It shows that when the inside and outside 
temperatures are the same, the unit has a cooling power of 4,433 BTU/
hr or 1,300 W. However, when the outside temperature is 10°C (18°F) 
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higher than the inside temperature, the cooling power is only 2,730 
BTU/hr (800 W), meaning 38 percent lower than under the equal-tem-
peratures condition.

The standard testing condition for the energy efficiency ratio (EER) 
rating of an air conditioner is an outside temperature of 95°F and an 
inside temperature of 80°F with a relative humidity of 50 percent.15 At 
that 15°F (8.3°C) difference, the AHP-6250 unit described in Figure 
4.5 would have a cooling power of 913 W or 3,116 BTU/hr. Thus, air 
conditioners can have a cooling power higher than their EER when the 
actual environmental conditions are more favorable (lower temperature 
difference) than the standard testing condition. The seasonal energy effi-
ciency ratio (SEER) rating captures the effect of changing temperature 
differences over a year, and because those conditions are often more favor-
able than the standard testing condition for the EER, the SEER rating is 
higher than the EER rating.

Constraints Affecting Other Qualities of Performance

The examples given to this point in the chapter show how attributes of 
the environment or of internal operating conditions affect the efficiency 
of a device. Other aspects of the performance of a device can also be 
affected by these conditions.

Constraints Affecting Lifespan

Chapter 5 treats the subject of durability in greater detail, but it is worth 
noting here that any factor affecting the useful life of a device may well be 
considered to be a constraint on its operation. Several examples relate to 
sustainable technologies.

• The age of an SPV panel affects its maximum possible output, 
which may be interpreted as a change in its capacity or in its 
efficiency. This effect of time is called the age derating of an 
SPV unit.

• The number of on and off cycles to which a light bulb, 
battery, or fuel cell is put affects its useful life.
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Constraints Affecting Capacity

Some technologies lose capacity over time or with use.

• The ability of a battery to store electric energy degrades over 
time due to chemical processes within the battery.

• The capacity of a rechargeable battery degrades with use 
according to the number of charge–discharge cycles that 
the battery has experienced and according to the depth of 
discharge in each cycle.

Take-aways

Efficiency is an important concept in the description of technologies pre-
cisely because it can vary according to the environmental or internal oper-
ating conditions of a device. The different sensitivities of devices to these 
conditions determine which types of devices are best suited to the condi-
tions. In many important examples, the choice of technology is affected 
significantly by these conditions.

• A constraint is an attribute of the environment or internal 
operating condition of a device that changes either its 
efficiency or another aspect of the performance of the device, 
such as its lifespan or capacity.

• Solar hot water systems and air conditioning systems are each 
sensitive to the ambient air temperature (specifically, the air 
temperature in relation to the desired water or air temperature) 
but in different ways. For water heating, higher air temperatures 
are closer to the desired water temperature, so higher air 
temperatures yield higher efficiency. For air conditioning, 
higher air temperatures are farther from the desired air 
temperature, so higher air temperatures yield lower efficiency.

• SPV devices are sensitive to the temperature of the solar 
panel. Higher temperature results in lower efficiency.

• Wind power systems have an efficiency that is greatest at an 
intermediate wind speed. Below that, efficiency falls due to 
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internal resistance in the turbine. Above that, efficiency falls as 
the system has to spill wind by feathering the rotors to avoid 
damage to the turbine.

• Some devices, such as water turbines, are designed for a 
specific output rate and become less efficient at rates higher or 
lower than the standard.

• Constraints may affect the performance of a device in terms 
of its lifespan or its capacity, not just its efficiency.



CHAPTER 5

Dependability

Overview

In this chapter, we describe a device in terms that relate to its functional 
lifetime. As defined by the IEEE, dependability, or reliability, describes 
the ability of a device to function under stated conditions for a specified 
period of time.1 That specified period of time is the lifespan of the device. 
Such a concept applies clearly to devices that fail precipitously, such as 
a light bulb that burns out, but the stated conditions are meant to be 
broader than that. They may include performance characteristics, such 
as capacity or efficiency, so the concept of dependability also applies 
to devices that lose some of their functionality over time or with use, 
rather than precipitously. In the latter case, it is common to establish a 
standard for performance that defines the useful life of the device, so the 
device is deemed to have expired when its performance drops below the 
specified level.

We will see in Chapter 6 that assumptions about the lifespan of a 
device—and the factors that determine lifespan—are crucial to the finan-
cial analysis of technology, where we will want to spread the purchase 
price of a device over its expected useful life.

In engineering, the study of dependability or reliability is typically 
conducted by looking at the complementary concepts, namely, degrada-
tion and failure. In that analysis, we distinguish devices as nonrepairable 
or repairable. A light bulb is the standard example of a nonrepairable 
device; when the light bulb fails or becomes too dim, we throw it out 
and buy a new one. Devices that can be repaired after a failure are more 
complex to study in terms of reliability, but even those have a finite life, 
the automobile being a familiar example.

Reliability engineers use the mathematics of probability theory 
to quantify concepts such as reliability. However, our treatment of the 
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 subject will not reach to that level of analysis. This chapter addresses, for 
the most part without mathematics, important questions such as:

• What affects the lifespan of a device that cannot be repaired?
• In which contexts does calendar time affect the lifespan of a 

device, and in which does lifespan depend on usage? (This 
question will become very important in Chapter 7, where we 
compare two or more technologies using break-even analysis.)

• Which three failure processes account for the bathtub curve in 
reliability theory?

• Which types of failure account for the lifespan of a solar 
photovoltaic (SPV) panel, and how long can an SPV panel be 
expected to last?

• How is the availability of a repairable device measured?

This chapter ends with a Tech Focus on energy storage that lays the 
groundwork for examples related to hydroelectric systems, heating sys-
tems, batteries, and hydrogen fuel cells in the chapters to come.

The Lifespan of Nonrepairable Devices

Whether a device can be repaired or not is a matter of economics as much 
as it is of design and engineering. Even a device that is designed with 
replaceable parts can fail if a failed part is too expensive to replace. Our 
analysis of nonrepairable systems therefore applies not only to light bulbs 
but to the long-term perspective on devices that might go through a series 
of repairs (wind turbines, automobiles) or degradation of performance 
(solar cells, batteries) before finally being discarded as useless.

The principal issues in the analysis of durability are how to quantify 
the lifespan of a device and how to predict its failure.

Durability: The Useful Life of a Device

Some devices do not fail precipitously. Their performance degrades over 
time or use. A light-emitting diode (LED) bulb will fail completely 
when the solid state junction that produces the light fails due to heat 
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fatigue, but the significant feature about the performance of LEDs is 
that they degrade—lose their intensity with use. All bulbs have that 
problem, but LEDs lose intensity much faster than incandescent or hal-
ogen bulbs.

For such devices, dependability is described by the pattern of degrada-
tion of performance over time or with usage. The concept that expresses 
this idea is the durability of a device, measured as a rate of degradation of 
performance. Durability, as a rate of performance decline, together with 
a standard of performance relative to the original level of performance, 
yields a prediction of the useful life of the device. For example, in con-
sumer marketing, the effective rated life of an LED is defined as the time 
at which the intensity has decreased to 70 percent of its original value.2 
In a similar way, but with a significant difference, the life-rating criterion 
for high-intensity discharge (HID) bulbs is that the bulb is producing 40 
percent of its original light output.3

Batteries in electric vehicles have rated lifetimes that are defined in this 
manner. For lithium–manganese batteries, a reduction of storage capacity 
to 70 percent of the original value is said to be a typical definition of end 
of life.4 More conservatively, Apple Computer describes the lifespan of its 
batteries as the number of recharge cycles that the battery can take before 
its storage capacity is reduced to 80 percent of its original value.5

The decrease in battery storage capacity is a function of several vari-
ables. A battery degrades over time according to both the temperature at 
which it is stored and the state of charge at which it is stored. A battery 
also degrades with usage as a function of both the number of discharge 
cycles and the depth of the discharge in each cycle. As a function of the 
number of discharge cycles, the degradation appears to be linear. A study 
of lithium–polymer batteries showed that their actual storage capacity 
begins at approximately 90 to 95 percent of their rated capacity, and that 
the durability of the battery is described by a linear decline in capacity at 
a rate of about 1 percentage point for every 20 discharges.6

In SPVs, it is well understood that the durability of a solar panel is 
described by an exponential decrease in power output over time at a rate 
between 0.5 and 1.0 percent per year. Manufacturers estimating the use-
ful life of a crystalline SPV unit use an estimate of 0.8 percent per year. 
The standard for performance, defining the useful life of a solar panel, is 
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80 percent of the original power output.7 Thus, most solar panels have a 
rated life of approximately 25 years.

Quantifying Lifespan

The expected lifetime of a nonrepairable device is known formally in 
engineering statistics as the mean time to failure (MTTF), but the measure 
of time must be understood properly and the factors that cause the failure 
should be recognized.

Calendar time for Continuous operation

For devices that operate continuously, such as turbine in a hydroelectric 
power system, calendar time is a good measure for the lifespan of the 
device. Calendar time affects the performance of a device due to fatigue 
arising from the operation of the device or due to exposure to persistent 
environmental conditions. Cars rust over time. Batteries degrade with 
time. Solar cells are subject to age derating, which can be interpreted 
either as a loss of capacity or as a loss of efficiency. Windmills are exposed 
to nature whose thermal cycles and solar radiation cause material deteri-
oration. Elastic components, critical to some devices, dry out predictably 
over time.

Usage time for Periodic operation

For devices that operate periodically, starting and stopping, the best way 
to quantify durability is cumulative usage, which may be measured by 
time of use or by quantity of output. Examples of the former are the 
number of hours that a light bulb has been on or that an aircraft engine 
has been running. Examples of the latter are the mileage on a car or a tire.

Usage may be the most accurate predictor of the time to failure for a 
device, but as we shall see in Chapter 7, the financial analysis of a device 
is usually based on an estimate of the calendar life of the device. The two 
concepts are related through an assumption about the rate at which the 
device will be used over its calendar life,

 Usage life = Average usage rate × Calendar life 
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Example 1 Incandescent Bulb

An average incandescent bulb has a usage life of 1,000 hours. If the bulb 
is used four hours per day, what will be its expected calendar life?

Solution

Usage life = Average usage rate × Calendar life
1,000 hours = 4 hr/day × Calendar life

Calendar life = 1000
4

Calendar life = 250 days.

Example 2 Vehicular Lifespan as Age or Miles Driven 

The useful life of a vehicle depends on both environmental and operat-
ing conditions. Environmental conditions cause metallic components to 
rust and corrode and rubber components to dry out and stiffen, giving 
vehicles a useful life that depends on age and location. In contrast, the 
moving parts—the engine and drive train—tend to age more with usage 
than with time. A transmission may have a life of 100,000 miles. An 
engine may be expected to last 150,000 miles. To illustrate the relation-
ship between usage rate and calendar life, consider a vehicle that has a 
useful life of 150,000 miles. Calculate its calendar life for usages of 6,000 
miles/year, 12,000 miles/year, 20,000 miles/year, and 30,000 miles/year.

Solution

The mathematical relationship is (Usage Rate) × (Calendar Life) = 
150,000 miles, so the calendar life is equal to 150,000 divided by the 
usage rate. Thus,

6,000 miles/year → 150,000/6,000 = 25 years
12,000 miles/year → 150,000/12,000 = 12.5 years
20,000 miles/year → 150,000/20,000 = 7.5 years
30,000 miles/year → 150,000/30,000 = 5 years.

In Chapter 6, we will look in some detail at the cost of battery electric 
vehicles and fuel-cell electric vehicles. As of 2014, the durability of a fuel cell, 
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in the sense of useful life, is about 75,000 miles, not the 150,000 needed 
to be commercially competitive.8 When we study the economics of sustain-
able transportation, we will see that the assumption about what determines 
a vehicle’s life—calendar time or usage—yields very different conclusions 
about the relative costs of these two types of sustainable transportation.

operating Cycles in Periodic operation

The life of most electromechanical devices is affected by the operating 
cycle of their use, meaning how long they are run for each start. Even 
within a technology group, the standard cycle for testing product life may 
depend on the type of device. For fluorescent bulbs, the testing conditions 
established by the Illuminating Engineering Society of North America is 
three hours per start, and the rated life is the point at which 50 percent 
of the bulbs have failed.9 For HID (metal halide) bulbs, the standard test 
cycle is 10 hours per start.10

The life of a fluorescent bulb is particularly sensitive to its operating 
cycle. The standard operating cycle for rating compact fluorescent light 
(CFL) bulbs is three hours on and 20 minutes off. A study conducted at 
the Lighting Research Center of Rensselaer Polytechnic Institute found 
that the bulb life at one hour per start was 80 percent of the rated life, 
but at 15 minutes per start it was only 30 percent of the rated life, and at 
five minutes per start the bulbs lasted only 15 percent of the rated life.11 
A power equation that approximates these data is

 H = R × (S / 3)0.5 

where H is the number of hours of useful life, R is the number of hours 
in the rated lifetime of the bulb, and S is the number of hours of use per 
start in the operating cycle of the bulb.

Example 3 Calendar Life of a CFL bulb

Many CFL bulbs have a rated life of 10,000 hours. What will be the 
expected calendar life of the CFL bulb for each of the usage conditions 
shown in Table 5.1, which all correspond to eight hours use per day?



 dEPENdABILItY 89

Solution

We get the calendar life in two steps. First, we use the equation H = R × 
(S/3)0.5 to compute the hours of useful life (H) given the stated number 
of hours of use per start (S), then we calculate the calendar life using the 
useful life H and the number of hours of use per day. In all cases, the rated 
life is R = 10,000 hours.

For the first line in the Table 5.2, S = 8 hours per start. Therefore, the 
total hours of useful life is predicted to be H = 10,000 × (8/3) 0.5 = 16,330 
hours. Divide that by 365 times the number of hours of use per day to get 
the calendar life, 16,330/(365 × 8) = 5.59 years.

This example shows how dramatically the operating cycle of a CFL 
bulb can affect its calendar life, even when the usage rate in hours per day 
is held constant.

Reliability, Lifespan, and Processes of Failure

Even when failure is discrete or precipitous, it nevertheless occurs unpre-
dictably. The study of such failure processes is the domain of reliability 

Table 5.1 Usage conditions

Starts  
per day

Hours used  
per start

Hours used  
per day

1 8 8

2 4 8

4 2 8

8 1 8

Table 5.2 Calculation of calendar life

Starts  
per day

Hours of  
use per  
start

Hours use 
 per day

Hours of 
useful life

Calendar 
life (yr)

1 8 8 16,330 5.59

2 4 8 11,547 3.95 

4 2 8  8,165 2.80 

8 1 8  5,774 1.98 
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theory in engineering. The task of the reliability engineer is to determine 
the form of the probability distribution that describes the device’s time to 
failure and to understand the features of the device, its operation, or its 
environmental conditions that influence the probability of failure.

For example, under a Poisson failure process, there is a constant prob-
ability of failure over any interval of time. Such a process is described by 
a single number, the half-life or median time to failure. The decay of car-
bon-14 for radioactive dating is the best example. Under the more general 
Weibull failure process, the relative probability of failure is a power function 
of time described by a parameter or constant k. Specifically, k - 1 is the 
power of time used in the Weibull power function formula. For many 
devices, the probability of failure is low when the device is new (i.e., in 
the early years of life but after a short period in which defects in manu-
facturing are typically discovered), and then the probability of failure in 
any given time interval increases over time as the device is used or exposed 
to environmental conditions. As an example, if the relative probability of 
failure were to increase linearly with time, the probability distribution 
for the time to failure would be described by a Weibull distribution with 
parameter k = 2. If the probability of failure were relatively flat and then 
increased quickly near the wear-out point of a device, the relative proba-
bility of failure would be cubic (k = 4) or higher. It is not our task in this 
book to go into the details of failure processes, but they are an interesting 
extension of the topics in this chapter.

The general model for failure is depicted by the bathtub curve for the rel-
ative probability of failure over the lifetime of a device, shown above.12 In the 
earliest period of the device’s life, it is subject to significant infant mortality 
due to defects arising from poor quality in the manufacturing process. Once 
the device has passed the point at which manufacturing problems tend to 
cause failure, and throughout its expected operational lifespan, the device 
has a stable probability of failure from random causes. When it reaches its 
wear-out point, its probability of failure rises quickly (Figure 5.1).

Failure Modes of SPV Cells

SPV panels have the advantage of no moving parts, so they avoid many 
of the typical failure modes associated with mechanical systems. SPV 
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 systems ultimately fail mainly due to the deterioration or corrosion of 
their materials owing to the environmental effects of solar radiation, ther-
mal stress, and water vapor intrusion.

The antireflective coating of a cell can deteriorate due to radiation. 
Water vapor intruding a cell can cause corrosion of the metal contacts in 
a cell. PV cells can crack, causing an open circuit that stops the flow of 
electricity, due to thermal stress, hail, or latent cracks that occur during 
processing or assembly but are not detectable in manufacturing quality 
control and appear only later. The interconnects between cells can be 
broken due to thermal stress and wind loading. Short circuits in the PV 
module can occur due to the degradation of insulation from weathering, 
which results in delamination, cracking, or electrochemical corrosion.13

The actual failure rate for solar panels is difficult to determine. 
The New York Times published an article in May, 2013, describing a spec-
tacular  failure in an SPV array and noting that there is no industrywide 
 information on the reliability of solar panels. The reporter quoted a source, 
“‘We have inspectors in a lot of factories, and it’s not rare to see some 
big brands being produced in those smaller workshops where they have 
no control over quality,’ said Thibaut Lemoine, general manager of STS 
Certified, a French-owned testing service. When STS evaluated 215,000 
photovoltaic modules at its Shanghai laboratory in 2011 and 2012, it 
found the defect rate had jumped from 7.8 percent to 13 percent.”14
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The press about SPV failures was exaggerated, according to a writer 
at the Rocky Mountain Institute, first because a defect may cause only a 
small loss in the power of a module, not a complete failure and second, 
because quality depends on quality control, “Modules that are qualified 
to [International Electrotechnical Commission] standards are much more 
likely to survive in the field and not have design flaws leading to pre-
mature failure, or ‘infant mortality,’ as it is known in the industry. A 
National Renewable Energy Laboratory (NREL) study, reporting on ten 
years of field results, showed that unqualified modules suffered from 45 
percent field failure rates while qualified modules suffered from a less than 
0.1 percent field failure rate.”15

Another article reported a study at Sandia National Labs showing 
a failure rate in SPV modules of 0.05 percent per year and concluded, 
“Module reliability and durability are separate issues that a potential 
investor must consider independently. PV modules can fail in many 
ways, but the risk seems relatively low based on module reliability studies. 
However, little public data is available on actual field results to verify the 
studies. A project with narrow margins could be impacted by even very 
small losses in generation or increased O&M. Even when backed by a 
warranty, failure rates drive lost revenue for investors, developers, and 
plant operators. As such, a potential investor should carefully consider a 
module manufacturer’s track record, qualification tests, reliability fore-
casts, and warranty coverage before investing in a project.”16

reliability and Lifespan

The reliability of a device, at a point in time, is the complement to the 
annual probability of failure. The typical pattern for the failure rate of 
a well-engineered device over a long span of time is illustrated by the 
bathtub curve. The probability of failure is high in the first year due to 
the infant mortality problem that originates in defects of manufacturing. 
Then the probability of failure tends to be low and constant for a long 
period of time. Then the probability of failure rises sharply as the compo-
nents of the device wear out more or less around the same time, which is 
the engineered life of the device.

After the period in which manufacturing defects can cause failure, the 
probability of failure becomes more or less constant. During that period, 
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there is a rather simple mathematical formula that relates the annual 
probability of failure to the cumulative probability of failure—the prob-
ability that the device will have failed by a particular point in time. If we 
write r for the annual rate or probability of failure of the device during the 
middle period of the bathtub curve, the probability that the device will 
survive each year is the complementary probability, 1 - r. The probability 
that the device will have survived after T years is the probability that it 
survived in each of T years, which is given by the exponential formula,

 S = (1 - r)T (Survival Equation)

The probability of failure (F ) by time T is the complementary probability,

 F = 1 - S 
 F = 1 - (1 - r)T 

Often, the reliability of a device is described indirectly by the long-term 
probability of failure (F) after some specific number of years, as the fol-
lowing example shows.

Example 4 Failure Rate of an SPV Module

Suppose that accelerated laboratory testing of SPV modules results in 
a prediction that 95 percent of the modules will survive after 20 years 
of use.

(a) What is the annual failure rate of the SPV modules?
(b) If it costs $3,500 to replace a 1 kW SPV module, what is the expected 

cost of replacing failed modules each year?

Solution

(a) The 95 percent survival rate is denoted by the letter S in our formulas 
above. The time of use is T = 20 years. Therefore, the survival equa-
tion for this problem is

 95 percent = (1 - r)20 
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Our task is to solve this equation for the annual failure rate, r. First, 
for clarity in computation, we write 95 percent as a decimal. Then, 
using the rules of algebra, we raise both sides to the 1/20 power,

 0.951/20 = (1 - r)20/20 

Calculate the number on the left side using a scientific calculator or 
spreadsheet, and recognize that 20/20 = 1,

 0.99744 = (1 - r)1 

 0.99744 = 1 - r 

Add r to both sides and subtract 0.99744

 r = 1 - 0.99744 
 r = 0.00256 

So the annual probability of failure of an SPV module is 0.256 per-
cent per year.

(b) If it costs $3,500 to replace a failed 1 kW SPV module, then the 
expected cost of replacements each year is the probability of failure 
multiplied by that replacement cost,

 = 0.00256 × 3,500 
 = $8.96 per kW per year 

Estimates of the cost of maintaining and repairing an SPV installation 
run between $20 and $60 per kW per year. This example shows that less 
than $10 of that can be attributed to the failure of the SPV module. Invert-
ers are much more likely to fail, and their replacement tends to account for 
more of the annual cost of an SPV installation than that of the modules.

Conditions on Useful Life

Just as the conditions of usage and of the ambient environment can affect 
the efficiency of a device, they also affect the life of a device. The lifespan 
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of an incandescent light bulb depends on its position (vertical or hori-
zontal), the ambient temperature (not too cold or too hot), the degree 
of vibration to which it is subject. The example of the position of a bulb 
is interesting, because it can be a significant factor in the life of a lamp.

Position-oriented lamps (designed to burn in a certain position) 
are tested and rated based on their designated position. Burning 
these lamps in other positions can dramatically shorten life, lumen 
output, and color. Universal lamps can be burned in any position, 
but as a result, they sacrifice life expectancy and lumen output in 
some operating positions. Published rated life for universal lamps 
is based on the lamps being burned in the vertical position. The 
rated life for lamps burned in the horizontal position is 75 percent 
of the published rating for the vertical application.17

The useful life of a lithium-ion battery, measured in discharge cycles, 
depends on the depth of discharge in a nonlinear manner, which shows 
that there is a level of discharge that optimizes the amount of energy 
that can be drawn from the battery over its life. Here, a 100 percent 
discharge refers to the maximum recommended discharge for the battery, 
which for deep-cycle batteries is about 80 percent of their entire capacity 
and is the level at which a laptop is programmed to shut down. Even a 
rechargeable battery would not be able to recharge if it were discharged 
of its entire capacity. Battery University publishes the following account 
of the relationship between the depth of discharge and the number of 
discharge cycles. To that, we add a calculation of the number of full-dis-
charge equivalents for the average of the low and high estimates.

Table 5.3 shows that a partial discharge prolongs the useful life of the 
battery, with a 50 percent discharge being the best.

Designing for Long Life

The Three Rs of sustainability are reduce, reuse, and recycle.18 There should 
be a fourth R in that list, reduce, reuse, restore, and recycle. Much waste 
is produced in our society, and much created value is lost, because people 
do not know when a device can be repaired economically.
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repairability through Interchangeable Parts

The development of interchangeable parts was the foundation of the 
assembly-line system of production, but it is also the foundation of repair-
ability. The key to repairability is that the components of a device can be 
replaced, so the failure of a component does not cause the entire device to 
fail irreversibly. However, the repair process depends on an active market 
in component parts. If manufacturers do not sell the parts, the devices can-
not be repaired. An unfortunate example is Hewlett-Packard’s (HP’s) laser 
printer. HP is known for its excellence in engineering, so its laser printers 
tend to last a long time. However, the mechanism that feeds paper into 
the printer consists of a rotating bar with two small wheels called pickup 
rollers that are wrapped by an elastic band that grabs the paper. The elastic 
predictably dries out after about five years and ceases to grab the paper. HP 
users have posted a temporary solution to the problem on the company’s 
website—turn the elastic bands inside-out to expose the inner side that 
had not been dried. That enables the printer to work for a few more years. 
But when the second side has dried and stops grabbing the paper, the only 
recourse is to replace the elastic, and HP does not sell that component. A 
fully functional laser printer then goes to a recycling center.

Planned obsolescence

The antithesis of design for durability is design for obsolescence. In 1960, 
author Vance Packard exposed the practice of planned obsolescence in his 
book The Waste Makers. Planned obsolescence had been common in the auto-
mobile industry since the 1930s, but Packard found it in many  industries 

Table 5.3 Battery performance and depth of discharge

Depth of 
 discharge 
(%)

Discharge  cycles 
(lowest)

Discharge cycles 
(highest)

Full-discharge 
equivalents

100 300 500 400

50 1,200 1,500 675

25 2,000 2,500 562

10 3,750 4,700 422
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where companies sought to shorten the replacement cycle of their products. 
In the modern economy, where the conservation of resources is a key ele-
ment of the transition to sustainability, planned obsolescence is obsolete.

The Availability of Repairable Devices

When a device can be repaired after a failure, its performance can be 
described by its uptime or reliability. The concept of MTTF for a non-
repairable system is replaced by mean time between failures (MTBF). To 
characterize the reliability of a device, we must also account for the mean 
time to repair (MTTR), because the potential operating time of a device 
is the sum of its MTBF and its MTTR.

 Reliability = 
MTBF

MTBF MTTR+  

Computer servers, computer networks, electric power generators, and 
electric power distribution networks are often described in terms of their 
reliability.

The availability of the device is the percentage of time that it is oper-
ational, which is also affected by the amount of scheduled maintenance 
required each year. Availability, as the percentage of uptime relative to 
the potential operating time, is therefore calculated as the probability of 
being available despite failures (its reliability) multiplied by the probabil-
ity of being available despite maintenance,

 Availability = 
MTBF

MTBF MTTR
Days Maintenance

+
× −( ).1

365
 

Example 5 Availability of a Wind Turbine

Consider a wind turbine that has an MTBF of 150 days, an MTTR of 8 
days, and regularly scheduled maintenance of 2 days per year.

(a) Calculate the availability of the wind turbine. 
(b) If the system has a rated capacity of 1.5 MW, and the wind condi-

tions would allow a capacity factor of 0.35, what will be the annual 
output from the wind turbine?
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Solution

(a) Availability = 
150

150 8
1

365+
× −( )

2

Availability = 0.9494 × 0.9945 
Availability = 0.944 

This wind turbine is available 94.4 percent of the year, to three 
 significant digits.

(b) With a rated capacity of 1.5 MW and the wind conditions  permitting 
production at 35 percent of capacity, the energy (in megawatt-hours) 
generated during a year of full-time operation would be 1.5 × 24 × 
365 × 0.35 = 4,599 MWh. However, the system is available only 94.4 
percent of the time, so the actual amount of energy generated will be 
4,599 × 0.944 = 4,340 MWh, reported to three significant digits.

The familiar commercial wind turbine has a capacity of about 
1.5 MW and has blades or rotors oriented with a horizontal axis to the 
wind. Its rotors turn a shaft at 15 to 20 revolutions per minute (rpm) that 
is connected to a gearbox that scales up the rotational speed to 3,000 or 
3,600 rpm (50 or 60 cycles per second) to drive an electric generator to 
create alternating-current electric energy at a frequency of 50 (in Europe) 
or 60 (in America) cycles per second. That energy then passes by wire to 
a transformer on the ground where it is converted to high-voltage current 
for transmission to customers. A typical availability for commercial wind 
systems is 93 to 95 percent.19 However, the availability depends on the 
design of the system.

Turbulence in the wind puts tremendous stress on the wheels and 
bearings in a wind turbine’s gearbox. A small defect in any one com-
ponent, such as a worn or broken ball bearing, can bring the turbine 
to a halt. This makes the gearbox the most high-maintenance part of a 
turbine. Gearboxes in offshore turbines, which face higher wind speeds, 
are even more vulnerable than those in onshore turbines,20 and offshore 
wind generators are much more expensive to maintain than onshore sys-
tems. As a result, researchers at NREL have been looking for ways to 
improve the reliability of the wind-generating system. They found that 
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wind  turbines that were supposed to last 20 years were often failing after 7 
to 10 years, and the cause was usually in the gearbox. A reporter described 
the outcome, “After years of experiments and changes, the solution to 
the problem turned out to be remarkably simple: get rid of the gearbox. 
In other words, Butterfield and his peers were advocating a transition to 
direct-drive turbine designs.”21

The direct-drive wind turbine has a generator that runs at the rota-
tional speed of the blades, 15 to 20 rpm. This design, however, requires 
a much larger and heavier generator, making the system more expensive. 
The permanent-magnet generator in General Electric’s 4.1 MW turbine 
is six meters in diameter. Siemens has a 6 MW direct-drive turbine used 
for offshore placements. Northern Power builds a 100 kW direct-drive 
turbine, and their tests have demonstrated a reliability of 98.7 percent, 
which is better than the typical 93 to 95 percent of geared turbines.22

The newly emerging competition from direct-drive systems has 
spurred engineers to improve the reliability of their geared systems, too. 
One report holds that contemporary geared turbines have availability in 
the high 98 to 99 percent range.23

An article in Wikipedia illustrates several designs for wind power sys-
tems, including systems that spin around a vertical pole. The article notes 
that eggbeater turbines, known as Darrieus turbines, “have good efficiency 
but produce large torque ripple and cyclical stress on the tower, which 
contributes to poor reliability.”24

Tech Focus: Energy Storage

Energy storage is a vital component of nonfirm power systems, such as 
those that depend on sun or wind. Here, we look at several ways to store 
energy from renewable sources.

The Energy Content of Fuels

Chemical energy is the energy contained in the atomic bonds that holds 
a molecule together. Chemical energy is released, in the form of heat, 
when a molecule is altered through a chemical reaction, such as oxida-
tion (burning). For that reason, the chemical energy contained in fuels 
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is  usually measured in the same way as heat energy, using the kilocalorie 
(kCal) or the British thermal unit (BTU).

Example 6 Heat Energy in Methane

The energy content of methane (natural gas) is 930 BTU per cubic foot. 
How many cubic feet of natural gas would have to be burned to raise the 
60-gallon water tank by 50°F, assuming that all the heat from combustion 
is transferred to the water? (It is not generally true that all the chemical 
energy from combustion goes into the heat of the water, due to inefficiency 
in the combustion process, but here you may ignore that complication.)

Solution

We saw above that the heating problem requires 30,060 BTU of energy. 
The amount of methane required is the X that satisfies the equation

 30,060 = (930 BTU/ft3) × X ft3 

Solve this to find X = 30,060/930 = 32.32 ft3, if combustion were 
perfectly efficient.

The other context in which chemical energy is found is food and exer-
cise. Your body burns (metabolizes) sugars and stores energy in the form 
of fat, which is a type of oil. The chemical energy in food and fat becomes 
the mechanical energy of bodily motion and the heat energy that keeps 
your insides at 98°F. In food and exercise, energy content is measured in 
food calories, which are known scientifically as kilocalories. Here, we use 
calorie to mean food calories. As a point of comparison, we saw previ-
ously, in the description of heat energy, that a scientific calorie (Cal) is the 
amount of heat energy required to raise 1 kg of water by 1°C.

Example 7 Electric Energy Stored in a Battery

A common 12-volt car battery used to store energy from an SPV system 
can deliver a power of 200 W for five hours. How much energy is stored 
in the battery?
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Solution

 200 W × 5 hr = 1,000 Wh = 1.0 kWh 

The Storage of Heat Energy, Part 1 (Thermal Mass)

Heat energy is stored in different amounts in different materials. A ther-
mal mass is any mass that holds heat energy, and the calculation of energy 
in thermal mass is an important element in passive solar design.

The physical concept that helps us understand the heat content of a 
mass is the specific heat capacity of the material. The specific heat capac-
ity of water is defined to be one. The specific heat capacity of any other 
material reflects the amount of heat that one unit of mass of that material 
can hold, relative to water. For example, the specific heat capacity of a 
common red brick is 0.84. This means that it takes 0.84 BTU of heat 
energy to raise a one-pound brick by one degree Fahrenheit. Likewise, 
looking at the definition of heat energy in the metric system, it would 
take 0.84 kCal (food calories) to raise one kilogram of brick material by 
one degree centigrade.

The heat contained in a thermal mass is calculated as the mass (M), 
multiplied by its specific heat capacity (s), multiplied by the difference 
between the temperature of the mass Tm and the temperature of the envi-
ronment, Te:

 Heat available = M × s × (Tm - Te) 

The density and specific heat capacity of some common building 
materials are shown in relation to water in Table 5.4.25

Example 8 Thermal Mass

A brick wall has become hot in the day’s sunlight. Now in the evening, the 
air temperature is 75°F but the brick wall is still 90°F. The wall is six feet 
tall, 20 feet long, and one foot thick. The air will stay at 75°F throughout 
the night. How much heat energy will the wall give off to the air as it 
cools down?
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Solution

The amount of heat energy that the wall will give off depends in part on 
the temperature difference (D), which here is 90 - 75 = 15°F. The mass of 
this wall must be calculated as the product of its volume and its density. 
The description of the wall shows that it has a volume of 6 × 20 × 1 = 
120 ft.3 The density of brick is 30.79 pounds per cubic foot, so the mass 
of the wall is 120 × 30.79 = 3,694.8 lb. The heat energy to be given to 
the environment is the product of the mass, the specific heat capacity of 
brick, and the temperature difference,

 Heat energy = 3,694.8 × 0.22 × 15 (BTU) 
 Heat energy = 12,193 BTU 

Solar thermal electric (STE) systems, also called concentrating solar 
power (CSP) system, concentrate the sun’s energy using mirrors or para-
bolic troughs to achieve very high temperatures (up to 400°C) in a work-
ing fluid that generates electric energy using a heat engine. The feature 
that distinguishes STE from SPV is that the heat energy from an STE 
system can be stored, at least for a while. The 250-MW Solana plant in 
Gila Bend, Arizona, uses a parabolic trough system to collect the sun’s 
heat energy, but some of that energy can be stored for as long as six hours 
in molten salt (50 percent KNO3, 40 percent NaNO2, and 7 percent 

Table 5.4 Densities and specific heats of materials

Material
Density  
(lb./ft3)

Density  
(kg/m3)

Specific heat 
capacity

Water (liquid) 16.02 1,000 1.00

Paraffin wax (solid) 13.30 830 0.58

Paraffin wax (liquid) 12.50 780 0.57

Vegetable oil  0.48

Wood 8.81 550 0.40

Brick 30.79 1,922 0.22

Concrete 36.85 2,300 0.21

Stone 27.23 1,700 0.20

Iron 126.08 7,870 0.11



 dEPENdABILItY 103

NaNO3 by weight) at temperatures between 142°C and 540°C so that it 
can be used to power the heat engine even after the sun has gone down, 
especially in the early evening when household electric power demand is 
at its peak. Molten salt has a specific heat capacity of only 0.372, but its 
density (1.68 times that of water) and high temperature capability make 
it useful for STE systems. The fact that the STE system can store energy 
means that it can be called upon when needed. In the language of the 
electric power industry, it is dispatchable, and can therefore be integrated 
into utility planning in ways that SPV and wind power cannot. This fea-
ture of the Gila Bend project is said to have been critical in the decision 
of the Arizona Public Service power company to agree to buy all of the 
project’s electric power for 30 years.26

The Storage of Heat Energy, Part 2 (Latent Heat)

The heat that is released as a material cools is called its sensible heat. Another 
form of heat storage in materials reflects the fact that when a material 
undergoes a change from gas to liquid or liquid to solid, even while main-
taining its temperature at the boiling or melting point, it must release heat 
to permit the reorganization of its physical structure. Correspondingly, 
when a material passes from solid to liquid or liquid to gas, it must gain 
an extra amount of heat. The heat required to effect the phase transition 
is called the latent heat capacity of the material and is quantified in units 
of energy per unit of mass, for example, BTU/lb. or kCal/kg or MJ/kg.

Materials that are used to store energy in this way are called phase-
change materials. The material must have a melting point higher than the 
temperature of the input heat. For example, a flat-panel device for col-
lecting solar heat can produce hot water at temperatures of up to 170°F 
to 180°F (77°C to 82°C), so the phase-change material should have a 
melting point below that.

One such material is paraffin wax. The varieties of paraffin wax melt at 
temperatures of 116°F to 149°F (47°C to 65°C),27 so they can be melted 
by the output of a flat-panel solar water heater. Paraffin has a latent heat 
capacity of 63.2 BTU/lb.

In California and the American Southwest, the days can be very hot 
and the nights cold. On a hot day, a solar water heating system may have 
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much more capacity than is needed for heating water. Its excess heating 
capacity can be used to store heat in the form of melted paraffin. At night, 
the heat from the paraffin can be transferred to air or to water for distri-
bution around the house. The following example compares water and 
paraffin for the purpose of storing heat.

Example 9 Heat Storage by Water Versus Paraffin

A solar hot water system with more heating capacity than is needed for 
the hot water requirements of a household can be used to store heat 
during the day for release at night. Suppose that in the daytime, a flat-
panel solar water heater can deliver water at 140°F, and at night the house 
is kept at 60°F.

(a) How much heat can be stored in a 100-gal hot water storage tank 
for distribution to the house at night through a system of radiators?

(b) How much heat would be stored in the same weight of paraffin wax, 
assuming the following parameters for a commercial-grade paraf-
fin28: melting point 54.3°C (130°F), specific heat capacity (solid and 
liquid) 0.58, and latent heat capacity 184.5 kJ/kg (79 BTU/lb.).

Solution

(a) Water has a density of 8.34 lb./gal, so the 100-gallon hot water tank 
stores 100 × 8.34 = 834 pounds of water. At a temperature difference 
of 140 - 60 = 80 degrees from the nighttime temperature, the tank 
stores 834 × 80 = 66,720 BTU of heat energy.

(b) After the paraffin is heated to 140°F by the solar heating system, its 
heat will be released both as sensible heat when the paraffin cools and 
as latent heat when the paraffin solidifies. It will cool from 140°F 
to 60°F, a difference of 80°F. Having a specific heat capacity of 0.58 
in both liquid and solid phases, it will release 834 × 0.58 × 80 = 
38,700 BTU as sensible heat when it cools. The paraffin has a latent 
heat capacity of 79 BTU/lb., so when it changes phase from liquid 
to solid, it will release 834 × 79 = 65,900 BTU. The total release of 
heat energy is therefore 38,700 + 65,900 = 104,600 BTU.
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In this example, the paraffin stores about 50 percent more heat energy 
than the water, due mostly to its phase change from solid to liquid as it 
absorbs heat.

Flywheels for Regenerative Braking: The Storage of  
Kinetic Energy

A flywheel is a disk that spins at high speed to store rotational energy. For 
rotational motion, the kinetic energy depends on the shape of the rotat-
ing object. For a solid disk rotating about its center, the kinetic energy 
contained in the rotating disk is a function of the disk’s mass (M, kg), 
its radius (r, meters), and its spinning frequency (w, cycles per second) 
according to the equation,

 E = 
1
2

 M × (π × r × w)² 

where π is the Greek letter pi equal to 3.1416.

Example 10 Energy Stored in a Flywheel

How much energy is in a 100 kg lead flywheel, one meter in diameter, 
which is rotating at 50 cycles per second?

Solution

The mass is M = 100 kg. The radius of the flywheel is half of its diameter, 
so r = 0.5. The rotational speed w = 50 cycles/sec. So

 E = 
1
2

 × 100 × (3.1416 × 0.5 × 50)2 = 50 × (15.708)2 = 308,425 joules 

Compare that answer to the amount of energy in the car going at 70 
mph (example 2). This flywheel, spinning at 50 rotations per second, has 
about one-half of the kinetic energy needed to accelerate a heavy car to 70 
mph. Some attempts to make cars more energy efficient have considered 
putting a flywheel into a car, to be accelerated when the car brakes, as a 
way to conserve the energy required to move the car.
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Example 11 Flywheel, Continued

To what speed could the flywheel of example 3 accelerate the car of example 
2 if the car started from a motionless position, assuming perfect efficiency 
and no resistance from wind or road? How many miles per hour is that?

Solution

The flywheel contains 308,425 joules of kinetic energy. Translating this 
into the kinetic energy of the car brings the car to a velocity that is given 
by the equation for kinetic energy,

1
2

 × 1400 × V 2 = 308,425 (joules)

V 2 = 440.607
V = =440 607 20 1. .  (m/sec)

Convert that to miles per hour using the conversion factor:

 1

1
1 609

1
3600

2 2374meter
mile

hour
miles hou/sec , . /=













= rr.  

So 20.1 meter/second is 20.1 × 2.2374 = 45.0 miles per hour.

Pumped Water: The Storage of Electric Energy in the Dam above 
a Hydroelectric Plant

Hydroelectric turbines can be designed to run in reverse, using electric 
energy to pump water up to the top of a dam. When the water is released 
back through the hydroelectric turbine, it generates electric energy again. 
According to the Electricity Storage Association,29 pumped hydroelectric 
storage can have a round-trip efficiency as high as 80 percent.

The Storage of Renewable Electric Energy in Hydrogen

Hydrogen is the fuel from which a fuel cell generates electric energy, so 
if hydrogen can be produced by renewable means, the fuel cell would 
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have a zero-carbon footprint. Hydrogen gas has a very high chemical 
energy content per unit of weight, 120 MJ/kg (33.3 kWh/kg), almost 
three times higher than gasoline (43.5 MJ/kg), but hydrogen is a gas over 
a wide range of temperatures and pressures, so it is not easy to hold large 
quantities of hydrogen in a small volume of space.

Hydrogen can be produced by several methods. The most com-
mon method at present is the steam reformation of methane, which 
uses a hydrocarbon (methane) as its source of hydrogen atoms, so it 
generates carbon compounds as a byproduct. The other method is the 
electrolysis of water (H2O), which is a much more expensive process 
at present, but it involves no carbon emissions at all. In the renewable 
energy arena, there is interest in both methods as sources of hydrogen 
for fuel cells.

Electrolysis of Water

The mature technology for the electrolysis of water is the alkaline electrol-
ysis of liquid water at temperatures of 70°C to 100°C and pressures of 1 to 
30 atmospheres (bars). The process is more efficient at higher pressure and 
at higher temperature. The energy efficiency can reach 70 to 80 percent in 
commercial applications.30

Steam Methane reforming

The steam methane reforming (SMR) process is used for 95 percent of 
the hydrogen produced in the United States.31 In the SMR process, steam 
(H2O) reacts with a hydrocarbon feedstock such as methane (CH4) at 
high temperature (850°C) and in the presence of a metal catalyst to pro-
duce hydrogen gas (H2) and carbon monoxide (CO). That is followed by 
a lower-temperature reaction, called the water–gas shift, in which CO 
combines with steam to produce carbon dioxide (CO2) and more hydro-
gen. In a final step, CO2 is removed from the gas stream to leave pure 
hydrogen. At high capacity, the process operates at a composite energy 
efficiency of 70 to 85 percent.32 Commercial SMR plants have capacities 
as high as 10,000 kg of hydrogen per hour. There are significant econo-
mies of capacity in the SMR process.
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Take-aways

• The durability (lifespan) of a device may be a function of 
calendar time, as when a device rusts, corrodes, or desiccates 
due to environmental conditions.

• The durability (lifespan) of a device may also be a function of 
the usage of the device, measured in hours of operation, or 
miles driven, or on and off cycles.

• The reliability of repairable devices is measured by the 
percentage of time in a year that the device is available for use 
(its availability), which is 100 percent minus the downtime 
percentage of the device.

• The reliability of nonrepairable devices is measured as the 
probability that the device will continue to operate after 
X hours of operation or years of calendar time. Hundred 
percent minus the probability that failure will occur within 
X hours of operation or calendar years. When the device’s 
failure is independent of time or usage—when failure is due 
entirely to random causes—the reliability of the device may 
be expressed as the probability of failure within any one-year 
time span.

The distinction between lifespan in calendar time and lifespan in 
operational time is worth remembering, because it will make a signifi-
cant difference in the economics of a technology. We will see this in the 
comparison of battery electric vehicles and fuel cell electric vehicles in 
Chapter 6.



CHAPTER 6

Cost Structure

Overview

In the engineering perspective on technology, we look at the process by 
which inputs are transformed into outputs (Figure 6.1).

A new perspective on technology reveals to us when we study the cost 
of the technology rather than its input–output structure. In the economic 
perspective, we add information about the prices of each input, from 
which we can calculate the total cost of all inputs together, but we sup-
press the details about the process of transforming inputs into outputs. 
The economic perspective is therefore pictured as in Figure 6.2.

In Chapter 2, we studied how to measure the capacity of a device as 
an indicator of size. The interesting economic question about capacity is 
whether large devices are cheaper than small devices per unit of capacity. 
The study of economies of capacity and economies of scale in this chapter will 
answer that question.

Process

Input

Input

Input

Output

Byproducts

Figure 6.1 Input–output diagram

Figure 6.2 The economic perspective on technology

Cost of all inputs
and disposal of

byproducts 
Output
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The cost to purchase or build a device is only one aspect of the eco-
nomics of technology. The operation of a device uses costly inputs, so we 
must also study the operational cost of the device, known in economics 
as its variable cost per unit of output. To put these two ideas together—
the cost of acquisition and the cost of operation—we express the cost 
of owning the device as an equivalent annual cost over the expected 
lifespan of the device, like an annual lease payment, then divide that 
annualized or levelized cost of the device by the annual output of the 
device to get an average annualized cost per unit of output. Adding this 
average annualized purchase price per unit to the variable cost per unit 
gives a levelized total cost per unit. The examples in this chapter show 
that these concepts explain why one technology is economically supe-
rior to another, and they lay the foundation for our study of break-even 
analysis in Chapter 7.

The key questions addressed in this chapter are as follows:

• In which technologies does bigger mean better (cheaper)?
• Why is it necessary to distinguish the cost of operating a 

device from the cost of owning a device? In what units are 
those two types of cost measured?

• What does the levelized cost of a device refer to, and how is it 
measured or calculated?

In a Tech Focus at the end of this chapter, we apply these ideas to 
compare the use of batteries versus fuel cells in electric vehicles.

Economies of Capacity

The capacity of a device is its maximum rate of output. Two devices of 
different capacities may be compared according to their price per unit of 
capacity. This concept is often abbreviated as the cost of capacity or capacity 
cost of the device.

A technology exhibits economies of capacity when larger devices have 
a lower price per unit of capacity. This concept is measured empirically by 
looking at the market prices for devices of different capacities.



 CoSt StrUCtUrE 111

Economies of Capacity in Wind Power

Consider the example of wind power devices. Table 6.1 shows the typical 
installed cost of wind turbines of various capacities in 2012.1 Installed 
includes the purchase price and all expenses of installing the device and 
making it ready for use. Table 6.1 also shows the installed cost per unit of 
capacity, which is the capacity cost of the device.

Notice that the capacity cost is lower for devices with higher capaci-
ties. This indicates economies of capacity in the wind turbine technology.

Economies of Capacity and Economies of Scale

In many popular writings about technology, the reduction in capacity cost 
at higher levels of capacity is referred to as economies of scale or scale econ-
omies. That usage is not consistent with the definition that economists use 
for economies of scale. In economics, economies of scale exist for a technology 
when the long-run average total cost (ATC) of producing output using the 
technology declines with the scale of output. This is similar to our concept 
of economies of capacity, but it includes a consideration of the cost of pro-
ducing output from the technology. A larger device or production system, 
usually thought of in economics as a factory, might be able to use its higher 
output rate and thus higher rate of input use to get volume discounts in 
the purchase of raw materials, or it might achieve efficiencies in production 
that are not possible for technologies that are designed for lower output 
rates. Either of those effects would contribute to economies of scale under 
its proper definition. In summary, both economies of capacity and econ-
omies in production at higher capacities contribute to economies of scale.

Table 6.1 Calculations of capacity cost revealing economies of 
 capacity

Type
Capacity 

(kW) Installed cost ($)
Capacity cost 

($/W)
Small scale 10 50,000–80,000 5–8 

Medium scale 100 300,000–500,000 3–5 

Utility scale 2,000 3–4 million 1.5–2  
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Economies of Capacity in Solar Photovoltaics

The way to make a larger installation of solar photovoltaic (SPV) technol-
ogy is to put together a large number of SPV modules, each of which con-
sists of SPV panels. A common configuration for an SPV module is eight 
panels of 125 watts output each, for a total of 1,000 W or 1 kW in the 
module. A larger installation means having a larger number of modules. 
With that kind of technology, assembling a large facility from many small 
components, the cost of a large facility should be near the sum of the costs 
of its modules and the labor necessary to install and connect them. There 
would be no decrease in the total cost of the large installation per kilowatt 
of capacity under these conditions.

However, an SPV system is more than its panels. It consists of panels 
mounted on a frame and connected by wires to a battery bank and an 
inverter that converts the direct current (DC) output of the panels into 
alternating current (AC) output that can be used by home appliances. 
This entire system has to be installed by workers who are familiar with the 
technology. Batteries and inverters may be subject to economies of scale. 
The installation process may likewise show economies of scale. Data on 
the median installed price of SPV systems supports a claim to economies 
of scale. Table 6.2 shows data on the price of SPV systems during the first 
half of 2012 as published in a November 2012 report from the National 
Renewable Energy Laboratory (NREL).2 The declining price per unit of 
capacity demonstrates economies of scale.

According to the Solar Energy Industries Association, the median 
5-kW residential system had an installed cost of $4,800 per kilowatt in 
mid-2013, but commercial systems on the order of 100 kW had a median 
installed cost of $3,700 per kW, and utility-scale systems (1,000 kW and 

Table 6.2 Solar photovoltaics

Capacity (kW) Price ($/W)

<10 5.94

10–100 5.44

>100 5.05
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up) had an average installed cost of $2,100 per kW.3 These data indicate 
economies of capacity in SPV.

Economies of Capacity in Solar Thermal Electric Systems

Solar thermal electric (STE) technology, also called concentrating solar 
power (CSP) concentrates solar radiation to heat water into steam, which 
then drives a steam turbine to run a generator that produces electric 
energy. The typical structure of an STE installation is a tower at the top 
of which is a container holding the working fluid (water) toward which 
many mirrors on the ground are pointed to concentrate the solar radi-
ation. The heat from the concentrated radiation converts the water to 
steam, which is conveyed by pipes to ground level where it can run a 
turbine generator to produce electricity.

The large mirrored STE installations are therefore not just a col-
lection of smaller installations as in the case of SPV. Instead, like the 
hydroelectric technology, larger installations can be more efficient and 
less expensive per unit of capacity, than small ones. The largest system 
operating in 2012 was a 100 MW plant in Abu Dhabi. Another STE 
installation is Brightsource Energy’s Ivanpah Solar Electric Generating 
System in the Mojave desert, which started operations in 2013 and cost 
$2.2 billion. It uses 170,000 mirrors to focus the sun’s energy on a tow-
er’s boiler and generate 370 MW of AC power,4 meaning a capacity cost 
of $5.95 per AC watt. The world’s largest STE installation will be a 
1,000 MW system being built near Blythe, California, at an estimated 
cost of approximately $2.1 billion,5 which if realized would amount to 
$2.10 per watt. 

The reported capacities and costs of various STE installations indicate 
widely varying capacity costs (Table 6.3). These may be due to differences 
in land cost, labor cost, distance to existing electric power transmission 
lines, and amount of thermal storage capacity built into the project. As a 
result, commercial-scale STE plants do not appear to indicate consistent 
economies of capacity.

A different design of STE system is to use parabolic troughs as col-
lectors. The individual collectors can be as small as 0.5 kW each but are 
strung together to feed a single steam turbine. The collectors will not 
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show any economies of capacity, but the generator that they feed might 
have economies of capacity, which would contribute to economies of 
capacity for the whole system. Even so, the International Energy Agency 
reported in 2009 that the installed cost of trough-type solar thermal elec-
tric concentrating solar power (STE/CSP) systems was $4.2 to $8.4 per 
watt, depending on land and labor costs, the amount of storage capacity 
with the system.6

The Costs of Operation (Variable and Fixed)

Every technology produces an output and requires an expenditure on 
inputs. The total cost of all inputs used to produce a specific amount of 
output is called the total variable cost (TVC) of that output level. When 
the TVC is divided by the output level, it gives the average variable cost 
(AVC) per unit of output.

Technology with Constant Average Variable Cost

The simplest type of technology has one input and one output, an exam-
ple being a natural gas water heater. Its input is an amount of natural 
gas, X, measured in therms (100,000 BTU). Its output is a quantity of 
heated water, Q, also measured in therms. (It is common in economics to 
represent an output quantity by the letter Q and an input quantity by the 
letter X.) Its input–output equation reflects the efficiency of the process. 

Table 6.3 Reported capacity and cost of STE systems

Project 
Capacity  

(MW AC)
Total cost 

($M)
Capacity cost 

($/W)
Spain 100 560 5.60

Solar reserve 110 921
(est)

8.34

Solana (Gila bend) 280 2,000
(est)

7.14

Ivanpah 370 2,200 5.95

Blythe, California 1,000 2,100 2.10
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If a gas-fired water heater is 91 percent efficient, then its input–output 
equation would be

 Q = 0.91 × X (Output = Efficiency × Input) 

If natural gas costs $0.80 per therm, then the quantity X therms would 
cost X × 0.80. The number of therms of gas input needed to produce Q 
therms of heated water is found by dividing both sides of the input–out-
put equation by 0.91, X = Q

0 91.
.

The TVC of producing Q therms of heated water would therefore be 
this input quantity X multiplied by its price, $0.80 per therm.

 TVC = 
Q

0 91.
 × 0.80 

 TVC = 0.88 × Q (measured in $) 

This equation shows how the TVC depends on the output quantity Q. 
Because the input price $0.80/therm is assumed not to change at higher 
levels of output, and the efficiency 0.91 is assumed not to change with 
output, the result is a (total) variable cost that is a fixed dollar amount 
($0.88) per unit of output.

The total variable cost depends on the amount of output produced. 
What we are looking for in this analysis is a characteristic of the technol-
ogy itself, not dependent on the level at which the technology is used. The 
present example shows that if you divide the TVC by the output quantity 
Q, you get a single number $0.88, which we call the AVC (averaged per 
unit of output). Economists abbreviate this as AVC but often call it sim-
ply the variable cost of production (per unit),

 AVC = TVC
Q

  (definition of AVC)

 AVC = 
0 88. ×Q

Q
  (using the TVC equation)

 AVC = 0.88($/therm of heated water)
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This equation says that, for this technology, the AVC of heated water is 
$0.88 per 100,000 BTU. In this simple one-input, one-output example, 
the TVC formula was proportional to the output Q, and the constant of 
proportionality 0.88 was the AVC per unit of output.

A one-input, one-output technology is the simplest kind imaginable. 
In the next simplest case, the technology has one output, but it may have 
many inputs, and it uses all inputs in fixed proportions. In this case, any 
increase in output requires a proportional increase in the use of all inputs. 
Assuming that the prices of all inputs remain the same irrespective of the 
output level (no volume discounts), the TVC will be proportional to the 
output level, as in the equation TVC = 0.88 × Q, and that constant of 
proportionality will be the AVC per unit of output.

Example 1 AVC of a Car

Suppose that a car gets 25 miles per gallon of gasoline, and gasoline costs 
four dollars per gallon. Suppose also that the car must be taken in for 
maintenance at a cost of $250 every 10,000 miles. Calculate the AVC of 
the car in dollars per mile driven.

Solution

The output of the car is miles driven, so the AVC will be expressed in 
dollars per mile. Four dollars for one gallon of gas takes the car 25 miles, 
so the average cost of the gasoline input is 4.00/25 = $0.16 per mile. The 
maintenance input costs $250 per 10,000 miles, so it adds 250/10,000 
= $0.025 per mile to the variable operating cost of the car, for a total of 
$0.16 + $0.025 = $0.185 per mile driven.

Technology with Fixed and Variable Costs

One step more general, and more realistic, is a technology that has some 
costs of operation that must be paid whether or not the device is oper-
ating. That is, a cost in addition to the variable operating costs that arise 
from expenditures on inputs. Such a cost is called a fixed cost of operation, 
because it does not depend on the amount of output. The money you 
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spend each year on the registration and insurance of your car is a fixed 
cost of operation, because the expenditure does not depend on how many 
miles you drive.

Another common example of a fixed cost is the expense to rent a device, 
which must be paid whether or not the device is used to produce output. 
We will see in example 3(c) below that the cost to purchase a device can 
be translated into an equivalent rental cost using the methods of financial 
analysis, so the purchase price is related to the fixed cost of operation.

Our analysis of the costs of production focuses on the output and 
expenses in a particular time period, such as a year. Thus, the quantity Q 
of output is meant as a rate of output, such as Q units per year. If we write 
F for the fixed cost of a device (per year) and v for the variable operating 
costs per unit produced, then the total operating cost TC has the equation

 TC = F + v × Q  (Total Cost Equation)

For example, if the car in example 1 had an annual registration fee of $60 
and an annual insurance cost of $500 (and it was a gift to the owner, so 
we don’t consider the purchase price here), then the total annual cost of 
driving the car Q miles per year would be

 TC = 560 + 0.185 × Q (dollars per year)

The average total cost (in $ per mile) is always the total cost TC divided 
by the output rate Q. In this model equation, which considers both fixed 
and variable operating costs, the ATC is not a constant. It depends on the 
annual usage rate Q, because the fixed costs of operation have to be spread 
out, on average, across the Q units of usage,

 ATC = 
TC
Q

  (definition of average cost)

Substitute the formula for TC, ATC = 
560 0 185+ ×. Q

Q
 

 ATC = 560
Q

 + 0.185 ($ per mile) 
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We saw above that the total cost is the sum of the fixed cost and the 
total variable cost, TC = F + v × Q. Dividing both sides of that equation 
by Q shows that the ATC is the sum of the average fixed cost (AFC) and 
the average variable cost (AVC).

 TC
Q

F
Q

= + v  

 ATC = AFC + AVC 

These concepts will be helpful in the break-even analysis that follows 
in Chapter 7. A technology breaks even at the output rate where the 
average total cost of production is equal to the price that the output 
can sell for. The variable cost per unit may not depend on the output 
level (in the simple technology model used here), but the AFC will 
always depend on the output quantity Q. It is often very revealing to 
see how the ATC of using a technology breaks down into its average 
fixed and variable costs.

Example 2 ATC of a Car 

Continuing example 1, suppose that the cost of registration and insur-
ance is $560 per year. Calculate the ATC of the car if it is driven 2,000 
miles per year, 5,000 miles per year, or 10,000 miles per year.

Solution

The output of the car is miles driven, we must calculate the ATC for three 
cases, Q = 2,000, Q = 5,000, and Q = 10,000 miles per year, using the 
ATC equation above.

Case 1. Q = 2,000 miles per year.

 ATC = 
560

2 000,
 + 0.185 

 ATC = 0.28 + 0.185 = 0.465 ($ per mile) 
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Case 2. Q = 5,000 

 ATC = 
560

5 000,
 + 0.185 = 0.112 + 0.185 

 ATC = 0.295 ($ per mile) 

Case 3. Q = 10,000 

 ATC = 560
10 000,

 + 0.185 = 0.056 + 0.185 

 ATC = 0.241 ($ per mile) 

This example shows that, because of the fixed cost of $560 per year, 
the average cost of operating the vehicle is $0.465 per mile when used 
2,000 miles per year, but it drops to $0.295 per mile at 5,000 miles usage 
and $0.241 per mile at 10,000 miles usage.

Levelized Cost of Capacity

Examples 1 and 2 assumed that the car was a gift, so those examples did 
not consider the purchase price of the car as part of its average cost of 
operation. A realistic consideration of total and average cost must account 
for the purchase price of a device.

The purchase price is paid only once, not every year like the car reg-
istration and insurance, so the purchase price itself cannot be related to 
a cost per mile per year. However, in the theory of finance, any amount 
of value paid today (a present value) can be made equivalent to a series 
of equal payments spread out over a known period of time. For exam-
ple, suppose that the car in examples 1 and 2 is a used car that has a 
present value of $6,000 and that has an estimated five years of useful 
life remaining. You might think to divide the $6,000 price by the five 
years remaining and allocate the expense as $1,200 per year for five years. 
However, that method does not give proper consideration to the interest 
that an investor could earn on $6,000. It is more appropriate to think of 
an investor who would buy the car for $6,000 and then lease it to you for 
five years at a constant lease payment each year.
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The annual lease payment that should be charged for the use of a 
device can be calculated in Microsoft Excel using the payment function 
PMT. Its syntax is

 =PMT(rate,nper,pv) 

where rate is the discount rate that the decision-maker uses to evaluate 
cash flows over time; in similar contexts it may be called a rate of interest 
or expected rate of return. It is written as a percentage per period (here, 
per year), such as 10 percent. The nper in the PMT function is the num-
ber of periods (here, years), and pv is the present value of the investment, 
which here is the purchase price of the car.

Suppose that an auto leasing company wants to get a return on its 
investments of 9 percent per year. We find the annual lease payment by 
giving the formula to Excel as

 =PMT(9%,5,6000) 

The = symbol is necessary in this expression to tell Excel that one of its 
financial functions follows. Excel uses commas to separate numbers in its 
functional formulas, which means that Excel cannot interpret commas 
within a number, such as in 6,000. Typing 6,000 as the third number 
in the formula would appear to Excel as the two numbers 6 and 000 
separated by a comma. The spreadsheet program in OpenOffice uses the 
same financial function names and syntax as Excel, but OpenOffice uses 
semicolons to separate its numbers, so it does permit a price to be entered 
as 6,000.

Using the Excel formula given above, we find that the annual lease 
payment that is equivalent to a single present payment of $6,000 is 
$1,542.55 per year. The fact that this is more than the simple $1,200 per 
year accounts for the 9 percent interest per year that the leasing company 
is getting.

In Excel, the number that results from the formula =PMT(9%,5,6000) 
appears as (1,542.55) and is colored red. The parentheses and red color 
are Excel’s way of indicating a negative number. In Excel’s financial func-
tions, a positive number for the pmt or pv quantities indicates a cash 
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inflow, and a negative number means an outflow. Our use of 6000 for the 
pv represents the perspective of the car owner, who received (inflow, pos-
itive) $6,000 in the form of a car and who must therefore pay (outflow, 
negative) $1,542.55 per year under a lease contract.

The PMT function annualizes or levelizes the $6,000 payment into a 
series of five payments of $1,542.55 each. Thus, the lease payment that is 
equivalent to a present value, under a specific assumption about the inter-
est rate received by the investor, is called the annualized cost or levelized 
cost of the device. Whereas the price paid for a car is expressed in dollars, 
the lease payment or annualized cost is expressed in dollars per year.

Example 3 Natural-Gas Fired Electric Generator

A factory is considering the purchase of a supplemental electric generator 
that has a capacity of 50 kW, costs $75,000, and would have a useful life of 
15 years. The generator is 35 percent efficient in converting the chemical 
energy of the natural gas into electric energy. The current price of natural 
gas is $0.80 per therm. Maintenance expense is expected to be $1,000 per 
year. Investors who are in the business of leasing such equipment would 
expect a rate of return of 9 percent per year, so the factory will use that as 
its discount rate for the evaluation of this investment decision. 

(a) What is the capacity cost of the generator? 
(b) Considering only the use of natural gas as a fuel, what is the AVC 

per kWh generated? 
(c) Considering both the maintenance expense and the annualized cost 

of purchasing the generator, what are the fixed costs of operation per 
year? For simplicity, ignore depreciation and other tax-related aspects of 
the purchase� 

(d) If the generator operates for 2,000 hours per year what is the ATC of 
the electric energy produced, per kilowatt-hour?

Solution

(a) The capacity cost of the generator is the purchase price of the genera-
tor divided by its capacity, $75,000/50K = $1.50 per watt of capacity.
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(b) To find the cost of output, we must first look at the technology from 
the engineering perspective and perform an input–output analysis. 
Its input is natural gas (in therms, 100,000 BTU) and its output 
is electric energy (in kilowatt-hours, kWh), but the process is only 
35 percent efficient. The conversion factor from BTU to kWh is  
1 BTU = 0.00029307 kWh, so 1 therm = 29.307 kWh. At 35 per-
cent efficiency, the output from the generator will be only 29.307 × 
35 percent = 10.26 kWh per therm of natural gas input. Now use 
the input-price information to determine the AVC of the output: 
each therm costs $0.80, so the 10.26 kWh produced from 1 therm 
costs $0.80/10.26 = $0.078. In other words, the AVC of production 
is 7.8 cents per kWh.

(c) The maintenance expense is a fixed cost of $1,000 per year. The pur-
chase price of $75,000, levelized over 15 years at a discount rate of 
9 percent per year has an annualized cost given by the Excel formula 
=PMT(9%,15,75000), which is a fixed cost of $9,304.42 per year.

(d) If the generator operates at a rate of 50 kW for 2,000 hours per year, 
it will produce 50 × 2,000 = 100,000 kWh of electric energy. At that 
level of output, the maintenance cost of $1,000 per year contributes 
$1,000/100,000 = $0.01 per kWh to the AFC of the electric energy. 
Dividing the annualized purchase price, $9,304.42 by 100,000 kWh 
output per year adds $0.093/kWh or 9.3 cents per kWh to the AFC 
of using the generator for 2,000 hours per year. Thus, the mainte-
nance cost and the annualized purchase price add $0.01 + $0.093 = 
$0.103 or 10.3 cents per kWh to the ATC of production. Together 
with the AVC of 7.8 cents per kWh found in part (a), this gives an 
ATC of $0.181 or 18.1 cents per kWh of electric energy output, 
when the generator is run for 2,000 hours per year.

The previous example uses several important concepts in the analysis 
of power systems. The cost of capacity is expressed as $/W (dollars per 
watt). The cost of energy is expressed as $/kWh. The annualized purchase 
price is expressed in $/year, but it can be converted to $/kWh by assum-
ing a particular rate of output (kWh/year): the annualized purchase price  
($/yr) divided by the output rate (kWh/yr) results in a  measure of $/kWh,  
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the average annual fixed cost per kilowatt-hour. When that is added to 
the variable cost per kilowatt-hour ($/kWh), the result is known in the 
electric power industry as the levelized cost of electricity (LCOE). In eco-
nomic terms, LCOE would be called the annualized average total cost 
(ATC).

Tech Focus: Energy Supply for Electric Vehicles

Electric vehicles use electric energy to drive an electric motor that turns 
the wheels of the car. This is in contrast to internal combustion vehicles, 
which use gasoline or diesel fuel in an internal combustion engine (ICE) 
that turns the wheels of the car. In electric vehicles, the electric energy can 
come either from a battery or from a fuel cell. At present, purely electric 
vehicles in the United States are almost all battery powered. These battery 
electric vehicles (BEVs) are sold commercially by Nissan, Renault, Mit-
subishi, and the American firm Tesla. Hybrid vehicles that have plug-in 
chargeable batteries along with an ICE are known as plug-in electric vehi-
cles (PEVs) and are available from many manufacturers.

As of 2014, there have been only a few hundred fuel cell electric 
vehicles (FCEVs) on lease in the United States from Toyota, Hyun-
dai, Honda, Ford, and BMW. In 2015, Toyota is expected to release an 
FCEV for sale at a price under $70,000, pushing this technology further 
into the attention of the American public. However, the common per-
ception is that the FCEV technology has a way to go before it will be 
competitive with the BEV. The CEO of Tesla, a maker of BEVs, has even 
called fuel cells fool cells. In the following three examples, we investigate 
the economics of the battery and fuel-cell technologies as power supplies 
for electric vehicles.

Battery Storage for Electric Vehicles

Batteries are heavy, and they have a low ability to store energy per unit 
of weight in the battery, but they are perceived to be safe to operate, and 
their zero emissions at the tailpipe (in fact, there is no tailpipe in a BEV) 
give them an appeal to environmentally conscious consumers.
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Example 4 Battery Storage in a BEV

The Nissan Leaf is a BEV that has an engine power of 80 kW and gets 
up to 3.5 miles per kWh. Its battery can hold 24 kWh of energy of 
which the recommended discharge in each round of use is not more 
than 80 percent. The replacement battery pack weighs 300 kg (660 lb.), 
costs $5,500 plus $200 for installation, and is warranted for five years 
or 60,000 miles, whichever comes first. A home charging station for 
the Leaf costs $1,000, and for the purpose of this example we assume 
a useful life of 10 years. Nissan does not publish the efficiency losses of 
its battery upon charging or during storage or discharge, but we may 
conservatively assume the battery loses 5 percent of the energy taken 
in when it is charged, and it loses 5 percent of its stored energy during 
storage or when it is being discharged. For financial purposes, assume 
a personal discount rate of 6 percent per year. Consider the following 
questions for an owner who drives the Nissan Leaf 12,000 miles per 
year.

(a) What is the capacity cost of the Leaf battery?
(b) What is the expected driving range of the Leaf on one charge of the 

battery?
(c) What is the levelized cost of the battery, and what is the levelized cost 

of the charging station? What is therefore the total levelized cost of 
the system?

(d) How much energy does an owner use when driving 12,000 miles 
per year?

(e) What is the AFC of the energy delivered to the motor over 12,000 
miles per year?

(f ) If the price of residential electric energy is $0.12 per kWh, and the 
user always charges the Leaf at home using the charging station, 
what is the effective price of the electric energy, recognizing the one-
way efficiency loss of the system?

(g) What is the ATC of electric energy delivered to the motor for the 
owner who drives the Leaf 12,000 miles per year?

(h) How does the answer to (g) change if the Leaf goes 20,000 miles per 
year?
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Solution

(a) Recall that batteries are unusual as a technology in their definition of 
capacity. For batteries, the meaning of capacity follows the familiar 
use of the word as an amount that can be stored, not the main defi-
nition as output rate per unit of time. The capacity cost of the Leaf 
battery is therefore its installed cost $5,700 divided by its capacity of 
24 kWh, giving 238 $/kWh.

(b) The expected range of the Leaf will be the dischargeable capacity of 
the battery, which is 80% of 24 kWh, discounted for a one-way loss 
of electric energy in storage and discharge equal to 5 percent, then 
multiplied by the efficiency of the Leaf in miles/kWh. We get 80% 
× 24 × (1–5%) × 3.5 = 64 miles.

(c) The life of a BEV battery is limited by its usage, not by the passage 
of time. We use the warrantied 60,000 miles as the useful range, 
so at a usage of 12,000 miles per year, the Leaf battery will last five 
years. The levelized cost of the $5,700 battery over this five-year cal-
endar life is given by the spreadsheet function =PMT(6%,5,–5700), 
which returns the number $1,353 per year. The levelized cost of the 
$1,000 charging station over its 10-year warranted life is given by 
the spreadsheet function =PMT(6%,10,–1000), which returns the 
number $136 per year. The total of these is $1,489 per year.

(d) The amount of energy that must go into the electric motor, when the 
owner drives 12,000 miles per year is 12,000 (miles/year) divided by 
3.5 (miles/kWh) = 3,429 kWh per year.

(e) The average fixed cost (AFC) of the energy delivered to the motor in 
a year is the levelized system cost $1,489 divided by the 3,429 kWh 
delivered per year, which is $0.434 per kWh.

(f ) The amount of (input) energy that needs to be drawn from the own-
er’s house, through the charging station, into the battery is equal to 
the (output) energy stored in the battery divided by the 95 percent 
efficiency of the charging process. Therefore, the effective price of the 
stored energy is $0.1200/95% = $0.1263. This stored energy is sub-
ject to another 5 percent efficiency loss when it is discharged from 
the battery, causing the effective price of the energy delivered to the 
motor to be $0.1263/95% = $0.133 per kWh.
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(g) The total average cost of energy delivered to the motor, assuming 
12,000 miles driven per year, is therefore $0.434 + $0.133 = $0.567 
per kWh. It is interesting to see that the effective price of the energy 
delivered to the motor is so much higher than the price paid at the 
plug (the $0.12 per kWh).

(h) When these calculations are set up in a spreadsheet model, it is a sim-
ple matter to change the annual mileage from 12,000 to 20,000 and 
see how the answers change. Doing so, one sees that the levelized cost 
of the device (now over three years, not five) goes up to $2,132 per 
year, AFC per kWh falls only a little, from $0.434 to $0.397. The 
variable cost of the energy is not affected by the annual usage, so it 
remains $0.133, so the total average cost of delivered energy is $0.530.

This analysis reveals an important consequence of the manner by 
which a device exhausts its useful life. The life of the charging station 
is defined by calendar time, 10 years. The life of the battery depends 
on how much it is used. When the useful life depends on calendar time 
alone, then the levelized fixed cost gets spread over more miles of use, so 
the AFC per year goes down. But when the lifespan is defined by usage, 
a higher usage rate simply exhausts the device sooner, so there is little 
change in the AFC per year.

The conclusions of this analysis will be an important point of 
 comparison between the BEV and the FCEV that follows in examples 5 
and 6. Four calculated costs of the electric energy delivered to the motor 
of the electric vehicle—the annual (levelized) fixed cost, the average 
annual fixed cost per kWh, the variable cost (per kWh), and the ATC per 
kWh—will be important points of reference as we study the delivery of 
electric energy to an FCEV.

Hydrogen Storage for FCEVs

Hydrogen can be used as a fuel in vehicles, feeding a hydrogen fuel cell 
that produces electric power to drive an electric motor. Hydrogen cars 
and buses are a form of sustainable transportation for two reasons. One 
is that the hydrogen fuel can be produced either from water through the 
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process of electrolysis using solar or wind systems for the required electric 
energy or from natural gas (methane) that is produced from renewable 
sources such as municipal waste. The second reason is that the byproduct 
of the use of hydrogen in either a combustion engine or a fuel cell is only 
water (H2O). There are no tailpipe emissions.

At present, the most common commercial technology for electric 
vehicles is the BEV or the ICE–EV hybrid called a PEV rather than FCEV. 
There appear to be various reasons for the disadvantage of the FCEV, but 
we will focus on the economic reasons in the next two examples.

In vehicular applications, the key attributes of an energy storage sys-
tem are its gravimetric and volumetric capacity. Gravimetric energy capac-
ity is measured in energy storage per unit of weight of the system when 
it is filled to capacity. It is significant, because systems that are heavy, for 
the amount of energy they carry, make a vehicle less efficient overall. Vol-
umetric energy capacity is measured as energy storage per unit of volume 
of the system when it is filled. It is significant, because a storage system 
that takes up too much space will compromise other uses of the vehicle. 
The next example gives some details about current and future hydrogen 
storage using compressed-gas technology using the fact that the energy 
density of hydrogen gas is 33.33 kWh per kg.

Example 5 Hydrogen Fuel Storage Systems

Current compressed-gas storage for hydrogen (H2) can safely hold the 
fuel in a cylinder at a pressure of 700 atmospheres (10,000 lb./sq.in.). Its 
volumetric physical capacity of 0.0225 kg of H2 per liter of storage unit 
space corresponds to a volumetric energy capacity of 0.0225 × 33.33 = 
0.75 kWh per liter. Its gravimetric physical capacity, or weight ratio, of 
3.5 percent (hydrogen weight to total system weight) corresponds to 
a gravimetric energy capacity of 0.035 × 33.33 = 1.17 kWh/kg.7 The 
capacity cost of a 700-atmosphere system is $16 per kWh.8 Assume that 
the hydrogen storage system can discharge 98.6 percent of its contents 
(the remainder being residual pressure in the tank when it is empty). 
Assume also that it has a useful life of 10 years, driven by calendar time, 
not by usage, and limited by the life of the vehicle as a whole. Create a 
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spreadsheet model that answers the following questions about the hydro-
gen storage system.

(a) Current electric vehicles have an efficiency of approximately 3.5 miles/
kWh. What capacity of electric energy storage system (in kWh) would 
be needed to drive 300 miles?

(b) How large in volume would the storage system have to be? Compare 
that to a 20-gallon fuel tank in an ICE.

(c) How much would the storage system add to the weight of an elec-
tric vehicle? How does that compare to the battery in a Nissan Leaf 
(example 4)?

(d) How much would the hydrogen storage system cost?
(e) Assume a typical personal discount rate of 6 percent per year. What 

is the levelized cost of the storage system over its useful life?
(f ) For a user who drives 12,000 miles per year, what is the AFC of the 

storage system, expressed in $ per kWh delivered to the motor?
(g) For a user who drives 20,000 miles per year, what is the AFC of the 

storage system, expressed in $ per kWh delivered to the motor?
(h) The U.S. Department of Energy’s (DOE’s) goal for 2015 was to 

achieve a volumetric physical capacity of 0.070 to 0.075 kg H2 per 
liter of storage unit space and a weight ratio of 7.5 to 8.0 percent. 
Assume that such a system could be sold for eight dollars per kWh. 
How would that affect the AFC of the storage system?

(i) The U.S. DOE’s long-term goal for hydrogen storage technology, 
which may have to be achieved by technologies other than com-
pression, such as solid-state materials-based storage, is to achieve a 
volumetric physical capacity of 0.040 kg H2 per liter of storage unit 
space and a weight ratio of 5.5 percent. Assume that such a system 
could be sold for six dollars per kWh. How would that affect the 
AFC of the storage system?

Solution

The reader should develop a spreadsheet solution using the logic pre-
sented in the following solution. Questions (g) and (h) can be answered 
as sensitivity analysis on the model by changing the assumptions about 
the gravimetric and volumetric capacities of the system.
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(a) The storage system would need to deliver 300 (miles)/3.5 (miles/
kWh) = 85.7 kWh. But the system can discharge only 98.6 per-
cent of its contents, so the capacity needed to go 300 miles will be 
85.7/98.6% = 87 kWh.

(b) The system would have a volume of 87 kWh/0.75 (kWh/L) = 116 
liters. One gallon is 3.785 liters, so that volume would be 116/3.785 
= 30.6 gal. That would be about half again as large as a 20-gal gaso-
line tank in an ICE vehicle.

(c) The weight of the storage system would be 87 kWh/1.17 (kWh/kg) 
= 74.3 kg, which at 2.2 lb./kg corresponds to 164 lb.

(d) At a capacity cost of $16/kWh, the system would cost 16 × 87 = 
$1,391.

(e) The levelized cost of that system over a 10-year useful life would 
be given by the spreadsheet function =PMT(6%,10,–1391), which 
returns the answer $189.03 per year.

(f ) A usage of 12,000 miles per year corresponds to 12,000/3.5 = 
3,428.6 kWh per year. Divided into the $189.03 levelized cost, this 
gives an AFC of $0�055 per kWh of energy delivered from storage, 
meaning 5.5 cents per kWh.

(g) Replacing 12,000 by 20,000 as the annual mileage in a spreadsheet 
solution to this problem reveals a new AFC of delivered energy, 
$0�033 per kWh. Percentagewise, this is a significant decrease in the 
per-kWh cost, and it is due to the life of the storage system being 
defined by calendar time, not by usage.

(h) Under the DOE’s target for 2015, and the assumed capacity cost 
falling to $8/kWh, the AFC would fall to $0.028 per kWh, which is 
about half of the present value.

(i) Under the DOE’s long-term target, and the assumed capacity cost 
falling to $6/kWh, the AFC would fall to $0.021 per kWh.

The system in an FCEV that corresponds to the battery in a BEV 
is the hydrogen storage system together with the fuel cell that converts 
the hydrogen to electric energy that can be delivered to the motor and a 
battery as a secondary power source used in acceleration and in regener-
ative braking. We studied the economics of the hydrogen storage system 
in example 5. The next example looks at the economics of the fuel cell 
itself.
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Example 6 Delivered Energy Cost from a Fuel Cell

A hydrogen fuel cell uses hydrogen to create electric power that drives the 
electric motor of the vehicle. Automotive fuel cells in 2013 had a capacity 
cost of $55/kW. Their lifespan is defined by usage, as they are expected to 
last 75,000 miles.9 The fuel cell has an electric-energy efficiency of 40 per-
cent, the remainder of the energy in the hydrogen going into heat (about 
50 percent) or other forms of waste. To power the vehicle, the fuel cell must 
have an output of 85 kW. Its hydrogen fuel costs five dollars per kg at exper-
imental pumping stations in California. As with the BEV, assume that the 
FCEV has an overall efficiency of 3.5 miles per kWh of energy delivered to 
the motor. The FCEV has a battery, like a hybrid car’s battery, which must 
be considered as part of the energy-delivery system. Hybrid batteries cost 
about $3,000 to replace, but here we will assume a $2,500 installed cost of 
the battery and a lifespan of 100,000 miles. Analyze the cost structure of 
this energy-delivery system assuming a usage of 12,000 miles per year.

(a) How much will the fuel cell cost?
(b) How much energy will the fuel cell need to deliver to the motor over 

one year of use?
(c) What is the levelized cost of the fuel cell, and what is the average 

annual fixed cost of the fuel cell per kWh at the stated usage level?
(d) Considering the efficiency of the fuel cell, how much energy must 

the hydrogen storage system deliver to the fuel cell over one year?
(e) Recalling that the energy density of hydrogen is 33.3 kWh/kg, how 

many kilograms of hydrogen must the user purchase each year, and 
how much will that cost?

(f ) What is the variable energy cost of the fuel cell system, in dollars per 
kWh delivered to the motor?

(g) What is the levelized cost of the battery system, and what is its annual 
fixed cost per kWh, given the stated annual usage rate?

(h) Looking back at example 6, record the levelized cost of the hydrogen 
storage system and the corresponding ATC of hydrogen storage for 
12,000 miles driven per year.

(i) What is the total levelized cost of the fuel cell, battery, and storage 
system ($/year), and what is the average annual fixed cost per kWh 
delivered to the motor?
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(j) What is the ATC per kWh delivered to the motor? (Add the AFC 
and the variable cost per kWh.)

(k) If the vehicle were driven 20,000 miles per year, what would be the 
ATC per kWh delivered to the motor?

Solution

(a) The cost of the unit will be its capacity cost $55/kW multiplied by 
its capacity 85 kW = $4,675.

(b) The energy that must be delivered to the motor by the fuel cell over 
one year is the usage 12,000 miles/yr divided by the efficiency of the 
vehicle 3.5 miles/kWh = 3,429 kWh/yr.

(c) The calendar lifetime of the fuel cell will be 75,000 miles/12,000 
miles/yr = 6.25 years. The annualized fixed cost of the fuel cell is 
=PMT(6%,6.25,–4675) = $918.97 per year. The average annual 
fixed cost of the fuel cell is therefore 918.97 ($/yr) divided by 3,429 
(kWh/yr) = 0.268 $/kWh.

(d) The energy that must go into the fuel cell, to get 3,429 kWh/year 
out, is 3429/40% = 8,571 kWh/year.

(e) At 33.3 kWh/kg of hydrogen the physical input to the fuel cell 
must be 8571/33.3 = 257.4 kg/yr. At a price of $5/kg, this will cost 
$1,287/yr.

(f ) The variable cost of the energy delivered to the motor is therefore 
$1,287 divided by 3,429 kWh = 0.375 $/kWh.

(g) At 12,000 miles per year, the 100,000-mile battery will last 8.33 
years. Its annualized cost is therefore =PMT(6%,8.33,–2500) = 
389.96 $/year. Its average cost per kWh delivered to the motor is 
389.96/3429 = 0.114 $/kWh.

(h) From example 6, the annualized cost of the storage system was 
$189.03, and its average cost per kWh delivered to the motor was 
0.055 $/kWh.

(i) The annualized costs of the fuel cell, battery, and storage systems 
sum to $918.97 + $389.96 + $189.03 = $1497.96. Averaged over 
the 3,429 kWh used per year, the AFC of all three systems is 0.437 
$/kWh.

(j) The AFC of $0.437 per kWh plus the variable energy cost of $0.375 
per kWh gives an ATC of $0.812 per kWh.
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(k)  With this solution set up in a spreadsheet (not shown here), it would 
be an easy matter to change the annual usage from 12,000 miles 
to 20,000 miles. The result is that the AFC of $0.437 per kWh at 
12,000 miles goes down only a little to $0.387, and the ATC remains 
high at $0.762 per kWh.

This example gave another illustration that the cost per unit does not 
decrease very much at higher usage levels if the lifespan of the device 
depends on usage rather than on calendar time. We summarize the results 
for 12,000 mile usage as a comparison of the battery and the fuel cell as 
power delivery systems for electric vehicles in Table 6.4.

The lesson from Table 6.4 is that the total fixed cost per kWh is almost 
the same for the battery and the fuel cell systems. The disadvantage of 
the fuel cell comes not from the cost of the fuel cell, battery, or storage 
system. It comes from the variable cost of the fuel cell system, which is 
the cost (per kWh delivered to the motor) of the hydrogen needed to run 
the fuel cell. That variable cost is driven by two parameters, the price of 
hydrogen ($5/kg) and the efficiency of the fuel cell in converting hydro-
gen energy into electrical energy (40 percent). If we look at hydrogen for 
its energy content (33.3 kWh/kg in electrical terms), then the price of 
hydrogen at $5/kg corresponds to 5/33.3 = $0.15 per kWh. The relatively 
low efficiency of the fuel cell drives the price of energy delivered to the 
motor up to 0.15/40% = $0.375 per kWh. The nominal price of electric 

Table 6.4 Comparison of battery and fuel cell costs

Battery Fuel cell
Annual vehicle usage 12,000 mi. 20,000 mi. 12,000 mi. 20,000 mi.

Fixed cost, battery ($/yr) 1,353 2,132 390 390

Fixed cost, charging station ($) 136 136 

Fixed cost, fuel cell ($/yr) 919 919

Fixed cost, H2 storage ($/yr) 189 189

total fixed cost ($/yr) 1,489 2,268 1,498 2,212

total fixed cost per kWh used ($) 0.434 0.397 0.437 0.387

Variable cost per kWh ($) 0.133 0.133 0.375 0.375

Average total cost per kWh ($) 0.554 0.530 0.812 0.762
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energy at a home charging station, $0.12 per kWh is subject to the mere 
5 percent inefficiency of the charging process, running its effective price 
up to 0.12/95% = $0.133 per kWh.

Both battery technology and fuel cell technology can be expected to 
improve over time, so their comparable total fixed costs will probably not 
change very much relative to each other. The hope for fuel cells is that 
the price of the hydrogen will decrease as a national distribution system 
for hydrogen develops, as producers of hydrogen gain economies of scale, 
and as fuel cell technologies become more efficient. If the price of hydro-
gen were to fall to two dollars per kg, and fuel cell efficiency were to rise 
to 45 percent, the variable cost of the fuel cell would fall to 2/33.3/45% 
= $0.133 per kWh, the same number used for the battery problem in 
example 5, and the fuel cell would be competitive with the battery.

Take-aways

This chapter has brought together two ideas that at first seem to be wholly 
unrelated, the cost of buying a device and the cost to operate the device. 
We had to frame these two types of cost in a way that permits them to 
be measured in the same units, because some devices are expensive to 
buy but cheap to operate, and others are cheap to buy but expensive to 
operate. A choice between the technologies must hinge on some unified 
concept of cost that permits a direct comparison of the technologies.

• A convenient way to compare the cost to purchase or build 
devices of different sizes is to divide the cost of a device by 
its size (capacity). This is the capacity cost of the device. The 
capacity cost of a fuel cell is $55 per kW, but the capacity cost 
of a solar or wind power system is approximately $2,000–
$5,000 per kW.

• The cost to operate a device is expressed as the variable 
cost (per unit of output), which depends on the amount 
and price of inputs needed to produce 1 unit of output. 
For example, the variable cost of a fuel cell is the cost of 
the hydrogen it consumes to yield one unit of output, for 
example, $0.375 per kWh.
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• The cost of owning a device can be expressed on a per-
unit basis, like the variable cost per unit, but that requires 
two further assumptions: (1) a discount rate to levelize the 
purchase price on an annual basis, and (2) an annual output 
rate of the device. The calculation has two steps: (1) use 
the PMT spreadsheet function to calculate the annualized 
(levelized) cost of the device over its useful life, analogous 
to an annual rental payment, then (2) divide the annualized 
cost ($/year) by the output rate (units/year) to get the average 
levelized cost per unit ($/unit).

• The cost of owning and operating a device is expressed on a 
per-unit basis, for a given annual output, as the sum of the 
average levelized cost per unit and the variable cost per unit.



CHAPTER 7

Break-Even Analysis

Overview

Electric power technologies have electric energy as their single output. 
If we can describe the cost (in dollars) of producing any quantity Q of 
output (measured in kWh), and if we know the price that the output can 
sell for, we can ask the question, “What level of output per year would 
yield revenues sufficient to cover all the costs of production?” The answer 
to that question is the break-even output rate for the technology given the 
prices of all inputs and the selling price of the output. The break-even 
problem is quite general, applying to many types of technology.

A related question that we will take up in this chapter is the compar-
ison of two devices that produce the same output. This question arises 
in the replacement of an old, inefficient device by a new, more efficient 
device. Using a variation on the theme of break-even analysis, we will see 
that the choice between the old and the new technology may depend on 
how much the device will be used—its output rate. In sum, this chapter 
takes up three questions that break-even analysis can address:

• How do you calculate the break-even usage level of a device?
• How do you make the decision about replacing an existing 

device by a more efficient device, and why is the decision 
often to hold onto an existing, inefficient device?

• Under what conditions is the choice between two devices 
driven by their relative costs of possession and costs of 
operation?

Pursuing these questions, we will see, in detailed examples about wind 
power and solar photovoltaic (SPV) power, how spreadsheet software 
makes it easy to analyze break-even problems.
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The Break-Even Point for a Device

The break-even question is particularly significant, because all power 
devices have some costs that must be paid whether the device is pro-
ducing power or not. These are the fixed costs and annualized purchase 
price or the cost of leasing the device. If the power device were to pro-
duce only a small quantity of energy, the sale of that energy would not 
be enough to cover the fixed costs. What quantity of output sold, then, 
will exactly cover the total cost of production? That is the break-even 
question.

To answer that question, we look back at the cost equation for the 
technology. The total cost function for a device must include the fixed 
costs and also the cost of raw materials, fuel, energy, and labor that are nec-
essary to operate the equipment. These latter costs, which must increase in 
order to produce more energy from the technology, are the variable costs 
of production.

In a simple mathematical model of cost, we write F for the fixed cost 
that must be paid per unit of time (month or year) and v for the variable 
cost per unit of production. We write Q for the quantity of output from 
the technology per unit of time. The total cost function of the device can 
be written as sum of the fixed cost and the total variable cost,

 C = F + v × Q 

Solar power technologies have little or no variable costs, because 
they do not require any fuel or energy input other than sunlight, which 
is free. What little maintenance they require is best considered a fixed 
cost of keeping the solar panel operational, paid on an annual sched-
ule, rather than a variable cost per kilowatt-hour produced. The same 
can be said about the maintenance of wind and hydro technologies. 
However, ground-source heat pumps require some electric energy as 
input, and conventional fossil-fueled technologies require fuel and 
some labor. These latter technologies have variable costs that must be 
calculated in order to answer the question about a break-even level of 
output.
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The revenue from the sale of a quantity Q of output at a price of p per 
unit of output has the equation R = p × Q. The break-even equation says 
revenue equals cost,

 R = C 
 p × Q = F + v × Q 

Now solve this equation for the break-even quantity of output per 
year, Q:

 p × Q - v × Q = F 
  (p - v) × Q = F 

 Q = F
p v−

 (Break-Even Quantity)

The expression p - v is the price minus the average variable cost of 
production, which is the profit margin of the device, expressed in dollars 
per unit. F is the fixed cost, so the second of the three break-even equa-
tions above tells us that the break-even quantity Q is the rate of output 
per year at which the profit from the sale (p - v) × Q is just enough to 
cover the fixed costs F of production during the year.

Note our interpretation of the break-even quantity as a zero-profit 
point. This means that the break-even output rate Q can be used as a decision 
rule for investing in the device. If the expected usage of the device is less than 
or equal to Q units of output per year, the device would not produce more 
revenue than it costs to own and operate, so it should not be purchased. On 
the other hand, if the device can be used at a rate higher than Q units per 
year, it will produce a profit and would be a financially viable investment.

Example 1  Break-Even Output Quantity for a 50 kW Wind 
Turbine

A 50 kW wind turbine might cost $200,000 and have a useful life of 20 
years. Assume that the purchase of the turbine could be financed with a 
bank loan at a 9 percent interest rate. The amount of electric energy the 
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 t urbine can produce will depend on the average wind speed where it is 
located, so our task here is to determine how much energy per year would 
be needed just to cover the costs of production. Two questions must be 
answered:

(a) If the wind turbine would be used to replace electricity from a pub-
lic utility that would otherwise cost $0.11 per kWh, how many 
kilowatt-hours (or megawatt-hours) must the turbine generate in 
a year?

(b) What percentage of the maximum energy output from the wind tur-
bine does that break-even quantity represent? (That is, what is the 
break-even capacity factor?)

Solution

(a) There is no variable cost to operating a wind turbine, so first we 
determine the levelized installed cost for the turbine. The levelized 
cost is given by Excel using the syntax =PMT(9%,20,–200000), 
which returns the number 21,909, meaning a levelized cost of 
$21,909 per year.

The number of kilowatt-hours needed to justify that annual cost 
is the quantity Q that satisfies

 Revenue per year = Total cost per year 
 Q × 0.11 = 21,909 

So Q = 21909/0.11 
 Q = 199,175 (kWh per year) 

(b) The maximum output of energy from a 50 kW wind turbine in 
one year is its power capacity (50 kW) multiplied by the number of 
hours in a year. 50 kW × 365 × 24 hours = 438,000 kWh of energy 
per year. So, as a percentage of the maximum output, the break-even 
output quantity is 199175/438000 = 45.5 percent.

For a wind turbine under common operating conditions, 45.5 
percent would be a very high capacity factor.



 BrEAK-EVEN ANALYSIS 139

Sensitivity Analysis on a Financial Model

Let us look back at the financial model of the wind turbine and see which 
parameters of the model affect the break-even capacity factor. These 
parameters are as follows:

1. Cost of the turbine (here assumed to be $200,000)
2. Discount rate for financial analysis (here 9 percent)
3. Sale price of electric energy (here $0.11/kWh)
4. Useful life of the turbine (here 20 years)

Changing any one of these assumptions would change the break-even 
capacity factor. The practice of examining the effects of changes in these 
assumptions is called sensitivity analysis or What if? analysis on the solution.

We will now perform a sensitivity analysis on each of the first three 
parameters, one by one, to see how specific changes in each parameter 
would affect the break-even capacity factor. Then we will consider a col-
lection of changes simultaneously. Motivating this analysis is the fact that 
government policies have been designed in recent years to make renew-
able energies more financially attractive. These include a 30 percent tax 
credit that effectively reduces the cost of the device (parameter 1), low-in-
terest loans that reduce the discount rate (parameter 2), and producer 
price subsidies that effectively increase the effective selling price of the 
energy (parameter 3).

Our focus in this analysis is on the break-even capacity factor, which 
essentially defines the geographic range in which a particular device 
will be economically viable. Locations that have consistently high wind 
speeds, the best for wind power, are rare. Most regions have more variable 
wind speeds and lower average wind speed. The lower the average speed, 
and the more variable the wind speed is at a location, the lower will be 
the capacity factor of the wind power system and the less economical it 
will be. Therefore, government policies that make wind power viable at 
lower capacity factors will motivate the use of wind power systems more 
widely in the country.

A sensitivity analysis requires a recalculation of the solution to the 
basic problem with a change in one or more of the parameters. That can 
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mean a lot of arithmetic and algebra, unless one uses a spreadsheet to do 
the calculations. So let’s first set up a spreadsheet solution to the basic 
problem and then see how easy it is to conduct the sensitivity analysis.

Setting Up a Spreadsheet for Financial Analysis

The remarkable feature of spreadsheet software is that it permits the user 
to enter basic data for a problem and then calculate other quantities 
from those data. A change to the basic data flows automatically into 
the calculated quantities. The art of constructing a financial model in a 
spreadsheet consists in putting the parameters of the model each in their 
own cell and calculating other cells from them. In Figure 7.1, cells B3 
to B7 contain the basic data for the wind generator problem. Those cells 
were colored yellow cells to clearly demark them from the other cells, 
which contain textual explanations that make the spreadsheet easier to 
understand.

We solved the wind power problem using these data in four steps. 
First, we calculated the annualized cost of the power system using Excel’s 
payment (PMT) function, then we calculated the break-even output 
of  the system in kilowatt-hours per year using the break-even formula 
Q = F/(p-v), then we calculated the maximum annual output of the wind 
power system based on its rated capacity, then we calculated the break-
even capacity factor by dividing the break-even quantity Q by the maxi-
mum annual output. To solve the problem in the spreadsheet, we created 
four new lines, one for each of these calculated quantities. The follow-
ing display shows the formulas that one would type into each cell of the 
spreadsheet to calculate these quantities. Writing those formulas using 

Figure 7.1 Parameters of the wind power financial viability model
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the cell addresses of the data, rather than retyping the numerical data 
in the formula, is what gives the spreadsheet the ability to recalculate all 
quantities automatically when you change any number in the basic data 
of the problem, which is what we have done in the sensitivity analysis seen 
in Figure 7.2. The formulas used for those four calculated quantities are 
displayed in the figure.

Notice the negative sign in front of the PMT function in cell B9. This 
is necessary to show a positive number in cell B9, because Excel’s sign 
convention is to make the PMT number the opposite sign from the pres-
ent value (PV) (the installed cost, cell B4). Excel’s sign convention uses 
positive numbers for cash inflows and negative numbers for cash outflows. 
The interpretation of PMT and PV as quantities having opposite sign 
reflects the use of this function in banking: the payment by a borrower is 
a cash outflow (negative number) that pays back a loan that was received 
by the borrower as a cash inflow (positive number) when the present value 
amount was borrowed.

When those formulas are typed into those cells, the spreadsheet shows 
the calculated quantities, not the formulas (Figure 7.3).

Wind Power Break-Even Capacity Factor (Sensitivity Analysis)

We will now perform the sensitivity analysis on the three parameters 
of the model that affect the break-even capacity factor and that could 
vary due to location or government policy. The fourth parameter, the 
useful life of the wind turbine, like the capacity of this turbine, is a fixed 

Figure 7.2 Formulas for calculations in the wind power model



142 FEASIBILItY ANALYSIS For SUStAINABLE tECHNoLoGIES

characteristic of the device. The parameters for sensitivity analysis are as 
follows:

1. Installed cost of the turbine (was $200,000)
2. Discount rate for financial analysis (was 9 percent)
3. Sale price of electric energy (was $0.11/kWh)

1. Installed Cost: A 30 percent tax credit is available for wind power 
installations. How much would that tax credit reduce the break-even 
capacity factor for the wind turbine?

The installed cost of the wind power system is $200,000, so the 
tax credit will be 30% × 200,000 = $60,000. The owner of the wind 
generator may deduct that $60,000 from the amount of taxes owed 
at the end of the year. So, essentially the U.S. government is paying 
$60,000 of the cost of the wind power system. The net payment 
from the system owner is therefore $140,000.* Typing the number 
140,000 in cell B4 over the old number 200,000, we see immedi-
ately the effect of this change (Figure 7.4).

Figure 7.3 Outcomes of calculations in the wind power model

* In Chapter 8, we will look in more detail at federal tax credits for renewable 
energy and see that the net payment is affected by the owner’s state tax rate. For 
the example here, we ignore that complication.
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The annualized fixed cost of the wind power generator fell to 
$15,337 per year, reducing the break-even output rate to 139,423 
kWh per year and the break-even capacity factor to 31.8 percent 
from the level of 45.5 percent in the original statement of the prob-
lem. The new capacity factor is in the middle of the range of 20 to 
40 percent that wind power systems are said to achieve in the United 
States, so the 30 percent tax credit makes wind power financially 
viable in a much wider region of the country.

2. Discount Rate for Financial Analysis: Return now to the origi-
nal example, with an installed cost of $200,000, but suppose that 
instead of the tax credit, the wind power project is eligible for a 
low-interest, 20-year loan at an interest rate of 5 percent per year 
from the U.S. government for the entire $200,000. What would be 
the new break-even capacity factor?

We solve this by typing 5 percent over the 9 percent in the origi-
nal spreadsheet and inspecting the result (Figure 7.5).

The new break-even capacity factor is 33.3 percent, not quite as 
low as the effect of the 30 percent tax credit, but still within the range 
that is achievable in many parts of the United States.

3. Selling Price of Electric Energy: Some states give producers of 
renewable energy a production credit or subsidy of $0.02 per kWh. 

Figure 7.4 Sensitivity analysis on installed cost in the wind power model
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What effect would that have on the break-even capacity factor for 
this 50 kW wind power generator?

It would raise the selling price from $0.11 to $0.13 per kWh. 
Substituting that value in cell B6 of the spreadsheet gives a new result 
(Figure 7.6).

The production subsidy would reduce the break-even capacity 
factor from the original 45.5 to 38.5 percent, which is not as much 
as either the 30 percent tax credit or a 5 percent (low-interest) loan.

Figure 7.5 Sensitivity analysis on discount rate in the wind power model

Figure 7.6 Sensitivity analysis on energy price in the wind power 
model
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Sensitivity analysis can study the effect of simultaneous changes 
in several parameters of the model as easily as individual changes. 
The exercises in this chapter of the Study Guide for this book explore 
that type of extended sensitivity analysis.

Break-Even Analysis of an SPV Power System

Consider the costs and benefits of operating an SPV system. For conve-
nience of calculation, we will consider an SPV module that has a 1 kW 
rated capacity. The output of the SPV system is electric energy, measured 
in kWh. That output depends on how much the sun shines, which varies 
a lot throughout the United States.*

Our basic model will analyze the economics of SPV for a homeowner 
living in California, where the benefit of solar power is that it saves the 
owner from paying $0.17 per kWh, which we take here to be the home-
owner’s retail price of electric energy plus any applicable state sales tax. 
That is the homeowner’s avoided cost of electric energy.

Example 2 SPV Power

In 2011, the installed cost of SPV units for homes was about $6 per W, 
meaning $6,000 per kW.1 Most units had a 25-year warrantied lifetime. 
The electric energy from the SPV system will supplant electric energy 
for which the homeowner is now paying $0.17 per kWh, including sales 
tax. Suppose, also, that the homeowner’s alternative use for investment 
capital would yield a 9 percent return on investment. For this analysis, 
we assume that there are essentially no variable costs to producing electric 
energy with an SPV system.

(a) What is the break-even number of kilowatt-hours of electric energy 
that must be generated by the SPV unit per year?

(b) What percentage of the system’s capacity is that? How many hours 
per day of sunshine, on average across the year, does that imply?

* For a great map of the solar incidence throughout the United States, see U.S. 
National Renewable Energy Laboratory, “Dynamic Maps, GIS Data, and Analy-
sis Tools,” www.nrel.gov/gis/solar.html
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Solution

(a) Break-Even Output: The fixed cost of the SPV unit is only the level-
ized installed cost of the device, which we can calculate in Excel using  
the syntax =PMT(9%,25,–6000) which returns the answer $611 per 
year (per kW). Write Q for the quantity of electric energy needed to 
break even on this purchase. According to the break-even equation,

 Revenue from energy savings per year = Cost per year 
 0.17 × Q = 611 
 Q = 611/0.17 
 Q = 3,593 (kWh/yr) 

(b) Capacity Factor: Because our SPV module has a rated power capac-
ity of 1 kW, if we follow the example of the wind turbine, the SPV 
unit could in theory produce 1 kW × 24 hr/day × 365 days/yr = 
8760 kWh of energy per year. The break-even output of 3,593 kWh/yr  
thereby corresponds to a capacity factor of 3593/8760 = 41  percent 
of its theoretical maximum output.

The capacity factor for an SPV unit has to be interpreted in light 
of the fact that the sun does not shine 24 hours per day. No SPV unit 
anywhere on earth can have an annual capacity factor greater than 50 
percent.

When we studied the capacity factor of a wind turbine, the purpose 
was to identify geographic regions where wind power would be financially 
viable. We could do that with the capacity factor, because the distribution 
of wind speeds at any location can be used to calculate the energy pro-
duction of a given wind turbine and hence its capacity factor. We were 
using the capacity factor as an indicator of the wind energy resource at a 
particular location. However, the measurement of solar energy resources 
is not quite as simple.

rated Capacity of an SPV Unit

SPV systems are commonly described in terms of their rated capacity in 
kilowatts. The definition of that rated capacity is the key to understanding 
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how to calculate the output of an SPV system. SPV panels have a rated 
capacity that is defined under the assumption that an irradiance of 1,000 
W/m2 is streaming onto the panel at a right angle to its tilt. Recall that the 
efficiency of an SPV unit indicates the percentage of its irradiance that is 
transformed into direct current (DC) electric energy. A 1 kW solar panel 
must therefore have a surface area in square meters equal to the inverse of 
its efficiency.

Measures of the Solar resource in a Location

One approach to the break-even problem for SPVs is to translate the 
annual break-even output rate of the SPV device into a number of kilo-
watt-hours per day, because that will reveal the number of hours per day 
that the sun must shine at peak strength, on average across the year, on a 
1 kW SPV unit. For example 2, that calculation is

 3,593/365 = 9.84 (kWh/day/kW = sun hours per day) 

This break-even measure for an SPV unit is called technically the peak 
sun hours per day. It is not the same as the number of daylight hours, 
because the sun does not shine with the same intensity at all times of the 
day or at all times of the year. Solar irradiance is the power inherent in the 
solar radiation falling on a surface facing the sun. Some of the sun’s energy 
is reflected or absorbed by the atmosphere, so the greater the angle of the 
sun from directly overhead, the greater is the loss of solar irradiance. As a 
result of this effect, solar irradiance varies by time of day and by season of 
the year. The peak sun-hours at a particular location is the average number 
of hours of peak irradiance (defined as 1,000 W/m2) that would result in 
an energy gain equal to the actual energy received by one square meter of 
surface area at that location.  Measured in terms of peak sun hours, the solar 
resource of the United States appears as shown in the map in Figure 7.7.2

Our SPV unit in example 2 was located in California, and if we take 
that to be Southern California, it can get between five and six peak sun 
hours. However, our break-even requirement was 9.84 peak sun hours 
per day, so the parameters of example 2 do not imply a financially viable 
SPV system.



148 FEASIBILItY ANALYSIS For SUStAINABLE tECHNoLoGIES

Before we continue with a sensitivity analysis on the solution to exam-
ple 2, we should look a little deeper into the measurement of the solar 
resource at any particular location to better inform our break-even analysis.

Properly calculated, the peak sun hours include the effects of meteo-
rological factors that affect the output of a solar power array. Clouds have 
a variable impact on solar irradiance at the earth’s surface. Depending on 
how dark the clouds are, they can reduce the output of an SPV unit to as 
little as 10 to 25 percent of its rated capacity.3 Similarly, smog can reduce 
direct solar irradiance by as much as 40 percent.4 A direct measure of the 
solar resource available at a location, taking account of the meteorological 
factors, is the amount of solar energy received, on average across a year, 
by one square meter of surface area. This is termed insolation and is typi-
cally measured in kilowatt-hours per square meter per day, kWh/m2/day. 
The National Renewable Energy Lab (NREL) has published maps of the 
United States and a calculator called PVWatts5 that gives a location’s solar 
energy resource in terms of insolation.

Any map or insolation calculator must state its assumptions about the 
orientation of the surface that is collecting the solar energy. There are four 
orientations that are typically used as benchmarks for insolation:

1. A surface lying flat on the ground.
2. A surface tilted at an angle equal to its latitude and facing south in 

the Northern Hemisphere or north in the Southern Hemisphere.

Select the nearest city:

Solar insolation map data

Zone 1
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Zone 4
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Zone 6

6    hours
5.5 hours
5    hours
4.5 hours
4.2 hours
3.5 hours

Sun Hours/Day zone solar insolation map

How much sun
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Zone 6 Zone 5
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Figure 7.7 U.S. solar resource data
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3. A surface mounted on a one-axis tracking system that follows the sun 
east to west during the day, tilted at a fixed angle.

4. A surface mounted on a two-axis tracking system that follows the 
sun both east-to-west and low-to-high during the day.

These orientations make a large difference in the amount of energy that 
a panel will collect during the day. In Los Angeles, the daily insolation, 
averaged over a year, for a panel lying flat on the ground is 5.04 kWh/m2/
day. That figure goes up to 5.63 for a surface tilted at latitude, to 6.92 for 
one-axis tracking and 7.27 for two-axis tracking.

Sources of insolation data on the Internet are not always clear about 
the orientation assumed in their data. The Gaisma database6 reports that 
their data were obtained from the NASA Langley Research Center Atmo-
spheric Science Data Center, but they do not make it clear that their data 
are for a panel lying flat on the ground.

The NREL map below shows the annual average daily insolation of 
a fixed surface facing south and tilted at an angle equal to its latitude 
(Figure 7.8).7

The values for inland Southern California and western Arizona shown 
on this map have a high of 6.5 to 7.0 kWh/m2/day. Los Angeles, being 
on the ocean and subject to clouds and rain, has an annually averaged 
insolation of 5.63 kWh/m2/day.

The insolation received by a solar panel depends on atmospheric and 
meteorological conditions as well as the path of the sun in the sky at a 
particular location. The NREL data are based on measures of solar radi-
ation received at locations around the United States, so they account for 
factors such as smog and cloudy weather.8 NREL’s PVWatts calculator 
also accounts for the temperature at which the SPV device will operate, 
subtracting 0.5 percent in efficiency per degree Celsius above 25°C (called 
temperature derating), and it accounts for reflective losses off the surface 
of a solar panel when the sun’s rays strike the panel at a more shallow 
angle.

The inclusion of climatic data with solar radiation data makes 
PVWatts a useful calculator. However, because climatic conditions vary 
from year to year, the PVWatts estimates of annual output from an SPV 
unit are still subject to an error of 10 to 12 percent.9
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optimal tilt Angle for a Fixed Solar Panel

There is no easy, accurate answer to the question of what angle a fixed 
solar panel should be tilted at to maximize its annual energy output. It 
will depend on the latitude where the panel is located, but it also depends 
on climatic factors such as the amount of time there is snow on the ground 
(reflecting the sun’s rays upward, favoring a steeper angle) and clouds in 
the sky (diffusing the sun’s radiation, favoring a shallower angle).10 The 
following formula is an approximation based on latitude (L, degrees) 
alone, for latitudes between 25° and 50°.11

 Approximation to Optimal Tilt: Angle = L × 0.76 + 3.1 (degrees) 

For example, at 40° north latitude, the approximation to the optimal tilt 
would be 40 × 0.76 + 3.1 = 30.4 + 3.1 = 33.5° from horizontal.

NREL’s PVWatts calculator uses a database of weather information, 
so one strategy using PVWatts would be to start with the approximation 

Figure 7.8 U.S. solar resource: flat plate tilted at latitude
Source: This map was created by the National Renewable Energy Laboratory for the U.S. Department 
of Energy.
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formula given above and try slightly higher and lower tilts to see if they 
improve the annual output.

Parity of Solar Power and Conventional Electric Power

Under what conditions would the SPV be at parity with conventional 
electric power production? To find out, we do some sensitivity analysis 
on the solution.

Sensitivity Analysis on the SPV Financial Model

Example 2 SPV Power (Continued)

Suppose that the buyer of the SPV unit can get a 30 percent federal tax 
credit.* Recalculate the effective cost of the unit and the break-even num-
ber of hours of operation per day.

Solution

With the 30 percent tax credit, the effective cost of the unit is (1-30%) × 
6000 = $4,200, and the levelized cost will be PMT(9%,25,–4200) = $428  
per year. The new break-even point is Q = 428/0.17 = 2,518 hours of 
operation per year (for a 1 kW unit), meaning 6.9 peak sun hours per day. 
The sun hours map above shows that the best parts of California get just 
six hours of peak sun per day across the year, so while the tax credit helps 
the SPV unit get close to parity with the conventional power technologies, 
it is not quite there.

Break-Even Analysis in the Equipment  
Replacement Problem

In example 1, the point of reference for the revenue from the wind turbine 
was the price charged for electric energy by the public utility company, 
because that represents the savings that the owner of the wind turbine 
would realize by using the output of the wind turbine, even without selling 

* The treatment of tax credits in this chapter is simplistic. A more realistic treat-
ment appears in Chapter 9.
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it to others. In the following example, we see that the reference point for 
revenue, as savings, can also be the operating characteristics of an exist-
ing device, for which the device in question could be a replacement. The 
use of break-even analysis in example 2, below, determines the conditions 
under which it is financially sensible to replace an existing furnace with an 
energy-efficient furnace. This example reinforces the point that break-even 
analysis produces a rule for making a decision about investing in the device.

Example 3  Break-Even Usage in a Furnace-Replacement Problem

An old home that has a 1980s-era gas-fired furnace that is only 60 percent 
efficient. The local natural gas utility charges $0.90 per therm (100,000 
BTU). The owner can replace that furnace with an Energy Star rated 
furnace that has an efficiency of 95 percent. The new furnace will cost 
$2,500 installed, and it will have a useful life of 20 years. The current 
long-term mortgage interest rate of 6 percent is an appropriate reference 
for a required rate of return on the investment in the furnace. 

(a) What level of annual heat energy loss from the home (therms/year) 
would make the investment in the energy-efficient furnace immedi-
ately worthwhile? 

(b) What level of natural gas energy consumption with the current fur-
nace, shown on a year’s worth of gas bills, corresponds to that annual 
heat energy loss, and what is the current annual cost of that amount 
of natural gas?

Solution

(a) Write Q for the quantity of heat required to replace the heat lost 
from the home during a year, measured in therms/year. The current 
consumption of natural gas is Q/60% therms, so the annual expen-
diture on natural gas is 0.90 × Q/0.60 = 1.5 × Q dollars. That is 
the total annual operating cost of the old furnace. Now look at the 
energy-efficient furnace. Its efficiency is 95 percent, so it will have 
an annual variable (fuel) cost of 0.90 × Q/95% = 0.947 × Q. The 
annual fixed cost of the furnace is found using Excel’s PMT func-
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tion and the 6 percent discount rate for investments in real estate. 
The expression =PMT(6%,20,2500) in Excel returns an answer of 
$217.96 per year as the annualized installed cost of the new furnace. 
The break-even equation says that at the output rate Q, the total 
annual operating cost of the old furnace is equal to the total annual 
operating cost of the new furnace,

 1.5 × Q = 0.947 × Q + 217.96 

Solve this equation for Q to find the level of heat energy usage by the 
house that marks the boundary between the decision to keep the old 
furnace and a decision to buy a new furnace,

 (1.5 - 0.947) × Q = 217.96 
 0.553 × Q = 217.96 
 Q = 217.96 / 0.553 
 Q = 394.1 (therms per year) 

(b) If the house needs 394.1 therms of heat energy per year, the old 
furnace will consume 394.1/60% = 656.8 therms of natural gas per 
year. (Recall that natural gas quantities can be measured physically 
in thousands of cubic feet, abbreviated as Mcf, but on utility bills 
they are often measured in the equivalent heat energy of the natu-
ral gas itself, hence in therms.) The corresponding annual natural 
gas expenditure is calculated using the utility’s price of $0.90 per 
therm, 656.8 × $0.90 = $591 per year. So if the house had a gas bill 
of more than $591 per year, it would make financial sense to replace 
the old furnace immediately with an energy-efficient furnace. If 
the annual bill is below $591 per year (about $50 per month), it 
would be better to wait until the old furnace stops working and 
then replace it.

Sensitivity Analysis on the Furnace Model

We can determine the conditions under which Iowans would buy ther-
mally efficient windows by performing sensitivity analysis on the solution 
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to the previous example. In a sensitivity analysis, we change some of the 
assumptions (parameters) of the economic model, recalculate the solu-
tion, and then see if the break-even point would change enough that an 
energy-efficient furnace would make sense immediately.

1. Cost of natural gas 3. Discount rate
2. Cost of the furnace 4. Useful life of the new furnace

Example 3 Sensitivity Analysis on the Solution (Continued)

One assumption that could be changed in a sensitivity analysis of this 
solution is the cost of natural gas. We ask, “What would the price of natu-
ral gas have to be in order to make the window replacement economically 
sensible?” To find the answer, we resolve the break-even equation with the 
price of natural gas written as P (and measured as $/BTU) rather than as 
a given number, but we use the Iowa figure for degree days (7363 heating 
+ 300 cooling = 7663). Here is the calculation.

 Savings per year = Total cost per year 
 P × 10 × 24 × 7663 × 0.778/85% = 11.63 
 P × 1,687,662 = 11.63 
 P = 11.63 /1,687,662 
 P = 0.000,0069 $/BTU 
so P = 0.69 $ per therm. 

Recall that the current price of natural gas was $0.66 per therm in the 
statement of the problem. The break-even price calculated here, of $0.69 
per therm, is only a little higher than the current price. It is quite possible 
that the real price of natural gas could increase to that level in the future, 
in which case people in Iowa would start replacing their existing windows 
with energy-efficient windows.

Crossover Points and Arrayed Technologies

In automotive applications, electric vehicles have the advantage that their 
fuel cost per mile driven is quite low compared with hybrids and to cars 
with gasoline engines, but the plug-in hybrid electric vehicle (PHEV) 
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such as the Nissan Leaf or Chevrolet Volt is more expensive to buy than 
a hybrid like the Toyota Prius, and the hybrid is more expensive than the 
conventional gasoline vehicle (CGV). Table 7.1 shows data on variable 
costs taken from the Wikipedia article on plug-in electric vehicles12 and 
purchase prices taken from the manufacturers’ websites.

The table shows a clear progression of increasing average variable costs 
and decreasing fixed cost (levelized purchase price). This is the condition 
that makes the various devices an arrayed technology.

In such a situation, the devices do not compete with each other. They 
are complementary, each being optimal for a particular range of use per 
year. Thus, for each pair of adjacent devices, there is a crossover point in 
usage (miles per year) that marks the boundary between the region of 
usage in which one or the other device is optimal. The basic relationship 
among these technologies can be inferred without doing the calculations. 
The PHEV costs so much to acquire, and so little to run, that it is best for 
high-mileage users or for high-mileage purposes, because the high annual 
fixed cost gets spread over a large number of miles. The CGV costs so 
little to acquire but so much to run that it is best for low-mileage users or 
low-mileage purposes. The hybrid is in the middle.

We find the mileage crossover points by setting the annual total cost 
of the hybrid equal to that of its neighbor:

High crossover point 2180 + 0.069 × M = 4100 + 0.035 × M
 0.034 × M = 1920
 M = 56,470 miles per year.

Low crossover point 2180 + 0.069 × M = 1308 + 0.105 × M
 872 = 0.036 × M
 M = 24,222 miles per year.

Table 7.1 Fixed and variable costs of vehicles

Device
Retail 

price ($)

20-Year level 
cost ($/yr) at 6% 

interest
Average variable 

cost ($/mile)
PHEV Leaf 47,000 4,100 0.035

Hybrid Prius 25,000 2,180 0.069

CGV 32 mpg 15,000 1,308 0.105
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Figure 7.9 shows the graph of the two equations that define the low 
crossover point. Each line corresponds to a vehicle. The height of the line at 
M = 0 shows the annualized fixed cost of the vehicle. The slope of the line is 
the variable cost of the vehicle per mile driven. The CGV has the equation 
C = 1308 + 0.105 × M, so its line starts at $1,308 and rises by $0.105 for 
every mile driven ($105 per 1,000 miles). The Prius has the line that starts 
at $2,180 but rises at a slope of only $69 per 1,000 miles. The two lines 
intersect (the two vehicles have the same annual total cost) at 24,222 miles.

This shows that, from a purely financial point of view, without con-
sidering the greenhouse gas emissions of the various devices, the CGV is 
optimal for user of less than 24,166 miles per year, the Prius is optimal for 
users in the range between 24,166 and 56,470 miles per year, and the Leaf 
is optimal for users who drive more than 56,470 miles per year.

What If the Lifetimes of the Devices Depend on Usage?

The analysis of vehicles in Table 7.1 assumed that each vehicle would 
have a 20-year life no matter how much it was used, so each vehicle’s pur-
chase price was levelized over a 20-year life. To some extent, the  useful 
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life of an automobile is indeed driven by calendar time. Metal compo-
nents rust, and rubber components dry out with the passage of time. But 
the engine and drive-train components have lifetimes that depend to a 
significant extent on the number of miles driven. If an expensive car like 
the Leaf is driven heavily, it might not last 20 years, or it would require 
substantial reinvestment—periodically replacing the battery and even 
the motor—to keep it working. With that model for the lifespan, driving 
the Prius more each year just makes it more expensive to keep the car up.

Figure 7.10 shows how the crossover graph looks when the lifespan 
of each vehicle is 200,000 miles, so the purchase price is levelized over 
a number of years determined by the annual driving distance. We see 
that the curves do not cross, and the CGV remains the less expensive 
vehicle.

The lifespan model (calendar time versus usage) is therefore a very 
important assumption in the economic analysis of competing technolo-
gies. An example is seen in the promotion of the Toyota fuel cell vehicle 
(FCV) on the company’s website. Comparing their FCV with a battery–
electric vehicle (BEV), they display a graph that looks very much like 
Figure 7.9. It shows the FCV having a higher fixed cost than the BEV, due 
to the higher sticker price on the FCV, but a more shallow-sloped total 
cost line reflecting a lower variable (operating) cost per mile and there-
fore a crossover point in miles driven per year (not marked numerically 
on Toyota’s graph), beyond which the FCV would be the less expensive 
vehicle in total.13

Two questions come to mind in reviewing such a graph. One is that 
our analysis in Table 6.4 of the previous chapter showed that the cost of 
the energy delivered to the motor is much higher for an FCV than for a 
battery-powered vehicle, and we may reasonably expect that the motor 
and other components of an electric vehicle are similar for the fuel cell 
electric vehicle (FCEV) and BEV types, so the overall efficiency in miles 
per kilowatt-hours is likely to be similar for the two vehicle types. Thus, 
the higher variable cost (per kWh) of the FCEV energy-delivery sys-
tem would not likely be compensated for by a lower vehicular efficiency 
(miles/kWh) due to other design features and thereby result in a lower 
variable cost per mile driven. These points call into question  Toyota’s 
apparent assumption that the operating cost of the FCV is less per mile 



158 FEASIBILItY ANALYSIS For SUStAINABLE tECHNoLoGIES

than a battery-powered car. However, the main point to be seen here is 
that even if the FCV had a lower operating cost than the BEV, having a 
higher purchase price would probably cause the total-cost curve of the 
FCV to remain above the BEV at all levels of annual mileage, as the Prius 
is above the CGV in Figure 7.10.

Take-aways

The extensive examples about wind power, solar power, and home heating 
in this chapter brought out several important points.

• A device that produces a product for sale (such as a 
commercial wind turbine) or that enables the owner to avoid 
the expense of purchasing a similar product (such as a home 
solar panel) creates revenue, or its equivalent in savings, for 
the owner. The break-even point of the device is the annual 
rate of output that produces enough revenue or savings to 
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cover the annualized fixed cost and the variable cost of the 
device at that output rate.

• Operating at an output rate below the break-even point, the 
device results in a financial loss. Above the break-even point, 
the device produces a profit.

• The decision to replace an existing device (usually one that is 
less efficient) by a newer device (that costs money but is more 
efficient) can be analyzed as a break-even problem. There, 
the revenue from the new device is the savings (difference) in 
total variable operating cost owing to its greater efficiency, 
and the only cost is the annualized purchase price of the new 
device. In many examples, the annualized purchase price of 
the new device is too high to be compensated for by its lesser 
operating cost per unit produced. This explains why firms 
continue with old, inefficient equipment until it fails entirely.

• In the decision context where some type of technology must 
be purchased and the choice is among two or more devices, 
the decision can be made by analyzing the total cost of 
ownership and operation (annualized fixed cost plus variable 
cost) for various levels of output per year. The total cost curves 
may show crossover points where two technologies have the 
same total cost per year; below the crossover point (at lower 
levels of annual use), one device is superior, and above it the 
other device is best.

• The simple break-even analysis and crossover analysis 
(Figure 7.9) hinges crucially on an assumption that the 
lifetime of a device does not depend on the rate at which it 
is used. In contexts where the useful life of a device depends 
on usage, the relationship between usage and lifetime must 
be modeled mathematically and annual costs calculated 
accordingly, as described for Figure 7.10.





CHAPTER 8

Basic Financial Analysis  
of Technology

Overview

In Chapter 7, we saw how to levelize the present purchase price of a 
device over its useful life in order to evaluate the costs and benefits of the 
device on an annual basis. In this section, we take the opposite perspec-
tive, starting with a known cash flow over time and working back to its 
equivalent amount as a single payment in the present. When the cash 
flow describes the benefits and costs of using a device, the equivalent sin-
gle payment in the present represents the value of the device, which is the 
maximum amount a person should be willing to pay for it.

The examples in this chapter are set in a personal context, where a 
homeowner is considering an investment in an energy-saving technology. 
This permits a moderately realistic simplification of the financial analy-
sis, which emphasizes the basic elements of the problem. This chapter 
does not present an industrial-strength financial analysis—the type that a 
consultant would be paid to conduct. The full analysis needed for a com-
mercial feasibility study comes in Chapter 9. Nevertheless, this chapter 
treats several questions that are important for someone who is learning 
the basics of financial analysis:

• What is the meaning of the present value of a cash flow, and 
how can it be calculated?

• What, if anything, are the differences between an interest 
rate, discount rate, hurdle rate, rate of return, and yield? 
And, for heaven’s sake, why can’t economists just pick one 
phrase to use?
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• What is an annuity, why is it important, and how do you 
calculate its present value?

• What different perspectives on profitability are given by the 
concepts of net present value (NPV) and internal rate of 
return (IRR)? Which one do financial decision makers tend 
to use?

• How do the spreadsheet functions PV, RATE, NPER, and 
PMT help in the analysis of financial decisions?

• Can the basic financial spreadsheet functions handle a 
problem, as often found in solar and wind power investments, 
where the benefits of the device are significantly affected by 
a future inflation in the price of energy from conventional 
sources?

This chapter continues the previous chapter’s use of spreadsheets and 
reinforces the principles of good spreadsheet design and the use of sensi-
tivity analysis as a way to address uncertainties in a decision context.

The Present Value of a Cash Flow

Recall that break-even analysis gives a rule for making a decision about 
whether or not to invest in a device. If the usage of the device would be 
less than the break-even point, the device would not make enough profit 
or savings to cover its costs. Above the break-even point, the device will 
make a profit. However, in many investment contexts, a deeper question 
is central to the analysis, which might be asked in one of two ways, “How 
much is the device worth to us if we operate it at our expected rate of 
use,” or “What rate of return on our investment would we get if we buy 
that device?” To answer these questions, we must use the concept of the 
present value of a cash flow.

The economic perspective on technology boils the description of a 
device down to a statement of its cash flows. How much profit will the 
device make each year? Will the device have a salvage value at the end of 
its useful life? Those future cash flows need to be evaluated against the 
cost to purchase and install the device today, so the financial analysis of a 
technology investment requires a method to translate future amounts of 



 BASIC FINANCIAL ANALYSIS oF tECHNoLoGY  163

money into their present-equivalent values. To that end, we now take a 
short excursion into the field of finance.

Discount Rates and Interest Rates

Discounted cash flow analysis recognizes that people prefer to enjoy a good 
or service now rather than wait and enjoy it later. People are impatient 
about their enjoyment of life, so $100 in the future is not worth as much 
as $100 that one can spend today. The link between money in the future 
and money in the present is provided mathematically by a discount rate� 
People who have not studied financial analysis find it easier to understand 
the discount rate by first understanding its close cousin, the interest rate, 
which shows how money in the present becomes money in the future.

Example 1  Future Bank Account Balance

Suppose you put $100 in a savings account that pays 4 percent interest 
per year 

(a) How much will you have in the account after one year? 
(b) How much after two years?

Solution

(a) After one year, the account will have the original $100 plus 4 percent 
of $100 (0.04 × $100 = $4) for a total of $104. 

This answer was calculated as 100 + 4 = 104, recognizing that the 
bank adds the interest to the account at the end of the year. However, 
a better insight into finance comes from thinking about the interest 
rate as growing the account multiplicatively rather than by adding 
interest. By the distributive law in algebra, we can rewrite the calcu-
lation of the year 1 account balance as

 100 + 4% × 100 = 100 × (1 + 4%) 

In this view, the $100 becomes $104 by being multiplied by the 
growth factor (1 + 4%) or 1.04.
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(b) The amount of money in the account after two years depends on the 
rule by which interest accumulates. In almost all1 modern financial 
applications, interest on an account balance accrues by compound-
ing growth, which means that the second year’s interest is paid on 
the amount in the account at the start of the second year, not on 
the original amount in the account. Thus, at the end of year 2, the 
account will have

 104 × (1 + 4%) = $108.16 

The original 104 can itself be written as 100 × (1 + 4%), so the 
year 2 balance can be calculated as

 100 × (1 + 4%) × (1 + 4%) = $108.16 

This is the picture of compounding growth. The original $100 blows 
up by the growth factor 1.04 once at the end of year 1 and then a second 
time at the end of year 2. Using an exponential expression simplifies the 
presentation and the calculation,

 100 × (1 + 4%)2 = $108.16 

The interest rate 4 percent mathematically transforms $100 now 
into $108.16 after two years under the rule for compounding growth. A 
higher interest rate would grow the account more quickly, so today’s $100 
would become more than $108.16 at the end of year 2. A lower interest 
rate would grow the account more slowly and result in less than $108.16.

The future value equation shows how to calculate the future value (F) 
of any present value (P) that grows for T years at a compounding interest 
rate of r (percent per year). The general equation is expressed as the prod-
uct of the present value P and the compounded growth factor,

 F = P × (1 + r)T 

1 As an exception to the rule, county treasurers in Iowa charge simple interest, not 
compounding interest, on late payments of property taxes.
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The next example shows that it is not just your savings that can grow 
at an interest rate. Interest rates apply to credit card balances as well.

Example 2 Future Credit Card Balance

Suppose you owe $1,500 on your credit card, and the card company 
charges you 24 percent interest per year. Consider three questions:

(a) How much will you owe on the card after one year if interest is 
charged only at the end of the year? 

(b) How much will you owe on the card after one year if interest is 
charged monthly?

(c) How much would you owe after five years if interest is charged 
monthly and you did not make any payments on the account?

Solution

(a) If the credit card were to charge interest annually at 24 percent per 
year, on a $1,500 debt after one year the balance would be 1,500 × 
(1 + 24%) = 1,500 × 1.24 = $1,860. 

(b) If the credit card balance is compounding monthly, the credit card 
interest is added at the end of each month and grows from that 
amount in the following month. The way to solve this problem is 
to use months as the unit of time and use 24%/12 = 2% per month 
as the interest rate. In that formulation, the balance after 12 months 
will be

 = 1,500 × (1 + 2%)12 

 = 1,500 × (1.02)12 

 = 1,500 × 1.268 
 = $1,902 

Compare that to the $1,860 that was calculated using one year of 
interest without compounding. This example shows that when the 
credit card company compounds its interest monthly, rather than 
only once a year, it gets $42 more from the credit card holder.



166 FEASIBILItY ANALYSIS For SUStAINABLE tECHNoLoGIES

(c) With interest charged monthly at 24 percent per year (2 percent per 
month) on a $1,500 debt, after five years (60 months) the balance 
would be 1,500 × (1 + 2%)60 = 1,500 × 3.281 = $4,921.50. The debt 
would have more than tripled.

Yearly rates and Monthly rates

One of the most important steps in solving finance problems is to recon-
cile the unit of time used for the future value and the interest rate. The key 
point in the correct solution of the example above was to see the phrase 
compounding monthly and therefore to determine the equivalent monthly 
interest rate from the yearly interest rate. The method used to do so in 
example 2 is called the Main Street Rule. It is appropriate to consumer- 
lending problems such as credit cards, bank accounts, and home mort-
gage loans. For example, if a bank advertises a rate of 6 percent per year, 
compounding monthly, you divide the annual rate 6 percent by 12 to get 
the monthly rate, 6%/12 = 0.06/12 = 0.005 = 0.5 percent per month.

In more sophisticated financial contexts, such as bond pricing, com-
mercial leasing, and corporate investments, the conversion between inter-
est rates of different time periods must follow the Wall Street Rule, which 
correctly accounts for a compounding of interest between the time peri-
ods. Consider the question of what monthly interest rate m would result 
in a 6 percent annual rate of return after monthly compounding. The 
monthly growth factor (1 + m) would have to compound 12 times into 
the annual growth factor 1 + 6%,

 (1 + m)12 = 1 + 6% 

Solve this for m, (1 + m)12 = 1.06
 (1 + m)12/12 = 1.06(1/12) 

 1 + m = 1.00487 
 m = 0.00487 
 m = 0.487% per month. 

The Wall Street Rule gives the monthly interest rate that corresponds 
exactly to the annual interest rate. Why doesn’t 0.5 percent monthly 
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compound up to a 6 percent annual rate? The answer is that the effect of 
compounding is to pay interest on the interest that accumulates during 
the periods of the compounding. A 0.5 percent monthly interest rate has 
a growth factor that, in fact, compounds over 12 months to (1 + 0.5%)12 
or 1.0617. Thus, the 0.5 percent monthly interest rate actually yields 6.17 
percent interest at the end of one year. 

When banks advertize home mortgage loans at 6 percent interest, paid 
monthly they are allowed to calculate the monthly interest rate as 6%/12 
= 0.5% even though it means that the borrower is really paying 6.17 per-
cent interest per year. In consumer finance, the actual yield is called the 
annual percentage yield (APY), which banks are required to disclose when 
they advertise their loans in this way.

The Present Value of a Single Future Value

A discount rate is just an interest rate looked at from the opposite per-
spective on time. For example, suppose you have a legal contract accord-
ing to which you will receive $1,000 exactly five years from now. How 
much would you sell that contract for today? Today’s selling price for 
the contract would be your present value of the future $1,000. A person’s 
answer to the question about that selling price tells a lot about how they 
make the trade-off between money now and money in the future.

Example 2a $1,000 Contract

Suppose that Thomas owns a contract that will pay $1,000 exactly five 
years from now. Thomas also has opportunities to invest money today in 
ways that would earn a return of 6 percent per year. What is the contract 
worth to him today, if both the contract and the investment opportunity 
are perfectly safe?

Solution

The contract should be worth whatever amount of money Thomas could 
grow to be $1,000 in five years. The future value equation in this context 
would appear as
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 F = P × (1 + r)T 

 1,000 = P × (1 + 0.06)5 

To answer the present value question, we would have to solve this 
future value equation for P. To save time, we solve for P in the general 
future value equation to get the present value equation that calculates the 
solution directly,

 P = 
F
r T( )1+  

 P = 
1 000

1 0 06 5
,

( . )
.

+
 

 P = 
1 000
1 06 5
,

( . )
.  

 P = 
1

1( )+ r 5
 

 P = 747.27 

The conclusion is that Thomas would value the contract at $747.27 
even though it promises to pay $1,000 in five years. The $747.27 present 
value is the discounted value of the future $1,000.

Another way to write the present value equation is as a multiplication,

 P = F × 
1

1( )+ r T  

This version of the equation shows that the present value is equal 
to the future value F multiplied by a number, called the discount factor, 
which is less than one.

Example 2b $1,000 Contract

Carl owns a contract that will pay $1,000 exactly five years from now, and 
he is willing to sell that contract for $600 today. What does that say about 
Carl’s personal discount rate?
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Solution

When a finance problem involves a present value and a single future 
value, at just one point in time, the future value equation shows how the 
present value, future value, time, and discount rate are all related,

 F = P × (1 + r)T 

In this case, the F, P, and T are all known, and only the discount rate r 
remains to be calculated. Substituting the values for these variables leaves 
the equation

 1,000 = 600 × (1 + r)5 

This is a power equation. To solve it algebraically, we divide through by 600, 

 (1 + r)5 = 
1 000
600
,

 

calculate the quantity on the right,

 (1 + r)5 =1.6667 

Raise both sides of the equation to the one-fifth power,

 (1 + r)5 × 1/5 = (1.6667)1/5 

calculate,

 (1 + r)1 = 1.1076 

Knowing that any number raised to the one power is just that number, 
we see

 1 + r = 1.1076 

subtract one from both sides to see the discount rate,

 r = 0.1076 or 10.76 percent 
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Examples 1 and 2 demonstrate an important point. Carl puts a lower 
value ($600) than Thomas ($747.27) on the promised future $1,000, 
because Carl has a greater urgency for money, which corresponds to a 
higher discount rate for Carl (10.76 percent) than for Thomas (6 percent).

The Present Value of an Annuity

In our analysis of investments in devices such as solar photovoltaic (SPV) 
units or wind turbines, we saw that the initial investment in the device 
produces a flow of revenue or savings over the useful life of the device. 
In our analysis, we assumed that the revenue would be the same each 
year. This means that the cash flow from the device is a series of identical 
payments spaced equally in time over the life of the device. Such a cash 
flow is called an annuity. Just as we could calculate the present value of a 
single future value, it is possible to calculate the present value of a series 
of future values. The mathematics to calculate the present value for an 
annuity is more complex than for a single future value, but spreadsheet 
programs have programmed the formula into a function that will do the 
calculation. The syntax in Excel for the present value function is 

 = PV(rate,nper,pmt) 

The rate is the discount rate used in the evaluation; nper is the number 
of periods in the annuity, such as the number of years of useful life of a 
device; and pmt is the periodic payment as a return to the investor, such 
as the annual profit resulting from the operation of the device.

Example 3 The Value of a Residential SPV System

According to NREL’s PVWatts calculator, the annual average insolation 
rate in Tampa, Florida, is 5.37 kWh/m2/day. Consider a fixed 1 kW solar 
panel that is pointed south and tilted at latitude. It is wired to a battery 
bank and an inverter that have a composite efficiency (derate factor) of 
77 percent in transforming the panel’s direct current (DC) electric energy 
into alternative current (AC) electric energy for use in a house. The retail 
price of electric energy in Florida is $0.1165 per kWh. Assume that the 
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SPV system will have a useful life of 25 years and that the insolation is 
constant at its annual average.2 Use 6 percent per year as a discount rate 
for evaluating the investment in the SPV system. 

(a) How much is the SPV system worth to a Tampa homeowner, per 
kilowatt of capacity?

(b) If the homeowner can get a 30 percent tax credit for this investment, 
what retail price should he or she be willing to pay for the SPV  system?

Solution

(a) The SPV system will have an annual production of 5.37 × 365 = 
1,960 kWh of DC energy. After conversion losses, the resulting AC 
energy is 1,960 × 77% = 1,509 kWh. Valued at $0.1165 per kWh, 
this output is worth $175.83 per year to the homeowner. That annu-
ity of $175.83 per year for 25 years, evaluated using a 6 percent 
discount rate, is worth an investment of up to

 = PV(6%,25,175.83) 
 = ($2,248) 

Excel returns a negative number as the answer, meaning that it would 
be worth spending (cash outflow, negative) $2,248 per kW in order 
to get the flow of savings (cash inflow, positive) from the SPV unit 
over its useful life. 

(b) A net cost of $2,248 per kW after a tax credit of 30 percent corre-
sponds to a retail price of 2248/(1 − 30%) = $3,211 per kW.3

2 The assumption of constant insolation across the year typically results in an 
overestimate of annual production by 5 to 10 percent. The PVWatts calculator 
produces a monthly estimate of output that sums to a more realistic estimate of 
the annual production. The difference is due to PVWatts accounting for the loss 
of efficiency (temperature derating) of an SPV system at a rate of −0.5 percent per 
°C of temperature above the standard testing condition of 25°C (77°F).
3 In states that have income tax, the federal tax credit creates an additional cost in 
state taxes, but we ignore that here to simplify the exposition. See Chapter 9 for 
the full treatment of tax credits.



172 FEASIBILItY ANALYSIS For SUStAINABLE tECHNoLoGIES

Sensitivity Analysis on the Solution

What would be the value of the system if it were located in Los Angeles, 
which has an average annual insolation of 5.63 kWh/m2/day and pays a 
retail price of $0.171 per kWh?

The best approach to sensitivity analysis is to set up a spreadsheet that 
can solve the problem in general. With the old parameters, it appears as 
shown in Figure 8.1.

Substituting the new insolation value as 5.63 and the new price as 
$0.171, we get a new solution (see Figure 8.2)

Figure 8.1 SPV model parameters

Figure 8.2 SPV sensitivity analysis results
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There in Los Angeles, the retail price of the system could be as high as 
$4,941 per kW, and it would still be economical for homeowners.

Measures of Profitability

The break-even analysis gives a rule for deciding when to invest in a 
device, whether it would be profitable or unprofitable, but it does not tell 
how profitable an investment would be. However, there are two measures 
of profitability that financial analysts focus on. NPV is one, and the rate 
of return on investment (ROI) or IRR is the other. Each gives a different 
perspective on how profitable an investment is, and in doing so they indi-
cate whether the investment is profitable or not.

These measures of profitability are useful only to the extent that the 
analysis correctly considers all costs associated with the technology and all 
benefits that come from using the technology. The market prices of inputs 
and the price of the output are an economist’s guide to costs and bene-
fits. Sustainable technologies typically address a wider concern, one that 
accounts for the environmental consequences of using a technology. Car 
owners can pollute the air with carbon dioxide and oxides of nitrogen, 
but they don’t have to pay for it directly. Everyone pays for it through the 
effect of pollutants on global warming and acid rain and ozone depletion. 
Economists and policy makers are looking for ways to incorporate these 
environmental effects into the financial analysis of technologies. In Chap-
ter 10, we will look at those policies and practices in some detail. Here, 
we assume that the costs and benefits have been completely accounted for.

The investment decision can be made in either of two ways:

1. Setting a target rate of return and evaluating the NPV of the cash 
flows for the technology using that rate of return, looking to see if 
the NPV is positive; or

2. Setting a target rate of return and evaluating the IRR of the cash 
flows for the technology to see if the IRR is greater than the target 
rate of return.

For investment projects whose cash flow starts out negative (a pay-
ment for equipment) and then becomes positive and stays positive (due to 
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benefits from using the equipment), these two ways of making the invest-
ment decision give the same answer. NPV and IRR give two different 
perspectives on the degree of profitability of an investment, so it is useful 
to evaluate a technology investment by both methods. 

The valuation question presented in example 3 and solved using the 
PV function did not require any information about the cost of the device; 
its value was determined entirely by the future cash flow. However, the 
measures of profitability require specific knowledge of the installed cost 
of the device as well as the cash flow. The cost of the device becomes a key 
point of reference in measuring its profitability.

Net Present Value

The NPV of a device is the present value of its benefits minus the invest-
ment that is required. We saw above that the spreadsheet function PV 
can calculate the present value of a benefit flow that has the form of an 
annuity—identical benefits spaced equally in time over a specific lifetime. 
Subtracting the investment amount from that present value gives the net 
present value. 

Example 4a  The Profitability of a Residential SPV System 
(NPV)

Consider a fixed 1 kW solar panel that is pointed south and tilted at 
 latitude. Its wiring, battery bank, and inverter have a composite effi-
ciency (derate factor) of 77 percent. The installed cost of the system is 
$4,800 (mid-2013), and it has a useful life of 25 years. The homeowner 
can get a 30 percent tax credit for this investment. The system is located 
in Los Angeles, where the average insolation is 5.63 kWh/m2/day and 
the retail price of electric energy is $0.171 per kWh. Use 6 percent 
per  year as a discount rate for evaluating the investment in the SPV 
system. 

(a) What is the NPV of the investment in this system? What should be 
the decision regarding investment in the device?
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Solution

(a) We saw in example 3 that the flow of revenues (savings) from using 
this system would have a present value of $3,459. The installed cost 
of the system, net of the 30 percent tax credit, is $4,800 − $1,440 = 
$3,360. The NPV of the investment is therefore a positive number, 
$3,459 − $3,360 = $99. Projects that have a positive NPV add to 
the wealth of the owner. Because the NPV is positive, the project is 
financially viable, in Los Angeles.

Internal Rate of Return

The other way to look at an investment project is to ask, “If we make 
the required investment in this project, and we get the flow of cash that 
we are expecting as a return on the investment, what rate of return does 
that give us?” That rate of return is analogous to the interest rate that 
you would be getting if it were a bank that accepted your deposit of the 
investment amount and paid you back according to the schedule of the 
expected cash flow of the project. This rate of return is determined strictly 
by the investment amount and the amount and timing of the cash flows 
in return, not by a bank the way an interest rate would be, so in this 
context the rate of return may be called the internal rate of return of the 
investment and is abbreviated as IRR. 

The decision rule for investment is that the IRR of a project should 
be at or above the decision-maker’s discount rate in order to justify the 
investment. In this context, the decision-maker’s discount rate is some-
times called a hurdle rate. If the IRR of a project can clear the hurdle, the 
project gets funded.

The IRR is easy to calculate using a spreadsheet function when the 
cash flow consists of a single present-value investment and then an 
annuity- type cash flow as the return on the investment—a flow of iden-
tical payments at equal intervals of time over a specific project lifetime. 
The rate of return of such a project is calculated in Excel using the RATE 
function with the syntax

 = RATE(nper,pmt,pv) 
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where nper is the number of periods in the lifetime of the project, pmt is 
the amount of the payment in each period as the return on the invest-
ment, and pv is the present value that is paid as the investment amount. 
Recall two key points about Excel: (1) the present-value investment is 
interpreted as a cash outflow (negative), and the payments in return are 
a cash inflow (positive), so that sign convention must be used when pre-
senting the parameters to the RATE function, and (2) the payment pmt 
must be on the same time unit as the nper lifetime of the project, not 
dollars per month on the payment with years on the lifetime.

Example 4b  The Profitability of a Residential SPV  
System (IRR)

Consider a fixed 1 kW solar panel that is pointed south and tilted at lat-
itude. Its wiring, battery bank, and inverter have a composite efficiency 
(derate factor) of 77 percent. The installed cost of the system is $4,800, 
and it has a useful life of 25 years. The homeowner can get a 30 percent 
tax credit for this investment. The system is located in Los Angeles, where 
the average insolation is 5.63 kWh/m2/day and the retail price of electric 
energy is $0.171 per kWh. Use 6 percent per year as a hurdle rate for 
evaluating the investment in the SPV system.

(a) What is the IRR on the investment in this system? What should be 
the decision regarding investment in this device at this location?

Solution

(a) This problem is the same as in examples 3 and 4a. The installed cost 
of the system, net of the 30 percent tax credit, is $3,360. The cash 
flow of revenues (savings) from using this system consists of $270.58 
per year over the 25-year useful life of the device, which is an annu-
ity type of cash flow. The IRR is calculated by the RATE function 
using 270.58 (positive) as the pmt and –3360 (negative) for the pres-
ent-value investment to respect the sign conventions that Excel uses,

 = RATE(25, 270.58, –3360) 
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In the absence of any other formatting for the cell in which that 
formula is typed, Excel will return an answer that is rounded to the 
nearest whole-number percent,

 6% 

In an investment context, a rate of return should be shown with at 
least two significant digits. Formatting the cell to show one more digit, 
as a decimal value in the percentage, reveals a more precise answer

 6.4%. 

This is the IRR of the SPV project. It is higher than the 6 percent 
hurdle rate established for this decision, so the conclusion is that the 
SPV system is profitable enough to clear the hurdle. This is the same 
conclusion we reached by the NPV method.

Using PV and RATE in Break-Even Analysis

The standard break-even question is about the rate of output from a 
device that would provide a flow of revenue over time sufficient to jus-
tify the expenditure on the device. We used the PMT function to find 
the required level of annual revenue to be generated from the device 
and used that, and the price per unit of output, to calculate the annual 
break-even output. In our analysis of break-even problems, we also saw 
that the break-even output rate could be related to other operating char-
acteristics such as a break-even capacity factor for a wind turbine or a 
break-even insolation where a solar panel is located. Now we will see 
that the break-even question can also be applied to various parame-
ters of the problem, “What purchase price would enable this project to 
break even?” or “What discount rate would let this project break even?” 
Such questions can be answered using the spreadsheet functions PV and 
RATE.

These questions about a change in a parameter that is necessary to 
achieve a specific goal are a type of sensitivity analysis, but they are not 
“What would happen if the parameter were ___?” They ask what specific 
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value of a parameter is necessary to reach a particular goal, such as break-
even profit. As such, we might call it goal analysis rather than sensitivity 
analysis.

Example 5a  Wind Power Break-Even Installed Cost  
(Goal Analysis)

A 50 kW wind power system will last 20 years and produce electric energy 
that can be sold for $0.11 per kWh. At the given location, the wind sys-
tem is expected to achieve a capacity factor of 35 percent. The required 
rate of ROIs of this type is 9 percent per year. How low must the installed 
cost be to permit this system to break even?

Solution

The installed cost determines the annualized fixed cost of the wind 
power generator. We first find the annualized fixed cost F that enables 
the wind system to break even at a 35 percent capacity factor and work 
backward from that to the installed cost of the generator. At a 35 per-
cent capacity factor, the output of the wind power system will be 50 kW 
× 365 × 24 × 35% = 153,300 kWh. We begin with the basic break-even 
equation,

 Revenue per year = Total cost per year 
 (153,300) × 0.11 = F 
 F = 16,863 (dollars) 

Our goal analysis question can be restated as, “For what installed cost 
is the annualized cost $16,863 per year over a 20-year life?”

The answer is given by the PV function in Excel. Its syntax is  
=PV(rate,nper,pmt), where rate is the discount rate used in the financial 
evaluation (here 9 percent), nper is the number of periods in the useful 
life (here 20 years), and pmt is the annual payment amount (our $16,863 
target for the annualized installed cost.) Typing =PV(9%,20,16863) into 
Excel returns the answer $153,935.

Note two points about using Excel’s financial functions. (1) you cannot 
use a comma in the number 16,863 when typing it into the pmt location 
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of the Excel formula. Excel uses commas to separate the data in its func-
tions. If you type “16,863”, Excel would think that your pmt is 16 and 
an optional parameter called fv is 863. It would give the answer $300.04, 
which is not what you should expect as a price for any 50-kW wind power 
generator. (2) The PMT and PV numbers are always of opposite sign, so 
if you type 16863 as the pmt, Excel will give (153,934.67) in red color 
as its answer. The parentheses are an accountant’s way of designating a 
negative 153,934.67. For our purposes we may ignore the parentheses 
and red color, noting the answer as $153,934.67. Alternatively, we could 
write the pmt as −16863, to which Excel would respond with the answer 
153,934.67 in black color, meaning a positive number.

This answer, $153,935 is a little over three-quarters of the $200,000 
installed cost that was first given in the presentation of this problem and 
which reflected a capacity cost of $4 per watt, which was not unreason-
able for 2013. The installed cost of $153,935 is 77 percent of that original 
installed cost, so it represents a decrease of 27 percent in the price. In 
2013, homeowners and businesses could take 30 percent of the cost of a 
wind power generator as a tax credit, so that 30 percent tax credit would 
be enough by itself to make the wind system financially viable in regions 
that could support a 35 percent capacity factor.

Example 5b  Wind Power Break-Even Discount Rate  
(Goal Analysis)

Returning now to the original example, suppose that the wind power 
project costs $200,000 but is eligible for a low-interest loan from the state 
government, and for simplicity (at some loss of realism) let us assume 
the loan would be for the entire $200,000. As before, the project can sell 
its output at $0.11 per kWh for the next 20 years and has an expected 
capacity factor of 35 percent. How low must the interest rate be for the 
project to be financially viable?

Solution

In Example 5a, we found the annualized fixed cost that enables the 
wind system to break even at a 35 percent capacity factor, which is 
$16,863 per year. Our task here is to determine what interest rate on a 
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$200,000 loan over 20 years would result in an annual payment equal 
to that $16,863. 

The answer comes from Excel’s RATE function, which has the syntax 
=RATE(nper,pmt,pv), where nper is the number of periods in the useful 
life of the device (here 20 years), pmt is the annualized fixed cost (here the 
$16,863 that results in a break-even at a 35 percent capacity factor), and 
pv is the present value, the initial investment in the wind power system 
(here $200,000). We take care not to type commas in any of our data, 
and we put a minus sign in front of either the pmt or the pv parameters 
to conform to Excel’s sign convention in these financial functions. Typ-
ing =RATE(20,–16863,200000), and after counting the zeros in those 
numbers for safety’s sake, we hit the Enter button, and Excel returns an 
answer that on most computers will appear as 6%. Increase the number 
of decimals shown for the contents of that cell, and the answer appears 
as 5.59%. Thus, the interest rate on a government-subsized loan would 
have to be as low as 5.59% to make the wind power system financially 
viable. 

Low-interest loans have been a part of some state programs to pro-
mote renewable energy projects. Iowa has even offered zero-interest loans.

Example 5c Break-Even Selling Price of Electric Energy

Returning again to the original formulation of the example, at what price 
would the wind power system have to be able to sell its energy to make the 
system financially viable at a 35 percent capacity factor, without changing 
any other parameters in the model? 

Solution

We calculated in example 5a that, to break even at a 35 percent capacity 
factor, the wind power system would have to generate 153,300 kWh per 
year. That is the target energy production in this example. We also saw in 
the original analysis that a $200,000 installed cost levelized over 20 years 
using a commercial discount rate of 9 percent per year comes to $21,909 
per year. In the basic break-even equation, Revenue per year = Cost per 
year, the revenue is calculated as quantity × price, and our target quantity 



 BASIC FINANCIAL ANALYSIS oF tECHNoLoGY  181

is known to be 153,300 kWh. So the only unknown is the price that 
satisfies the equation,

 153,300 × P = 21,909 

Dividing both sides of the equation by 153,300, we find

 P = 21909/153300 = 0.143 

This says that the price must be $0.143 per kWh, or 14.3 cents per kilo-
watt-hour, for the project to be financially viable, with no change in any 
of the other parameters. This is higher than the assumed $0.11 per kWh 
in the original statement of the example.

How should we interpret this break-even price of $0.143 per kWh? It 
depends on the use of the output from the wind power generator. If the 
generator were part of a commercial operation that sells its output into 
the regional transmission grid, then this selling price would be a whole-
sale price, which will be less than the retail price that consumers pay for 
electric energy. However, commercial-scale wind turbines have capacities 
of 1,500 kW or more. A 50 kW turbine is likely to be serving a local 
community or a farm or factory directly, displacing the energy that the 
recipient(s) would otherwise purchase from a public utility company. In 
that context, this selling price is the savings to the recipients (per kWh), 
which is the retail price of electric energy.

How high is $0.143/kWh as a retail price for electric energy? Electric 
energy prices vary a lot across the United States. Retail prices in late 2013 
in the continental states ranged from a low of $0.09/kWh in Washington 
State to $0.171/kWh in California, $0.179/kWh in Massachusetts and 
Connecticut, and $0.196/kWh in New York. The retail electric rate in 
Hawaii was $0.363/kWh.1 So the figure of $0.143/kWh is in the range of 
retail prices found in the United States. This particular sensitivity analysis, 
on the selling price alone, shows that wind power can be at parity with the 
power from electric utility companies if the states that have retail rates as 
high as $0.143/kWh also have sites that can yield a 35 percent capacity 
factor with the current technology for 50 kW wind turbines.

The analysis in examples 5a to 5c can be set up easily in a spreadsheet. 
Figure 8.3 shows the data and the formulas used.
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Typing those formulas into the spreadsheet results in the values shown 
in Figure 8.4. These are the numbers that solved the original problem and 
each of the sensitivity analyses above.

Figure 8.3 Wind power model for example 5

Figure 8.4 Wind power model sensitivity analysis
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Having set up such a spreadsheet, it would be easy to reanalyze 
the problem for a location that has a different capacity factor, such as 
20   percent. We simply type over the 35% in cell B15 with the entry 
“20%”. The result shows immediately, with new solutions to the ques-
tions about break-even installed cost, interest rate, and price (Figure 8.5).

This spreadsheet shows in cell B18 that the installed cost of the wind 
power system would have to be extremely low, $87,963, to be financially 
viable given the other assumptions of the model. It shows in cell B20 that 
a negative interest rate would be required to make the project viable at 
such a low capacity factor. However, cell B21 shows that there is hope for 
wind power projects even at a capacity factor of 20 percent, if they are 
located in Hawaii, the only state where the retail price of electric energy 
is more than $0.25 per kWh.

How to Account for the Inflation of Energy  
Prices over Time

Consider the cash amount A in the present that grows compounded at an 
inflation rate i. The inflated future value T years from now is given by the 
familiar future-value equation, F = A(1 + i)T. Now, discount that future 

Figure 8.5 Wind power model sensitivity analysis
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value back to the present using a discount rate r, by the familiar procedure 
“divide by (1 + r) raised to the power T.” That gives a formula for the 
present value of that future amount A(1 + i)T,

 P
A i
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( )
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1
 

After several steps of algebra, this formula for the present value P can be 
rewritten as
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 (present value of inflated A)

This new formula has the appearance of a type of present-value equa-
tion. It says, “divide A by one plus r i

i
−( )
+1

 raised to the power T. In other 
words, the quantity r i

i
−( )
+1

 plays the role of a discount rate. It is the infla-
tion-adjusted discount rate. 

The formula for the present value of the inflated A applies to every 
year, so if the inflated amount A(1+i)T were paid in every year, the sum 
of the present values of those payments would be the present value of the 
annuity of inflating values. By this logic, the inflation-adjusted discount 
rate can be used in a standard present-value-of-annuity formula to calcu-
late the present value of a series of cash values that is inflating at the rate 
i (percent per year).

This fact has an important application to the financial modeling of 
energy-saving devices. In the examples of wind and solar power appear-
ing in this chapter, the devices have useful lives of 20 or 25 years. Over 
that time, energy prices will rise substantially due to inflation, but our 
financial models up through example 8 assumed the same energy savings 
each year. To recognize the expected inflation of energy prices, we should 
adjust the nominal discount rate (r) by an energy-price inflation rate 
(i) to get the adjusted discount rate (r*) using the formula

                                       r* = 
r i

i
−( )
+1

  (Inflation-adjusted Discount Rate)
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Expected Inflation of Prices in General and Electric Energy  
Prices in Particular

Economists differ in their forecasts of energy price inflation, but they 
seem to agree that energy prices will rise a little faster than the gen-
eral rate of inflation. An inflation-adjusted rate or price is called a real 
rate or price. The U.S. Energy Information Administration’s Annual 
Energy Outlook 2013 predicts a rise of real electric energy prices at a rate 
between 0.2 and 0.4 percent per year, depending on the level of eco-
nomic growth, out to 2040.2 The general rate of inflation is also difficult 
for economists to forecast. Inflation was running at about 1.7 percent 
per year in early 2014. Long-term forecasts of the general rate of price 
inflation leave a lot of room for error, but the International Monetary 
Fund was projecting an inflation rate of about 2 percent per year in the 
United States through 2017.3 

The real energy price inflation rate compounds with the general infla-
tion rate. If we take 0.3 percent as the real energy inflation rate and 2 
percent to be the general inflation rate, we calculate the nominal energy 
price inflation rate to use in our financial analysis from the compounding 
growth factors,

 (1 + r*) = (1 + 0.3%) × (1 + 2%) = 1.02306 
 (1 + r*) = 1.02306 
 r* = 2.306% 

Thus, the nominal energy price inflation rate is generally expected to be 
slightly more than 2.3 percent. For small rates of inflation, a good approx-
imation to the nominal energy price inflation is the sum of the general 
inflation rate (here 2 percent) and the real energy price inflation rate (here 
0.3 percent).

In a realistic feasibility study, the analyst should first look for a fore-
cast of local electric energy prices and use the national expectation only 
if no local forecast is available. The difference can be significant. In early 
2014, Alliant Energy in Iowa was forecasting a 7 percent rise in its electric 
rates for 2014 and 5 percent increases each year for several years after that. 
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Those rates of increase would mount up over time to prices much higher 
than if the increase were only 2.3 percent per year.

Example 6  Residential SPV Valuation with Energy Price 
Inflation

Consider a fixed 1 kW solar panel that is pointed south and tilted at 
latitude. Its wiring, battery bank, and inverter have a composite effi-
ciency (derate factor) of 77 percent. The SPV system has a useful life of 
25 years. The retail price is $4,800, but that is subject to a 30 percent 
tax credit.4 The homeowner has a large mortgage at an interest rate of 6 
percent per year and could use surplus money to pay down that mort-
gage unless better investment opportunities exist elsewhere. Assume that 
energy price inflation is expected to be 2.3 percent per year for the next 
25 years.

(a) Is this system financially viable in Boston, which has an insolation 
of only 4.61 kWh/m2/day but a residential electric energy price of 
$0.1784 per kWh, including sales tax?

(b) Is it viable in Chicago, which has an insolation of 4.42 kWh/m2/day 
and a residential electric energy price of $0.0974 per kWh, including 
sales tax?

Solution

We modify the financial model from example 3 by adding a line for 
the expected energy price inflation rate and the calculated adjusted dis-
count rate. The data and formulas appear in the spreadsheet image in 
Figure 8.6.

The calculated quantities and the solution appear in lines 11 to 18 in 
Figure 8.7.

4 We repeat here the warning that, to focus on the basic ideas, this chapter’s treat-
ment of the tax credit is omitting details that relate to state taxes. See Chapter 9 
for the fully correct treatment.
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The positive $402 NPV indicates that the residential SPV system is 
financially viable in Boston, given the assumptions in this model.

Age Derating of SPV Systems

However, example 6 is not the final word in the financial analysis of an 
SPV system. SPV systems tend to lose efficiency with age. The PVWatts 
calculator assumes that an SPV system will lose 1 percent of its rated 
capacity per year of age. This will result in a compounding decline in the 

Figure 8.6 Excel formulas in the residential SPV model

Figure 8.7 Excel results in the residential SPV model
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annual output of the system. Mathematically, decline is negative growth, 
so a 1 percent rate of decline corresponds to a −1 percent inflation in 
the annual output of the SPV unit and therefore, under the residen-
tial system of pricing per kilowatt-hour, a −1 percent inflation in the 
annual savings from the use of the SPV unit. This −1 percent rate com-
pounds with the general inflation rate of 2 percent and the real inflation 
in energy prices to yield a new inflation rate for the annual revenues in 
the financial analysis,

 1 + i = (1 + 2%) × (1 + 0.3%) × (1 - 1%) 
 1 + i = 1.0128 
 i = 1.28%. 

Without the aging effect, the compounding growth rate of the annual 
revenues from the SPV unit was 2.3 percent. With the 1 percent decline 
due to age, the growth rate becomes 1.28 percent. That is a little less than 
the 1.3 percent that one would calculate by subtracting the rate of decline 
from the inflation rate, 2.3 − 1 percent. This shows again that the sum 
of the component growth rates is only an approximation to the adjusted 
discount rate.

Example 7 SPV Derating with Age

Revise the solution of example 6 to incorporate a 1 percent per year der-
ating of the SPV unit due to age.

Solution

Replace the old revenue inflation rate of 2.3 percent with the new 
 revenue inflation rate of 1.28 percent. The solution appears as seen in 
Figure 8.8.

The SPV unit in Boston squeaks by with a $12 NPV and a 4.69 per-
cent IRR, which was barely above the required 4.66 percent rate of return 
calculated as the inflation-adjusted discount rate. As such, it warrants a 
Yes vote in the investment committee.
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How to Select the Right Discount Rate for  
Financial Analysis

The question of what discount rate to use for the financial analysis of 
a project is fundamental in the theory of finance. Here, we refer to 
selecting the nominal discount rate, not adjusted for inflation. The short 
answer is that the appropriate discount rate depends on the level of risk 
inherent in the project, but risk has a precise meaning in that answer. 
It is a matter best left for study in a finance course, and there are very 
good textbooks on the subject.4 We will be content to survey the main 
ideas here.

In a feasibility study for a corporate investment in a sustainable tech-
nology, the chief financial officer of the company making the investment 
will know what discount rate to use. That rate will be the weighted-aver-
age cost of capital to the company, which reflects both the interest rate the 
company pays on its loans (the cost of debt) and the rate of return that the 
company’s shareholders expect to receive on their investment in the firm 
(the cost of equity). It is also influenced by the firm’s income tax rate. The 
key point is that the cost of capital is not the same as the interest paid on 

Figure 8.8 SPV model solution
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debt. This remains true even when a project can be financed 100 percent 
by loans, because the business risk of such a project must be absorbed by 
the rest of the company, and that increases the risk borne by the compa-
ny’s shareholders. 

For a small business, which may not have a chief financial officer 
trained in the theory of finance, the discount rate should still reflect the 
cost of capital to the firm, not just the cost of debt. The small business 
owner should consider what alternative investments, of comparable risk, 
can be made with available funds and what rate of return those alterna-
tives might provide. The best of those alternatives is the point of reference 
for any investment in sustainable technologies. 

For private individuals and small businesses, the investment in sus-
tainable power technologies tends to be for the purpose of reducing the 
purchase of energy from conventional sources at retail prices. Such a 
cost-reducing project has very low business risk, because the energy will 
have to be purchased under all conditions. Moreover, many private indi-
viduals have one good reference point for the discount rate to use in low-
risk investments—the interest on their home mortgage loan. A common 
feature of home mortgage contracts is that they give the borrower the 
right to pay down the principal amount of their mortgage at any time and 
by any amount. When a person pays down his or her mortgage, the pay-
ment results in a reduction in future payments, which yields a rate of ROI 
equal to the interest rate on the mortgage loan. Therefore, a homeowner’s 
personal discount rate for very safe investment should be at least as high as 
their mortgage interest rate.

A full treatment of risk in sustainable technology investments is 
beyond the scope of this text. In the financial analyses presented so far, we 
assumed away any uncertainty about the amount of benefit (energy cost 
reductions) that would result from operating a renewable energy device. 
We picked a best estimate and used that as if it were a certainty. Sensitivity 
analysis on such a model shows the effect of alternative assumptions, but 
that is not the same as incorporating riskiness into a measure of financial 
value. A full treatment of idiosyncratic risk in nondiversifiable invest-
ments through the concept of certainty-equivalent is available in most 
texts on decision analysis.5
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Take-aways

This chapter began to show the power of financial analysis in technology 
investment decisions. The context was mostly personal decision making, 
as for solar panels on one’s house. This kept the technical details to a min-
imum so the basic financial principles would predominate.

• In financial analysis, the market value of an asset does not 
depend on how much you paid for it. The market value is 
determined entirely by the after-tax cash flow that will come 
in the future from owning and operating the asset. This is 
why it is necessary to forecast the quantity and selling price of 
the output of a technology.

• Financial decisions require the decision maker to have 
in mind a target rate of ROIs and to test all investment 
opportunities against that target. Depending on the context, 
the target may be called a discount rate, hurdle rate, yield, 
or expected rate of return. This discount rate expresses the 
decision maker’s sense of urgency about money—the higher 
the discount rate, the more urgently the decision maker wants 
money. Essentially, it expresses the price (in percent per year) 
that the decision maker is willing to pay for cash flows. A 
higher discount rate reflects a higher price of money and a 
higher sense of urgency about money.

• The simplest financial model of a future cash flow is an 
annuity, which is a constant cash flow at equal intervals of 
time up to an end point. In our use, the end point is the 
lifetime of the device. We use years as the unit of time, 
and the (annual) cash flow numbers are the sales (or cost 
savings) minus any operating expenses. In this chapter, we 
ignored federal and state income taxes. For a more realistic 
treatment, see Chapter 9. Spreadsheets like Microsoft Excel, 
Open Office, and Apple Numbers have built-in functions 
that can calculate the present value (PV), the rate of return 
(RATE), the annual payment (PMT), and even the number 
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of years (NPER) for cash flows that have this annuity 
structure.

• The rate of return (or internal rate of return) on an 
investment is a measure of how profitable the investment 
is. It is like the interest rate paid by a bank—the higher 
the rate, the more profitable the investment (if risks are the 
same). To calculate a rate of return, you need to know both 
the amount of the initial investment (purchase price of a 
device) and the cash flow that results from owning and using 
the device. The RATE function does this for annuity-type 
cash flows.

• Another measure of profitability is the NPV of an investment. 
It is the present value of the future cash flows minus the 
amount of the investment. NPV is expressed in dollar terms 
rather than as a percentage (rate of return). 

• The simple, annuity cash flow may seem too simplistic for 
real technology investment models, but using the trick of 
an inflation-adjusted discount rate, the spreadsheet annuity 
functions can actually be made to handle cash flows that grow 
at a compounding rate—meaning a specific percentage each 
year—(the effect of inflation on energy prices) and even those 
that decline by a specific percentage each year (as in the age 
derating of SPV output). 

• Investments in technology are subject to uncertainties about 
future production, future prices, and many other factors. 
A good financial analyst identifies those uncertainties, puts 
some estimates on the range of uncertainty (e.g., low and 
high values), and then performs sensitivity analysis on the 
basic valuation model by substituting alternative values for 
the uncertain quantities and seeing what effect that has on the 
profitability of the investment.

• What discount rate should be used for an investment 
decision? For people, not corporations, a good guide is the 
interest rate on one’s home mortgage, because a person 
could choose to pay down their mortgage, and earn a savings 
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equal to the interest rate, rather than invest in a solar panel. 
For corporations, the determination of a hurdle rate for 
investment decisions is best left to financial professionals.

Chapter 9 presents what we might call an industrial-strength financial 
analysis of a technology investment, meaning one that is realistic enough 
that it could be used by a consultant for a client or for an internal cor-
porate investment proposal. A realistic analysis will consider the effect of 
state and federal income taxes on a project, which leads to an analysis of 
the interactions between depreciation methods, state and federal tax cred-
its, and utility rebates. Fasten your seat belt, then turn the page.





CHAPTER 9

Valuation of Commercial 
Projects

Overview

Commercial investments are more complex than personal investments, 
because the profit from the project is subject to income tax. A commer-
cial solar photovoltaic (SPV) system must be evaluated differently from 
a home SPV system, for example, because the profit from the home SPV 
system does not increase the homeowner’s taxable income. The home-
owner was using after-tax income to pay the previous electric energy bills 
(and sales tax on those bills), so a reduction in the expenditure for energy 
just means more income being available to spend on other things, not 
more taxable income in total.

In contrast, a business that owns a renewable energy system must pay 
income tax on the profits (revenues minus operating expenses) from the 
operation of the device. However, the tax laws recognize that equipment 
used in a business has a finite useful life, so the equipment loses its value 
over time. Therefore, when a device is being used in a business to gener-
ate revenues, the owner is allowed under U.S. tax law to deduct a frac-
tion of the original installed cost every year as a depreciation expense. The 
accounting for depreciation and taxes is a significant difference between 
the personal and the commercial evaluation of a renewable energy system. 
Our main task in this chapter is to account for the revenues, costs, tax 
credits, and taxes paid on a renewable energy system owned by a business.

Another consideration that reflects the difference between personal 
and commercial evaluation is that even if a business is using a renewable 
energy system to reduce their own energy purchases, rather than to sell 
the energy, the calculation of economic savings for a business may be 
quite different from that of a residential system. Large commercial and 
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industrial firm pay for purchased electric energy using a system called 
peak-load pricing, which is quite different from the energy-pricing system 
(per kWh) used for residential customers.

In this chapter, we see how to incorporate taxes and depreciation into 
the analysis of a renewable energy investment and how they interact with 
federal and state tax credits and utility rebates. In the context of solar 
power feasibility study, we see the importance of estimating annual out-
put using monthly data, and we look in particular at how commercial 
peak-load pricing changes the analysis of the profitability of a solar power 
system.

There are software packages that do feasibility analysis for renew-
able energy systems. These include the System Advisor Model (SAM) 
at the National Renewable Energy Lab (NREL) website (sam.nrel.gov) 
and commercial packages for solar power systems such as Clean Power 
Finance (www.cleanpowerfinance.com). However, it is essential for the 
feasibility analyst to understand what information the software is calling 
for to set up a feasibility study. And it is even more important to under-
stand what the software is doing with that information to calculate the 
results, because one can catch mistakes in the data entry if one knows 
what results to expect in the base case and sensitivity analysis. This chap-
ter uses spreadsheet software to set up the data for a feasibility analysis 
and to do the essential calculations. As such it is good for training and is 
also a good supplement to the use of commercial packages.

Depreciation

Depreciation is a concept in accounting and taxation that recognizes the 
tendency of devices to lose their productive value over time. This loss of 
value is recognized under tax law as an expense of the business that may 
be deducted from revenue in the calculation of taxable income. It is not a 
cash expense; it is simply permitted in the calculation of taxable income. 
The amount of the depreciation expense that may be taken each year for 
tax purposes is determined by the tax life or recovery period that is assigned 
to the device or asset under the tax law. Renewable energy  systems are 
classified as 5-year property, as if they would last only five years, even 
though they may have a useful life of 25 years or more.
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This textbook is not meant to teach all the rules of depreciation, but a 
brief overview will help one understand how the economics of sustainable 
technologies differ for businesses and individuals. The tax laws permit 
businesses to calculate depreciation in one of two ways. In the simpler 
method, called straight-line (SL) depreciation, the permitted depreciation 
expense in each year is the original cost of the asset (its cost basis) divided 
by its tax life. For renewable energy properties, a five-year tax life means 
that 20 percent of the cost basis of the property may be deducted as a 
depreciation expense each year.

The more complex method, called modified accelerated cost recovery 
system (MACRS), allows more depreciation in the early years of the tax 
life, and the percentage of the cost basis allowed as a depreciation expense 
changes from year to year. Thus, the MACRS deduction must be calcu-
lated using a table of MACRS values. The MACRS percentages for a five-
year property are shown in Table 9.1.

In this chapter, for simplicity of exposition we use SL depreciation 
in the solution of the examples. Chapter 10 will show an example of 
MACRS depreciation.

The example of the five-year tax life in Table 9.1 is significant to this 
chapter, because the accelerated depreciation policy of the U.S. federal gov-
ernment allows businesses to depreciate renewable energy property over a 
short period of time, substantially less than its useful life. As of 2013, the 
tax law permitted depreciation using a five-year tax life, which is substan-
tially less than the commonly assumed 20-year life of wind turbines and 
25-year useful life of SPV systems.

Table 9.1 MACRS and SL depreciation for five-year property

Year SL (%) MACRS (%)
1 20 20.0

2 20 32.0

3 20 19.2

4 20 11.5

5 20 11.5

6  5.8

MACrS, modified accelerated cost recovery system; SL, straight line.
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Also, under the Expiring Provisions Improvement Reform and Efficiency 
(EXPIRE) Act that was working its way through the Senate and House in 
mid-2014, investments in renewable power systems that are placed in ser-
vice before the end of 2015 will qualify for a bonus depreciation deduction 
that permits the owner to depreciate in the first year of use 50 percent of 
the amount of the firm’s investment in the system. The other 50 percent 
of the cost of the system becomes the adjusted cost basis of the property to 
be used in calculating the annual amounts of ordinary depreciation over 
the five-year tax life of the property, including that of the first year.

Example 1 SL and MACRS Depreciation on a Solar Carport

Headley Corporation wants to install a 33 kW solar power system in 
its parking lot, elevated so the panels form a sun roof over parked cars. 
A local contractor bid $164,213 to build the system. (This example ignores 
the federal tax credit, which is left for a later example in this chapter.)

(a) What is the amount of the bonus depreciation that may be taken in 
the first year of use of the solar carport?

(b) What is the amount of the adjusted cost basis after the bonus depre-
ciation is taken?

(c) What is the amount of depreciation that Headley Corporation may 
take on the solar carport in each of the first five years using the SL 
method?

(d) What is the amount of depreciation that Headley Corporation may 
take each year using the MACRS method?

(e) What is the total amount of depreciation that Headley may take in 
years 1 to 5, including the bonus depreciation and SL or MACRS?

Solution

(a) Year 1 Bonus Depreciation: The bonus depreciation is equal to 
50 percent of the expected price of the system, 50% × 164,213 = 
$82,106.50. This will be added to the amount of depreciation that 
may be taken in year 1 under the SL or MACRS methods.
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(b) The adjusted cost basis after the bonus depreciation is 164,213 − 
$82,106.50 = 82,106.50, which is the remaining half of the original 
purchase price.

(c) SL Method: The ordinary depreciation to be taken each year under 
the SL method is 20 percent of the adjusted cost basis, 20% × 
82,106.50 = $16,421.30. This amount may be taken in years 1 to 5 
as in Table 9.2.

(d) MACRS Method: Under MACRS, the percentage of the adjusted 
cost basis that may be depreciated changes each year as shown in 
Table 9.1. The year 1 depreciation percentage under MACRS is the 
same as the first-year SL percentage, 20%, so the MACRS depreci-
ation in year 1 is 16,421.30. It is in years 2 to 6 that the MACRS 
and SL methods differ. Notice that the five-year MACRS table has 
some depreciation in year 6. Multiplying each MACRS percentage 
in years 2 to 6 by the adjusted basis 82,106.50 gives the depreciation 
amounts shown in Table 9.3.

(e) The complete year 1 depreciation is the bonus depreciation plus the 
SL or MACRS year 1 amount. Since SL and MACRS both use 20% 
for year 1, they give the same total depreciation in year 1, which 
is 82,106.50 + 16,421.30 = 98,527.80. In years 2 to 6, SL and 
MACRS differ as shown in Table 9.4.

This analysis is not the final word on depreciation for the Headley 
Corporation case in example 1. Federal tax credits have an impact on 
depreciation, as we shall see in the following section.

Table 9.2 SL depreciation (example 1)

Year SL (%) Depreciation ($)
1 20 16,421.30

2 20 16,421.30

3 20 16,421.30

4 20 16,421.30

5 20 16,421.30
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Federal and State Tax Credits and Utility Rebates

A 30 percent federal investment tax credit (ITC) has been available for 
many types of renewable energy investments. This credit allows the 
taxpayer to reduce their tax payment by the amount of the credit. The 
benefit of this credit comes when the taxpayer would have to pay taxes, 
which typically would be some time in the year or so after the investment, 
depending on which month the investment took place and when the tax-
payer will file their tax return. The federal ITC vests over five years. This 
means, for example, that if the owner of a renewable energy project were 
to sell the project after three years, the owner would have to refund 40 
percent of the tax credit that had been taken.

A production tax credit is available, as an alternative to the 30 per-
cent ITC, to producers who sell their energy to others rather than using 
the energy internally. This production tax credit pays $0.023 per kilo-
watt-hour to producers using wind, closed-loop biomass, and geother-
mal technologies. A $0.011/kWh production tax credit is available for 

Table 9.3 MACRS depreciation (example 1)

Year MACRS (%) Depreciation ($)
1 20.0 16,421.30

2 32.0 24,246.24

3 19.2 14,547.74

4 11.5  8,713.49

5 11.5  8,713.49

6  5.8  4,394.63

Table 9.4 SL and MACRS depreciation (example 1)

Year SL ($) MACRS ($)
1 98,527.80 98,527.80 

2 16,421.30 26,274.08 

3 16,421.30 15,764.45 

4 16,421.30  9,442.25 

5 16,421.30  9,442.25 

6   4,762.18 
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 open-loop biomass, landfill gas, municipal solid waste, and some hydro-
electric and marine –hydrokinetic systems.1 Notice that the production 
tax credit is not available for SPV nor solar thermal electric (STE) nor 
solar hot water systems. The credit is available for the first 10 years of 
operation of the eligible renewable energy system.

The Federal ITC and Depreciation

A person or company that elects to take the federal tax credit1 must sub-
tract one-half of the tax credit from the cost basis on which bonus depre-
ciation and then SL or MACRS depreciation will be taken.

Example 2  Headley Solar Carport Depreciation After 
Federal ITC

Headley Corporation will take the 30 percent federal tax credit on the 
solar carport project.

(a) What will be the amount of the tax credit?
(b) What will be the amount of bonus depreciation it can take in year 1?
(c) What will be its complete depreciation schedule with SL deprecia-

tion of the adjusted cost basis?
(d) What will be the depreciation schedule with MACRS?

Solution

(a) The federal ITC will be 30% × 164,213 = $49,263.90. 
(b) The amount of bonus depreciation is calculated against the origi-

nal cost basis ($164,213) adjusted by one-half of the federal ITC. 
164,213 − 24,631.95 = $139,581.05. The bonus depreciation is 50 
percent of this amount, 50% × 139,581.05 = $69,790.53.

1 For corporations there is an option of an investment tax credit (ITC) or a pro-
duction tax credit (PTC). Each is voluntary, but any company seeking to reduce 
the cost of their project will take one or the other. For individuals, only the ITC 
is allowed.
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(c) The adjusted cost basis for SL depreciation is what remains after the 
50 percent bonus depreciation, so that too is $69,790.53. SL depre-
ciation is 20 percent of that amount for each year, $13,958.11. The 
full year 1 depreciation will be the bonus 69,790.53 plus the SL 
13,958.11 = 83,748.63. Years 2 to 5 will be $13,958.11.

(d) The MACRS percentages applied to the adjusted cost basis of 
$69,790.53 yield the yearly depreciation amounts shown for years 2 
to 6 in the final solution (Table 9.5). The year 1 figures include the 
bonus depreciation.

The Federal ITC and State Tax Obligation

For individuals and corporations, the amount of federal income tax paid is 
deductible from taxable income on the taxpayer’s state income tax return. 
Therefore, a reduction in federal tax paid, due to the federal investment 
tax credit (FITC), results in a higher state-taxable income. The owner 
of a renewable energy project will end up paying extra state taxes on the 
amount of the federal tax credit, so this must be accounted for in the 
cash-flow analysis of the project.

Thus, the FITC is as-if taxable on the owner’s state tax return. If S is 
the owner’s marginal state income tax rate, and FITC is the amount of the 
federal investment tax credit, then the increase in state tax paid due to the 
FITC is S×FITC. It is commonly thought that the FITC is like the gov-
ernment paying 30 percent of the cost of the renewable energy project. It 
is not quite that simple, because while the federal government is giving, 
the state government is taking some back. The net cash-flow effect of the 
FITC is therefore FITC − S×FITC = (1−S)×FITC.

Table 9.5 SL and MACRS depreciation (final solution)

Year SL ($) MACRS ($)
1 83,748.63 83,748.63 

2 13,958.11 22,332.97 

3 13,958.11 13,399.78 

4 13,958.11  8,025.91 

5 13,958.11  8,025.91 

6  4,047.85 
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This state tax effect is not too severe, because most states have rather 
low tax rates compared to the federal tax rate. For all but two states, the 
state income tax rate for the wealthiest taxpayers is just in the single digits.2

State ITC and Federal Tax Obligation

Some states offer credits against one’s state tax obligation for investments 
in renewable energy projects. For example, Iowa’s tax credit is 18 percent 
of the purchase price, but it is limited to $20,000 per project. Many states 
do not offer an ITC, but they offer other incentives, such as low-interest 
loans, or they require public utilities to give rebates for renewable energy 
investments. Details of all states’ rules are available at the DSIRE website, 
www.dsireusa.org.

State taxes paid by a corporation are deductible as a business expense, 
and for individuals they are deductible if one itemizes deductions on 
Form 1040 Schedule A rather than taking the standard deduction. By the 
same logic seen in the analysis of the federal tax credit, a state-tax credit 
is as-if taxable on the company’s federal tax return: The state investment 
tax credit (SITC) reduces the deductible state tax expense, so the after-tax 
cash-flow effect of the state tax credit is really (1−F ) × SITC, where F is 
the taxpayer’s marginal tax rate.

This effect can be significant, because the top federal income tax rate 
is nearly 40 percent. Thus, what might appear to be a generous state tax 
credit is reduced by 40 percent due to federal income taxation.

The state tax credit does not affect the adjusted basis of the project for 
depreciation.

Example 3  Headley Solar Carport Net Cost After FITC and 
SITC and Rebate

The Headley Corporation solar carport project was bid by a developer at 
a price of $164,213. Headley will take the 30 percent federal tax credit 
on the solar carport project. Located in Des Moines, Iowa, they will also 
take an Iowa state tax credit that by law is equal to 18 percent of the price, 
or $20,000, whichever is less. Headley Corporation is subject to Iowa’s 
top income tax rate, 9 percent. Its federal income tax rate is 39.6 percent.
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(a) What will be the amount of the federal tax credit, and what is its 
after-tax cash flow?

(b) What will be the amount of the state tax credit, and what is its after-
tax cash flow?

Solution

(a) The amount of the federal ITC will be 30% × 164,213 = $49,264. 
The net cash flow, after accounting for 9 percent state tax paid, is 
49,264 × (1−9%) = 44,830.

(b) For the state tax credit, we first calculate 18 percent of the purchase 
price and test that against the per-project maximum of $20,000. 
18% × 164,213 = $29,553. This exceeds the Iowa maximum per 
project, so the amount of the tax credit to be taken is $20,000. After 
the federal-tax effect, what remains as cash flow from the state tax 
credit is 20,000 × (1−39.6%) = $12,080.

Utility Rebates

Many public utility companies offer rebates to their clients who install 
renewable energy systems. The details for each state appear on the DSIRE 
website (www.dsireusa.org). Unlike tax credits, which directly reduce the 
amount of one’s tax and thereby represent an after-tax benefit, utility 
rebates must be treated as a form of taxable income to the owner of the 
renewable energy system. Thus, the after-tax benefit of the rebate depends 
on the owner’s marginal federal and state tax rates.

Another feature of the public utility rebates is that they may depend on 
the production of energy during the first year of operation of an installa-
tion. In Iowa, for example, the rebate offered by Alliant Energy in Iowa for 
SPV systems through 2013 was one dollar per kilowatt-hour of production 
in the first 12 months of operation, subject to a maximum of $25,000.

Recall that the tax-credit basis of a project is the amount of the proj-
ect’s cost on which the 30 percent federal tax credit or state tax credit may 
be taken. The effect of a utility rebate on the tax-credit basis of a project 
may depend on the structure of ownership of the project. If the owner is a 
limited liability company (LLC), the rebate does not reduce the tax-credit 
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basis. If the owner is an S-corporation or C-corporation, the rebate may 
reduce the tax-credit basis. Project owners should consult an attorney or 
tax professional on this point.

Example 4 After-Tax Value of the Utility Rebate

Headley Corporation wants to install a 33 kW solar power system in its 
parking lot, elevated so the panels form a sun roof over parked cars. The 
system is expected to have a derate factor of 0.815. The weather condi-
tions in Des Moines, Iowa, provide an average insolation of 4.8 kWh/m2/
day over the year. Headley’s federal tax rate is 39.6 percent, and its state 
tax rate is 9 percent. The company uses an 8 percent discount rate for 
financial decisions.

(a) What is the expected annual output of the SPV system?
(b) What will be the amount of the rebate from Alliant Energy?
(c) What will be the amount of the rebate net of federal and state taxes?

Solution

(a) The insolation expressed in kWh/m2/day is also known as the peak 
sun hours per day and can be multiplied by the kilowatt capacity of 
an SPV system to yield the output of the system per day. Here, that 
output will be 4.8 × 33 = 158.4 kWh/day. Multiplied by 365 days 
in the year, the output comes to 57,816 kWh. The usable alternating 
current (AC) output from the solar system is this output derated to 
reflect the loss of energy in the wiring, inverter, and other compo-
nents of the system, so the usable output is 57,816 × 0.815 = 47,120 
kWh per year.

(b) At a rebate rate of one dollar per kilowatt-hour of first-year produc-
tion, the Headley solar carport would seem to qualify for a rebate of 
$47,120, but the rebate is limited to $25,000, so that is the amount 
Headley will receive.

(c) The $25,000 rebate will be treated as taxable income, so the tax on 
the $25,000 rebate will be $25,000 × (39.6% + 9%) = $12,150. The 
net rebate is therefore $25,000 − $12,150 = $12,850.
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Present Value of the Investment Net of Tax Credits, 
Rebates, and Bonus Depreciation

The cash-flow analysis in a feasibility study breaks down fundamentally 
into two parts, one being the initial investment at time zero and the other 
being the flow of after-tax cash during subsequent years arising from the 
revenue or cost savings from the technology and the expenses of oper-
ating the technology. In the approach taken in this chapter, we model 
the future cash flows as two annuities, one that is constant—an annu-
ity—during the depreciation period (years 1 to 5 for renewable energy 
projects) and another that is constant—a second annuity—during the 
postdepreciation period (years 6 to N) that goes to the end of the proj-
ect’s economic life.

In this approach, cash flows that take place at or very near the start of the 
project are treated as components of the initial investment. These include 
the net benefits from federal and state tax credits and utility rebates. They 
also include the after-tax cash flow from the bonus depreciation that Amer-
ican law allowed through 2013 and may continue to permit in the near 
future. The initial cost of the project is assumed to be paid on the day the 
project is purchased from a developer or on the day that it is completed if 
it is built on contract. The federal and state tax credits are typically received 
within 6 to 12 months of the investment. Rebates may come within three 
months of when the project is functional and put into service. Each of 
these should be discounted back to the present, year 0. The sum of their 
present values becomes the net initial investment in the project.

The feature that was not discussed in the previous sections is the 
bonus depreciation. Depreciation is a tax-deductible expense that serves 
to cancel out income that would otherwise be subject to income tax, so 
it is said to shield income from taxation. If D is the amount of the depre-
ciation, and T is the owner’s tax rate, then the amount of taxes saved is 
T × D. This tax rate is the sum of the owner’s federal and state tax rates, 
because depreciation shields income from both federal and state taxa-
tion. Taxes that are not paid, but would otherwise have had to be paid, 
are a genuine cash flow, so the depreciation has an after-tax  cash-flow 
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effect equal to T × D at the time the income taxes are due. Properly, 
if those taxes are due 6 to 12 months after the start of the project, the 
amount of that tax shield should be discounted back 6 to 12 months to 
the project’s year 0.

Bonus depreciation is taken in year 1, as is the regular SL or MACRS 
depreciation on the adjusted cost basis. We will discount the bonus depre-
ciation back to year 0 according to a reasonable estimate of when the taxes 
would be due. When we discuss the regular depreciation of year 1, in the 
section after this, we will treat it as occurring at the end of year 1, which 
is the timing convention for all cash flows from year 1 onward. This dif-
ference in our treatment of bonus depreciation and the year 1 regular 
depreciation is indeed an inconsistency, but it will accommodate the use 
of annuity functions in the financial calculations, reflects the fact that 
bonus depreciation is another form of tax incentive for renewable energy, 
and introduces very little error in the analysis.

In many applications of corporate finance, depreciated assets are sold 
after some period of time for their salvage value, and at that time the 
owner must pay taxes on recaptured depreciation. In the renewable energy 
projects studied here, the useful lives are very long, 20 to 25 or even 30 
years, and it is reasonable to assume that the projects will have no value 
at the end of their economic lives and thus not create terminal cash flows 
related to sale and tax on recaptured depreciation. Thus, the depreciation 
tax shield

Example 5  Present Value of the Headley Project Net Investment

The contractor’s bid to build the solar carports is $164,213. The federal 
tax credit net of state tax obligation is $44,830 and will be received six 
months after the project starts. The state tax credit net of federal tax obli-
gation is $12,080 and will be received six months after the project starts. 
The utility rebate of $25,000 will be received three months after the solar 
photovoltaic system starts to produce energy, but the federal and state tax 
obligations on the rebate (totaling $12,150) will be paid six months after 
the project starts. The bonus depreciation is $69,791.
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(a) What are the present values of each of these initial cash-flow com-
ponents?

(b) What is the net present value (NPV) of the project cost, after account-
ing for all tax credits, rebates, bonus depreciation, and their effects 
on income taxes?

Solution

(a and b) Each amount is discounted to year 0 by multiplying it by the 
discount factor (1 + 0.08)−T, where T is the time delay between the start 
of production and the receipt or payment of the amount. For example, 
the federal ITC and the state taxes associated with it are received and paid, 
respectively, 0.5 years after production begins. Thus, we take the net FITC 
amount $44,830 and multiply it by (1 + 0.08)−0.5 to get $43,138. A spread-
sheet handles these calculations easily. Table 9.6 shows the result of the 
calculations.

The cash-flow effect of the bonus depreciation tax shield is (39.6% 
+ 9%) × 69,791 = $33,918. In other words, through the bonus depre-
ciation policy alone, the federal and state governments are contributing 
$33,918 toward the cost of this project.

Table 9.6 Calculation of the present value of the net initial 
 investment

 
Nominal 

amounts ($)
Delay 
(yr)

Discounted 
(year 0) 

value
Payment for the SPV system 
installed

(164,213) 0 (164,213)

Federal tax credit net of state 
tax obligation

44,830 0.5 43,138 

State tax credit net of federal 
tax obligation

12,080 0.5 11,624 

Utility rebate 25,000 0.25 24,524 

Federal and state taxes paid on 
utility rebate

(12,150) 0.5 (11,691)

Bonus depreciation tax shield 33,918 0.5 32,638 

PV of net investment (net cash 
outflow)

  (63,981)
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The conclusion is that the contract price for the SPV system is 
$164,213, whereas the net initial investment, after accounting for all the 
various incentives for renewable energy, is only $63,981.

Cash Flows During Operation

The next step in the analysis is to calculate the after-tax cash flows during 
the depreciation period years 1 to 5 and during the postdepreciation 
period years 6 to N. For the Headley solar carport example, we take the 
project lifetime to be N = 25 years. The cash-flow calculation follows the 
logic of an income statement. Begin with the annual revenue or cost sav-
ings from the project, subtract its annual operating expenses, and subtract 
the annual depreciation to get the taxable income, and calculate the tax 
to be paid. The annual cash flow is the sum of the revenues (+), operating 
expenses (−), and the taxes paid (−). Due to depreciation, the taxable 
income can be negative, in which case the loss from the renewable energy 
system during the depreciation period shields income from elsewhere in 
the owner’s business activities, so the tax paid appears as a positive num-
ber, meaning a tax benefit.

In the analysis that follows, we use SL depreciation rather than 
MACRS, because SL depreciation is the same in all five years of the tax 
life of the project. We will assume a constant flow of revenues across the 
years and an unvarying tax rate for the owner. As a result, the after-tax 
cash flow will be the same for all years in the depreciation period and 
likewise during the postdepreciation period. This simplifies the presenta-
tion of the cash flow, into just two columns of a spreadsheet, and (later in 
example 7) it will allow us to calculate the present value of the cash flow 
using the spreadsheet annuity function PV.

Example 6 Cash Flow from Operations in the Headley Case

The solar carport project for Headley Corporation will have a useful life 
of 25 years. The electric energy generated will save Headley the expense of 
paying $0.131/kWh to the public utility, including state sales tax on the 
utility bill. The annual maintenance expenses of an SPV installation are 
typically estimated at $20/kW per year.
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(a) Using the data presented in the previous examples calculate the 
after-tax cash flow of the project during the depreciation and post- 
depreciation periods.

Solution

The basic data of the Headley solar carport case and the previous anal-
ysis can be represented in a small section of a spreadsheet, as shown in 
Figure 9.1.

What remains is to construct the cash-flow calculations for years 1 to 
5 when depreciation will be taken and years 6 to 25 when it will not. The 
annual income is $0.131 × 47,120 = $6,173. The annual maintenance 
expense will be 33 kW × $20/kW = $660. The depreciation in each of the 
years 1 to 5 is 20% × 69,791 = $13,958. The resulting taxable income is 
the same for federal and state purposes, so we use a combined tax rate of 
39.6% + 9% = 48.6% to calculate taxes in one line. The result appears as 
shown in Figure 9.2, where we use signs on the numbers to indicate cash 
inflows (+) or outflows (−)

Figure 9.1 Headley data and calculations
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The feasibility analysis concludes with a calculation of the present 
value of these cash flows, from which we subtract the net investment to 
get the NPV of the project. The PV spreadsheet function will calculate 
the present value of a constant cash flow, so we will use it for years 1 to 5 
and then again for years 6 to 25. The syntax of the PV function is

 = PV(rate,nper,pmt,fv) 

where rate is the company’s discount rate, here given as 8 percent, nper is 
the number of periods in the annuity cash flow. That will be five (years) 
for the depreciation period and 25 − 5 = 20 years in the postdepreciation 
period. The pmt is the annual payment—the cash flow of the annuity. It 
will be 9617 in years 1 to 5 (recall that Excel cannot take commas in its 
spreadsheet functions) and 2834 in years 6 to 25. The final parameter fv is 
optional. It is a terminal payment at the end of year nper. When the pmt 
is 0, the PV function will calculate the present value of a single payment 
of fv at the end of nper years.

For the five-year annuity in the depreciation period and the 25 − 5 = 
20-year annuity in the postdepreciation period, we use the PV function 
without the optional fv. However, the answer calculated by the PV func-
tion is a present value corresponding to the start of the annuity period. 
The postdepreciation period’s PV calculation will therefore give a start-of-
year-6 dollar amount, which we can also interpret as end-of-year-5. The 
PV calculation from that delayed annuity must be discounted back five 
years (to year 0) so it can be added to the PV from the first (undelayed) 
annuity to get the present value of the entire cash flow.

Figure 9.2 After-tax cash flow in the Headley case
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The formulas for these functions are shown in Figure 9.3, and their 
calculated values appear in Figure 9.4. Look in particular the formulas for 
cells C37 and C38 to see how the present value of the delayed annuity is 
calculated in two steps.

The values calculated by these formulas appear in Figure 9.4.
The NPV of the project is therefore the PV of its cash flows $57,333 

minus its net investment $63,981 (from Figure 9.1), which is negative 
$6,648. A negative NPV indicates a project that is not profitable enough 
to yield more than Headley’s hurdle rate of 8 percent. The decision, based 
on this analysis, would be to decline the project. That, however, would 
ignore an important element in many renewable energy projects, which is 
the future inflation of energy prices.

Figure 9.3 Formulas for Excel’s PV functions in the Headley case

Figure 9.4 Values of Excel’s PV functions in the Headley case



 VALUAtIoN oF CoMMErCIAL ProjECtS 213

Accounting for the Inflation of Energy Prices

In Chapter 8, we noted that energy prices are expected to rise at a rate 
between 0.5 and 1 percent above the general rate of inflation over the next 
20 years. In Iowa, the 2014 forecast was for electric energy price increases 
of 5 to 7 percent by the public utility over the next several years. A reason-
able approximation for Headley Corporation’s energy price inflation over 
the next 25 years might be 3 percent per year. If energy prices are to rise 
at 3 percent per year for 25 years, the solar carport will have much more 
value in future years than it does now, so the present value of its cash flow 
should be higher. This needs to be accounted for in the feasibility analysis.

In Chapter 8, we saw that the spreadsheet functions for annuities 
can be tricked into accounting for compound growth of the cash-flow 
values by using an inflation-adjusted discount rate. The adjusted rate has 
the formula r* = (r−g)/(1+g), where r is the company’s nominal discount 
rate (here 8 percent) and g is the compound growth rate of the cash flow 
(here 3 percent). The adjustment for Headley is r* = (0.08−.03)/(1.03) = 
0.0485, meaning r* = 4.85%. Using this discount rate in the PV formulas 
of the Headley case gives a very different answer, shown in Figure 9.5.

Accounting for the expected inflation of energy prices over the next 
25 years made a big difference in the present value of the future cash flow 
and therefore in the NPV. The NPV is now a positive $6,033, showing 
that the project is indeed worthy of investment.

Figure 9.5 Headley solar carport NPV with energy price inflation
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Wait—What About the Age Derating of SPV Cells?

It is well known that SPV cells lose capacity at a rate of about 1 percent 
per year. This is known as the age derating of the SPV cells. This would 
cause the output of the SPV system to decrease over time and therefore 
lower the present value of its future cash flows. Because the age derating is 
taken to be a compounding process, we can incorporate this by a second 
refinement to the discount rate. We take the previously adjusted discount 
rate 4.85 percent and adjust it by a negative growth rate. This will use the 
same formula as before, except that g will be −1 percent not +3 percent, so 
we have to carefully account for the minus signs in the formula,

 r** = [4.85% − (−1%)]/[1+(−1%)] = (4.85% + 1%)/(1−1%)  
 = 0.0585/0.99 = 5.91%. 

The result of using this discount rate in the PV formulas, and in the 
discounting of the postdepreciation annuity present value back to year 0, 
appears in Figure 9.6.

The project’s NPV comes out at a positive $1,183, which means that 
the project will create value for Headley Corporation. It does not look 
quite as good as it did when age derating was ignored, but it is still a 
viable project.

Figure 9.6 Headley solar carport NPV with energy price inflation and 
age derating
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However, notice how important the various financial incentives for 
renewable energy were: the federal and state tax credits, the rebate, and 
the bonus depreciation. They reduced what would have been a $164,213 
price tag to $63,981 (in Figure 9.1). Without any of those, this project 
would not have been viable in Des Moines, Iowa. In locations with higher 
insolation than Des Moines, the solar cells would have higher annual 
output and the project would be inherently more profitable, so it might 
fly without as much of the incentives. The purpose of these incentives is 
to make solar power feasible in a wider area than otherwise and thereby 
stimulate the demand for, refinement of, and therefore eventually lower 
the installed cost of SPV technology.

Feasibility Analysis with Peak-load Pricing  
of Electric Energy

Example 6 assumed that the company investing in the solar panels would 
pay a retail rate for electric energy. However, large users such as factories, 
hospitals, and colleges, which may use 200,000 kWh or more per month, 
tend to pay on a two-part tariff that consists of an energy charge (priced 
per kWh) and a demand charge (priced per kW of peak demand). The 
demand charge is what sets industrial and large commercial pricing apart 
from residential pricing. Industrial pricing as a two-part tariff is generally 
called peak-load pricing though this concept may be implemented by util-
ity companies in a few different ways with many variations within each. 
Here, we consider the version in which the demand charge is based on 
the user’s highest power demand (kW) in any 15-minute interval during 
the season in which the utility company tends to have its peak regionwide 
power demand. In many parts of the United States, that is the summer 
season (June to August), when the utility’s peak power demand is driven 
by the use of air conditioning.

Large users that are subject to such a two-part tariff tend to pay a 
comparatively low energy rate, such as $0.03/kWh, but they pay a 
demand charge, such as $180/kW, on their peak power draw each year. 
Commercial and industrial users tend to have a lower average cost of 
electric energy than residential users due to the use of two-part tariffs. 
The U.S. Energy Information Agency reported in September 2013 that 
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the U.S. average residential electric energy price was $0.1252/kWh, but 
the average commercial rate was $0.1059/kWh (15 percent lower than 
residential) and the average industrial rate was $0.0712/kWh (43 percent 
lower than residential). Industrial users are surely on a two-part tariff, as 
are some but not all commercial users.

The effect of peak-load pricing is to penalize users who have a high 
peak relative to their average consumption. Utility companies implement 
this policy, because the utility has to build sufficient capacity to meet the 
peak power needs of its service area. Users who all peak for a short time 
during the year, and at the same time, cause the utility to have to build 
capacity that is used during that peak but lies idle for the rest of the year.

The concept of a capacity factor applies as well to a user of electric 
energy as to a producer, and it helps us to understand the pricing of elec-
tric power and energy to industrial users. For users, the concept is called 
the load factor and is defined to be the total energy used as a percentage of 
the peak power demand applied across a whole year.

Example 7  Load Factor and Average Energy Cost in Peak-Load 
Pricing

Suppose that a large commercial customer is subject to an energy charge 
of $0.03/kWh and a demand charge of $180/kW of peak power demand 
during the year, both figures including state sales tax.

(a) If the customer has an average electric energy charge, including state 
sales tax, of $0.08/kWh, what is the user’s capacity factor?

(b) If the user’s load factor is 35 percent, what is the average cost of elec-
tric energy per kilowatt-hour?

Solution

(a) The load factor of an electric power user is analogous to the capacity 
factor in production, but here it is expressed in relation to a custom-
er’s demand for electric energy. The key to solving this problem is to 
use the definition of the load factor (L, %) as the total energy used 
(E, kWh) divided by the total energy that might have been used if 
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the peak power (P, kW) had been drawn during every hour of the 
year. In symbols,

 L = 
E

P24 365× ×  

 L = 
E

P8760 ×
 (Definition of Load Factor)

Under the two-part tariff, the company’s annual energy bill is 
calculated from the $180/kW price on the peak demand (P) and the 
$0.03/kWh price of energy (E ),

 Total Cost = 180 × P + 0.03 × E (Total Cost Equation)

The total cost can also be expressed as the company’s average 
price per kilowatt-hour multiplied by its usage, which in our exam-
ple is 0.08 × E. The total cost equation can therefore be rewritten as,

 180 × P + 0.03 × E = 0.08 × E  

The definition of the load factor L above shows that 8760 × C = 
E/P. We can also get an expression for E/P from the total cost equa-
tion above. We will subtract 0.03 × E from both sides of the total 
cost equation, and then divide through:

Starting with 180 × P + 0.03 × E = 0.08 × E  

Subtract 0.03 × E, 180 × P = 0.05 × E 

Divide by P, 
180
0 05.

= E
P  

Calculate the fraction, 
E
P

 = 3,600 

The equation that defines the load factor can be rewritten as

 8760 × L = E/P 
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Substituting this 8760 × C for E/P in the equation E/P = 3,600, 
we see that, for this company, the load factor is

 8760 × L = 3,600 

 L = 
3 600
8 760
,
,

 = 41% 

(b) Here, the user’s load factor is given as 35 percent, and the two-part 
tariff has a capacity charge of $180/kW and an energy charge of 
$0.03/kWh. The task is to find the average cost of energy paid by the 
user. We do so using the total cost equation in which we write the 
average cost per kilowatt-hour as a variable a,

 180 × P + 0.03 × E = a × E (Total Cost Equation)

Now divide through by the energy usage E to reveal an equation 
for the average cost per kilowatt-hour,

 
180 × P

E
 + 0.03 = a  

Then divide both top and bottom of 180 × P
E

 by P to put this 

expression in a form that uses E/P. The result is our average cost 
equation,

 
180
E / P

 + 0.03 = a  (Average Cost Equation)

From the definition of the capacity factor, we know that E/P = 
8760 × L. The problem stated that the load factor is 35 percent, so 
E/P = 8760 × 35% = 3066. We substitute that number for E/P in the 
average cost equation and calculate a,

 
180
3066

 + 0.03 = a  

 0.0587 + 0.03 = a 
 a = 0.0887 
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This tells us that the company was paying an average price of 
$0.0887/kWh even though its energy charge was only 0.03/kWh. 
The demand charge was evidently responsible for $0.0587/kWh in 
its total energy cost.

Example 7 shows that a large part of an industrial consumer’s energy 
bill can come from the demand charge. The key feature of a solar power 
system is that it will produce its power precisely on the clear, hot summer 
days when air conditioning is causing the firm’s electric power demand 
to peak. The SPV system therefore shaves the peak and reduces the firm’s 
demand charge, which could imply a significant savings.

However, there is one factor that works against the value of the SPV 
unit for industrial customers. The problem is that the efficiency of a solar 
panel decreases at higher temperatures, and on the hottest day of the year, 
when air conditioning loads are driving electric energy to its annual peak, 
the SPV system will be at its worst efficiency. The standard testing condi-
tion for rating a solar panel’s power output is 25°C (77°F). Above that 
temperature, the panel’s output will be less than its rated capacity, and 
below that temperature its output will be better. We noted in our consid-
eration of constraints in an earlier chapter that the effect of temperature 
on the efficiency of an SPV unit is given by its temperature coefficient. 
Solar cells based on crystalline technology typically have a temperature 
coefficient of about 0.5 percent (loss) per degree Celsius above 25°C. On 
a hot summer day, a solar cell can reach temperatures as high as 70°C 
(158°F),3 so the loss of efficiency can be significant.

NREL’s PVWatts and SAM Software for Renewable Energy 
Project Modeling

The NREL, through funding from the U.S. Department of Energy, 
supports a basic online solar energy calculator called PVWatts (http://
pvwatts.nrel.gov/) and a sophisticated energy production and financial 
modeling system called SAM (https://sam.nrel.gov/).4 PVWatts accounts 
for the effect of temperature, using monthly average temperatures, when 
estimating the monthly energy production from an SPV unit at a partic-
ular location in the United States and summing the monthly production 
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to get an estimated annual production.5 PVWatts also assumes that the 
SPV unit’s temperature will be the same as the ambient air temperature, 
although in full sun an SPV unit can heat up as high as 70°C (158°F).6 
Each of these is an important limitation to the PVWatts model, because 
an SPV unit’s operating temperature affects its efficiency (the temperature 
derating effect), and the temperature effect has a much more dramatic 
consequence for the financial viability of a project when the quantity 
used to calculate the user’s full-year electric bill from the alternative 
source is the user’s summer peak demand across 15-minute intervals. In 
that context, the monthly average temperature is not important. What 
is important is the month’s maximum temperature over 15-minute inter-
vals, because that will determine the output of the SPV unit at the time 
when the firm’s peak demand charge is determined. The feasibility ana-
lyst must therefore estimate the maximum air temperature in the peak 
month, consider the amount of wind at such a time (which would cool 
the SPV unit), and then estimate the resulting temperature of the SPV 
unit at that time.

Example 8 PVWatts Monthly and Annual Production Data

(a) Use PVWatts to calculate the monthly energy production from a 1 
kW SPV unit located in Austin, Texas, facing south with a fixed tilt 
at latitude and having a derate factor of 0.77. 

(b) Calculate the effective insolation by taking the annual total energy 
production, dividing by the derate factor, and dividing again by 365. 
How does that compare to the average insolation?

Solution

(a) Giving these data to the PVWatts calculator (pvwatts.nrel.gov), pro-
duces the monthly production values and summary calculations of 
average annual insolation and total energy seen in Table 9.7. Divid-
ing 1,238 by the derate factor 0.77 and by 365 gives 4.40 kWh/m2/
day. This is not the same as the 4.92 kWh/m2/day annual average 
reported in the table. In fact, it is only 4.40/4.92 = 0.90 = 90% of 
the stated average insolation.
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(b) The reason that the effective annual insolation rate calculated here is 
less than the average annual insolation rate reported by PVWatts for 
Austin, Texas, is that Austin is very hot most of the year. PVWatts 
includes a temperature-derating factor in its calculation of the monthly 
output of an SPV unit. When the monthly average temperature is 
above the SPV standard testing and rating condition of 77°F (25°C), 
the temperature derating will cause the DC output to be lower than 
the rated capacity of the SPV unit. In Austin, almost all months of the 
year have average temperatures greater than 77°F. In colder climates, 
the winter months will get a positive temperature effect, and the sum-
mer months get a negative effect. However, the angle of the sun in 
the winter is less advantageous for solar production than it is in the 
summer, so most temperate locations in the United States have a net 
temperature derating, many as high as 5 to 10 percent.

Example 8 yields an important lesson about using PVWatts output for 
spreadsheet modeling. If the average insolation that appears in the output 

Table 9.7 Output from PVWatts

Month
Solar radiation (kWh/

m2/day) AC energy (kWh )
january  3.52 80

February  4.30 87

March  5.13 113

April  4.94 102

May  5.17 109

june  5.71 115

july  6.38 131

August  6.00 125

September  5.96 121

october  4.65 98

November  3.60 76

december  3.66 81

Average insolation  4.92 

total energy 1,238 
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were used directly to calculate the annual output of an SPV unit, the 
result would overestimate the real output. A better estimate is obtained 
by taking PVWatts’ report of total energy output for 1 kW, dividing that 
by the derate factor, and dividing again by 365.

NrEL SAM

NREL’s SAM is a sophisticated energy production and financial model-
ing program available free of charge through the NREL website. It can 
be used for a variety of renewable energy technologies, including SPV, 
STE, wind, and biomass. When downloaded to the user’s computer, it 
can draw data about tax incentives from the DSIRE website, retail electric 
energy prices from a public database, renewable energy technology data 
from NREL databases, and weather data from a list of sources. Its finan-
cial modeling is adaptable to residential and commercial energy pricing 
(per kWh), which may vary by time of day. It does not model peak-load 
pricing.

Detailed Example of SPV Feasibility with Peak-Load Pricing

The following example traces the effect of peak-load pricing in a hypo-
thetical example that is meant to simulate a large commercial user in 
Southern California, where the average commercial price of electric 
energy is $0.1614/kWh and the average industrial price is $0.122/kWh.

Example 9 Commercial SPV Feasibility with Peak-Load Pricing

A large commercial user of electric energy is located in Southern Califor-
nia and would like to build a 100 kW SPV system that will last 30 years 
and cost $4,000/kW, installed. The annually averaged insolation at its 
location is 5.63 kWh/m2/day.

The company will use the 30 percent federal tax credit for solar power 
systems and assumes that 50 percent bonus depreciation will be available. 
There is no SITC for renewables, but the California Solar Initiative (CSI) 
is a state-mandated public utility rebate program that now pays $0.025/
kWh to commercial users for the first five years of operation of an SPV 



 VALUAtIoN oF CoMMErCIAL ProjECtS 223

system that is 30 kW or larger. (The program started in 2007 with pay-
ments of $0.39/kWh, but the rate has decreased as the state approaches 
its goals for renewable power capacity.)

The firm is subject to a two-part tariff that charges $220/kW of peak 
demand in the year and $0.05/kWh of energy used, inclusive of state sales 
tax. The company expects energy prices to rise at 2.5 percent per year for 
the next several decades.

The firm’s usage pattern has a load factor of 35 percent and a total 
energy use that averages 200,000 kWh per month. The company’s peak in 
August is due to its high need for air conditioning, which runs on electric 
energy. The peak always occurs on a sunny day, so if the company were 
to install 100 kWh of SPV panels, it would not only be able to supply 
energy over the year but reduce its peak power demand charge. However, 
on a hot August day, the solar panel would likely be operating at a tem-
perature of 55°C.

The company uses a nominal discount rate of 8 percent per year on 
cost-saving projects. Its federal income tax rate is 39.6 percent and its 
state income tax rate is 8.84 percent.

(a) What is the peak power demand of this company? Would a 100 kW 
solar array overpower the firm?

(b) What is the present value of the net initial investment?
(c) Is this SPV project financially viable?
(d) Sensitivity analysis on the solution. What difference would there be in 

the profitability of the project if the developer could build the proj-
ect at $3,750/kW rather than $4,000? Hold to the $3,750 capacity 
cost, but consider the result if the CSI meets its capacity goal before 
the project is submitted for a CSI rebate, and the rebate is no lon-
ger available? Hold to the $3,750 capacity cost, and keep the CSI 
rebate, but take away the bonus depreciation. What effect would 
that have?

(e) What is the average cost of electric energy for this firm?
(f ) What conclusions would the analysis give if the peak-load pricing 

were ignored and the analysis conducted in the manner of example 6,  
using only the average cost of electric energy as the cost savings from 
using the SPV unit?
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Solution

(a) The company’s peak power demand can be calculated from the com-
pany’s load factor and the total energy consumption. The defini-
tional equation says

 L = 
E

8760 P×
 (Definition of Load Factor)

but the E is the annual energy usage by the firm. We are given that 
the monthly average usage is 200,000 kWh, so we use 35 percent for 
the load factor and 200,000 × 12 for E, then solve for P,

 0.35 = 
200 000 12

8760
, ×

× P  

 P = 
200 000 12
8760

, ×
× 0.35  

 P = 782.78 kW 

As the peak power demand is about 783 kW, the 100 kW solar 
array will satisfy only a small fraction of that demand. It will not 
overpower the firm.

The basic data from the problem can be set up in a spreadsheet 
as shown in Figure 9.7.

(b) We begin with an analysis of the net initial investment, meaning net 
of the federal tax credit and depreciation tax shield. Figure 9.8 shows 
the result as a net investment of $215,498 in year 0 dollars. A key 
difference between this example and the Headley Corporation case 
of example 8 is that the California rebate is earned each year for five 
years, so there is no one-time rebate. Correspondingly, in Figure 9.8, 
cell B26 is zeroed out, and the rebate percentage in B17 is used in a 
special line of the income statement (cell B44) shown in Figure 9.9.

(c) The annual benefits and costs depend on both the production of 
energy and the power output of the SPV system at the time of the 
company’s peak load in August. The demand charge is $220/kW/
yr and the energy charge is $0.05/kWh. Annually, the SPV system 
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will produce 100 kW × 0.77 (derate) × 5.63 (kWh/kW/day) × 365 
days = 158,231 kWh (cell B39 in Figure 9.9). The amount of power 
that can be shaved from the firm’s peak is the AC output of the 
SPV system, which is significantly affected by the operating tem-
perature at the time of the August peak demand. That AC output 
will be the rated capacity of 100 kW multiplied by the derate factor 

Figure 9.7 Data for example 9

Figure 9.8 Calculation of the PV of net investment
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0.77,  multiplied again by the temperature derating factor, which is 
calculated from an efficiency loss of (55 − 25) × 0.5% = 15%. The 
AC output on the peak summer day will therefore be 100 × 0.77 × 
(1−15%) = 65.45 kW. That saves 65.45 × 220 = $14,399 per year 
on the demand charge. The savings on the energy charge is 158,231 
kWh × 0.05 $/kWh = $7,912. The total annual savings is therefore 
$22,311.

This analysis calculates the annual energy production using the 
effective annual insolation for the location given in the statement of 
the problem. This number was taken from PVWatts as in example 8  
and thereby reflects a temperature derating based on the average 
monthly temperature at the location. Although PVWatts does account 
for the fact that the normal operating cell temperature (NOCT) is 
hotter than the air temperature, even that allowance is based on an 
average over time. When a company pays for electric service under 
peak-load pricing, most of its annual cost is accounted for by the 
power drawn during the hottest 15-minute interval of the year, and 
PVWatts does not track such data. That is a time when there is likely 
to be full sun and little or no wind to cool the SPV unit. In our 
analysis of production during the peak 15-minute period, we had to 
make a specific assumption about the panel temperature, here 55°C 
(131°F), although the air temperature in a peak Iowa summer day 
will not be more than 104°F (40°C).

The CSI rebate provides 0.025 ($/kWh) × 158,231 kWh = 
$3,956 per year for the first five years, which, conveniently for this 
analysis, coincide with the depreciation period.

Maintenance expenses are estimated at $20/kW per year, mean-
ing $2,000. The calculation of annual cash flows and of their present 
values appears in Figure 9.9.

The project shows an NPV of positive $11,873, which indicates a 
Go decision on the project. Another perspective on the profitability 
of this project is seen in the calculation of the project’s internal rate 
of return (IRR). For a cash flow that consists of an initial invest-
ment and a (constant) annuity of benefits in the future, the spread-
sheet RATE function will calculate a rate of return. However, this 
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cash flow consists of two annuity segments, so RATE will not work. 
Instead, we use the spreadsheet’s Goal Seek routine. The project’s rate 
of return is defined as the discount rate that would cause the NPV 
to be zero. The firm’s discount rate is located in cell B14. The NPV 
of the project is in cell B53. We pass these cell addresses to the Goal 
Seek routine in its dialog box as shown in Figure 9.10.

Hitting OK starts the Goal Seek routine, which changes the con-
tent of cell B14. When Goal Seek reports a solution, as shown in 
Figure 9.11, one must hit OK to hold the solution. Then look for 
that solution in cell B14 of the financial model. In this case, the 

Figure 9.9 Calculation of cash flows and net present value

Figure 9.10 Goal seek
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number 8.6 percent would be found in cell B14, so the project has a 
profitability of 8.6 percent per year. This is above the firm’s 8 percent 
hurdle rate, which we would expect, because the NPV was positive. 
(Note: After each use of Goal Seek, the new value, here 8.6 percent, 
will remain until the old value, here the firm’s 8 percent discount 
rate, is restored by hand.)

(d) Sensitivity analysis on the solution. Sensitivity analysis is easy to per-
form when the solution is set up in a spreadsheet such as this. After 
setting the firm’s discount rate in B14 back to 8 percent, we conduct 
the following analyses.

Loss of Bonus Depreciation� Setting the bonus depreciation per-
centage in cell B18 to 0, we look at cell B53 and find that the NPV 
has gone from the base case result of +11,873 to −11,309. The proj-
ect is not viable without the bonus depreciation! The corresponding 
IRR is only 7.5 percent per year, not high enough to clear the firm’s 
hurdle rate of 8 percent.

Lower Installed Cost. Holding to the loss of the bonus depre-
ciation, would the project become profitable again if the installed 
cost could be negotiated from $4,000/kW down to $3,750/kW? 
We set the discount rate in B14 back to 8 percent and change 
the capacity cost in B3 to 3,750. The result is an NPV of posi-
tive $105, which is barely above zero, but it does indicate a Go 
decision. The corresponding IRR is 8.01 percent, which is barely 
above the firm’s hurdle rate 8 percent, as the NPV was just barely 
above zero.

Figure 9.11 Goal seek finds a solution
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Loss of the CSI. What would happen to this project if the CSI 
meets its capacity goal before the project can be submitted for a CSI 
rebate, and the rebate is no longer available? Let us continue with 
the assumption that the bonus depreciation is not available. At the 
installed cost of $3,750, the project was essentially at break-even. 
A loss of the CSI rebate would send the NPV negative and the rate 
of return below 8 percent. The question now will be, “What (lower) 
capacity cost would just compensate for the loss of the CSI?” In other 
words, without the CSI, what is the break-even capacity cost? To find 
the answer, we reset the discount rate cell B14 back to 8 percent, keep 
the capacity cost in B3 at 3,750, but set the CSI rate in cell B17 to 0. 
The result in cell B53 is an NPV of negative $9,843, as expected. We 
find the break-even capacity cost using Goal seek’s dialog box, “Set cell 
B53 (NPV) to 0 by changing cell B3 (capacity cost).” The result in B3 
is $3,534, meaning that the capacity cost would have to be at or below 
$3,534 to make the project viable if the CSI rebate is not available.

(e) The average cost of energy to this user is given by a generalized form 
of the text’s average cost equation. In example 7, where the demand 
charge was $180/kW and the energy charge was $0.03/kWh, the 

average cost equation appeared as a = 
180
E P/  + 0.03, where E is the 

annual energy production (kWh) and P is the peak demand (kW). If 
we write d for the demand price and e for the energy price, the  general 

form of the average cost equation is a = a
d

E P
e= +

/  + e. In this 

problem, d = $220/kW, e = $0.05/kWh, E = 200,000 kWh/month 
× 12 months = 2,400,000 kWh/year, and P was calculated in part 

(a) to be 783 kW. The average cost is therefore a = 
220

2400000 783/  + 

0.05 = 0.072 + 0.050 = 0.122, meaning $0.122/kWh.
(f ) If the firm had been subjected to ordinary pricing at $0.122/kWh, 

it would have paid 158,231 (kWh) × 0.122 ($/kWh) = $19,265 per 
year for the energy produced by the solar panels. Using the peak-load 
pricing formula and explicit temperature derating at the time of the 
summer peak, we found in the spreadsheet line 43 a total avoided 
cost, hence savings, of $22,311. This shows that the average energy 
price underestimated the savings that would result under peak-load 
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pricing. By using $0.122 for the energy price in cell B12 and 0 for 
the demand charge in B13, the spreadsheet would show that the 
average energy price model predicts an NPV of negative $12,013 in 
the base case. This would have indicated an incorrect No Go decision 
rather than the favorable decision derived using peak-load pricing 
correctly in part (c).

Example 9 shows the power of spreadsheet modeling and the impor-
tance of sensitivity analysis on a financial model.

Take-aways

This chapter presented realistic examples of feasibility analysis for sustain-
able technologies. The following are the key points to remember.

• A realistic analysis, adequate for making business decisions 
about investments in sustainable technologies, must take into 
consideration federal and state tax credits, utility rebates, rules 
for depreciation, and other incentives that impact the after-tax 
cash flow of a project. The DSIRE website (www.dsireusa.org) 
is a good starting point for state and federal rules that relate 
to renewable energy, but the incentives for renewable energy 
have expiration dates written into the law, so financial analysts 
should consult accountants and attorneys for the most up-to-
date information.

• The bonus depreciation that existed through 2013 and 
was proposed for renewal in 2014 has been the subject of 
criticism by conservative politicians and may be vulnerable 
to expiration, yet as we saw in example 9, it has an effect on 
the profitability of renewable energy projects that may be 
significant.

• The profitability of a project is best understood from two 
complementary perspectives, NPV expressed in dollars and 
IRR expressed as a percentage per year. NPV greater than 
zero indicates a viable project, as does IRR greater than the 
firm’s hurdle rate. In most practical situations, these two 
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methods give the same answer about whether to invest in a 
project or not.2

• The PVWatts solar energy calculator and the more complete 
SAM production–finance model and other commercial 
software packages like Clean Power Finance are important 
resources for projects in which the owner pays for electric 
energy by the kilowatt-hour, as is typical for residential and 
many commercial customers. However, it is vital that the 
technology analyst understand the assumptions that go into 
those models. A good practice for cross-checking the output 
of a commercial software package is to set up a spreadsheet to 
do one’s own calculations and to perform a sensitivity analysis 
on the spreadsheet solution.

• PVWatts and SAM do not calculate the financial results 
of an SPV installation if the owner pays for electric energy 
under peak-load pricing, also called a two-part tariff, as it is 
typical for industrial and large commercial customers. The 
financial analyst conducting a feasibility study in this context 
should use PVWatt’s monthly output data to calculate a 
savings on the annual energy charge. However, to account 
for the temperature derating of an SPV unit at the time of 
the owner’s peak electric demand, the analyst needs to build 
a special spreadsheet, and make specific assumptions about 
the panel’s operating temperature at the peak time, like those 

2 There is an exception to the rule that NPV and IRR give the same decision. 
The IRR method must be used with care in cases where a project has more than 
one IRR. This can happen in practice if the cash flow changes sign several times. 
The author has seen one such example, caused by a 15-year bank loan financing 
a 25-year project. The investment in year 0 was a negative number, of course; the 
years 1–5 cash flows were positive due to the five-year depreciation; years 6–15 
had negative cash flow due to the bank loan; and years 16–25 had positive cash 
flow. The result was one IRR near 3% and another near 60%. A sensible IRR of 
around 11% was found by explicitly using the cash flow during the depreciation 
period to pay down the principal on the bank loan as much as possible.
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shown in example 9, to calculate the savings on the annual 
demand charge and its financial consequences.

To this point in the book, we have looked at technology decisions in 
strictly economic terms, although sustainability introduces considerations 
that go beyond market economics, such as a clean environment for future 
generations. In the next chapter, we look at how public policy supporting 
sustainable technologies has tried to give an economic value to the sus-
tainable attributes of technology.



CHAPTER 10

Accounting for 
Environmental Benefits

Overview

Renewable energy systems are not just another way for investors to make 
a profit, although up to this point in the book we have treated them as 
such. Relative to power systems based on fossil fuels, renewable power 
systems decrease greenhouse gas (GHG) emissions and decrease toxic 
emissions to the environment. Sustainable technologies of types other 
than power systems also aim to reduce the toxic effects of human activ-
ity. Such benefits to the environment, which impact present and future 
human life, should count for something in the financial evaluation of 
sustainable technologies.

Our approach in this chapter is to put a financial value on the environ-
mental benefits of sustainable technologies using the emerging markets 
in environmental attributes—represented by renewable energy certificates 
(RECs) and carbon permits—to price those benefits. However, these 
markets in environmental attributes are not ordinary commodity markets 
that are driven by the forces of supply and demand, so the price signals 
sent from these markets must be interpreted cautiously.

The markets for RECs and carbon permits have been established by 
governmental authorities with the goal of reducing the production of 
GHGs. In the case of RECs, the buyers are retail electric power compa-
nies. In the carbon markets, the buyers are industrial producers of GHGs, 
including traditional electric power companies but extending to all large 
industrial users of fossil fuels. RECs and carbon permits represent two 
very different instruments of public policy for controlling GHG emis-
sions. We will consider each one in turn.
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Renewables Portfolio Standards and the Market  
for RECs

In their desire to reduce GHG production within their geographic 
domains of authority, some states have enacted laws that establish mini-
mum standards for the percentage of electric energy sold in the state that 
must come from renewable sources. These laws are called renewables port-
folio standards (RPS). As of late 2013, 29 states had enacted a mandatory 
RPS, and eight states had stated voluntary goals. However, the laws vary 
from state to state. In fact, no two states have identical standards. The 
key provisions in the RPS are (1) what percentage of the electric energy 
sold to users in the state must come from renewable sources and in which 
years going into the future, (2) which technologies qualify as a renewable 
source, (3) the geographic location of renewable electric power generation 
facility whose energy output may qualify as meeting the standard, (4) the 
penalty price to be paid by a load-serving entity (LSE) for not meeting the 
standard, (5) whether any technologies have their own specific minimum 
requirements, called a carve-out or tier structure in the standard, and (6) 
rules for banking unused RECs.

The states’ standards typically state a long-term goal for the year 
2020 and include a yearly progression of yearly targets that reach the 
long-term goal. A few states put their long-term goal in 2025, and one 
in 2035. Among the 17 states that have a goal for 2020, the average stan-
dard for 2014 is 10.1 percent renewable energy, and for 2020 it is 19.0 
percent, showing that the typical standard calls for nearly a doubling of 
the percentage of energy to be supplied from renewable sources over that 
six-year period.

The states typically allow a wide range of renewable resources to qualify 
for their standard. Almost all will accept solar thermal electric, photovolta-
ics, landfill gas, wind, biomass, hydroelectric, geothermal electric, munici-
pal solid waste, anaerobic digestion, tidal energy, wave energy, and fuel cells 
using renewable fuels. Somewhat less common are solar water heat, solar 
space heat, solar thermal process heat, and cogeneration (combined heat 
and power). Only Ohio admits advanced nuclear technology in its RPS.

A state’s RPS seems to be intended to promote the use of renewable 
power systems within the state, although generation outside the state by 
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LSEs that sell into the state tends also to be permitted. The smaller states, 
as in New England and the Mid-Atlantic region, have formed trading 
groups that permit their RPS to be satisfied by generation outside their 
state but within the group, although the amount of renewable energy 
generated out of state is typically limited to a percentage of the total 
requirement.

The RPS is typically enforced by an alternative compliance payment 
(ACP), which is a penalty fee to be paid by an load-serving entity that fails 
to meet the RPS through its owned generation or RECs that it purchases. 
The typical fee is $50 per MWh of deficiency ($0.05 per kWh).

Tiered structures that specify standards for different technologies are 
not uncommon in states’ RPSs, especially when the RPS allows for ener-
gy-efficiency improvements such as cogeneration. Tiers are also used to 
distinguish pre-existing versus new generation. Several states have carve-
outs for distributed generation, which includes solar photovoltaic units 
on a customer’s property and net-metered to the customer. Sixteen states 
had a carve-out for solar energy in 2012.1 For 10 states whose solar carve-
outs were reported by DSIRE in 2014, the average requirement was 0.5 
percent of energy sold, ranging from 0.07 to 2.00 percent.2 The ACP for 
solar tends to be very high at present, $300 to $500 per MWh ($0.30 
to $.50 per kWh), which is more than twice the price of the underlying 
energy, but it is usually slated to decline to the regular ACP over a 10- 
to 15-year period. Some states achieve a similar effect, promoting solar 
power, by giving solar RECs (SRECs) a credit multiplier in their use to 
meet the requirements of an RPS.

The common provision for banking RECs is two years after the year 
of issuance, meaning that an REC can be used in three years, the year of 
issuance and the following two compliance years. Some states have no 
banking provision. Only one has five-year banking, and in another the 
RECs have indefinite life.

The Creation and Retirement of RECs

The typical state RPS law applies to all LSEs, which are companies that sell 
electric energy to end-users in the state, although the law may have differ-
ent rules for investor-owned, municipal, and cooperative  utilities. Thus, 
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every company that sells electric energy to end-users in the state must 
report its total sales of electric energy in the state (in megawatt-hours, 
MWh), and it must account for the origin of the sold energy, both geo-
graphically and technologically.

The accounting for the origination of the energy is accomplished 
in the United States and Canada through nine regional tracking sys-
tems or registries. Four are regional (New England, Mid-Atlantic, 
Upper Midwest, and West). Four are state-specific (Texas, North Car-
olina, Michigan, and Nevada), and one is the North American Renew-
ables Registry (NARR), covering states and provinces not covered by 
the regional markets.3 According to the Green Power Network, “REC 
tracking systems provide a basis for creating, managing, and retiring 
RECs, ensuring that each REC is counted only once.” Each REC that 
is issued accounts for 1 MWh of energy produced from a qualifying 
renewable power system. The certificate is dated by the year of produc-
tion and is qualified by the state in which the production took place and 
the type of technology used.

These broad regional systems for the registry of RECs should not be 
confused with trading groups. RECs are usually restricted to use in their 
state of origin, although the New England and Mid-Atlantic states allow 
for some interstate reciprocity.

The REC as a concept owes its existence to the remarkable idea that 
green energy can be separated into green and energy. The certificate of ori-
gin (validating renewability) can be sold separately from the energy itself. 
Thus, a renewable power system simultaneously creates two products, the 
energy and the REC. When the energy from a renewable power system 
is sold with its REC, it is called bundled. The idea that the REC can be 
unbundled from the energy and sold separately is what creates the need 
for a registry. It also implies that any energy sold from a renewable power 
system without its REC must be classified as nonrenewable energy.

REC Markets and Prices

As of 2014, the market for RECs is highly fragmented, because it is not 
one market. There is a different market for each state’s RECs, and each 
state may have several tiers to its RECs or RECs designated to a specific 
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technology, such as the SRECs. There is no single exchange on which 
RECs trade. The exchange mechanisms that bring buyers and sellers 
together are the companies that broker or trade in RECs, so RECs sell 
over the counter in private deals. Some of the brokers have been willing 
to publish information about REC prices, which we will discuss for the 
example of Figure 10.1. To better understand those price patterns, we 
must first look at the structure of the REC markets.

the Simplest Model of an rEC Market—Price discontinuity

The simplest model of an REC market reveals a lot about its underly-
ing dynamics. Imagine an REC that sells in a single state. The state has 
imposed annual requirements for the percentage of renewable energy in 
the mix sold by entities that serve loads in the state; those requirements 
increase year by year up to the target amount and year specified in the 
state RPS law, such as 20 percent by 2020. The state imposes an ACP 
of $50 per MWh that a load-serving entity (LSE) must pay if it is short 
in meeting its commitment. In any compliance year, the LSEs are given 
until March 31 of the following year to produce RECs for that compli-
ance year that are sufficient to cover their requirement.
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The problem with this market model is that the price of an REC is either 
zero or $50. The reason is that during the compliance year, both supply and 
demand are fixed. The supply of RECs is determined by the total capacity of 
the renewable power systems in the state, and as it usually takes more than 
a year to take a power project from idea to production, that capacity will 
not change during the year even if suppliers see high prices. Likewise, the 
demand for RECs is determined strictly by the amount of energy consumed 
within the state, and that will hardly be affected during the year by users’ 
anticipation of higher or lower REC prices. The consequence is that supply 
stands at the total capacity of the renewable power systems, and demand 
stands at the year’s RPS multiplied by the annual energy demand of the 
state. If the supply of RECs is more than the demand, the price of the RECs 
becomes zero, and unused RECs expire worthless. If the supply of RECs is 
less than the demand, then all available RECs are bought up and retired, 
and for the remainder, LSEs are forced to pay the alternative compliance 
rate. Anticipating that, buyers in the market see the alternative compliance 
price as a ceiling price for any RECs that remain for sale in the market.

In this simple model, investors who are considering the construction 
of new renewable power projects are left to guess, for each of the 20 to 25 
years in which their project will produce RECs, whether there will be a 
surplus or shortage of RECs in relation to the standard. That task may be 
so daunting to many investors that they would likely ignore the value of 
RECs altogether when making their investment decisions.

Policies for a rEC Market that Promotes Price Stability

If the market prices for RECs were more stable from year to year, inves-
tors would be able to use REC prices in their financial feasibility analyses, 
thereby incorporating into their decisions the value of a renewable power 
project’s benefits to the environment. One policy that promotes somewhat 
more stable REC prices is the banking of unused RECs for future use. 
Most states allow a REC to be retired either in the year in which it was 
generated or in the following two compliance years.1 One state permits 

1 A compliance year may be a calendar year or a fiscal year, such as April 1–March 31,  
depending on the RPS.
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five-year banking, and another does not set a limit. The consequence of 
this practice is that, even if there is a surplus of RECs in the current com-
pliance year, if there is any possibility of a deficit of RECs in the next com-
pliance year or the year after that, this year’s RECs will trade at a positive 
value. In one-year banking, they would trade at a value equal to the ACP 
multiplied by the probability of a deficit and discounted one year. With 
two-year banking, the price would be the maximum of a similar formula 
for each year. In general, for a REC with a life of N years, if pi is the prob-
ability of a deficit in the i th subsequent year, and ACPi is the alternative 
compliance payment in that year, and r is the discount rate for investments 
of similar risk, then the price of the REC in the year of its issuance will be 
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quantities, so when investors respond by preparing more renewable capac-
ity for that critical year, the probability of a deficit in that year will fall, and 
other years will become critical in addition to the original one. Thus, the 
longer the banking period, the more stable the REC prices will be.

The other policy that impacts the stability of REC prices is the fungi-
bility of RECs across states. The broader the geographic market, the larger 
the market will be in terms of energy sold (MWh) per year. The price of 
the common REC will be driven by the aggregate expected supply in 
relation to the aggregate compliance requirements across the region of the 
common market. The addition of any new capacity will be relatively small 
in relation to the large market, as compared to the statewide markets, so 
expectations about the aggregate surplus or deficit in the supply of RECs 
will change more slowly for a large market than for a small one.

the Compliance Markets

The type of market described in the previous section is called a compliance 
market, because the buyers (LSEs) purchase RECs in order to comply with 
the requirements of their RPS. As we have seen, the compliance market 
has unusual supply-and-demand properties, because the RECs have no 
inherent value on which buyers’ preferences might differ. The demand for 
RECs by LSEs is fixed by the RPS and is independent of their price. The 
price history for RECs in several states in the Mid-Atlantic group and in 
Texas over the period 2008 to 2013 is shown in the graph in Figure 10.1.4
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The graph in Figure 10.1 shows that the spot-market price for RECs 
could vary quite a lot state by state at any given time, but when all states 
were seeing a surplus of RECs, they all had prices near zero. This was not 
the case in New England, whose prices in 2013 tended to stay high, as 
seen in Figure 10.2.

North Carolina differs from all other states in that it permits an REC 
from any state to be used in satisfaction of up to 25 percent of the North 
Carolina RPS. North Carolina also allows RECs to be purchased within 
three years of their generation, and according to DSIRE, “they must be 
retired within seven years from when their cost was recovered.” That cre-
ates a very wide market from which North Carolina’s LSEs can buy their 
RECs for that 25 percent of their requirement, so North Carolina’s LSEs 
can get their RECs at very low prices.

the Voluntary Markets

In contrast, RECs behave like an ordinary commodity in the voluntary 
market, where the buyers are individuals, companies, organizations, and 
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governments that value renewable energy for its ability to lighten their 
carbon footprint. Any person or organization that wants to claim car-
bon-neutrality in their energy consumption can achieve that by buying 
RECs. These buyers are collectively called the voluntary market. They 
pick up surplus RECs in states that have achieved their RPS, and they 
buy RECs from renewable power generators in states that do not have an 
enforced RPS. For example, a wind power producer in any of the 21 states 
that do not have an enforced RPS can register its RECs with the NARR 
and sell them to the national wind market. The buyers in this market are 
not required to hold RECs, so the price of RECs in the voluntary market 
is upheld only by the desire of buyers to be carbon-neutral or at least 
to impose a lighter carbon footprint on their environment. The Green 
Power Network has published a graph showing prices in the voluntary 
market (Figure 10.3).

Notice that, while prices in the compliance market were above $10/
MWh for significant parts of the last five years, the voluntary market 
prices never got above $10. In fact, each of the national markets shown  
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above had prices around one dollar per megawatt-hour during 2013, 
which is essentially zero to the producer, because the brokerage commis-
sion in the sale of RECs is approximately one dollar per megawatt-hour.

These prices for RECs in the voluntary market stand in sharp contrast 
to the prices that environmentally conscious energy consumers pay to 
participate in green energy programs through their local utility compa-
nies. Many load-serving entities offer their customers the opportunity to 
pay an extra fee per kilowatt-hour to source their energy from renewable 
power projects. In the upper Midwest, Alliant Energy sells its customers 
a Second Nature program in which for an extra $0.02 per kWh, the cus-
tomer can enjoy 100 percent renewable energy. The U.S. Department of 
Energy calls that a green pricing option.5 Of course, Alliant Energy cannot 
physically direct electrons to flow from a renewable power plant to a cus-
tomer’s home, and the location of its renewable energy facilities may be 
hundreds of miles away from a customer who subscribes to their Second 
Nature program. However, Alliant was selling the Second Nature program 
to its customers in 2013 for $0.02 per kWh, which is $20 per MWh. That 
year, a customer who wanted to feel the joy of renewable energy could 
have bought RECs in the compliance and voluntary markets at prices 
near one dollar per megawatt-hour.

If customers in the retail electric energy markets were to become more 
sensitive to the environmental effects of their consumption in the future, 
and if marketers can sell the concept of carbon neutrality through RECs 
to the same types of people who would otherwise buy with a green pricing 
option, then the national voluntary markets for RECs would see greater 
demand and higher prices.

Solar RECs

Approximately 10 states created a market for SRECs by carving out a 
specific percentage in the overall requirement that must be met by solar 
energy. Solar energy was such a priority in these states that the solar alter-
native compliance payments (SACPs) were as high as $700 per MWh 
and were commonly above $300 per MWh in recent years. Such prices 
are more than double the cost of producing the underlying solar energy, 
so they have induced substantial investor interest in solar power systems.
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The graphs in Figure 10.4 show that the price of SRECs depends 
critically on the conditions of surplus or deficit in the state. Pennsylva-
nia’s SRECs were trading near zero when Washington DC’s SRECs were 
priced between $300 and $500 per MWh.

The example of SRECs shows that a financial analysis of a renewable 
power investment should not ignore the environmental attributes of the 
project. Although the solar alternative compliance payments, which the 
state RPSs mandate, will decline over the next 10 to 15 years toward the 
ACP of other renewable sources, we should also expect that these REC 
markets will rationalize somewhat and that prices will permit a more reli-
able forecast of the effects of environmental attributes on investments.

We end this chapter with a reflection on where the American system 
of statewide energy policies might be headed during the 20- to 25-year 
lifetime of a wind or solar project that is being planned today. To frame 
that discussion, we examine one other policy tool that runs parallel with 
the RPSs, the cap-and-trade system for regulating the emission of GHGs 
in a region. However, the importance of SRECs as a revenue source for 
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current solar photovoltaic projects requires us to consider how to model 
general cash flows for discounted cash flow analysis, so we will take a 
short methodological side trip before completing our analysis of the pol-
icy frameworks under which environmental attributes may be valued and 
incorporated into investment decisions.

Cap-and-Trade Regimes and the Market for  
Carbon Credits

The global warming potentials (GWPs) of the six gases identified in the 
Kyoto Protocol are measured relative to the GWP of carbon dioxide. 
Thus, the standard measure for the GWP of any combination of emis-
sions is metric tons of CO2-equivalent (CO2e).

One approach taken in many regions of the world to control global 
warming is an emissions trading system (ETS). Under the authority 
of the government, ETS is set up with a governing body that has the 
power to define the criteria by which organizations become subject to 
the rules of the ETS, set limits on the total tonnage of CO2e that may 
be emitted by participating organizations in each year over a planning 
period, issue permits for that amount of tonnage, and verify the quan-
tities of emissions and permits of each participating organization. The 
ETS allows the organizations sell their permits if they have more than 
they need or purchase permits if they have less. In the early years of an 
ETS usually issues the permits, or allowances, based on past emissions, 
but over time the ETS may sell some of the required permits and use 
the proceeds to fund initiatives or research that reduce the production 
of GHGs.

The European Union Emissions Trading System 

The European Parliament and Council established its ETS in 2005. It 
governs emissions in the 28 EU countries and the three EEA-EFTA states 
of Iceland, Norway, and Liechtenstein. The criteria for participation 
depend somewhat on the industry, but in general the ETS applies to any 
company in manufacturing and power generation that has a rated com-
bustive power capacity totaling 20 MW or higher across its installations. 



 ACCoUNtING For ENVIroNMENtAL BENEFItS 245

In 2013, this brought more than 11,000 power plants and factories into 
the European Union Emissions Trading System (EU ETS), and it covered 
45 percent of the total GHG emissions in the EU.

The European Commission, through its European Climate Change 
Program set a limit of 2.084 billion tonnes of CO2e emissions for 2013, 
and that limit will decrease by 1.74 percent per year.6 Thus, by 2020, 
GHG emissions from the participating sectors will be 21 percent lower 
than in 2005. Airlines are subject to a cap 5 percent below their average 
emissions in 2004 to 2006. The emissions of all participating organiza-
tions must be audited annually. Any firm that fails to procure allowances 
covering its emissions must pay a compliance penalty of 100 euros per 
tonne.

By 2013, more than 40 percent of the allowances, elsewhere termed 
permits or credits, had to be acquired at auction. All power generators 
had to buy their allowances. Manufacturing firms were given free allow-
ances for 80 percent of their requirement in 2013, but that percentage 
will decline to 30 percent by 2020. Almost all of the auctioned allowances 
are first issued to the member states on the basis of their share of verified 
emissions from EU ETS installations in 2005, but a small percentage 
is allocated to the poorest EU member states as a source of revenue for 
projects that will reduce their carbon intensity and help them adapt to 
climate change.7

A remarkable feature of the EU ETS is that manufacturers can fulfill 
their obligation for carbon permits by purchasing carbon credits in any 
of several varieties. Certified Emission Reduction (CER) units account for 
one metric tonne of CO2e that is sequestered or avoided in a developing 
country and is certified under the EU’s Clean Development Mechanism 
(CDM). Projects that reduce emissions in developing countries may pro-
duce credits called Emissions Reduction Units (ERUs), which are certified 
under a mechanism known as the Joint Implementation. Participants in 
the EU ETS may fulfill up to 50 percent of their obligation by purchasing 
CERs, although that limit does not apply to CERs from the least devel-
oped countries nor those from the EU-27 countries.

As already noted, CERs and ERUs are derived from projects that 
offset carbon emissions by mitigating the emission of carbon, such as 
reforestation or the chemical destruction of the most severe of the Kyoto 
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gases. However, the development of certain renewable energy resources 
also qualifies as an offset of CO2e emissions, so CERs constitute another 
source of revenue for such projects. In order for renewable energy projects 
to be eligible for CER or ERU certification, they must be able to quantify 
the amount of CO2e emissions that the project will offset, and the project 
must be additional to what is otherwise required by law or regulation. The 
amount of CO2e emissions offset by a wind or solar project depends on 
the source of the electric energy that the project replaces and the emis-
sions factor (MtCO2e/MWh) of that source. Biomass projects whose 
feedstock would otherwise decompose into methane, which has a GWP 
25 times that of CO2, have the additional value of destroying a powerful 
GHG. A biogas digester that fuels an electric generator using food waste 
as feedstock would be an example.

The market price of a carbon allowance or carbon credit in the EU 
ETS is determined jointly by supply and demand in the market. This is 
a compliance market, so if the EU’s cap on CO2e in a particular year is 
lower than the expected emissions of participating installations in that 
year, then the participants will have to bid for allowances at auction and 
for CERs on the market. The supply of CERs depends on the num-
ber and size of the projects that have been approved for CER credits. 
In 2008, the EU carbon market had excess demand, resulting in prices 
around 20 euros per tonne. The recession in subsequent years reduced 
industrial production, and thus industrial emissions, below the target, 
and many firms registered their CO2e mitigation projects under the 
rules of the CDM, so prices fell dramatically. In 2013, CER prices were 
around 0.40 euro.

United States: California’s ETS

The state of California’s Air Resources Board (ARB) has the authority 
to set GHG emissions standards, verify emissions, and implement a sys-
tem of allowances and credits. Its goal is to reduce emissions to the 1990 
level by 2020. All firms with annual emissions of at least 50,000 metric 
tons per year must participate. All firms with annual emissions of 25,000 
MtCO2e or more must report their emissions. Presently, the ARB issues 
allowances to polluters in the amount of 90 percent of their requirement 
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and auctions the remainder. Up to 8 percent of a participant’s require-
ment may be met through offsets.

In late 2013, the ARB ran an auction of current-year 2013 allowances 
and a forward sale of 2016 allowances, which cleared at prices of $11.48 
and $11.10 per MtCO2e.

United States: Regional Greenhouse Gas Initiative

The Regional Greenhouse Gas Initiative (RGGI) started operations in 
2009. Its participants, called compliance entities because they are forced by 
state law to participate, are the owners of fossil-fuel power plants having 
a capacity of 25 MW or higher in the six New England states plus New 
York, Maryland, and Delaware. New Jersey was an initial participant but 
withdrew in 2011.

The purpose of the RGGI is “to provide administrative and technical 
services to support the development and implementation of each RGGI 
state’s CO2 Budget Trading Program.”8 The RGGI develops and main-
tains a system under which compliance entities measure and report their 
GHG emissions, allowances are issued and auctioned, and ownership of 
allowances is tracked. The RGGI has no authority to set emissions goals. 
That authority rests with the participating states.

The states in the RGGI established a goal to reduce GHG emissions to 
their 2002 to 2004 levels by 2015 and to reduce them another 10 percent by 
2020. Each state creates permits according to the cap on carbon emissions 
in its jurisdiction, and each power plant subject to the RGGI is required 
to obtain enough permits to meet its obligation to the state in which the 
plant is located. However, the compliance entities may use a CO2 allowance 
issued by any participating state to meet their obligation, so the state pro-
grams function as an integrated regional market for carbon permits.

Most states sell their permits at auction, and the proceeds are used 
by the state to support greenhouse-gas mitigation programs including 
renewable energy initiatives.

The RGGI allows compliance entities to purchase carbon offsets to 
meet up to 3.3 percent of their compliance obligations. The RGGI has 
rules that govern the eligibility of emissions-reduction and carbon seques-
tration programs to produce certifiable carbon offsets.9
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In early 2013, the New York Times reported that the RGGI’s 2012 cap 
of 165 million tons, established in 2008, was much higher than the actual 
2012 emissions of 91 million tons due to the recession having reduced 
the demand for electricity, electric utilities using lower-priced and low-
er-emitting natural gas as a fuel, and to a small extent due to customers’ 
efforts at conservation.10 As a result, RGGI permits had been selling for as 
little as two dollars per ton. The RGGI therefore reduced its 2013 cap on 
emissions to 91 million tons and agreed to 2.5 percent annual reductions 
after that, expecting that this would raise the price of a carbon permit 
by 2020 to approximately $10 per ton, which is near the price that Cal-
ifornia’s carbon permits were selling at in 2013. Even so, the new rule a 
provision that additional allowances would be issued to bring down the 
price of carbon permits if auction prices exceeded $4 in 2014, $6 in 2015, 
$8 in 2016 and $10 in 2017.

Other Emission Trading Systems

Kazakhstan and New Zealand already have ETSs, as do California, the 
provinces of Alberta and Quebec, Canada, and the city of Tokyo, Japan. 
India’s emission and energy efficiency trading system began operation in 
2014 and covered eight industrial sectors with a goal to reduce its 2005 
emission levels by 20 to 25 percent by 2020. Australia and South Korea 
will begin their own ETSs in 2015. Australia and Switzerland will link 
their own systems with the EU ETS by 2018. China’s ETS will begin in 
2016. India has been piloting an ETS since 2011. Thailand and Vietnam 
have plans for their own systems. Brazil has issued standards for voluntary 
emissions mitigation and is working to establish an ETS.11

The Voluntary Markets

As with the REC markets in the United States, there is a voluntary market 
for carbon credits, which was created by the voluntary commitments of 
developed nations to reduce their emissions under the Kyoto Protocol. 
There are private companies such as the Gold Standard (GS), the Climate 
Action Reserve (CAR), and the Verified Carbon Standard (VCS) that ver-
ify carbon credits that do not qualify for trading on the EU ETS, such 
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as those sourced in developed countries outside the EU. The voluntary 
market saw carbon credits for renewable offsets trading between $2.00 
and $4.60 per tonne in 2013.12

A 20- to 25-Year Forecast of the Regulatory Context 
for RECs and Carbon Credits

Renewables Portfolio Standards

Among the 29 states that have an enforced RPS, the earliest adoptions 
of the practice were in 1997, and half of the current RPS states have 
adopted their standards since 2005, barely eight years ago. All of the states 
that now have voluntary standards adopted them since 2005. One should 
expect that over the next 20 to 25 years, mandatory standards will appear 
across the country.

However, while 21 states are moving toward mandatory standards, 
other forces will push to reduce the fragmented policies of the states. 
Over the next 10 years, as many of the states with mandatory standards 
approach the 2020 and 2025 dates for their long-term RPS targets, there 
will be increasing pressure to install more capacity of renewable power 
systems. The increasing pressure will be driven in no small measure by 
the fact that many states’ standards prescribed percentages for renewable 
energy that increased slowly at first, then faster and faster as the long-term 
target date is approached. For example, Ohio’s RPS begins at 0.5 percent 
in 2010 and increases at 0.5 percentage points per year until 2014 when 
it starts increasing at 1.0 percentage point per year until 2025. Similarly, 
New Jersey will increase its Class 1 RPS by 0.8 percentage points each 
year through 2017, then the increase pops to 1.8 points per year until the 
target year of 2021.

Other states have significant upward discontinuities in their stan-
dards, which might result in ACPs if the supply of renewables does not 
anticipate the discontinuity. For example, North Carolina expects that 
renewables should be 3 percent of sales in 2014, then 6 percent in 2015, 
and 10 percent only three years after that. Washington State’s RPS calls 
for 3 percent through 2015, after which the standard jumps to 9 percent. 
West Virginia expects 10 percent through 2019, then 15 percent in 2020 
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through 2024, and pops it 10 percentage points to 25 percent in 2025. 
Oregon expects renewable energy to be 5 percent of sales through 2014 
but increases it by a whopping 10 percentage points for 2015. Montana’s 
RPS is 10 percent through 2014, then it jumps to 15 percent in 2015.

As these upward discontinuities and accelerating standards put pres-
sure on LSEs to find more and more renewable energy, we should expect 
significant frustration among citizens, consumers, producers, and policy-
makers with the extreme diversity of standards across states and the severe 
limitations on the eligibility of RECs to be used outside their state of 
origin. These aspects of state regulation fragment the REC markets and, 
as we saw earlier in this chapter, result in substantial volatility in REC 
prices. All of that makes financial planning for renewable energy projects 
more difficult. The result will be pressure on policy makers to permit a 
wider interstate eligibility of RECs. That pressure found an expression in 
the 2009 Waxman–Markey bill that would have created a federal RPS 
with the goal of 20 percent renewable energy nationwide by 2020. That 
bill was approved by the U.S. House of Representatives, but in the Senate 
it failed to get enough bipartisan support even to be put to a vote.

If the REC markets do not rationalize through a federal RPS, then 
they might approach that effect through the formation of regional groups. 
It is difficult to predict what form those regional groups might take. They 
might run along the lines of nine REC registries that now coordinate the 
production and retirement of RECs, or that function might fold into 
either the regional electric reliability councils or the regional power pools 
that administer the transmission grids. As the REC pools increase in their 
geographic scope, they will likely extend their banking rules beyond two 
years, probably to three and perhaps to five, lending added stability to 
REC prices.

The formulation of a national energy policy, with a national RPS, 
would be a big step toward rational, functioning markets for RECs. Such 
a step may require some external motivation, perhaps precipitated by an 
international event that spikes the price of oil and suddenly puts every-
one’s attention on the importance of renewables for energy self-sufficiency.

The broadest goal of an RPS is to slow down the process of global 
warming, which means reducing the production of GHGs. As the Envi-
ronmental Defense Fund reminds us, “we can fight global warming by 
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reducing emissions anywhere in the world.”13 In that spirit, the EU ETS 
permits polluters in the EU to fulfill their requirement for carbon permits 
by buying carbon credits called CERs units that originate in carbon-re-
duction projects in developing countries. Such a global fungibility of car-
bon credits reflects the global responsibility to reduce the negative impact 
of climate change.

An RPS can also serve the goal of decreasing a nation’s dependence on 
foreign fossil fuels. To that end, it should not matter whether a renewable 
power system is installed in one state or another. A national RPS would 
achieve that goal.

What, then, is the purpose of a statewide RPS, which is the current 
practice in the United States? If it restricts the trading of RECs globally, 
the goal would not be to affect climate change. If it restricts the trading 
of RECs nationally, it would not be national security. With the restriction 
of REC trading to markets within a state or with its close neighbors, the 
goal seems to be focused primarily on creating jobs for the construction 
or operation of facilities in the emerging renewable energy sector within 
the state or region.

Policy makers whose goals are focused more on national security or on 
global climatic threats should frame the discussion of renewable energy in 
terms of its ability to offset the emission of GHGs. The way to regulate 
directly the industrial emission of GHGs is through a system that puts 
a legal limit on the total emission permitted in a region, issues or sells 
permits for that amount of emission, and lets those permits trade in a 
market.

Renewable energy projects offset the emission of GHGs and are there-
fore eligible for carbon credits that trade like carbon permits in these 
cap-and-trade systems. We turn now to look at ETSs as a way to promote 
renewable energy, giving particular attention to the question of whether 
carbon credits could supplant REC markets even in the United States.

Will REC and Carbon Markets Merge in the United States?

In a 2009 article in GreenBiz�com, Aimee Barnes described the REC and 
carbon offset markets as “two parallel and related, but distinct, environ-
mental markets—the market for renewable energy certificates (RECs) 
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and the market for voluntary emission reductions (VERs), also known 
as carbon offsets.”14 She noted that people who are looking to mitigate 
their carbon footprint use both without fully understanding the differ-
ence. Barnes’ main point was that use of RECs is the natural method to 
offset the so-called Scope 2 emissions of CO2-equivalent, which result 
from purchased electricity. Any customer can read from their electric bill 
the amount of energy they have consumed in a year, convert that number 
of kilowatt-hour to megawatt-hour, and buy one REC for each mega-
watt-hour used. The Scope 1, or direct, emissions arise from the consum-
er’s use of fossil fuels such as gasoline in a car and natural gas in a home 
furnace. These emissions are best measured in tonnes of CO2e, which is 
the unit in which VERs are denominated.

Electric Energy Emission Factors

One REC represents the production of 1 MWh of electric energy from a 
renewable source. The corresponding amount of GHG emissions avoided 
by the use of renewables can be calculated if one additional piece of infor-
mation is available—the amount of CO2e emitted by the electric util-
ity for each megawatt-hour of energy produced. This conversion ratio 
of CO2e per megawatt-hour is called the emission factor of the utility. 
Electric utilities have different emissions factors owing to their differences 
in the fuels used in and the ages of their generating plants, so a consumer 
who wants to calculate the carbon offset of an REC must know which 
utility’s energy production was lessened by the presence of the renew-
able energy generator that originated the REC. Information about the 
emission factors of utilities is available from the U.S. Energy Information 
Agency (EIA), although the reader has to compute the composite emis-
sion factor for CO2e from the given emissions factors for CO2, CH4, and 
N2O.15 This is not difficult, using the facts that CH4 has a GWP equal to 
25 times that of CO2, and N2O is 298.

Example 1 Calculation of a Utility Emission Factor

The U.S. EIA website reports the data in Table 10.1 for emissions factors 
of three GHGs by electric utilities in a sample of states. Use the facts that 
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the GWP of CH4 is 25 and that of N2O is 298 to calculate the emission 
factor for electric energy generated in Massachusetts.

Solution

The EIA data are complicated by the fact that the CO2 emission factor 
is reported in metric tons (1,000 kg) and the CH4 and N2O factors are 
reported in pounds. So the first step is to convert the Massachusetts data 
from lb. to kg/MWh (multiply by 0.4536) then, dividing that by 1000, 
find the Mt/MWh, which turn out to be very small numbers. The next 
line in the solution table presents the GWP of each GHG, and the final 
line multiplies the data in Mt/MWh by the GWP to get the emission fac-
tors in CO2-equivalents per megawatt-hour (Table 10.2). The sum of the 
CO2e values for CO2, CH4, and N2O is the emission factor for electric 
energy, here found to be 0.5790 + 0.0002 + 0.0016 = 0.5808 Mt/MWh.

Notice that the contributions of CO2e from CH4 and N2O were 
extremely small compared with that of CO2 itself. We can have almost 
three significant digits of accuracy even when ignoring the contributions 
of methane (CH4) and nitrous oxide (N2O).

Table 10.1 Electric utility emission factors

State CO2 (Mt/MWh) CH4 (lb./MWh) N2O (lb./MWh)
Massachusetts 0.579 0.0174 0.0120

ohio 0.817 0.0130 0.0288

Iowa 0.854 0.0138 0.0298

California 0.275 0.0067 0.0037

Table 10.2 Solution to example 1

Massachusetts
CO2  

(Mt/MWh)
CH4  

(lb./MWh)
N2O  

(lb./MWh)
data as reported 0.579 0.0174 0.0120

data in Mt/MWh 0.579 7.89 × 10−6 5.44 × 10−6

GWP of the gas 1 25 298

Co2-equivalent 0.5790 0.0002 0.00162

Co2e, total 0.5808
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The data about the four states in Table 10.1 show that states may vary 
substantially in their emissions factors. California’s CO2 emission factor 
(in 2002) was lower than others, because it was getting some of its power 
from the hydroelectric facilities in Washington State.

the Value of an rEC as a Carbon offset

If the United States were to have a national cap-and-trade system, prices 
of carbon permits and carbon offsets (per MtCO2e) would depend on 
how low the cap on emissions is in relation to manufacturers’ needs 
for emissions. We have seen that in Europe’s ETS, prices in 2013 were 
around 0.40 euro ($0.55) per tonne, because the agreed cap was not very 
restrictive. However, California’s ETS had 2013 prices around $11 per 
tonne. One REC in California, representing 1 MWh of electric energy, 
would convert to about 0.275 MtCO2e of emissions avoided (California’s 
CO2 emission factor in Table 10.1) and thus be worth about 0.275 × $11 
= $3 as a carbon credit. California’s tradable RECs were selling in 2011 
at around $10 to $20 per MWh and were implicitly priced in the range 
of $25 to $50 in utility rebate programs,16 but in 2012 trades were being 
executed at just under $2.17 The latter corresponds more closely to the 
2013 price of California’s carbon credits, but that may be coincidental, as 
there seems to be no recognition in the press of any relationship between 
these markets.

The discussion above was motivated by a question that would become 
very real if California were to have both an ETS and a functioning market 
for RECs. Each market would have its own cap—the tonnage of CO2e 
for the ETS and the percentage of renewable energy represented in the 
purchases of the state’s electric consumers—and each market would have 
its own demand conditions, so the markets would seem to operate in par-
allel. However, if a renewable energy generator were to have the choice of 
selling its environmental attributes either as RECs or as VERs, the mar-
kets would be linked economically, and the owner of a renewable energy 
facility would face a very real question: “Should we sell our environmental 
attributes this year as a carbon credit for the ETS or as an REC for the 
RPS?” This would be a very real choice, because the environmental attri-
butes would have to be declared for one purpose or the other. We saw in 
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the example above that the answer depends on the price of an REC and 
the price of a VER (carbon credit) and on the state’s emission factor that 
relates MWh to MtCO2e.

An ETS and an RPS are two policy frameworks through which renew-
able energy can be promoted. We now see that these policy frameworks 
are related through the markets they create. Which way will the United 
States go, or will it evolve with two parallel but linked markets? A simul-
taneous evolution of the two markets is likely over the next 20 years. 
The price of a carbon credit reflects the beneficial impact of renewable 
energy systems directly on climate change. Some have argued that it does 
not reflect the effect of renewable energy capacity on the nation’s energy 
security nor on the creation of jobs,18 but the cap on emissions set by 
the administrator of an ETS, by stimulating a demand for nonemitting 
sources, does move the nation toward a lower reliance on imported fuels. 
Furthermore, a state’s goal to create jobs in the renewables sector can be 
promoted by the restrictions imposed on VERs or RECs for use in sat-
isfying an ETS or an RPS. Local job creation would be promoted if the 
eligibility of VERs or RECs to satisfy the ETS or the RPS, respectively, is 
restricted to in-state renewables projects.

The NPV and IRR Spreadsheet Functions  
for General Cash Flows

The previous section reported that SRECs in several markets were selling 
in 2013 for prices in the range of $100 to $500 per MWh, which is equiv-
alent to $0.10 to $0.50 per kWh. Those prices are greater than the market 
price of the underlying electric energy and in some cases are several times 
the price of the energy. They should not be ignored in the financial anal-
ysis of solar PV projects. However, the penalties that states charge LSEs 
for not meeting the requirement, which define an upper bound to the 
price of SRECs, are legislated to decline over time toward the typical $50 
penalty for ordinary RECs. For example, Ohio’s SACP in 2014 is $300 
per MWh, but it is slated to decline by $50 every two years to 2024. New 
Jersey’s SACP is $339 in 2014 and will decline at $7 per year to $239 in 
2028. Maryland’s SACP is $400 in 2014 but declines to $350 in 2016, 
drops to $200 in 2018, and then declines steadily by $50 every two years 
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to $50 in 2023. Such year-by-year changes in cash flow over a significant 
period of time should not be ignored in a feasibility analysis, but neither 
can they be evaluated financially using the PV, RATE, and PMT func-
tions, which assume that the cash flow is an annuity, constant across all 
periods.

We have already seen that the modified accelerated cost recovery sys-
tem (MACRS) creates a year-by-year difference in depreciation, which 
therefore requires a year-by-year modeling of the cash flow from a project. 
In addition, when a project is financed with debt, the interest payments 
are tax-deductible as a business expense, but the interest payments vary 
from year to year under the standard form of an installment loan. These 
features of business taxation together with the unique pattern of hypoth-
esized changes in SREC prices over time reinforces the need for year-by-
year modeling of the cash flow of a project. When the after-tax cash flow 
of an investment project varies from year to year, the project should be 
modeled on a spreadsheet with each year in a separate column, beginning 
with the time of the initial investment, which we call year 0.

In the example that follows, a corporation is considering the instal-
lation of a large SPV system in an East Coast state. There is considerable 
uncertainty about SREC prices over the next 10 years, but by the end of 
that time SREC prices are assumed to stabilize. In this example, the solu-
tion will model the cash flow in the present moment (year 0) and in years 
1 to 10 individually as separate columns of the spreadsheet. However, 
years 11 to 25 are modeled as constant in real terms and thus their com-
ponents are presented in a single column. As a result, the net present value 
(NPV) function is needed to evaluate the cash flow over years 1 to 10 
and the PV function will evaluate the 15-year annuity in years 11 to 25.  
Thus, this solution is a hybrid of direct yearly modeling and modeling 
using a constant-dollar annuity.

Case Analysis: Utility-scale SPV with PTC, SRECs, 
Advantageous Debt, and MACRS Depreciation

An independent renewable energy company plans to set up a 1,000 kW 
fixed solar array that is pointed south and tilted at latitude. The system’s 
availability, wiring, mismatch and inverter result in a composite efficiency 
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(derate factor) of 77 percent. The SPV panels will have a useful life of 25 
years but will be subject to age derating at 1 percent per year. The installed 
cost will be $2,100 per kW.

The company’s chief financial officer uses a discount rate of 8 percent 
per year on capital investment proposals, and the company has a federal 
income tax rate of 35 percent and a state income tax rate of 9 percent. 
Energy price inflation is expected to be 2.3 percent per year for the next 
25 years.

The company may elect either a 30 percent tax credit immediately or 
a production tax credit (PTC) of $0.023 per kWh per year over the first 
10 years of the life of the system.

The insolation at the location for the project averages 4.46 kWh/m2/
day over the year. The solar penalty fee (SACP) in the state is currently 
$339/MWh, but the state’s SRECs were selling for $125 in late 2013. Its 
SRECs have a four-year life. The state’s solar carve-out jumped from 0.4 
percent in 2012 to 2.05 percent in 2014, which may explain the uncer-
tainty about the sufficiency of SRECs in the near future. The carve-out 
will rise quickly over the next five years to 3.29 percent then rise more 
slowly, at about 0.09 percentage points per year to 4.1 percent in 2028. 
The spreadsheet solution will present three scenarios (low, intermediate, 
and high) for the path of SREC prices over the first 10 years. After that, 
SREC prices are assumed to be stable in constant dollars.

Independent power producers in the region have been able to sell power 
to LSEs at a wholesale price of about $0.05/kWh under a 25-year contract 
that includes price escalation in accord with the inflation of electric energy 
prices but allows the producer to retain ownership of the SRECs.

A Green Growth state loan program will finance up to 50 percent of 
the cost of a renewable energy system on a four-year loan at an interest 
rate of 2 percent per year.

Questions

(a) What is a reasonable assumption about the prices of the state’s 
SRECs over the next 25 years? Describe a high-price scenario (with 
one-third probability) and a low-price scenario (one-third probabil-
ity) in addition to the expected scenario.
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(b) Is this project financially viable under the expected SREC scenario? 
What is the NPV of the project under that scenario? What is the 
internal rate of return (IRR)? Does this seem like a high-risk or low-
risk project?

(c) How does the financial viability of the project change under the 
high-price or the low-price scenario?

(d) Suppose that the utility purchasing the electric energy also wants to 
buy the SRECs of the project, bundling the SRECs with the energy 
at a single energy price. What initial energy price should the devel-
opers of this project negotiate for? (Recall that the initial price will 
escalate with inflation under the terms of the contract.)

Solution

Refer to the spreadsheet images shown on the following pages.

(a) Scenarios for SREC prices. The discussion of SREC markets and 
carbon credit markets in this chapter should leave the reader with 
substantial uncertainty about how the U.S. regulatory environment 
and SREC market will look over the next 25 years. We know that, 
over the next 10 years, the solar penalty fees (SACP) will decline to 
the ordinary REC penalty fee of about $50/MWh, so SREC prices 
will generally decline. However, the state popped its standard for 
solar energy in 2014 from 0.4 to 2.05 percent of the energy sold 
in the state, and its standard will rise for the next several years first 
by adding 0.4 percent then 0.3 percent then 0.25 percent, then 0.2 
percent then 0.19 percent eventually reaching 3.5 percent of energy 
sold in 2020 and 4.1 percent in 2028. Its SREC price in late 2013 
was $125, which is 125/339 = 37 percent of the current SACP, but 
the state’s SRECs have a life of four years, so the 2013 price reflects 
traders’ allowance for the possibility that the state will encounter a 
deficit of SRECs in 2014 to 2016.

It seems reasonable to expect that the SREC price will rise some-
what over the next five years. After that, it is even more difficult to 
predict, because the rules governing the state’s SRECs could change 
if the state widens its participation in an SREC pool or if a national 
RPS is created and a national market emerges. After 10 years, a mod-
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erate expectation for the price of an SREC might be today’s price 
for an ordinary REC, about $50 per MWh. A high-price scenario 
would anticipate a higher likelihood of an SREC shortage in the 
period 2015 to 2020 and a slightly higher long-term REC rate. A 
low-price scenario would occur if the state market were flooded with 
other SRECs, due to the widening of the SREC pool in which the 
state participates, and its long-term SREC price for years 11 to 25 
would be in the low single digits. The relevant point of reference 
for SREC prices in each year is the penalty fee, the SACP, which 
is shown in row 35 of the spreadsheet. Rows 36–38 show high-, 
moderate-, and low-price scenarios that seem consistent with the 
discussion above.

(b) Spreadsheet solution. The spreadsheet solution will need to have 
one column for each of the first 10 years, because the SREC price 
forecast will likely vary across those 10 years, the PTC only lasts for 
the first 10 years of a project, the MACRS depreciation gives differ-
ent values for each of the first six years, and the Green Growth loan 
is paid over five years. However, years 11 to 25 are so far out that it 
would be reasonable to model the cash flow as an annuity growing at 
the rate of inflation in energy prices less than the rate of age derating 
of the SPV cells. This simplifying assumption reduces the size of the 
spreadsheet by 14 columns and has the additional advantage, for 
teaching purposes, of permitting the entire spreadsheet to appear on 
the following page.

The top rows of the spreadsheet solution record the data of the 
problem and calculate quantities relevant to the time of the invest-
ment, such as the cash-flow consequences of the federal investment 
tax credit (FITC), the depreciable cost basis of the project, and its 
allocation as bonus depreciation and MACRS depreciation. We dis-
cuss those first, then consider the year-by-year cash flow.

Line 18� Net nominal growth rate for revenues� The values in col-
umn M, representing the annuity from years 11 to 25, will really 
change in time due to the compounding effects of energy price infla-
tion (+2.3 percent per year) and the age derating of the solar cells 
(−1 percent per year) over the 15 years of that period. The net or 
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composite growth rate is revealed from the product of the growth 
factors of each effect. The formula (1 + 0.023) × (1 − 0.01) gives the 
compound growth factor, 1.0128. Subtracting 1 from the growth 
factor reveals the growth rate, 1.28 percent per year.

Line 19� Inflation-adjusted discount rate� The discount rate to use 
for the period of the annuity will be the nominal rate (8 percent) 
adjusted for the net growth rate 1.28 percent. Using the formula r* 
= (r − i)/(1 + i), we get the adjusted rate, 6.64 percent (Figure 10.5).

Lines 21 and 22� Federal income tax credit. This line shows the 
calculation of the FITC as 30 percent of the installed price.

Line 22� State-tax consequence of federal tax credit� This line recog-
nizes that the resulting decrease in federal income taxes has the effect 
of increasing income that is subject to state income tax. The $56,700 
is the state tax rate of 9 percent multiplied by the amount of the 
federal income tax credit.

Figure 10.5 Data and preliminary calculations for an SPV model 
with SRECs
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Line 23� Net system cost� The Green Growth loan is limited to 50 
percent of the net system cost, which we take here to be the system 
cost minus the federal tax credit.

Lines 24 to 26� The Green Growth loan amount is 50 percent of 
the net system cost from Line 23, and other terms of the loan are 
presented in Lines 25 and 26.

Line 27� Net year 0 cash outlay� This is the installed cost, minus the 
federal tax credit, plus the state-income tax effect, minus the amount 
borrowed as a Green Growth loan. This is a slight simplification for 
teaching purposes, because we treat the tax credit and its state-tax 
effect as if they occur at the time of the investment, although in 
reality they may occur 3 to 12 months later. Those amounts could 
have been discounted by an appropriate fraction of a year to be more 
realistic, but the reader would not have been able to see the calcula-
tion as easily.

Line 28� Depreciable cost basis� This is the installed cost minus 
one-half of the FITC. It is interesting that the U.S. government does 
not require the owner to subtract the entire tax credit, but this is how 
the law is written.

Lines 29 and 30� Depreciation quantities� The bonus depreciation 
to be taken in the first year is 50 percent of the depreciable cost basis, 
and the remaining 50 percent is subject to MACRS depreciation on 
a five-year schedule, which actually runs into the 6th year.

Line 31� First-year production� This is calculated in kilowatt-hours 
as the capacity of the system (kW) multiplied by the insolation 
(kWh/day per kW capacity) × 365 days/year, multiplied by the DC–
AC derate factor. The insolation data are given in monthly quantities 
at the PVWatts calculator at NREL’s website and have been con-
verted to a yearly average. The derate factor would be determined 
using production data from similar SPV installations.

The remaining part of the spreadsheet solution has the year-by-
year data, which include the annual energy production and prices, 
the SREC prices, and the components of a cash-flow calculation. See 
Figure 10.6 on page 264.

Line 39� Annual energy production� This is the first-year annual 
energy production (cell B31) in the year 1 column, and for each 
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 subsequent year is calculated as the previous year’s output  multiplied 
by (1−$B$17). The absolute cell reference ($B$17) allows the 
 formula to be copied and pasted across years 3 to 10.

Line 42� Annual revenue from energy sales� This is the energy pro-
duction (C39) multiplied by the contract energy price (B9) as esca-
lated by the 2.3 percent (B16) annual rise in energy prices, using 
absolute cell references for the model parameters and a relative cell 
reference to the year’s energy production. It would be written in 
Excel as =C39*$B$9*(1+$B$15)^C34.

Line 43� Annual revenue from SREC sales� This formula uses the 
annual energy production from Line 39, divided by 1000 to mea-
sure energy in megawatt-hours, multiplied by the year’s estimated 
SREC price (Line 38). Our reference to the estimated price in line 
38, rather than in one of lines 35 to 37 reflects a practice of good 
spreadsheet design—Line 38 can easily be altered to refer to any of 
lines 35, 36, or 37, and showing that result in line 38 tells the reader 
of the spreadsheet what information has gone into line 43. The alter-
native would be to embed the reference to the price scenario (line 
35, 36, or 37) in the formula for line 43 and change that formula 
to switch scenarios, but that would be more prone to error and less 
revealing of what the spreadsheet is using in its calculation.

Line 45� Annual maintenance expense� Maintenance expenses are 
likely to rise at the rate of general inflation, due to their origin in the 
price of labor and materials, not at the rate of energy price inflation. 
So this spreadsheet accounts for the rise of maintenance expenses 
using the general inflation rate 2.0 percent (B15).

Line 46� Operating profit� This is an intermediate calculation of 
profit, equal to revenues minus direct operating costs. It serves as a 
reference point on the way to taxable income, below.

Line 47� Interest paid� The Green Growth loan is paid in five equal 
installments, but the amount of interest and principal in each install-
ment varies over the life of the loan. The amount of interest in each 
installment is calculated by the spreadsheet function interest payment 
(IPMT) with the syntax =IPMT(rate,per,nper,pv). The rate is the 2 
percent interest rate on the loan. per is the period within the loan 
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for which the interest is calculated, here taken to be the year number 
from Line 33. nper and pv are respectively the number of years of the 
loan and the amount of the loan taken at year 0 (the present).

Lines 48 and 49� Depreciation� Line 48 has the bonus depreci-
ation in year 1. Line 49 shows the series of MACRS depreciation 
deductions, which are calculated using the standard table of five-year 
MACRS percentages. The percentages are embedded in the formulas 
for each year.

Line 50� Profit before tax� This is the sum from Operating Profit 
through interest and depreciation.

Line 51� Tax saved (paid)� The sign of this number reflects 
whether the amount is paid out (negative, in parentheses) or received 
as a benefit and thus shown without parentheses. The same formula 
works for both cases: a negative sign on the tax rate multiplied by the 
profit before tax. Here, the tax rate is the sum of the state and federal 
rates, so the quantity gives the sum of state and federal taxes saved 
or paid. Implicitly, the model assumes that the corporate owner has 
other profits in years 1 and 2 against which the losses from this SPV 
system will provide tax savings in the year.

Line 52� Production tax credit� The spreadsheet model is set up 
so that if cell B12, the investment tax credit (ITC), is nonzero, the 
PTC in B10 will be zero. If B12 is equal to zero, the PTC in B10 
will be $0.023 per kWh as stated in the problem. This line tracks the 
amount of the PTC that would be received each year.

Line 53� Profit after tax� This is the accounting profit after taxes 
paid or credited.

Line 54� Add back depreciation. To get the after-tax cash flow, 
depreciation has to be added back to the profit after tax, because 
when it was used in Lines 48 and 49 it was not a real cash flow but a 
mathematical construct for the calculation of income tax.

Line 55� Principal paid on loan. Unlike the interest portion of the 
loan payment, which is tax-deductible, the principal portion is paid 
out of after-tax funds, so it appears here.

Line 56� Cash flow after tax� This is the real bottom line of a cash-
flow analysis.
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Lines 58 and 59� Net present value� These lines show the calcula-
tion of the NPV of the project. Line 58 uses the NPV function to 
calculate the present value of the series of payments in years 1 to 10. 
The NPV function discounts the first payment in the series by one 
year, so the cash flow passed to the NPV function must begin with 
year 1 (column C). The discounting of years 1 to 10 must be taken 
using the nominal discount rate 8 percent, because each of the cash 
flow numbers for years 1 to 10 is a nominal, meaning current-year, 
value.

The initial investment in the project, which is made in the pres-
ent, has to be accounted for separately (in B56) where it is not dis-
counted (Figure 10.6).

Line 59 shows how to calculate the present value of the annuity 
in years 11 to 25. As we saw in the wind power example of Chapter 9,  
this is done in two steps, although it appears here as one calcula-
tion. The first step is to take the present value of the annuity using 
the PV function with the adjusted discount rate (B19), which calcu-
lated from Line 18, accounts also for the inflation of energy prices 
and the deflation of energy production. The syntax is =PV(rate,nper, 
pmt,[fv]), so this is accomplished by the formula =PV(B19,15,M56). 
Notice that the column M revenues were the same as column L (year 
10). This is because when an adjusted discount rate is used, the pmt 
number should be a start-of-period annuity payment to get the cor-
rect calculation out of the PV function. The number that results 
from the PV function will be a value set at the start of the first period 
in the annuity, and start-of-year-11 has the same meaning as end-of-
year-10. This value therefore has to be discounted back 10 years to 
the present. The cash flow used in the PV function was for years 11 
to 25, so the value given by the function is a year 10 dollar value. We 
discount it back 10 years to the present using the nominal discount 
rate in this problem, which is 8 percent. This is accomplished by 
multiplying the quantity =PV(B18,15,M48) by a 10-year discount 
factor 1/(1+0.08)10.

Line 60 repeats the initial investment for the sake of clarity.
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Table 10.3 Results of sensitivity analysis on the model

Production tax 
credit Low SREC Moderate High SREC
NPV  ($7,155)  $319,511  $615,965 

Irr (%) 7.9 12.9 16.7

Investment tax 
credit

Low SREC Moderate High SREC

NPV  $197,069 $523,735  $820,189 

Irr (%) 12.5 19.0 23.7

Line 61 sums the initial investment (outflow, negative) with the 
present values of the two portions of the cash flow stream (inflow, 
positive) to get the NPV of the project.

If the cash flow were presented in the spreadsheet with one value 
for each year, then the spreadsheet function IRR could be used, start-
ing with the year 0 value in B56 and continuing as long as the cash 
flow lasted. However, column M represents an annuity of 15 years, 
not a single value, so IRR cannot be used here. The only way to cal-
culate the IRR in this structure of financial model is to try different 
values of the discount rate by hand or use the Goal Seek routine to 
set the NPV (B61) to 0 by changing the nominal discount rate (B11).

(c) The NPV and IRR for the SREC price scenarios, with ITC or 
PTC� Setting the SREC prices in line 38 equal to their correspond-
ing values in line 35 (high) or line 36 (moderate) or line 37 (low) 
reveals the NPV for each scenario. Likewise, setting the tax credit 
toggle B12 equal to 0 for PTC or 30 percent for ITC shows the 
result of each policy option for the given SREC prices. This sensitiv-
ity analysis therefore has six cases to consider. The results for these 
conditions of the model are shown in the two parts of Table 10.3. 
Note that the results are reported rounded to the nearest dollar. It is 
not good practice to report decimals (cents) on numbers that are on 
the order of $100,000 or more.

Several conclusions follow from these tables. First, on the choice 
between the ITC and the PTC; the ITC is better than the PTC 
under each of the three scenarios. Thus, the choice of the ITC domi-
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nates the PTC, so the project developer should take the ITC. Second, 
using the ITC, each scenario has a positive NPV, so the decision to 
invest in this project dominates the decision not to do so. However, 
the NPV varies greatly across the scenarios, corresponding to rates 
of return on investment that vary from 12.5 percent to almost 24 
percent. The valuation of the project is subject to a lot of uncertainty.

(d) Bundling SRECs with the energy in the power purchase agree-
ment. Lastly, we consider whether the project developer should bun-
dle SRECs with the energy in its power purchase agreement with 
the utility company and, if so, at what price. Looking at the revenue 
lines in the spreadsheet solution, we see that the sale of SRECs results 
in two to four times as much revenue, each year, as the sale of the 
underlying electric energy. The regulatory and market environment 
of SRECs is so uncertain that even our Low and High scenarios may 
not represent well the range of possibilities for SREC prices. The 
project developer who sells only the energy on a long-term contract 
is not shifting much of the business risk to the utility company. Proj-
ect developers need to assess their own core competence—if it is in 
the development of the project alone, they should sell the project as 
soon as it is built; if their competence is in operations, but they don’t 
want too much business risk, they should sell the energy and SRECs 
on a long-term contract, perhaps not even for the full 25 years; if 
their competence is in operations, and they have the financial depth 
to take on the business risk, they may want to sell only year by year, 
on the spot market, not by a long-term contract. Most of the busi-
ness risk here seems to be in the SREC values, so a developer should 
consider bundling the SRECs with the energy and selling them as a 
package to the utility. The expected scenario (moderate price) with 
the ITC yields an after-tax rate of return of 19 percent per year, 
but it is subject to substantial risk. The project’s investors might be 
willing to take a lower rate of return in exchange for a fixed schedule 
of payments. The bundled price (per kWh) will depend on what 
they would view as a low-risk or certain return comparable to the 
19 percent risky return. Put another way, given that they can obtain 
an NPV of $523,735 by taking on the risk of the uncertain SREC 
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prices, how much of that value would they be willing to give up for 
the security of a long-term contract?2 To answer that question, we 
need a reference point for the expected return on a secure invest-
ment. In this example, that reference point could be the outcome of 
the low estimate of SREC prices, which offers an NPV of $197,069 
corresponding to a yield of 12.5 percent on the investment.

The question then is what price per kilowatt-hour, with no SREC 
income, would yield an NPV of $197,069. To find the answer, we set 
the nominal discount rate back to 8 percent (if it had been changed 
by a recent use of Goal Seek), and we must disrupt the spreadsheet 
solution by typing 0 over all the formulas in line 38 (SRECs prices). 
Then we use Goal Seek to set the NPV value in cell B61 to 197,069 
by changing the energy price B9.

Doing so, we see that the energy price would have to be $0.147 
per kWh, so that value should be the reference point in negotiating a 
long-term bundled contract with the utility company.

Take-aways

Public policy supporting sustainable technologies in the United States 
is still in its infancy. The United States does not have a national energy 
policy under which a national market might emerge for RECs or carbon 
credits. But global warming is a global problem, and something more 
coordinated than the balkanized state regulations of the present time will 
surely emerge. It remains to be seen whether the United States will move 
toward a European model, extending the California and RGGI carbon 
markets, or whether it will continue to focus on sustainable energy pro-
duction through RECs. The key points that help us to understand those 
issues are the following:

2 We do not assume that investors would give up all of their NPV, because the 
analysis has revealed that the project’s investors have a business opportunity that 
is expected to produce a supernormal value (greater than zero) when evaluated at 
the market discount rate of 8 percent. They should be willing to give up some of 
that value, but not all of it, in exchange for a long-term contract.
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• The market for RECs is created by states’ laws establishing 
standards for the percentage of electric energy, sold in the 
state, which must come from renewable sources. REC prices 
are more unstable when utilities can purchase RECs only 
from within the state and when RECs expire if unused soon 
after they are created. Public policy about RPSs might be 
trending toward greater regionalization and a longer life for 
RECs, which would lead to more stable prices.

• Carbon ETSs perform a similar role to RECs but in relation 
to the emission of all types of GHG and from any source, 
not just from electric energy production. Europe uses carbon 
credits, also known as carbon offsets, rather than RECs as its 
policy instruments for controlling the emission of GHGs. 
California has its own ETS, which may soon link with 
Quebec, and the RGGI of New England and several Mid-
Atlantic states is another.

• The concept that links RECs with carbon credits is the 
emission factor of an electric utility company, expressed as the 
number of kilograms of CO2-equivalent GHGs emitted by 
the utility per megawatt-hour of electric energy.

• The path that REC prices may take over the next 10 to 20 
years is highly uncertain. REC prices could add a lot of value 
to renewable energy projects, or they might not. A proper 
analysis of the feasibility of a renewable energy project over a 
20- to 30-year project life must consider the possible income 
from the sale of RECs or carbon credits. This may require year-
by-year modeling of the cash flow from a project for 10 years 
or so. The profitability of such year-by-year cash flows can be 
evaluated using the NPV and IRR spreadsheet functions.





Appendices

Appendix A Unit Conversion Factors

Common Units of Weight

Table A-1

Entries are 
column unit 
per row unit Pound Kilogram

U.S. 
ton

Imp. ton 
(long ton)

Metric 
ton (t)

1 pound (lb.) 1 0.45360 0.0005 0.00044643 0.00045360

1 kilogram (kg) 2.2046 1 0.0002268 0.00098420 0.001

1 U.S. ton 2,000 4,409.20 1 1.12 0.90703

1 imperial ton 
(long ton,  shipping 
ton) 

2,240 1,016.06 0.89286 1 1.01587

1 metric tonne 2,204.6 1,000 1.1025 0.98438 1

Common Units of Area

1.0 hectare = 10,000 m2 (an area 100 m × 100 m or 328 × 328 ft.) = 
2.47 acres
1.0 km2 = 100 hectares = 247 acres
1.0 acre = 0.405 hectares (ha.)
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Energy Conversion Factors

Table A-3

Kilowatt-hour 
(kWh) BTU

Kilocalorie 
(kCal)

Megajoule 
(MJ)

1 kWh 1 3,412.14 860.421 3.6

1 BTU 0.00029307 1 0.25216 0.001055

1 kCal 0.0011622 3.96567 1 0.0041868

1 MJ 0.27778 947.817 238.846 1

1 BOE 1,699.81 5,800,000 1,461,575 6,119.32

1,000 BtU/lb. = 2.33 gigajoules per tonne (Gj/t).

1,000 BtU/U.S. gal = 0.279 megajoules per liter (Mj/l).

Power Conversion Factors

Table A-4

Entries are 
column unit 
per row unit kW

Joule/sec 
(J/s) Horsepower

BTU/ 
hr

1 kW = 1 1,000 1.341 3,412.14

1 Joule/sec = 0.001 1 0.001341 3.41214

1 Hp = 0.74571 745.71 1 2,545

1 BTU/hr = 0.00029307 0.29307 0.00039 1

1 watt = 1 joule/sec.

Units of Crop Yield

1.0 U.S. ton/acre = 2.24 tonne/ha.
1 metric tonne/hectare = 0.446 U.S. ton/acre.
100 g/m2 = 1.0 tonne/hectare = 892 lb./acre.

For example, a target bioenergy crop yield might be: 5.0 U.S. tons/acre 
(10,000 lb./acre) = 11.2 tonnes/hectare (1,120 g/m2).
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Appendix B Energy Content of Fuels

Sources for this appendix include The Engineering Toolbox (www.engi-
neeringtoolbox.com/), the Bioenergy Feedstock Development Program at 
Oak Ridge National Laboratory (http://bioenergy.ornl.gov/papers/misc/
energy_conv.html), and The Climate Registry (www.theclimateregistry.
org/downloads/2013/01/2013-Climate-Registry-Default-Emissions-Fac-
tors.pdf )

LHV  means lower heating value, the energy that would be captured 
through combustion that lets vaporized water escape.

HHV  means higher heating value, the energy that would be captured 
if the latent heat of vaporized water were also captured by cool-
ing all byproducts to their original temperature.

Renewable Fuels

Table B-1

Fuel
MJ/kg 
(GJ/t) BTU/lb. Other

Charcoal 29.6 12,700

Wood fuel (HHV, bone dry) 18–22 7,600–9,600

Wood fuel (air dry, 20% 
moisture)

~15 ~ 6,450 6,400 BtU/lb.

Agricultural residues (moisture 
content varies) 

10–17 4,300–7,300

Ethanol LHV 26.7 11,500 75,700 BtU/gal  
= 21.1 Mj/l

Biodiesel 37.8 16,250 (33.3–35.7 
Mj/l)

Hydrogen LHV 121 51,600 33.6 kWh/kg
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Fossil Fuels

Table B-2

Fuel
MJ/kg 
(GJ/t) BTU/lb. Other

Gasoline—LHV 44.4 19,085

Gasoline—HHV 47.3 20,332

Petro-diesel—LHV 42.8 18,398 130,500 BtU/gal  
= 36.4 Mj/l

Kerosene—LHV 43.0 18,484

Natural gas—LHV 50 21,493 HHV 1,027 BtU/ft.3

LHV 930 BtU/ft.3  
= 34.6 Mj/m3

Coal* anthracite LHV 29.2 12,550

Coal* bituminous LHV 29.0 12,460

Coal sub-bituminous LHV 20.1 8,625

Coal lignite LHV 16.5 7,105

* Typical coal (rank not specified) usually means bituminous, common for power plants.
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Appendix C Useful Data on Materials

Densities and Specific Heats of Materials

Table C-1

Material
Density  
(lb./ft.3)

Density  
(kg/m3)

Specific heat 
capacity

Water (liquid) 16.02 1,000 1.00

Paraffin wax (solid) 13.30 830 0.58

Paraffin wax (liquid) 12.50 780 0.57

Vegetable oil 0.48

Wood 8.81 550 0.40

Brick 30.79 1,922 0.22

Concrete 36.85 2,300 0.21

Stone 27.23 1,700 0.20

Iron 126.08 7,870 0.11

Source: the Engineering toolbox (www.engineeringtoolbox.com/).

Emission Factors (After Combustion)

Table C-2

Fuel kgCO2e / GJ Other Other Unit
Fuel oil no. 2 0.078 10.21 kgCo2/gal

Gasoline 0.074 8.78 kgCo2/gal

Kerosene 0.079 10.15 kgCo2/gal

Natural gas (methane) 0.056 0.05 kg/scf

Coal, anthracite 0.109 2,597.82 kgCo2/ton

Coal*, bituminous 0.099 2,328.46 kgCo2/ton

Coal, sub-bituminous 0.102 1,673.6 kgCo2/ton

Coal lignite 0.102 1,369.28 kgCo2/ton

Propane (liquid) 0.065 5.59 kgCo2/gal

Wood (12% moisture) 0.099 1,442.64 kgCo2/ton

Biodiesel 0.078 9.45 kgCo2/gal

Vegetable oil 0.086 9.79 kgCo2/gal

Ethanol 0.072 5.75 kgCo2/gal

* Typical coal (rank not specified) usually means bituminous, common for power plants.

Source: the Climate registry’s 2013 default Emission Factors http://www.theclimateregistry.org/
downloads/2013/01/2013-Climate-registry-default-Emissions-Factors.pdf
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Fuels—Physical Density

Wood (cord) 4×4×8 ft. = 128 cubic feet (3.62 m3); contains approxi-
mately 1.2 U.S. tons (oven-dry) = 2,400 pounds = 1,089 kg.

Wood 1.0 metric tonne wood = 1.4 cubic meters (solid wood, not 
stacked).

Ethanol (7.94 petroleum barrels per metric tonne = 1,262 liters/
tonne).

Ethanol density (average) = 0.79 g/ml ( = metric tonnes/m3).
Biodiesel density (average) = 0.88 g/ml ( = metric tonnes/m3).
Wood (cord) 4×4×8 ft = 128 cubic feet (3.62 m3); approximately 1.2 

U.S. tons (oven-dry) = 2,400 lb. = 1,089 kg.
Wood 1.0 metric tonne wood = 1.4 cubic meters (solid wood, not 

stacked).
Ethanol 7.94 petroleum barrels per metric tonne = 1,262 liters/tonne; 

density 0.79 g/ml (= Mg/m3)
Biodiesel density (average) = 0.88 g/ml ( = metric tonnes/m3, Mg/m3)
Petro-diesel density (average) = 0.84 g/ml ( = metric tonnes/m3, Mg/m3)
Oil, metric tonne = 7.2 barrels oil = 42–45 GJ.
Gasoline, metric tonne = 8.53 barrels = 1,356 liter
Gasoline density (average) = 0.73 g/ml ( = metric tonnes/m3)
Petro-diesel density (average) = 0.84 g/ml ( = metric tonnes/m3)
Hydrogen 0.0899 kg/Sm3 = 0.0838 kg/Nm3. Sm3 is a cubic meter of gas 

at standard temperature and pressure (0°C, 1 atm.), Nm3 is a cubic 
meter of gas at normal temperature and pressure (20°C, 1 atm.).
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