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Abstract

Big data is an emerging phenomenon that has enormous implications and 
impacts upon business strategy, profitability, and process improvements. 
All service systems generate big data these days, especially human-centered 
service systems such as government (including cities), healthcare, educa-
tion, retail, finance, and so on. It has been characterized as the collection, 
analysis and use of data characterized by the five Vs: volume, velocity, 
variety, veracity, and value (of data). As the plethora of data sources grows 
from sensors, social media, and electronic transactions, new methods for 
collecting or acquiring, integrating, processing, analyzing, understanding, 
and visualizing data to provide actionable information and support inte-
grated and timely senior and executive decision-making are required. The 
discipline of applying analytic processes to find and combine new sources 
of data and extract hidden crucial decision-making information from the 
oceans of data is rapidly developing, but requires expertise to apply in 
ways that will yield useful, actionable results for service organizations. 
Many service-oriented organizations that are just beginning to invest in 
big data collection, storage, and analysis need to address the numerous 
issues and challenges that abound—technological, managerial, and legal. 
Other organizations that have begun to use new data tools and techniques 
must keep up with the rapidly changing and snowballing work in the 
field. This booklet will help middle, senior, and executive managers to 
understand what big data is; how to recognize, collect, process, and ana-
lyze it; how to store and manage it; how to obtain useful information 
from it; and how to assess its contribution to operational, tactical, and 
strategic decision-making in service-oriented organizations.

Keywords

analytic science, Big Data, business analytics, business intelligence, data 
science, descriptive analytics, enterprise architecture, NoSQL, predictive 
analytics, service delivery, service-oriented architecture
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Purpose

This booklet is directed to senior executives and managers who need to 
understand the basic principles of Big Data as it is used to support service 
delivery, the tools and technology to develop and implement a Big Data 
support group within one’s own organization, the roles and skills of per-
sonnel who will comprise such a group, and some of the challenges they 
will face in deploying and operating such an organization.





About the Contributors

J. Alberto Espinosa is currently the Chair of the Information Technol-
ogy Department, a Full Professor and a Kogod Research Professor at 
the Kogod School of Business, American University. He holds PhD and  
Master of Science degrees in Information Systems from the Tepper School 
of Business at Carnegie Mellon University, a Master’s degree in Business 
Administration from Texas Tech University, and a Mechanical Engi-
neering degree from Pontificia Universidad Catolica, Peru. His research 
focusses on coordination and performance in global technical projects 
across global boundaries, particularly distance and time separation (e.g., 
time zones). His work has been published in leading scholarly journals, 
including Management Science, Organization Science, Information  
Systems Research, the Journal of Management Information Systems, IEEE 
Transactions on Software Engineering, IEEE Transactions on Engineer-
ing Management and Communications of the ACM.

J. Alberto Espinosa, PhD
Professor and Chair

Kogod School of Business
American University

Washington, DC
alberto@american.edu

William H. Money, Associate Professor, School of Business, The Citadel, 
Charleston, SC joined the Citadel in August 2014. Dr. Money served as 
an Associate Professor of Information Systems at the George Washington 
University, and as the director of the Executive Master of Science in Infor-
mation Systems program. He joined the George Washington University, 
School of Business and Public Management faculty in September 1992 
after acquiring over 12 years of management experience in the design, 
development, installation, and support of management information 



xiv	 About the Contributors

systems (1980–1992). His publications over the last 6 years and recent 
research interests focus on collaborative solutions to complex business 
problems; business process engineering and analytics; and information 
system development, collaboration, and workflow tools and method-
ologies. Previous teaching experience includes Purdue, Kent State, and 
American Universities. Dr. Money’s academic training includes the PhD, 
Organizational Behavior/Systems Engineering, 1977, Northwestern 
University, Graduate School of Management; the MBA, Management, 
1969, Indiana University; and a BA, Political Science, 1968, University 
of Richmond. Dr. Money has had numerous speaking engagements at 
professional meetings and publishes in information systems and man-
agement journals. Dr. Money has significant consulting experience in 
private, federal organizations, including the Department of State, D.C. 
Government, Department of Transportation, Coast Guard, and Depart-
ment of the Navy.

William H. Money, PhD
Associate Professor

School of Business Administration
The Citadel

Charleston, SC
wmoney@citadel.edu

Frank Armour is an assistant professor of information technology at 
the Kogod School of Business, American University and is the faculty 
program director for the MS in Analytics degree program. He received 
his PhD from the Volgenau School of Engineering at George Mason 
University. He is also an independent senior IT consultant and has 
over 25 years of extensive experience in both the practical and academic 
aspects applying advanced information technology. He has led initiatives 
on, and performed research in: business analytics, big data, enterprise 
architectures, business and requirements analysis, agile system develop-
ment cycle development (SDLC), and object-oriented development. He 
is the coauthor of the book, Advanced Use Case Modeling, Addison-
Wesley, and is the author or coauthor of over 30 papers in the information 



	 About the Contributors	 xv

technology discipline. He is primary co-chair for the enterprise architec-
ture minitracks at both the HICSS and AMCIS conferences.

Frank J. Armour, PhD
Kogod School of Business

American University
Washington, DC

farmour@american.edu

Stephen H. Kaisler has been a senior scientist and senior software 
architect with several small technology and consulting firms over the 
past 10 years, where he has focused on machine learning, big data and 
advanced analytics, natural language processing, video processing, and 
enterprise architecture. Previously, he was Director of Systems Architec-
ture and Technical Advisor to the Sergeant At Arms of the U.S. Senate. 
Prior to that position, he served as a Science Advisor consulting for the 
Internal Revenue Service, Chief Scientist for Analytics, and a Program 
Manager in Strategic Computing in the Defense Advanced Research 
Projects Agency. Dr.  Kaisler has previously published four books and 
over 35 technical papers. He has taught part-time at George Washington 
University in the Depts. Of Computer Science and Information System 
Technology Management for over 35 years, where he is an Adjunct 
Professor of Engineering.

He is co-chair for the Enterprise Architecture minitrack and primary 
co-chair of the Big Data and Analytics minitrack at HICSS.

Stephen H. Kaisler, DSc
SHK and Associates

Principal
Laurel, M2 20723

Skaisler1@comcast.net





Acknowledgment

First, we would like to thank Haluk Demirkan for providing us with 
the opportunity to prepare this book and Jim Spohrer for his encourage-
ment in seeing it to completion. We would also like to thank Haluk and 
Christer Carlsson for the opportunity to organize a Big Data minitrack 
and to provide encouragement and support for our tutorials on Big Data 
and Advanced Analytics at the 46th through 49th Hawaii International 
Conferences on Systems Science (HICSS). We also thank the many paper 
presenters and attendees at our minitrack and tutorials who have provided 
many insights and cogent comments on Big Data and Analytics. Finally, 
we wish to thank the staff, especially Kumar, of Business Expert Press for 
their efforts in producing this book.





List of Acronyms

ACO	 Accountable Care Organization
AnBOK	 Analytics Body of Knowledge
ANOVA	 Analysis of Variance
API	 Application Programming Interface
APT	 Advanced Persistent Threats

B2B	 Business-to-Business
BDA	 Big Data Analytics
BI	 Business Intelligence

CAO	 Chief Analytics Officer
CAP	 Certified Analytics Professional
CDO	 Chief Data Officer
CHIP	 Children’s Health Insurance Program
CIFS	 Common Internet File System
CMM	 Capability Maturity Model
CMMS	 Centers for Medicare and Medicaid Services
CSV	 Comma Separated Values

DARPA	 Defense Advanced Research Projects Agency
DB	 Data Base
DBMS	 Data Base Management System

EA	 Enterprise Architecture
ETL	 Extract, Transform, Load

FEAF	 Federal Enterprise Architecture Framework

GPU	 Graphics Processing Unit



xx	 List of Acronyms

HHS	 Health and Human Services
HPC	 High Performance Computing
HTML	 HyperText Markup Language

IBM	 International Business Machines Corporation
IDC	 International Data Corporation
IDE	 Interactive Development Environment
IDS	 Intrusion Detection System
INFORMS	� Institute for Operations Research and Management 

Sciences
IoT	 Internet of Things
IPv6	 Internet protocol, version 6
IT	 Information Technology

LAMP	 Linux-Apache-MySQL-Perl/PHP/Python
LEAP	 Linux-Eucalyptus-AppScale-Python

MAMP	 MacOS-Apache-MySQL-Perl/PHP/Python
MOOC	 Massive Open Online Course
MPI	 Message Passing Interface

NAP	 National Academies Press
NFL	 National Football League
NFS	 Network File System
NIST	 National Institute of Science and Technology
NLP	 Natural Language Processing
NSF	 National Science Foundation

OLAP	 OnLine Analytical Processing
OMB	 Office of Management and Budget
OODA	 Observe, Orient, Decide, Act
OSGI	 Open Source Gateway Initiative
OSS	 Open Source Software

PhD	 Doctor of Philosophy



	 List of Acronyms	 xxi

RDBMS	 Relational Data Base Management System
RETMA	 Radio Electronics Television Manufacturers Association
RFID	 Radio Frequency Identification
RTBDA	 Real-Time Big Data Analytics

SDM	 Service Delivery Model
SLA	 Service Level Agreement
SOA	 Service Oriented Architecture
SOC	 Security Operations Center
SSN	 Social Security Number
STEM	 Science, Technology, Engineering and Mathematics

TOGAF	 The Open Group Architectural Framework

UPC	 Universal Product Code

VPN	 Virtual Private Network

WAMP	 WindowsOS-Apache-MySQL-Perl/PHP/Python
WEKA	 Waikato Environment for Knowledge Analysis
WSJ	 Wall Street Journal

XML	 eXtended Markup Language

ZB	 Zettabytes





CHAPTER 1

Introduction

The Internet, the World Wide Web, and the concept of service delivery 
have revolutionized the way commercial, academic, governmental, and 
nongovernmental organizations deal with their supplies and their clients 
and customers. Individuals and organizations are overwhelmed with data 
produced by IT systems that are so pervasive throughout society, govern-
ment, and business. The wide variety and huge numbers of data sources 
including sensors, cell phones, tablets, and other devices is increasing at a 
seemingly exponential rate. Estimates (2010) were that all sources of data, 
including replicated data such as retweets and resends of e-mail, amount to 
tens of exabytes per month—that is 1018 or 1,000,000,000,000,000,000 
bytes. The numbers are staggering, and, obviously, no one knows for sure. 
In 2012, the International Data Corporation (IDC) stated there were 
2.8 zettabytes (ZB) and forecasted that we will generate 40 ZB by 2020 
(http://www.webopedia.com/quick_ref/just-how-much-data-is-out-
there.html). Our data generation is growing exponentially.

Individuals and organizations do not actively collect, own, process, 
or analyze this much data themselves. However, many individuals and 
organizations acquire and deal with gigabytes of data, and many orga-
nizations utilize terabytes and petabytes of data per year. Senior execu-
tives and managers in government, academia, and business operations are 
grappling with the deluge of data available to them and trying to make 
sense—decisions and conclusions based upon it. A critical area is how to 
collect, organize, process, store, and analyze this flood of data in order to 
deliver superior service to their client and customer base—both internal 
and external.

Much of this data is generated from the services sector of the econ-
omy: health, manufacturing, marketing, telecommunications, and so 
on. To address this wealth of data and the underlying technology and 
practices, IBM pioneered the term service science to encompass the broad 
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spectrum of business, teaching, and research expertise to develop the 
capabilities to sustain and advance the services environment that we live 
in today. Advances in technology have made large volumes of data avail-
able to users and providers within the services environment. This volume 
of data has come to be called Big Data and has its own business, teaching, 
and research expertise associated with it.

This book will describe how coordinating and integrating the exper-
tise between the services environment and the Big Data environment has 
and is leading to enhanced service delivery to customers and clients and 
increasing revenue and profit in many industries. However, despite the 
attention given in the popular press and the blog-o-sphere, many more 
opportunities exist and even more will be invented so more organizations 
can derive benefits and value from the analysis of Big Data.

Defining Big Data

There are many definitions of Big Data. Our preferred definition, cited 
in Kaisler et al. (2013) is: Big Data is the volume of data that cannot be 
efficiently organized and processed with the storage and tools that we currently 
possess. Under certain circumstances, we can organize, process, and ana-
lyze Big Data. However, we cannot do it very efficiently or effectively. For 
example, because we cannot process a real-time data stream fast enough, 
we cannot generate results that will enable decision-making within a spec-
ified observe, orient, decide, and act (OODA) cycle.

While Big Data often implies many very large volumes of data, as Leslie 
Johnston (2013) noted it can also imply that “Big Data can most definitely 
mean small data files but a lot of them.” These extremes present challenges 
to business and IT managers and owners on a continuing daily basis.

How do you know when you are facing Big Data? Well, the transition 
from organizational data and databases to Big Data is not exact, but there 
are a number of characteristics that can be used to help one understand 
when the transition occurs.

Big Data has been characterized by several attributes. We have defined 
the  five Vs as described in Table 1.1. The initial three Vs were first stated 
by Doug Laney (2001). Based on our research and experience, we added 
the last two Vs.
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Big Data has often been used to represent a large volume of data of 
one type, such as text or numbers or pixels. Recently, many organizations 
are creating blended data from data sources with varied types through 
analysis. These data come from instruments, sensors, Internet transac-
tions, e-mail, social media such as Twitter, YouTube, Reddit, Pinterest, 
Tumblr, RFID devices, and from clickstreams. New data types may be 
derived through analysis or joining different types of data.

Table 1.1  Five Vs of Big Data

V Description
Data volume Data volume measures the amount of data collected by and available 

to an organization, which does not necessarily have to own all of 
it as long as it can access it. As data volume increases, the value 
of different data records will decrease in proportion to age, type, 
richness, and quantity among other factors. It is estimated that 
over 2.5 exabytes (1018) of data are created every day as of 2012 
(Wikipedia 2013). 

Data velocity Data velocity measures the speed of data streamng, its aggregation, and 
its accumulation. Data velocity also has connotations of how quickly 
it gets purged, how frequently it changes, and how fast it becomes 
outdated. e-commerce has rapidly increased the speed and richness of 
data used for different business transactions (e.g., website clicks). Data 
velocity management is much more than a bandwidth issue; it is also 
an ingest issue (the extract-transform-load (ETL) problem). 

Data variety Data variety is a measure of the richness of the data representation—
either structured, such as resource description framework (RDF) files, 
databases, and Excel tables or unstructured, such as text, audio files, 
and video. From an analytic perspective, it is probably the biggest 
obstacle to effectively using large volumes of data. Incompatible data 
formats, nonaligned data structures, and inconsistent data semantics 
represent significant challenges that can lead to analytic sprawl. 

Data value Data value measures the usefulness of data in making decisions. It has 
been noted that “the purpose of computing is insight, not numbers.” 
Data science is exploratory and useful in getting to know the data, 
but “analytic science” encompasses the predictive power of Big Data. 
A large amount of data may be valueless if it is perishable, late, 
imprecise, or has other weaknesses or flaws.

Data veracity Data veracity is the accuracy, precision, and reliability of the data. 
A data set may have very accurate data with low precision and low 
reliability based on the collection methods and tools or the data 
generation methods. The information and results generated by 
processing this data may then be seriously flawed or compromised.
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Getting Started with Big Data

Research and practical analysis have shown that there are many areas 
where you can focus your attention. We will review four process areas 
that are enormously fruitful for immediate analysis of processes using the 
tools that can best be applied to Big Data.

First, data categorization can aid in the analysis of Big Data because 
the tools available now permit machine-learning algorithms to explore 
large and varied data collections through machines that are trained or 
seeded with previously known classifications, such as process output or 
groupings. The value of these groupings is that they will provide classifi-
cations or labeled analysis variables that may then be used to discover a 
relationship or a predictor that shows or predicts the value of or output of 
the process. It may be the result of a hidden value that is a part—input, 
subprocess, step, or activity—within the process or a characteristic of the 
process input. This analysis is truly a directed discovery process and orga-
nizational learning experience enabled by Big Data (Deng, Runger, and 
Tuv 2012; Hwang, Runger, and Tuv 2007). The data does not have to be 
fully classified or categorized because specific techniques can be applied 
to assign grouping or to cluster data or process outputs that do not appear 
within the previous groupings (Zhang et al. 2010). The value is that this 
categorization develops insights required to understand the root-causes 
for underlying problems by discovering relations that were simply not 
previously visible. This process was used in cancer prediction, diagnosis, 
and in understanding its development (Cruz and Wishart 2006).

Secondly, functional data analysis can be implemented because it per-
mits discrete calculations due to the continuous nature of production 
data (Ferraty and Romain 2011). The section will not attempt to describe 
this analysis in great detail, but the reader should be aware of the bene-
fits of this form of Big Data analysis. This application analysis is closely 
related to profile monitoring and control charting that is employed when 
the quality of a process or product can be characterized by a functional 
relationship between a production measure of some output or output 
value and an explanatory variable(s). We can often “see” these relation-
ships (but may not fully understand the value) in the graphs, curves, and 
visual depictions prepared when data are logged and drawn as graphs or 
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curves. The business value is obvious in being able to predict strength, 
changes, and locate when relationships may begin and end.

The value of this can be recognized in the potential for assessing qual-
ity characteristics, such as size and quantity data, product shapes, geo-
metric relationships, appearances of faults and imperfections, patterns, 
and surface finish, while these are happening and relate them directly to 
end results of processes. Data may be produced by visual sensors, image 
observation in many medical, military, and scientific applications, or 
other mechanisms (Megahed, Woodall, and Camelio 2011).

Thirdly, managers must now recognize that situations that can be 
“drawn” as graphs showing associations between various objects in the 
data can be analyzed as Big Data problems. Graphic representations 
(Cook and Holder 2006) are seen as two connected nodes with an edge, 
if the nodes possess a relationship. Researchers have used these data to 
assess social networks (e.g., Facebook, LinkedIn), intrusions for net-
works, disease, or product adoption, and rating or rankings for consumer 
e-commerce actions (Chakrabarti and Faloutsos 2012). For example, one 
can identify potential changes in social network datasets or communica-
tions network. McCulloh et al. (2008) found variances in the Al-Qaeda 
network prior to September 11. For the business, it could be important 
to know that sources of data and information acquisition are changing for 
clients or business customers.

Finally, in the era of Big Data, data may now be available simulta-
neously from numerous and unrelated sources. Historically, a control 
chart was employed to observe multiple sources of periodic data (Boyd 
1950). Automated tests can now be used to detect the likelihood of 
changes in only one stream of data and concurrently monitoring multiple 
streams based on the stream features, assessing correlations among the 
streams, and the scope and size of any change sought (Jirasettapong and 
Rojanarowan 2011).

Adding Value to Organizations

Big Data has an impact in every field of human endeavor, if the data are 
available and can be processed. Impact is different from value. Impact 
helps to advance a field with new knowledge whereas value affects how 
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useful the resulting actionable information is—whether predicting events, 
making a profit, discovering a new particle, or improving the lot of our fel-
low humans. Big Data can add value in several ways: (1) It can make infor-
mation transparent and usable at a higher frequency. (2) As more accurate 
data is collected, it allows organizations to conduct more controlled exper-
iments to assess efficiency and refine business operations. (3) It can focus 
attention on narrower segments of the customer community for precisely 
specifying products and services (market segmentation). (4) Given usage 
data, it can be used for the specification of new products and services.

In a research study by IBM and the Said Business School, Oxford 
University (Turner, Schroeck, and Shockley 2012), four areas for employ-
ing Big Data were identified as described in Table 1.2.

Outline of This Book

This chapter has provided a brief introduction to some of the issues and 
challenges that senior executives and managers must consider in using Big 
Data to assess and enhance their service delivery operations. The remain-
ing chapters provide additional information on each of the major topics 
presented earlier and present a framework for gaining value from this 
growing phenomenon.

The remainder of this book is divided into six chapters as follows:

•	 Chapter 2: Applications of Big Data to Service Delivery will 
discuss how Big Data can be used within the service delivery 
paradigm to deliver better quality of service and to identify 
and target a larger universe of potential customers.

•	 Chapter 3: Analyzing Big Data for Successful Results explains 
the types of analytics that may be applied to Big Data to 
yield actionable information and identify different analytical 
packages.

•	 Chapter 4: Big Data Infrastructure—A Technical Architectural 
Overview identifies and presents some of the elements of an 
architecture necessary to support Big Data acquisition and 
creation, storage, management, analysis, and visualization.
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•	 Chapter 5: Building an Effective Big Data Organization dis-
cusses the organizational structure of a Big Data operation, 
how to staff it, and the key characteristics of the staff.

Table 1.2  Areas for use of Big Data

Using Big Data Brief description

Customer analytics IBM and Said noted that 55 percent of the companies they 
surveyed focus their Big Data efforts on customer-centered 
objectives in order to improve service delivery to their diverse 
customer base. These companies want to improve their ability to 
anticipate varying market conditions and customer preferences 
in order to take advantage of market opportunities to improve 
customer service and increase customer loyalty in an agile 
manner. 

Build upon scalable 
and extensible 
information 
foundation

IBM and Said noted that companies believe results can 
be obtained from Big Data only if the IT and information 
infrastructure can respond to evolving aspects of Big Data 
focused on the  three Vs: variety, velocity, and volume. This 
means they must be able to evolve their IT and information 
infrastructure in an agile manner transparently to customer 
interactions. (Note: they only examined the original three Vs, 
but we believe that the information foundation must be focused 
on the five Vs.)

Initial focus is on 
gaining insights 
from existing and 
new sources of Big 
Data

IBM and Said found that most initial Big Data efforts are focused 
on analyzing existing data sets and stores in order to have a 
near-term effect on business operations. They suggest that this is 
a pragmatic approach to beginning to develop a Big Data usage 
capability. Most companies do not know what insights they will 
gain or how much useful and usable information they can extract 
from the information on hand. In many cases, the data has been 
collected, perhaps organized, and stored away for many years 
without ever being analyzed.

Requires strong 
analytics

Using Big Data requires a variety of analytics tools and the skills 
to use them. Typically, companies use such tools as data mining, 
online analytical processing (OLAP), statistical packages, and 
the like on structured data based on existing data stores, marts, 
and warehouses. However, as they accumulate unstructured 
data, the diversity of data types and structures requires new 
techniques for analysis and visualization. Existing tools can have 
trouble scaling to the volumes characteristic of Big Data and, 
often, cannot adequately analyze geospatial data, voice, video, or 
streaming data.
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•	 Chapter 6: Issues and Challenges in Big Data and Analytics 
presents some of the issues and challenges facing an 
organization that is using or considering using Big Data in its 
business operations.

•	 Chapter 7: Conclusion: Capturing the Value of Big Data Projects 
discusses how to measure Big Data value and understand how 
Big Data contributes to an organization’s business operations.



CHAPTER 2

Applications of Big  
Data to Service Delivery

Organizations can, and are, utilizing Big Data to improve and enhance the 
delivery of services to their customers. From retail marketing to financial 
services to health care and more, Big Data and analytics are changing the 
landscape of service delivery. We first outline a simple, generic service 
delivery model (SDM) and then discuss how Big Data can be applied 
within the model. We then outline several examples of how Big Data is 
being applied to service delivery.

Defining Services

A service is often described as a tangible or intangible benefit provided 
by a person, a group, an organization, or some other entity to a person, 
a group, an organization, or some other entity. There are many types of 
services: providing advice such as WebMD, or providing education such 
as Massive Open Online Courses (MOOCs), or selling airline tickets. In 
the latter case, the service is not the airline ticket, but the transaction(s) 
leading to the exchange of money for the airline ticket whether physical 
or electronic. Thus, a service is differentiated from a “good” in that it is 
nonmaterial and does not incorporate a notion of ownership. In the pre-
vious case, the airline ticket, whether paper or electronic, is the “good” 
that is owned by the person purchasing it.

Whereas services used to describe and document the exchange of 
information verbally or in written form between humans, today services 
are most often exchanged through e-mail, social media, and online 
systems such as Google, Wikipedia, YouTube, Twitter, product ordering 
systems, and so on. A service is frequently manifest as the co-creation of 
value between the entities. For example, the purchase of airline tickets 
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through Expedia or Orbitz involves the exchange of items of value: 
electronic tickets, electronic payments via credit card or PayPal, a sense 
of accomplishment in completing a task, and a sense of anticipation at 
taking a trip.

Since definitions are often constraining, we will utilize a broad 
conceptualization of a service. In general, if something provides value, 
and is almost or immediately usable—without modification and without 
understanding exactly how it functions—it is likely a service in the eyes of the 
purchaser. Services can be modified by the delivering organization and are 
frequently enhanced and upgraded at customer’s request or to match the 
benefits provided by competitors. Such changes may not be particularly 
important to the acquirer unless they cause an organization to change 
its operation, pay more, or remove something the client deems to be of 
significance or value.

Using our loose, but applied, definition as a huge net, one may characterize 
many businesses and organizations as service businesses. For example—
generally accepted services organizations include those in the financial, 
medical, education, government services, utilities, and many other industries.

As an example, consider the recent development of the Healthcare 
Market Place. Many will agree that it meets the conditions established 
as being those of a service. It offers itself as a resource where you can 
learn about your health coverage options, compare health insurance plans 
based on costs, benefits, and other important features, choose a plan, and 
enroll in coverage. The marketplace establishes conditions for its service 
in that it delivers information on programs to low and moderate income 
individuals who may not have the “resources to pay for coverage.”

The service provided through this market place includes information 
that describes how users may save on the monthly premiums, save out-of-
pocket costs of insurance coverage (available through the Marketplace), 
Medicaid information, and Children’s Health Insurance Program (CHIP) 
data. The service is conditional and rules-based in that it may be managed 
by a state or by the Centers for Medicare and Medicaid Services (CMMS), 
which is a part of the Department of Health and Human Services (HHS). 
Potential users may access HealthCare.gov, or if one lives in a state with 
its own exchange, one can be guided to their state’s marketplace site. 
Conditions for the use of data are described, and conditions applying to the 
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state sites are located on state exchanges. Finally, this service describes the 
use of information, sharing of data, questions, and user data that must be 
provided to obtain the service, requirements for identifying social security 
numbers (SSNs), rules about citizenship, outcome questions about end 
result determinations, and privacy rules (https://www.healthcare.gov/
how-we-use-your-data/).

A second example in the financial services arena will illustrate the 
breadth and depth of the processes and business rules that govern the 
services provided in service industries and organizations. Financial services 
are products that deliver process management solutions that are both end 
results and stepping stones to process reengineering and technological 
change. Often the services may result in reduced cost and enhanced 
operational performance for the customers of the service organizations. 
The services will implement portions of the business models of many 
organizations to control costs and support growth. The huge number and 
character of the available financial services includes processes specific to: 
leasing and lending, maintenance for client accounts and transactions, asset 
management, asset tracking and assessments, delinquency tracking, deal 
conversions, backroom operations, outsourcing, customer remediation, 
revenue accounting and profitability assessment, security originations 
and settlements, transfers, reconciliation, mortgage origination, sales, 
underwriting, closing and funding, post close and quality control, cus-
tomer collections, card services, payments, lending, deposits, account 
maintenance, setup, marketing as well as social media, risk and fraud, 
and accounting analytics. The concept of Big Data in the finance arena 
can become very complex when the transactions are enumerated with 
such a laundry list.

Service Systems

A service system is a complex system in which specific arrangements of 
people and technologies take actions that provide value for others. Service 
delivery is the set of mechanisms, including manual, semi-automated, 
and automated systems of hardware, software, and communications that 
convey a service from one entity to another. A service-oriented architecture 
(SOA) is a foundation for a service delivery system.
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A service system is a human-made system that provides value in 
provider–customer interactions. Providers and customers may be humans 
or computers, or both as in semi-automatic systems. The advent of 
online systems meant that humans do not necessarily need to be “in 
the loop”; hence, the concept of service delivery as the exchange of 
electronic information between two computer systems, for example, in a 
business-to-business (B2B) service system.

Service Delivery

Understanding the growing role of Big Data in service delivery requires 
that one appreciate the scope, value, and importance of service processes, 
and how Big Data has impacted many services. We will illustrate the 
growing importance of the role of processes and their growing impact in 
the service industry in this section.

Managers and executive reading this text may come from many 
different service industries each with a growing impact of processes that 
are important for the provided services. Each industry, business, and 
organization will have its own vision and firm understanding of what 
comprises the business model, processes, operations and services, and the 
outcomes or customer benefits, either objective and perceived, of what is 
provided to clients.

Key processing issues may be predetermined by the business operation 
plan of the organization. The organization generally has as its business 
objective to provide a clear set of services for each customer. Note that 
services may provide intangible results, such as information or electronic 
tickets, or tangible results, such as a package showing up on your doorstep. 
The proposed benefit may be more or less clear—and may need to be 
specified in greater detail as a component of any service transaction with 
the client. A customer benefiting from the service will have an expectation 
of what is to be received or gained from a service and the conditions that 
may be necessary for the benefit to be received.

Thus, the entire service can be viewed as a process, with one who 
purchases a service having a clear understanding of what is being gained, 
what a service accomplishes, and conversely what is not intended to be 
a result. The conditions may be explicit—in that limits, costs, dates, 
durations, guidance for the purchase, support and even limits on the 
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acquiring client may be explicitly stated. All may be determined by 
contracts, either explicitly stated or implied. The implications from all 
of this task specificity are clear. The service organization will be following 
processes and procedures governed by business rules that ensure the 
delivery of the service if the processes and conditions are correctly 
followed, for example, on the business side, the actions required to provide 
the service to the user are well understood and correctly, consistently, and 
completely implemented.

A key idea in service delivery is that services are produced and 
consumed at the same time. Thus, the customer receives the ticket or 
some notification of it at the same time that money is provided to pay 
for it. What is produced and consumed here is the transaction that affects 
the exchange. However, some services may be delayed in consumption 
as, for example, in parcel transportation and delivery where the customer 
provides the package and the funding, but it is some time later when the 
package is delivered to its destination thus completing the service.

The goal of service delivery is to provide value, which means the 
exchange of information and, sometimes, objects must be mutually 
beneficial to both or all parties to the set of interactions. In a service-
oriented environment, the critical elements are: (1) service delivery to 
the focal point of customer interaction, (2) understanding the needs and 
requirements of the (possibly diverse) customer base, and (3) ensuring 
the privacy and security of customer interactions—whether human-to-
business or business-to-business interactions.

Service science is the application of scientific understanding to 
advance our ability to design, improve, and scale service systems for business 
and societal purposes (Maglio and Spohrer 2008). Service systems are 
inherently dynamic, complex, and continually changing in modern 
society. Thus, there is no single type of service system, but many types, 
and more to emerge in the next several years as innovation in interactive, 
always on technology advances and drives the evolution of service.

A Service Delivery Model

While there are a multitude of service delivery approaches, we broadly 
define SDM as a set of principles, policies, and processes used to guide the 
design, development, operation, and retirement of services delivered by 
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a service provider with a view to offering a consistent service experience 
to a specific user community. Services are both inward- and outward-
facing. Inward-facing services include support services and operations 
management services. Outward-facing services to the customer base 
include a variety of product, management, analytics, and professional 
services.

Figure 2.1 outlines a simplified SDM that we use to represent basic 
service delivery components. Many implemented SDMs can become 
complex and their description is beyond the scope of this book.

Business customers are individuals and the communities and markets 
they reside in provide the services for them to interact. Depending on the 
number and makeup of customer groups, a service-based organization may 
segment them. Customers interact with a service interface, exchanging 
information, perhaps in multiple exchanges (such as in transaction pro-
cessing where one moves through multiple web pages). Each interaction 
may activate one or more process steps to process the information and 
perform actions to satisfy the service. Ultimately, the service produces an 
outcome, such as an electronic ticket or bill of lading or shipping receipt, 
which is returned to the customer.

Service management ensures that the organization is offering the 
right services at the right quality and price levels within its market. 
Typically, the services are described and managed in a service portfolio 
or catalog. The service management component is responsible for the life 

Figure 2.1  Simplified SDM
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cycle management of services and their financial viability. Service level 
agreements (SLAs) can be used to guarantee performance-based service 
levels to the business customer.

Coupling Big Data to Service Delivery

Big Data has the potential to improve service delivery in a wide variety of 
ways. For example, Big Data customer and market analytics can be used 
to identify customers for new or existing services based on current buying 
patterns, geography, income status, and so on.

More and more organizations are concerned about how their services 
are being characterized in social media, such as the level of customer 
satisfaction. Social media review sites can be harvested and analyzed to 
determine how customers view the current service levels (e.g., excellent, 
good, fair, poor). Organizations utilize Big Data social media analytics 
to capture unstructured comments on blogs, review sites, media articles, 
and so on. They can perform reputational analysis on the data so the 
service provider better understands how the quality of their services is 
perceived by their customers and utilize that information to improve 
service delivery. Some examples include:

•	 For organizations, such as telecom companies, the levels of 
network availability and bandwidth can be tracked real time 
via Big Data.

•	 For package delivery, taxi, and other transportation-intense 
services, providers can utilize dynamic transportation and 
geolocation data to perform real-time tracking and issue 
alerts on current vehicle location, time to next appoint-
ment, current traffic patterns, and so on, helping to ensure 
performance-based SLAs.

Supporting Service Delivery with Big Data

As increasing amounts of data are generated and “almost unlimited” 
storage and computing capabilities become available (e.g., Clouds, 
HPC Clusters), Big Data has become the next major frontier in IT 
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innovation. It offers unprecedented opportunities for discovering 
hidden intelligence and game-changing insights in business and other 
domains. Large search companies, such as Yahoo and Google, using 
data collected to support their users, but also collecting data from their 
users, have been able to provide deeper and better business insights 
than were previously available. The potential for generating new 
business value has led industry, academia, government, and commercial 
organizations to invest in Big Data analytics (BDA) in order to seek 
new business opportunities and to deliver new levels of service to their 
customers and clients.

An analytic is a process or procedure for finding some meaningful 
patterns in data. Business analytics is a set of methods or procedures 
for analyzing an organization’s data to elicit information that can help 
the organization improve its business operations. Today, business ana-
lytics are largely statistically based processes applied to data to drive  
decision making. Business intelligence is a suite of tools and techniques for 
transforming raw data into meaningful and useful information to support 
business operations. Among the tools and techniques in this suite are 
reporting, data mining, text mining, and predictive analytics.

There are several categories of analytics. The current application 
focus is on descriptive and predictive analytics, with visual analyt-
ics receiving significant attention for their support to decision making 
through graphic presentations of data and results. Descriptive analytics 
looks at data and analyzes past events for insight as to how to approach 
the future. Diagnostic analytics, a subset of descriptive analytics, uses data 
to determine why something happened, for example, equipment failure, 
market downturns, and so on. Predictive analytics uses data to determine 
the probable future outcome of an event or a likelihood of a specific situ-
ation occurring. Prescriptive analytics goes beyond predicting future out-
comes by also suggesting actions to benefit from the predictions and how 
to avoid bad situations and showing the decision maker the implications 
of each decision option. Decisive analytics goes beyond prescriptive ana-
lytics to operationally specify how to accomplish a goal or objective in 
some detail (akin to tactical and operational planning). Visual analytics 
has emerged from scientific visualization to focus on analytical reasoning 
facilitated by interactive visual interfaces.
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Organizations have been using analytics to assess performance and 
facilitate decision making since the first organizations were formed. Up 
until the beginning of the electronic calculator age, circa the 1900s, 
most analytic systems were manual, for example, human computers. 
Analytics received a strong boost from Frederick Taylor and Edward 
Deming, among others, in the early years of the 20th century. Another 
strong proponent was Robert McNamara, first at Ford Motor Company, 
then at the Department of Defense. The advent of electronic computers, 
programming systems, and other tools moved analytics into the software 
arena.

Big Data in a vacuum cannot ensure that any services will change 
or that there will be service delivery improvements. Big Data must be 
analyzed within the context of a business, scientific, or other type of 
system. The role of analytics is to transform, process, and display Big Data 
and the results from its analysis to users to enable them to solve specific 
and particular problems.

Data-Driven Companies

International Data Corporation (IDC) suggests that companies that 
embrace Big Data are on track to be successful in this evolving era of Big 
Data. Some examples of analytics are provided below.

Under Armour, a company based in Baltimore, MD, is a successful 
sportswear manufacturer that continually seeks innovative changes to 
sportswear. For the NFL, they embedded sensors in the shorts worn by 
NFL candidates at their tryouts to help evaluate the parameters of the 
play. John Deere and Co., famed for its farm equipment among other 
machines, changed to an agile model of software development. It can now 
deploy new software on a monthly basis directly to tractors every month 
or so that helps them drive straight across plowed fields.

The Harvard Business Review (McAfee and Brynjolfsson 2012) noted 
that companies using data-driven decision-making are 5 percent more 
productive and 6 percent more profitable than their competitors. IDC 
noted that data-driven companies that use diverse data sources and 
diverse analytic methods are five times more likely to succeed in their 
projects than competitors that do not.
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Retail Analytics

Walmart typically handles more than 1 million customer transactions 
every hour (2.5 petabytes of data) and utilizes analytics in most aspects of 
the sales and inventory processes.

However, analytics are not new for retailers, as they have been doing 
analysis of point of sale transactions and other business data for years. 
The first barcode data appeared in the 1970s. It was placed on a pack 
of Wrigley’s Chewing Gum scanned via Universal Product Code (UPC) 
in the Marsh Supermarket, in Troy, OH, in 1974. It became the basis 
for tracking merchandise sales in supermarkets, which operated at a slim 
profit margin, and then expanded to many other stores. Today, UPC data 
is widely used and allows major retailers to track purchases by customers 
and predict their purchasing behavior.

Radio-frequency identification devices (RFIDs) are becoming ubiq-
uitous and offer the ability to dynamically track items as they move. 
Similarly, with cellphones and Wi-Fi many companies can now detect 
cellphones within close proximity to a store, office, or other facility and, 
knowing something about the owner, transmit targeted advertising to the 
cellphone.

Examples of retail BDA include:

•	 Customer analytics
•	 Merchandising analytics
•	 Store operations
•	 Marketing analytics
•	 Return, fraud, and loss prevention analytics

Health Care

Health systems, hospitals, Accountable Care Organizations (ACOs), 
and physicians are becoming increasingly concerned about how the 
quality of service they provide to their patients is perceived in the mar-
ketplace. An industry shift toward transparency and consumerism is 
giving patients-as-consumers access to an unprecedented and growing 
number of health care data sources to search for and evaluate health care 
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providers, while the proliferation of social media is changing industry 
dynamics. As patients-as-consumers flock to online media outlets such as 
rating/review sites and social media channels to share their patient expe-
rience, health care providers are now looking for better ways to monitor 
and analyze this feedback as value-driven government and commercial 
payers tie reimbursements to quality assessments in which patient sat-
isfaction data is a factor. Consequently, pay-for-performance is driving 
demand from health care organizations for more data, better collection 
methods, standardized metrics, and more robust analytics applications to 
better understand patient satisfaction to improve their quality of service.

Binary FountainTM, a McLean, VA, company, is a provider of patient 
feedback management solutions uniquely designed for health care in 
a single cloud-based platform. Their proprietary healthcare-centric 
natural language processing engine mines patient feedback and com-
mentary harvested from a growing number of public sources, then 
analyzes and benchmarks patient sentiment tied to 37 operational per-
formance categories. This holistic approach to patient feedback manage-
ment empowers operations, patient experience teams, marketing and 
advertising executives with insights that drive improvements to opera-
tional decision-making—resulting in reduced costs, strengthened brand 
positioning, higher revenues, better patient engagement, and quality of 
services.

Fraud Detection

FICO Falcon, a credit card fraud detection system, protects 2.1 billion 
active accounts worldwide. It is a BDA tool for the early detection of 
fraudulent activity on credit and debit cards. This system predicts the 
probability of fraud on an account by comparing current transactions 
(e.g., normal cardholder activity) to current fraud trends.

It utilizes real-time, transaction-based scoring with neural network 
models, and provides real-time decision making on suspected fraudulent 
transactions. It has adaptive models that can adjust to changing patterns 
in attempted fraud. The result is more secure and less costly credit card 
services to consumers, credit card providers, and the merchants that 
accept the cards.
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Mass Transit

Bridj, a transit startup, has introduced a pop-up bus transportation system 
in Boston that adapts in real-time to ridership needs. It uses a network 
of express shuttles that offer efficient and flexible trips that are dynamic 
scheduled based on predictions of changing user transport. The system 
analyzes “between two and three billion data points to understand how 
Boston moves, from over 19 different data streams,” including municipal 
data, census data, and social media data. It then targets neighborhoods it 
considers commuter pain points.

The system has cut some commute times in half by strategically 
offering bus service and routing in the city. For example, a ride from 
Coolidge Corner to Kendall Square, which would likely take 42 to 
55 minutes on the Massachusetts Bay Transportation Authority, has taken 
15 to 18 minutes on his company’s buses. Bridj plans to set up pilot 
programs around the United States in the near future.



CHAPTER 3

Analyzing Big Data for 
Successful Results

Some companies have built their very businesses on their ability to 
collect, analyze and act on data.

—Competing on Analytics by Tom Davenport

Brad Peters (2014) has noted that the bloom of Big Data may be fading. 
Where it used to be all about the data, users and decision makers have 
realized that Big Data cannot deliver much value on its own. Now, the 
focus is on how to unlock value in the Big Data—it is all about the 
analytics.

Big Data without analysis yields no actionable information and intel-
ligence that can be used to make decisions. Analytics seeks to discover 
patterns, tools, and techniques for uncovering useful insights into and 
extract meaning from high volume data streams and large datasets, pro-
ducing as results valuable data products. Analytical software and service 
products for analyzing data abound. The results are typically presented 
in the form of derivative datasets and interactive graphical user interface 
displays, such as dashboards.

Numerous analytics have been applied to problems in business and the 
physical and social sciences. Up until 30 years ago, simple business mod-
els often sufficed for international business operational decision-making. 
The advent of globalization, brought on partly due to advances in digital 
technology, massive amounts of information available at our fingertips, 
coupled with a rapidly changing, even chaotic, international political 
environment, have up-ended these models. Globalization has increased 
the diversity and uncertainty in outcomes when complex systems such 
as financial flows and markets, regional economies and political systems, 
and transnational threats involving multiple actors are in constant flux. 
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These latter problems are often not quantitative, but qualitative, as the 
data to be processed is symbolic, textual, audio, imagery, and video.

Organizations have high expectations for Big Data. A Harvard Busi-
ness Review study found that 85 percent of organizations reported that 
they have Big Data initiatives planned or in progress, with 70 percent of 
these initiatives being enterprise-driven. Eighty-five percent of the initia-
tives are sponsored by a C-level executive or the head of a line of business, 
the majority believe that initiatives will cross multiple lines of business or 
functions and the organizations expected an impact across multiple lines 
of business (Barth and Bean 2012).

However, the same survey found a significant capabilities gap, as 
the organizations perceived that they currently have limited abilities to 
address these expectations. Specifically, only 15 percent of respondents 
ranked their access to data today as adequate or world-class and only 
21 percent of respondents ranked their analytic capabilities as adequate or 
world-class. Finally, only 17 percent of respondents ranked their ability to 
use data and analytics to transform their business as more than adequate 
or world-class (Barth and Bean 2012).

It is important to note that the word “analytics” is often misinter-
preted. Analytics expertise is often confused with the ability to use tools 
like Tableau, Excel, or other business intelligence (BI) tools. Others think 
of analytics as simply doing quantitative analysis. But these are just parts 
of the whole. Analytics has a full life cycle, which begins by formulating 
an analytics question or problem that can be answered or resolved with 
data.

These analytics questions are generally not easy to answer and require 
some knowledge of the domain in which the analysis is taking place. For 
example, to answer a marketing question the analyst needs to have some 
knowledge and experience with marketing. That is, analytics does not 
happen in the vacuum. The analyst then needs to embark in a data quest 
to identify and gather all the necessary data to answer the question and 
then select the most appropriate modeling approach or combination of 
models most suitable to the task. Analysis and reporting of results comes 
at the very end of the cycle.

Figuring out an analytic approach to answer a question is not easy 
and this is where the analytics professional shines. Once an approach to 
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answering the question has been identified, the analysis can then be auto-
mated with tools and this is the realm of “business intelligence.”

As discussed earlier, in this book, Big Data has the potential to pro-
vide significant benefits to an organization, including, but not limited to:

•	 Creating visibility into operations and processes
•	 Enabling experimentation to discover needs
•	 Improving organizational performance
•	 Deeper insight into organizational processes due to greater 

granularity
•	 Population segmentation for targeted marketing actions
•	 Create new business models, innovative processes and 

products, and services

Big Data can improve decision-making because (1) there is more data 
to analyze and (2) better data management and analysis environments 
are becoming available all the time. The difference between the informa-
tion that managers view as important and necessary for decision making 
and the information that their organizations can provide to them can 
have a significant impact on decision making. The gap on information 
about customer needs and preferences is estimated to average 80 percent 
(Pricewaterhouse Coopers 2009).

Big Data Analytics

Organizations will find there is little value in just storing large amounts 
of data. True business value is created only when the data is captured, 
analyzed, and understood: relationships, trends, and patterns discov-
ered that result in insights that produce better decision-making and 
problem-solving. Big Data analytic applications need to be proactive, 
predictive, and have forecasting capabilities.

Currently the use of analytics as a competitive differentiator in 
selected industries is exploding. Disciplines such as marketing, sales, 
human resources, IT management, and finance are continuing to be 
transformed by the use of Big Data and analytics. Brynjolfsson (2010) 
studied 179 large companies and found that those adopting “data-driven 
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decision making” achieved productivity gains that were 5 to 6 percent 
higher than companies that did not have such decision-making processes.

Before we start we need to address some of the confusions one hears 
about, especially with respect to terminology about different Big Data 
related disciplines associated with analytics. Moreover, analytics can have 
a different scope or meaning depending on an individual’s background. 
For example, is traditional data mining or BI a form of analytics? What is 
data science? And how is it different from analytics?

Let us start with the a standard definition of BI: “Business Intelligence 
refers to the technologies, applications, and processes for gathering, stor-
ing, accessing, and analyzing data to help its users make better decisions” 
(Wixom and Watson 2010).

Next is data mining, which has traditionally been thought of as the 
computational process of discovering trends in data. It incorporates 
machine learning, statistics, and database systems. It is about extracting 
patterns and knowledge and identifying previously unknown relation-
ships in the data. (e.g., using cluster analysis for anomaly detections). It 
is good for hypotheses development. Some view data mining as the data 
exploration work done to identify interesting hypotheses and analytics as 
the evaluation of those hypotheses.

You will also hear the term “Data Science” when Big Data is discussed. 
Data science “is a set of fundamental principles that guide the extraction 
of knowledge from data” (Provost and Fawcett 2013). A “data scientist” 
generally has deep knowledge of data mining analytics, a comprehensive 
view of the data, the discipline in which analysis is conducted (marketing, 
health care, social media, etc.), and the underlying core disciplines (e.g., 
statistics, mathematics, database, etc.).

Industry leaders in online education have argued that there is no con-
sensus about what these terms mean, at least in the educational market. 
As a McKinsey Global Institute study noted (Manyika et al. 2011), the 
United States faces a talent shortage of 140,000 to 190,000 professionals 
with deep analytical skills, and about 1.5 million managers and decision 
makers with analytics skills. The online education market views these 
deep analytical professionals as “data scientists” who have a well-rounded 
education in data-related disciplines and often hold PhD degrees in 
mathematics, statistics, management sciences, or other quantitative fields.
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“Analytics” professionals are viewed as those who also have deep quan-
titative backgrounds, but perhaps one step below the data scientist in terms 
of mathematical and data sophistication. “Business analytics professionals” 
appears to be the term of choice for the professionals required to make up 
the 1.5 million shortage described previously. These are either managers 
with deep expertise in the business domain of analysis (e.g., marketing, 
cyber security, public policy, etc.) who are trained in core analytics meth-
ods or savvy consumers of analytics reports produced by data scientists, 
but who can complement the reports with further analysis of their own.

Rather than trying to parse these different definitions, we adopt a 
definition of Big Data analytics as focusing on helping managers gain 
improved insight about their business operations and make better, fact-
based decisions.

The Institute for Operations Research and Management Sciences 
(INFORMS), the leading professional and academic organization in the 
analytics community, defines Big Data analytics as “the scientific pro-
cess of transforming data into insight for making better decisions”—see 
https://www.informs.org/About-INFORMS/What-is-Analytics. We will 
stick with that definition in this booklet.

Big Data analytics can be further be broken down as the use of:

•	 Large amounts of both structured and unstructured data, 
either at rest or in a streaming state

•	 The use of advanced information technology to support the 
analysis and modeling of data

•	 Statistical methods to provide rigor to the analysis
•	 Visual analysis to help discover patterns and trends in the data 

and present the results to key decision makers
•	 Other quantitative and qualitative methods, and mathematical 

or computer-based models

Following the infamous 3 Vs of Big Data, Big Data analytics (BDA) 
can also be viewed as doing analytics with large “volumes” of data, 
available in a “variety” of types and formats (e.g., structured, unstruc-
tured, multi-media, visual, etc.), possessing various degrees of “veloc-
ity” (e.g.,  speed at which the data becomes available, how fast it loses 
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relevance, how quickly it changes values, etc.). We have added two Vs 
for Big Data: “veracity”—the accuracy and precision of data (e.g., how 
reliable is the data and the decisions or conclusions derived from it)—and 
“value”—the benefit it has to the organization’s business operations.

Another way to distinguish BDA from plain analytics is the envi-
ronment in which the analysis is conducted. One can do standard 
analytics work with Big Data by downloading the necessary data from 
large data warehouses and applying conventional analytics methods and 
tools. But this is not necessarily viewed as BDA. BDA is the practice of 
conducting analytics directly in the Big Data environments. This often 
requires programming skills, such as Java, Python, or R, and technolo-
gies like “in-memory” analytics, which are rapidly becoming mainstream. 
However, in some cases, when working with Big Data, analytics is not 
conducted directly on the Big Data per se. Instead, the necessary data is 
extracted from traditional and nontraditional sources into a structured 
data warehouse or database for further manipulation and analysis.

Examples of Big data analytics that can be applied in business orga-
nizations include:

•	 Management of customer relationships (free Wi-Fi)
•	 Financial and marketing activities (credit card drop)
•	 Supply chain management (find bottlenecks)
•	 Human resource planning (Hewlett Packard’s flight risk score 

of its more than 300,000 employees)
•	 Pricing decisions (best price for a new product—Starbucks 

based on analysis of Tweets)
•	 Sport team game strategies (Moneyball)

However, Big Data is about more than just business analytics. For 
example, Big Data can transform:

•	 Medicine, including but not limited to processing 3-D 
hyperspectral high resolution images for diagnostics, genomic 
research, proteomics, and so on

•	 Demographic analysis
•	 Geointelligence: spatial analysis
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The term advanced analytics is utilized frequently in analytic circles. 
Advanced analytics uses both quantitative and qualitative methods, such as 
data mining, predictive analytics, and simulation and optimization tech-
niques, to produce insights and information that traditional approaches 
cannot discover. Our view is that advanced analytics goes beyond merely 
statistical mechanisms to a variety of other analytical methods which, 
combined in various ways, can offer considerable analytical power and 
insight into large sets of data. Appendix A lists our taxonomy of analytics 
classes (Kaisler et al. 2014). A few of the examples of the application of 
advanced analytics to Big Data are included in Table 3.1.

Big Data Analytics Initiatives Need a Process

When approaching a BDA initiative, successful outcomes are more likely 
if a process or analytics life cycle is followed. While activities will vary 
based on the type of problem you are trying to solve, the nature of the 
solve and the nature of the data, they can be conducted in both agile or 
traditional environments, key activities include those that follow and are 
also presented in Figure 3.1.

The Analytics Cycle

The analytics life cycle has many steps, which may vary depending on the 
problem at hand, but it typically involves five distinct steps or phases, 
depicted in Figure 3.1: (1) problem definition, (2) data work, (3) modeling 

Table 3.1  Examples of advanced analytics

Big Data 
production

Big Data 
exploration

Traditional data 
production

Traditional data 
exploration

Predictive 
maintenance

Text analytics Credit risk Customer buying 
patterns

Real-time fraud 
detection

Image 
recognition

Telecomm customer 
churn 

Determine drivers of 
part failure

Predictive policing Internet of 
Things

Product 
recommendations

Exploring anomalies, 
for example, new 
types of fraud

Marketing response 
propensity

Customer 
segmentation
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decisions, (4) analysis, and (5) reporting. What is very telling about these 
five steps is that the actual analysis is only a small part of the full analytics 
cycle, and a lot of time needs to be devoted to analyzing the problem, 
preparing the data, and strategizing about the analytical approach to be 
used. We now discuss each of these steps in more detail.

Step 1—Problem Definition

What problem are you trying to solve? First, you need to formulate a busi-
ness or domain question or problem that you wish to address. This will pro-
vide needed direction to efforts to select data and analytics. What level of 
problem are you focusing on: operational, tactical, or strategic? Managers 
have different perspectives on analytics that depend on their business oper-
ations responsibilities and level of decision making within an organization. 
Table 3.2 presents a brief description of these “Levels” of analytic initia-
tives, which focus on the type of decision making within an organization.

One important aspect of the problem definition has to do with func-
tional domain knowledge. Before we can frame and articulate an analytics 
question, the analyst needs to understand the functional domain of anal-
ysis. For example, it would be very difficult to build a predictive model 

Figure 3.1  Key analytic lifecycle activities

Step 1 – Problem Definition: Formulate analytics question

Step 2 – Data Work: Identify, gather, and prepare the data
Data identification, collection, cleansing, formatting, pre-processing, and so on

Step 4 – Analysis: Apply the models to the data:
explanation versus prediction; variance versus bias; parsimony versus
over-identification; accuracy testing

Step 5 – Reporting: prepare results report, including compelling visuals

Step 3 – Model Decisions: Select the appropriate analytic methods
Descriptive – familiarize with and analyze the data to identify patterns:
unsupervised machine learning, descriptive statistics, correlation,
clustering, principal components, data mining and visual analytics
Predictive – use existing data to predict other data; develop and test
prediction hypotheses; classification (e.g., classification trees, logistic regression)
vs. value prediction (e.g., regression trees, linear regression); numeric 
(e.g., linear regression) vs. categorical (e.g., logistic regression,
classification trees) vs. visual
Prescriptive – decision models to inform on best courses of actions:
optimization; linear programming
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for stock prices without having some fundamental knowledge of finance 
and the stock market. Similarly, in order to use analytics to detect and 
prevent cyber security breaches, the analyst needs to understand the cyber 
security domain.

The analytics question to be answered needs to have a well-defined objec-
tive but should also be somewhat general at this stage. For example, how 
can the company increase its market share by 1 percent? Which price will 
maximize profits for a particular type of new coffee beverage? As explained 
later in this chapter, the analyst will have to perform some descriptive ana-
lytics and be in a better position to translate the general analytics question 
into a number of more specific and testable analytics hypotheses.

Step 2—Data Work

This step involves the identification, gathering, cleansing, and preparing 
necessary data available to answer the question or problem. This can be 
the most time-consuming step in the entire analytics process. Analysts 
often spend 70 to 80 percent of their effort in this activity. As we have 
mentioned in earlier chapters, data can take many forms:

•	 Structured data “legacy”
•	 Unstructured data
•	 The “deep” web

Table 3.2  Business-focused analytics levels

Class Description
Operational Analytics that support day-to-day business operations, including 

monitoring and event data analytics leading to “here and now” 
metrics and near-term decision making. For example, dynamic product 
pricing based on customer purchasing patterns (Clifford 2012).

Tactical Analytics focused on mid-term decision making and dealing with 
tactical problems, including simple predictive models based on 
historical data. For example, target’s use of purchasing patterns to 
predict pregnancy in a teenage girl (Hill 2012).

Strategic Analytics for long-term decisions, focused on organizational stability 
and directional decision making, including predictive, prescriptive, 
and comparative analytics.
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•	 Data that is hidden in the enterprise
•	 Sensory data
•	 Analog devices turned digital

All data and analytics projects should begin with: What do you want to 
accomplish with your data? To organize and manage data, we must under-
stand our data. When considering Big Data, we often only consider scale, 
for example, how much data do we have, the ability to acquire, store, and 
preserve data for future analysis. However, the complexity of data is often 
a large challenge as well: factors such as the complexity of semantics and 
the richness of data, the complex relationships among data elements and 
structures. Context and data reliability is normally required to understand 
the data and to establish accuracy, future usability, and so on.

A key question to answer is: What will yield more accurate results, 
sophisticated and complex models with poor quality data or simple mod-
els with high quality data? Naturally, this is a balancing act. But, the point 
most experts agree on is that nothing beats high-quality data. Bad data 
will only lead to poor predictions and no model sophistication will be 
able to correct for bad data. Complex models are very difficult to under-
stand, tune, and update. Simpler, parsimonious models have the added 
advantage that they can provide more intuitive explanations of the rela-
tionships and patterns in the data, which are easier to explain and justify 
to a management audience. Regardless, analysts need to spend a high 
proportion of the analytic life cycle time working with the data.

Whether data is maintained internally or gathered externally, there 
are two important processes that will follow: data cleansing and data pre-
processing. Data cleansing has to do with making corrections for things 
like incorrect data, inconsistent data, redundancies, outliers, and missing 
data among many other things.

Pre-processing has to do with the fact that raw data is rarely in the 
form needed for analytics. For example, often the necessary data is in 
multiple tables, in which case the analyst may have to join multiple data 
tables or link data elements as needed. Another type of pre-processing has 
to do with unstructured, text, and categorical data. Unstructured and text 
data are often pre-processed to construct structural variables for analysis. 
For example, if you are building a model to predict which e-mail messages 
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are spam, the use of excessive capitalization is considered to be a good 
predictor. If you agree, then you could pre-process e-mail text to count 
the number of capitalized letters in the message.

With categorical data, the problem is that this type of data is not 
quantitative and therefore cannot be used as is with most statistical meth-
ods. But categorical data can often be converted into numerical data (e.g., 
male = 0, female = 1; urban = 0, suburban = 1, rural = 2). Pre-processing 
is often needed too when the evaluation of the model shows problems 
with the data. For example, if the predictor variable data is skewed, you 
may not be able to use most traditional models like ordinary least squares 
regression, which requires that the predictor variable be normally dis-
tributed. However, skewed data can often be corrected by taking the log 
of the data. Other pre-processing transformations often used include: 
squared terms (x2), inversed variable (1/x), interaction terms (x1 * x2), and 
rank transformations (i.e., use the rank of the data rather than the data 
itself, which provides a more uniform distribution), among others.

Step 3—Modeling Decisions

In this step, modeling is performed to understand and explore the data as 
well as to then predict and prescribe outcomes based on the data. There 
are multiple approaches on how to model decisions, these include the 
following:

•	 Analysis types: descriptive, predictive, or prescriptive
•	 Modeling type: numerical associations or categorical
•	 Analysis approach: structured, unstructured, visual, or mixed
•	 Statistical learning type: unsupervised or supervised learning

Analysis Types

When modeling a decision via analytics, one typically has to answer three 
basic questions: What has happened? What is likely to happen? What 
can we do when it happens? To answer these questions, one uses several 
categories of analytical types of approaches, and these include descriptive, 
predictive, and prescriptive analytics to quantitatively and qualitatively 
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model the data. Descriptive or visual models are used to cognitively 
improve the results of the models. Use these modeling approaches as 
appropriate for the specific business problem that is being solved. These 
types are discussed in Table 3.3.

Descriptive Analytics.  Descriptive analytics allows you to consolidate 
Big Data into smaller, more useful subsets of information. Big Data  
is not suitable for human understanding, but the information we derive 
from the data is.

Descriptive analytics’ real power is that it allows you to familiarize 
yourself with the data (utilize descriptive statistics, correlations, factor 
analysis, cluster analysis, etc. to better understand the date), as well as 

Table 3.3  Analytic modeling categories

Type Description
Descriptive Descriptive: getting meaning from the data—for example, BlueFin 

Technologies: did viewers liked a particular TV show last night, based 
on Tweets?

A set of techniques for reviewing and examining the data set(s) to 
understand the data, determine what has happened, and find the 
patterns: How many, when, where? Often uses data mining and 
clustering techniques.

Predictive Predictive: using some variables in the data to predict the outcome of 
others—for example, Target—which product purchases are the best 
predictors that the customer is expecting a baby?

A set of techniques that analyze current and historical data to 
determine what is most likely to happen or not. What could happen 
next if …? What actions are needed? Often uses regression methods, 
time series models, and statistical machine learning techniques.

Prescriptive Prescriptive: using the data to recommend what to do to achieve 
outcomes—for example, Starbucks—what is the optimal price of a 
new coffee brand to maximize sales?

A set of techniques for developing and analyzing alternatives 
computationally, which can become courses of action—either tactical 
or strategic. What are the possible outcomes? How can we achieve 
the best outcome? What if we do …? Often uses operations research 
methods, decision modeling, symbolic machine learning, simulation, 
and system dynamics.
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starting to generate possible hypotheses (via data mining, patterns, trends, 
etc.). Any analytic method aimed at understanding the data or evaluating 
possible associations, classifications, or relationships falls in the category 
of descriptive analytics.

While data mining is not used exclusively for descriptive analytics, 
it is often used to uncover previously unidentified relationships in the 
data. There are many descriptive analytics methods and describing all of 
them is way beyond the scope of this booklet, but some examples include: 
descriptive statistics—which provides various statistical parameters for the 
data (e.g., mean, minimum, maximum, standard deviation)—frequency 
distributions, correlation analysis, factor analysis (through principal com-
ponents), cluster analysis, and classification trees.

Predictive Analytics.  Predictive analytics is by far the most popular 
type because the very reason why we embark on an analytics project is 
usually to be able to anticipate outcomes. Basically, you take data that 
you have to predict data you do not have. However, descriptive analytics 
should often precede predictive analytics because it is important that 
the analysts get immersed in the data to develop familiarity and identify 
trends and associations in the data that were previously unknown. 
Descriptive analytics should help the analyst translate the general 
analytics question(s) for the problem at hand into more specific testable 
hypotheses that can be evaluated with predictive models.

One analytics question may result in several testable hypotheses. 
For example, an analytics question like “what are the best predictors of 
stock price?” may lead into various analytic hypotheses, such as: a stock’s 
price-earnings ratio today will have a positive effect on the stock’s price 
one year from now; the company size is a predictor of stock price stabil-
ity; the number of years in business is a predictor of stock price stability; 
technology stocks are generally overpriced; and so on. Each one of these 
hypotheses can be tested with a specific predictive model.

Most literature on predictive analytics emphasizes predictive accuracy. 
However, predictive accuracy needs to be well understood. For example, 
certain methods like classification trees can achieve 100 percent predictive 
accuracy through over-identification. The reason for this is that accuracy 
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is often tested with the existing data. Data sets are often partitioned into 
a training set (i.e., the portion of the data used to build the model) and 
a testing set (i.e., the remaining data used to test the accuracy of the 
model). There are many different methods to partition the data into 
training and testing sets, and evaluate the model accuracy. For example, 
you could partition the data randomly using an arbitrary threshold (e.g., 
80 percent training set, 20 percent testing set). Another method could 
be to construct multiple training/testing sets to evaluate the predictive 
accuracy with multiple partitions. Yet another one could just “leave one 
observation out” and train the model with the rest of the data, and then 
test the model with the one observation left out, and then repeat this 
process multiple times. And yet another approach is to conduct Monte 
Carlo experiments to analyze the dispersion of data values and their effect 
upon results.

Complex and sophisticated models can be developed such that the 
predictive model touches every data point in the sample and, therefore, 
any accuracy testing will yield 100 percent accuracy. These models are 
said to be over-identified. But this makes the model exceedingly compli-
cated, making it very difficult to use it to explain relationships in the data. 
But more importantly, internal accuracy is no guarantee that the model 
will provide accurate predictions with new data. Testing models with new 
data is not about predictive accuracy, but about testing the external valid-
ity of the model.

Consequently, a sound predictive model needs to balance three things: 
(1) parsimony, that is, model simplicity that can provide useful intuitive 
explanations (e.g., a 10 percent decrease in a stock’s price-earnings ratio 
leads to a 3 percent stock price increase a year later), (2) predictive accu-
racy, and (3) external validity.

At this point the analyst needs to formulate the necessary predictive 
hypotheses and formulate the appropriate predictive analytic models and 
methods. These can include multivariate regression, logistic regression, 
forecasting, nonlinear models, classification trees, neural networks, and 
so on. Predictive models generally fall under two categories: predictions 
of values (e.g., future sales) and predictions about classification (e.g., will 
a loan client default on the loan or not?). We discuss this further in the 
next section.
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However, as Michael Wu of Lithium Technologies (http://www.lith-
ium.com/) has pointed out:

The purpose of predictive analytics is NOT to tell you what will 
happen in the future. It cannot do that. In fact, no analytics can 
do that. Predictive analytics can only forecast what might happen 
in the future, because all predictive analytics are probabilistic in 
nature.

Prescriptive Analytics.  Prescriptive analytics uses optimization and 
simulation algorithms to advise on possible outcomes and answer: 
“What should we do?” Prescriptive analytics may also be used to assess 
different courses of action and their likely outcomes.

Prescriptive analytics uses a combination of modeling approaches 
such as business rules, machine learning, and computational modeling 
procedures, among others, which can be run against historical and trans-
actional data, real-time data feeds. You then identify and develop decision 
and optimization models incorporating domain knowledge to develop 
possible outcomes and rank them in some way so that the best possi-
ble outcome, given the inputs, emerges from the mix of outcomes. The 
prescriptive model can also suggest or recommend one or more possible 
courses of action, ranking them according to some set of constraints.

But one must remember what some called the MD3 rule � Models Don’t 
Make Decisions, Managers Do!!! That is, unless the prescriptive models are 
implemented in an automated application (e.g., to recommend products 
to buy based on prior purchase history), prescriptive models should be 
viewed as aids to human decision making. Humans should make their 
own decisions, aided by prescriptive models, but the prescribed decisions 
should not be followed blindly.

Modeling Types

There are several modeling types, but they can be succinctly classified 
as either numerical or categorical. Numerical models are generally based 
on correlation and associations of the various variables relevant for the 
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analysis. Numerical models for descriptive analytics include things such 
as descriptive statistics, clustering analysis, factor analysis through prin-
cipal components, correlation analysis, and analysis of frequencies and 
distributions, among others.

Numerical models for prescriptive analytics include things such as 
multiple regression analysis, regression trees, structural equation models, 
and neural networks, among others. Categorical models are generally based 
on classifications in the data. For example, students in a university data 
file may be classified as freshmen, sophomore, junior, senior, and gradu-
ate. Such categorizations do not lend themselves to quantitative analysis. 
But these categories are often transformed into numerical values or com-
parison groups where quantitative methods can be applied.

Categorical models for descriptive analytics include things such as 
analysis of variance (ANOVA) in which the means and variances of two 
or more categories are compared and chi-square tests in which category 
counts can be analyzed and compared, among others. Categorical mod-
els for predictive analytics are referred to as “classification” models, and 
they include things such as logistic regression models, in which the pre-
dicted variable is categorical (e.g., default on loan versus no default) but 
is converted into a quantitative value for analysis (e.g., no default = 0; 
default = 1); classification trees, in which the data is partitioned using pre-
dictor variables and the categories that fall in each partition are analyzed 
and further subpartitioned.

Analysis Approach

The analysis approach is based on the nature of the data being analyzed 
and it can be structured, unstructured, visual, or mixed. Structured data 
is data that can be easily organized in tables with columns, such that each 
column contains data of the same type (e.g., numerical value with 2 dec-
imal points; text with up to 16 characters; dates in dd/mm/yyyy format). 
Structured data generally contains numerical data, which can be analyzed 
with statistical methods, and categorical data, which can be classified with 
numerical values.

Unstructured data refers to data that does not have many restrictions 
in what it can contain, except for the type of data. For example, text data 
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is considered unstructured, but it is restricted to text only. Similarly, video 
data is also unstructured, but it can only contain video footage. There 
are essentially two ways to analyze unstructured data: using unstructured 
data analysis methods or developing some structured metadata from the 
unstructured data and then using structured data analysis methods.

More and more software tools and methods are being introduced to 
analyze unstructured data. For example, there is an abundance of text 
mining tools that can process millions of pages, uncovering patterns in 
the data by identifying themes. Because words can have various meanings, 
there is an abundance of synonym files customized to particular indus-
tries. Unstructured data can often be processed to give it some structure 
for analysis. For example, a data set with movies will generally have some 
metadata associated with it with information like actors, producer, direc-
tor, release year, duration, and minutes on screen for each actor, movie 
segments with timeline pointers, and so on. Similarly, text data can have 
things like word counts, frequency of usage for words, or a combination 
of words of interest.

A picture is worth 1,000 words. Visual analytics is the science of ana-
lytical reasoning facilitated by interactive visual interfaces. It is also a set 
of techniques for visualizing information to facilitate human decision-
making. The field of visual analytics is maturing rapidly with very  
sophisticated tools like Tableau and SAP’s Lumira coming to market 
all the time. For example, IBM has an advanced visualization website 
(http://www-01.ibm.com/software/analytics/many-eyes/), which pro-
vides a number of very clever web-based visualization tools for free.

Statistical Learning.  Machine learning is often thought of as 
the science of getting computers to act without being explicitly 
programmed. For example, getting an e-mail system to identify spam 
is an application of machine learning. In more simple terms, machine 
learning or statistical learning refers to the ability for computer models 
to learn patterns from the data. Models are “trained” with the data, and 
as new data comes in the models can learn the new patterns. In very 
simple terms, running a regression model and estimating coefficients 
that explain a predictor variable is a form of statistical learning. As new 
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data is collected the regression models can be re-estimated to produce 
new coefficients. In essence, every time we develop an analytic model we 
are applying machine-learning methods.

Developing coefficients that can explain relationships in the data is 
referred to as “learning.” Such learning can be of two types: unsuper-
vised and supervised. Unsupervised learning refers to machine learning 
methods in which the outcome is not known or there is no specific goal 
for this outcome. For example, when an analyst looks at sales data and 
discovers surprisingly that beer and diapers sell well together, he or she 
is employing unsupervised learning methods. Examples of unsupervised 
learning methods include things like cluster analysis, classification algo-
rithms, correlation analysis, and multidimensional scaling, and are most 
typically employed in descriptive analytics. In supervised learning the 
outcome of interest is specified and there is a specific goal for the analysis 
outcomes. For example, when an analyst is trying to predict which adver-
tising approaches lead to increased sales, he or she is employing super-
vised learning methods. Examples of supervised learning methods include 
things such as regression analysis, regression trees, classification trees, and 
neural networks and are most typically employed in predictive analytics.

Step 4—Analysis

We are often asked by non-analytical professionals to describe what ana-
lytics is. Inevitably, when we answer this question using an INFORMS 
definition—that is, to extract meaning from the data for decision  
making—most people then ask, what is new? Or they make comments 
like, “but we have been doing this for years” and they are right. The 
work analysts do in the analysis step is no different than the work that 
statisticians, data miners, and decision modelers have been doing for 
years. What distinguishes analytics from these other fields are two main 
things: (1) analytics is more than analysis and it includes all aspects of 
the life cycle described in this chapter; and (2) analytics incorporates 
a confluence of various fields that were previously viewed as different, 
including statistics, mathematical modeling, quantitative sciences, data 
mining, software programming (e.g., computational statistics), data-
base and Big Data, management sciences, and decision sciences, among 
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many others. But all activities in the life cycle have a single purpose, 
which is to support the analysis that will answer the analytics question 
at hand.

Analysis is often performed by humans executing statistical, data 
mining, or machine learning algorithms with increasingly more sophis-
ticated tools. But the analysis is sometimes automated. For example, a 
predictive model designed to catch spam e-mail is running in the back-
ground by some mail server feature, without human intervention. Or a 
company like Amazon may be running predictive models in the back-
ground to make customized purchase recommendations to customers. 
Humans intervene in these cases to tune the parameters of the models 
from time to time, but the analytics models are executed automatically 
by a software program.

One important aspect in analysis is the selection of the appropri-
ate analytic tools. Tools can be proprietary and expensive, but there are 
an increasing number of free open source software (OSS) systems. It is 
becoming difficult to select the appropriate tools because of the over-
whelming number of them in the market. We present some of the tools 
in common use today in Chapter 4.

Step 5—Reporting

This step involves writing up the results, conclusions, and recommen-
dations for the audience interested in the respective analytics question. 
Document your conclusions and recommendations, remembering to 
present these findings at a level and format that your end users will find 
understandable. It is important to note that analytics is a quantitative 
and highly technical discipline and, therefore, many high-level managers, 
clients, and stakeholders may not have the background to understand sta-
tistical output. A well-articulated report that contains the main findings, 
conclusions, and recommendations will go long ways.

Analytics reports are often accompanied by attractive visuals and 
graphics. But we often get confused or overwhelmed when the report 
contains an overwhelming amount of graphics without proper expla-
nation. To maximize the impact and the business value of the analytics 
report, we recommend a few important guidelines in Table 3.4.
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Analytic Modeling Methods and Approaches

There are a wide variety of analytical modeling methods and approaches 
available to the analyst when analyzing Big Data. It is not possible to 
identify and describe all of them, so we will highlight the most commonly 
used methods below.

Quantitative Analysis

Qualitative analytics approaches are primarily statistical or other mathe-
matically based. These techniques include linear regression analysis to ana-
lyze continuous dependent variables; logistic regression to analyze binary 
or categorical dependent variables, classification trees, such as decision 
trees; correlation; data reduction; and so on. Other techniques include:

•	 Associations: correlation among variables, analysis of variance, 
regression models, which variables co-vary with which?—For 
example, how much does annual income increase with each 
year of additional university education?

•	 Classification (and probability estimation): in which class 
does a case belong (predicting the probability that a new case 
will fall in a given class); chi-square analysis, logistic regression 
models—for example, patient tested positive (or negative) for 

Table 3.4  Selected guidelines for analytic reporting

Reports should have a text narrative that briefly describe the analytics question, 
hypotheses, data sources, and methods employed

The report should contain a well-written and well-articulated explanation of key 
findings, and whether the hypotheses were supported or not.

Supported hypotheses should have a brief commentary and unsupported hypotheses 
should have an intuitive rational or explanation for why the expected results were not 
found, or why they had effects opposite to the predicted direction.

No graphic or visual exhibit should be unexplained and they should all be referenced 
and introduced in the main text—isolated visual exhibits that do not contribute or 
complement the narrative are generally useless and even distracting.

All visual exhibits should have all the necessary information in the exhibit to 
understand it—the most common omission in our experience is an explanation of the 
vertical or horizontal axes in the graph.
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a disease. What are the probabilities of testing positive for a 
disease?

•	 Others: clustering, similarity matching, co-occurrence 
grouping, profiling, link (strength) prediction, data reduction 
(factor analysis), causal modeling, and so on.

Qualitative Analysis

Qualitative analysis commonly refers to relatively unstructured, nondi-
rective discussions or interviews (such as focus groups, depth interviews, 
and ethnography or observation) to explore a topic. It can use subjective 
judgment based on non quantifiable information.

Visual Analytics

Visual analytics is driving new ways of presenting data and information 
to the user. Wong and Thomas (2004) defined it as follow: “Visual ana-
lytics is the formation of abstract visual metaphors in combination with a 
human information discourse (interaction) that enables detection of the 
expected and discovery of the unexpected within massive, dynamically 
changing information spaces.” In 2005, a scientific panel defined it as 
“the science of analytical reasoning facilitated by interactive visual inter-
faces” (Thomas and Cook 2005).

It is important to note that while we are describing visual analytics 
as a specific analysis approach, it actually permeates all types of analysis. 
For example, descriptive, predictive, and prescriptive analytics results are 
often accompanied by powerful graphics that convey results very clearly. 
A picture is worth 1,000 words. Visual analytics is the science of analyt-
ical reasoning facilitated by interactive visual interfaces. It is also a set 
of techniques for visualizing information to facilitate human decision- 
making, which is also called visual analytics. The field of visual analyt-
ics is maturing rapidly with very sophisticated tools like Tableau and 
SAP’s Lumira hitting the market all the time. For example, IBM has an 
advanced visualization website (http://www-01.ibm.com/software/ana-
lytics/many-eyes/), which provides a number of very clever web-based 
visualization tools for free.
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Visual analytics is often viewed as providing visual renditions of the 
available data and analytic model results (e.g., pie charts, scatterplots, 
and social network diagrams). But the true power of visual analytics is 
in actually employing visual methods to present easy interpretation of 
predictions and prescriptions, not just descriptions of data, due to the 
sophistication of the eye–brain interaction. As humans, we can quickly 
grasp information presented graphically as opposed to information 
presented in text or columns of numbers.

Visualization is a very old and mature science. All analytical tools 
have features to prepare charts, box plots, distribution curves, pie charts, 
and line graphs with trends. So this is not new. What is new is the level 
of sophistication that is constantly being added to existing tools and new 
ones arriving to the market all the time. For example, statistical analy-
sis software (SAS) has a full suite of visual analytics tools. Other tools 
like Tableau specialize specifically on visualization, but like many other 
visual analytics tools, it offers the capability of running statistics and 
other quantitative methods from within the tool. For example, Tableau 
allows users to load and run R scripts to estimate statistical models like 
multiple regressions, which can then be visualized in many ways by the 
tool.

Visualization has a long tradition for data representation. Nothing 
illustrates the point better than a well-prepared slide show full of inter-
esting graphics. But visual analytics has taken this to the next step by 
also providing ways to conduct the actual analysis visually. For example, 
visual analysis has a long tradition in social network analysis. Tools like 
Krackplot, NetDraw (free), and Pagent have been around for several years 
to illustrate how actors in a social network interconnect. For example, 
identifying the most central actor in a network can often be done much 
easier visually than statistically.

Similarly, popular sites providing interesting and intuitive visual anal-
ysis websites are rapidly appearing, including https://infogr.am/, http://
www-01.ibm.com/software/analytics/many-eyes/, and http://www.infor-
mationisbeautiful.net/. There are also many scientific and prominent 
conferences devoted to visualization, not just visual analytics, including 
http://ieeevis.org/ and http://s2015.siggraph.org/.
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Statistical Machine Learning (Supervised Learning)

Statistical machine learning refers to analytics models that learn from the 
data as the data changes. Commonly called supervised learning, these tech-
niques partition the data into training and testing sets:

•	 The training data is used to build the models by associating 
predictors (or rules) with outcomes (e.g., spam filtering)

•	 The testing data is used to test the models by evaluating if the 
models predicted new data outcomes correctly

•	 With supervised learning a specific target is specified—for 
example, which loan clients are more likely to default on their 
loan?

Unsupervised Learning

As opposed to supervised learning, unsupervised learning does not typ-
ically partition the data. Rather, then data is treated as a whole and the 
learning approach is to explore the data set looking for patterns and 
trends. The learning analysis program may specify criteria for what is 
sought, but there is no external feedback provided to the program about 
how it is doing. It either converges to a solution based on the exit criteria 
or it diverges and finds no significant patterns or trends.

Some Emerging Analytics

New analytics are being developed continually and are moving beyond 
the simple statistical approaches in data mining. New infrastructure has 
provided an ability to process information from sources that were previ-
ously the focus of research. New analytics are based on advanced mathe-
matical, engineering, and computer science techniques that incorporate 
models and data from social, demographic, political, and other scientific 
disciplines.

Social analytics often focus on intangible and qualitative phenomena 
with varying parameters and interdisciplinary contexts. Sometimes, data 
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are not directly measureable, but must be determined through proxy vari-
ables that can be imprecise and uncertain. Data may be non-numeric, 
thus requiring reduction and encoding to numeric values, but may lose 
precision and information as a result.

Global business problems are a mix of physical and social prob-
lems, but are strongly influenced by social phenomena. Hence, a mix of 
physical and social analytics must be developed and applied to model 
and understand business operations in the global environment. Kaisler 
and Cioffi-Revilla (2007) reviewed a set of analytical methods and clas-
sified them into 17 classes. Kaisler (2012) extended that analysis to 
the problem of intelligence analysis. Appendix A briefly describes these 
classes.

Sentiment Analysis

Sentiment analysis mines data streams to determine trending issues. 
It attempts to determine demographic, social, and customer sentiments 
regarding issues and how they relate to products. A hefty dose of psychol-
ogy accompanied by behavioral models is the current approach.

There is a gold mine of information being collected by service organi-
zations—both customer-focused and across the web. One use of this data 
is to gauge the collective consciousness of the respective populations. On 
the one hand, an organization can assemble and assess a variety of senti-
ments based on customer orders, complaints, comments, and even blogs 
devoted to specific products or organizations. Online opinion has become 
a powerful force that can make or break a product in the marketplace or 
an organization’s reputation through information or disinformation. On 
the other hand, an organization can assess different types of trends based 
on a broad collection across the web.

Sentiment analysis is an emerging field that attempts to analyze and 
measure human emotions and convert them into symbolic and quantita-
tive data. In either case above, organizations monitor news articles, online 
forums (blogs, chat rooms, twitter feeds, etc.), and social networking sites 
for trends in opinions about their products and services or topics in the 
news that may affect their business decisions or operations. Sentiment 
analysis is one example of the field of social analytics.
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Generally, sentiment analysis uses raw text as its input. Sentiment 
analysis works by classifying the polarity of a given text—whether tweet, 
blog entry, or document, either in part or in full. The simplest algorithms 
work by scanning keywords in the text to categorize a statement as nega-
tive, neutral, or positive, based on a simple binary analysis. For example, 
“enjoyed” is good, but “miserable” is bad. The individual scores for words, 
phrases, sentences, and documents—whatever units you use—are then 
combined to form an overall sentiment for the set of data that you have. 
You can interpret the final score based on the domain you are working in. 
For example, if you sampled sportswriters’ tweets regarding athletes at the 
London Olympics as one of us did, you can get a “sentiment” of who the 
preferred athletes were in several of the major sports.

However, not all opinions are equally important. Some pundits carry 
more weight because of their stature in the business community, the num-
ber of times they have ordered products or services from the company, or 
their popularity, for example, as measured by the number of followers. 
A tweet by Lady GaGa will have much more impact than a person who 
has used a product or service just a few times. Thus, organizations must 
also develop profiles of commenters and rank their importance to gener-
ate weights when assessing comments.

As an example, a restaurant gathers tweets about its menu and service. 
It identifies tweeters who have large numbers of followers and, perhaps, the 
number of times that have actually visited the restaurant and the number of 
different selections made. Tweeters with greater numbers in each case would 
be given greater importance in assessing their sentiments. And, the number 
of retweets would measure the level of engagement with their followers 
and the degree of their influence. Using this technique the restaurant could 
identify opinion shapers of importance to them, assign them higher weights 
to calculate a more accurate indicator of sentiment, and engage them to 
correct negative impressions and to generate more positive impressions.

There are many challenges in applying sentiment analysis to a selec-
tion of text. Most tools use simple assignments to individual words. For 
example, the words “sinful” and “decadent” are often positive sentiments 
when applied to a chocolate confection obtained from a bakery, but have 
negative connotations in other instances. Most algorithms cannot handle 
irony, slang, jargon, or idioms—leading to erroneous polarity assignments 
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than can skew the sentiment assigned to a text. Reliable sentiment analy-
sis is going to require many linguistic shades of gray.

It should not replace opinion polling or other structured opinion 
assessment techniques, but it can complement their results due to the 
law of large numbers. In sentiment analysis, one does not have accurate 
control over the sample space, so the results are often hard to verify and 
validate. At best, they can show trends in real-time whereas other tech-
niques often take days to produce results.

Geospatial Analytics

Geospatial analytics (or location analytics) expressly integrates geographic 
and demographic information into the analysis process. It applies statis-
tical processing to data associated with geographical and demographical 
information, such as maps, census areas, mineral deposits, and so on. 
Many of the complex problems in business, intelligence, social science, 
and government have a geographic component that is often best expressed 
through visual analytics.

Geospatial analytics often incorporates a temporal dimension into the 
analysis process to complement the spatial dimension. For example, a 
retailer may want to analyze year-over-year sales per store to determine 
the best performing stores. With these results, the retailer may take cor-
rective actions at underperforming stores based on demographic analysis, 
perhaps even closing stores that do not have the ability to increase sales. 
Similarly, health care organizations can use spatial and temporal analysis 
to track and predict the spread of disease. Such techniques were used to 
determine where to commit resources in the recent Ebola outbreak in 
Africa.

Unstructured Text Processing

With over 80 percent of the world’s knowledge residing in unstructured 
text, whether on paper or in electronic form, the capability to process it 
to extract data and information is essential. Typical methods rely on sta-
tistical or symbolic natural language processing (NLP), and, sometimes, a 
hybrid of the two. Neither type is new as NLP research has been ongoing 
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for over four decades—supported by Defense Advanced Research Projects 
Agency (DARPA), National Science Foundation (NSF), and academia. 
Within the past decade or so, many commercial firms have discovered 
that developing tools for processing unstructured text is a viable market.

One of the major issues with NLP is ambiguity. For example, in 
English, many nouns and verbs have several close synonyms. The word 
strike has over 30 common meanings. For example, there are more than 
45,000 people in the United States named “John Smith.” Entity resolution 
is the process of resolving a name to an explicit individual. In a series of 
articles, John Talburt (2009–2011) identified a hierarchy of five meth-
ods for entity resolution ranging from simple deterministic matching to 
asserted or knowledge-based matching. As one ascends the hierarchy, the 
complexity of the processing required increases. Some of the symbolic 
classes are more flexible in using ambiguous data.

Resolving ambiguous data at higher levels requires domain knowl-
edge to make decisions about the cause of ambiguity within the data. 
Assuming default values when encountering ambiguous data can lead 
to erroneous results. However, analysis and reasoning, as at the highest 
level of Talburt’s hierarchy, may require intensive computation that affects 
performance. The tradeoff becomes end-to-end processing time for large 
quantities of data versus the fidelity and quality of individual data items.

Image, Video, and Audio Processing

With more data and information being recorded in images and video 
streams due to the ubiquity of cell phones and tablets with embedded 
cameras, a major percentage of the world’s knowledge is becoming repre-
sented by image and video data. Granted a lot of it may be currently friv-
olous, but it is becoming a major influence given the success of services 
such as FaceBook, YouTube, SnapChat, InstaGram, Pinterest, Tumblr, 
and other social media.

Extract information from imagery and full motion video is very 
much a major research problem, but one that has significant potential for 
providing data for social and behavioral models that can lead to trends 
and customer preferences. Many organizations have been exploring and 
researching this for years but this is still an extremely difficult problem to 
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solve computationally—although the human mind, brain, and eye do it 
extremely well. While unstructured text remains the largest repository of 
Big Data, imagery and video are a strong second.

Another very difficult problem is how to extract information from 
audio recordings such as telephone conversations and the audio tracks 
accompanying full motion video recordings. Most current audio process-
ing systems do not process free range speech, but rely on phrases chosen 
from distinct vocabularies.

Edge and Location-Specific Analytics

Because moving large amounts of data on the order of petabytes can be 
both time- and bandwidth-consuming, an emerging discipline is edge 
analytics, which also incorporates location-specific analytics. It may not 
be physically possible or economically feasible to store all the data stream-
ing in at the endpoints of an organization’s data and information network. 
Moreover, data perishability may be a significant factor if the lifetime of 
the data is less than the transport time from the endpoints to where it 
might be processed. One of the maxims of enterprise architecture is to 
place the processing (at least, the initial stages) close to where the data is 
collected following, if possible, the 80-20 rule.

Edge analytics is focused on moving analytics to the frontier of the 
domain. For example, many cameras contain image processing functions 
that can be done right in the camera before you download the images. It is 
estimated that there is one camera for every 11 individuals in the United 
Kingdom. London is replete with cameras—some obvious and some not. 
With Google Glass beginning to shape the future of body-worn video 
cameras, significant issues in privacy, processing, and ownership of data 
are going to emerge that have yet to be addressed. Key questions include: 
What will we do with all this video? How will we process it? How will we 
store it (Satyanarayanan et al. 2015)?

Network Analytics

Social network analysis methods and tools have been around for many 
years. With the explosion of social media in the last several years, social 



	 Analyzing Big Data for Successful Results	 49

network analytics has increased substantially in popularity. But social net-
work analysis methods can be used for other types of network analysis 
that are not necessarily social.

Network analysis derives from the field of “graph theory” and it has 
a rich tradition of quantitative and visual methods. A network can be 
represented mathematically as a table called “sociomatrix” by listing all 
members of the network in rows and also in columns. The cells in the 
sociomatrix contain numerical values that measure some relation of inter-
est between the row member and the column member. The same network 
can be represented visually in “sociograms” by depicting each member as 
a node in a graph and then adding connecting lines representing the rela-
tionship between nodes (i.e., cells in the socio matrix). These are called 
“1-mode” networks because rows and columns represent the same thing 
(e.g., friends on a social network).

However, networks can also be “2-mode” in which the rows contain 
the members and the columns contain some affiliation that members 
have. For example, if one were to list all the students in a university, one 
per row, and create a column for each course taught by the university, 
a 2-mode network can be created by entering a 1 in the respective cell 
indicating if the student took that course or 0 if he or she did not. The 
interesting thing about 2-mode networks is that they can be de-composed 
into two 1-mode networks (e.g., student by student; and course by 
course), which could help, for example, determine how students cluster 
together around fields of education, or how courses cluster together based 
on student enrollments. A full discussion of network analytics is beyond 
the scope of this book, but suffice it to say that there is a very rich and 
abundant set of quantitative and visual tools and methods to analyze 
dyadic relationships in networks.

Cognitive Analytics

Recently, a new type of analytics—cognitive analytics—exemplified by 
IBM’s Watson, has emerged. Cognitive analytics exemplify the potential 
for machines to actually learn from experience inspired by how the human 
brain processes information, draws conclusions, and codifies instincts 
and experience into learning. It often uses concepts from deep machine 
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learning, which focus on how the human brain learns and attempts to 
translate those techniques into software mechanisms.

IBM has created its System G Cognitive Analytics Toolkit (http://
systemg.research.ibm.com/cognitiveanalytics.html), which builds 
upon its decades of research in machine learning to provide a wide 
range of tools to detect human’s emotion and perception on text, 
images, or videos. IBM’s visual sentiment and recognition tools can 
detect visual objects, such as faces, in images or video and predict the 
feelings expressed. Their text emotion tool uses supervised learning to 
classify unstructured text into 1 of 12 categories.

IBM’s Watson, a Jeopardy winner, is being converted to a general- 
purpose tool and applied to many different disciplines. A new product, 
Watson Analytics, “is like a data scientist in a box,” according to Marc 
Altshuller, vice president of IBM Watson Analytics (http://searchdata-
management.techtarget.com/news/2240238506/IBM-works-to-deliver-
on-Watsons-cognitive-computing-promise). It is a subset of the analytics 
embedded in Watson that focuses on analytical discovery.

Key Challenges for Analytics

BDA is clearly here to stay. However, BDA is still in an emerging state 
in many respects. Perhaps the biggest challenge for success in Big Data 
is lack of analytical professionals and managers who understand and can 
make decisions based on Big Data insights.

For example, industry, academia, and government currently suffer 
from a lack of analytical talent. Training, growing, and organizing Big 
Data professionals within an organization will be one of the key chal-
lenges to successful BDA initiatives going forward. We will discuss these 
and other organizational and people issues in Chapter 5.

Another key challenge in BDA includes the continued development and 
deployment of analytic tools that support business managers, analysts, and 
other “non” data scientist individuals to efficiently and successfully analyze 
outcomes. As mentioned earlier, the vast amount of effort in a typical ana-
lytics initiative is in the extracting, moving, cleaning, and preparing the data, 
not actually analyzing it. As Big Data source become larger, more complex, 
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and more numerous, approaches to addressing this problem will become 
critical.

Table 3.5 presents other selected BDA challenges (Kaisler et al. 2013).
Finally, do not disregard traditional analytics—traditional and big 

analytics will live beside each other for years to come.

Analytical Resource and Tool Survey

Analytical tools are packaged applications that allow users to begin work-
ing with data without having to do any programming. This will be a very 
brief survey of some of the different types of tools available. Managers 
need some familiarity with these tools even if they do not fully under-
stand how they work in order to be able to discuss cogently with their IT 
support staff.

The available analytics resources and tools are expanding at an explo-
sive rate. It is not possible, in a document this size, to list them all.  
Following is a list of resources and tools that the authors have used. 

Table 3.5  Selected big data analytics challenges

Quantity versus quality: What data are required to satisfy a given value proposition? 
At what precision and accuracy?

Tracking data and information provenance from data generation through data 
preparation and processing to derived data and information

Performing data validation and verification, including accuracy, precision, and 
reliability

Coping with sampling biases and heterogeneity

Using more diverse data, not just more data (Feinleb 2012)

Working with and integrating data having different formats and structures

Developing scalable algorithms to exploit current and emerging parallel and distributed 
architectures

Developing methods for visualizing massive data

Ensuring data sharing with security and integrity

Enabling data and information discovery

Understanding that approximate results given limited computational capacity are better 
than no results

Is more data better than better algorithms?



52	O BTAINING VALUE FROM BIG DATA FOR SERVICE DELIVERY

Although some of the authors have had experience with these packages, 
we are not endorsing them over other tools.

Commercial Packages

There are numerous commercial packages that now incorporate Big Data 
analytic capabilities—too many to identify all of them here. Although 
some of the authors have had experience with some of these packages, we 
are not endorsing any of them. Table 3.6 presents a few of these.

Open Source Packages

There are many OSS packages that are widely used in Big Data processing 
and analysis—far too many to describe here. There are advantages and 
disadvantages to using OSS. Generally, the source code is available for 
you to download and modify if you want, but then you diverge from the 
main code line. The farther you diverge, the harder it becomes to main-
tain. Unless you actively participate in the development of open source 
code, you are dependent upon the community members for their vision 
of what the software system should be and do and their schedule for 
upgrades and updates.

Often, there is a lack of (good) documentation for OSS, so it can take 
longer to understand how it works and how to use it. Moreover, to build 
the infrastructure and subsystems you need for your business environ-
ment, you may have to integrate several different OSS programs together, 
which with the lack of documentation can take a while. Again, together 
these software systems may not do exactly what you want and so your 
infrastructure may be a hodge-podge of pieced-together software systems.

A few of the more popular OSS packages in use today are presented in 
Table 3.7. While these packages are largely self-contained and have large 
libraries associated with them, they can be difficult to use if they do not 
do exactly what you need.

R, a free, open source, object-oriented programming language, specif-
ically designed for computational statistics, is very popular with the social 
science community and is becoming one of the main tools for rapid pro-
totyping of analytics. It is expected to surpass many commercial statistical 
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programs in its adoption. There are a number of very good reasons for 
this popularity, including (1) R is a special implementation of an older 
language called S, optimized for mathematical operations, matrix algebra, 
and statistics, which makes it ideally suited to write computational pro-
grams; (2) R can be used with a development tool called R Studio, which 
is a very friendly user interface with four panes that allow the analyst 
to work directly in the R console or in an R script, but also view things 
like variables, data sets, help screens, results, and so on; (3) R is easy to 
learn—novice analysts begin by typing simple interactive commands in 
the R console; (4) R has a data object called “data frame,” which is cred-
ited for some of the popularity of R because it makes it very easy to work 
with data in tables; (5) R has literally thousands of free packages in public 
libraries, which users can install, activate, and use instantly with minimal 
programming; and (6) R has a feature called “views,” which makes it easy 
to install a collection of all the necessary packages for a particular type of 
analysis (e.g., econometrics) in one scoop.



CHAPTER 4

Big Data Infrastructure— 
A Technical Architecture 

Overview

Four elements composed of processing capability, storage capacity, data 
transport bandwidth, and visualization capability provided by systems 
and analytical software techniques constitute the basic infrastructure of 
Big Data from our perspective. We will address each of these components 
in this chapter.

First, we view data processing as having two basic paradigms: batch 
and stream processing. Batch processing has high-latency, whereas stream 
processing analyzes small amounts of data as they arrive. It has low-
latency and, depending on the arrival rate, volume can mount up very 
quickly. If you try to process a terabyte or more of data all at once, you 
will not be able to do it in less than a second with batch processing. On 
the other hand, smaller amounts of data can be processed very fast—even 
on the fly.

As Big Data scales upwardly to exabyte and much larger volumes, 
it is clear that single processors, and even small multiprocessors, cannot 
provide the computational power to process all the data. Large multi-
processor systems have evolved—as grid architectures and cloud-based 
systems—to handle the large volumes of data. Having powerful com-
puters providing trillions of instructions per second is not enough. The 
computer system must therefore be balanced across processing capabil-
ity, and both the second and third components—storage capacity and 
data transport bandwidth—to ensure that Big Data can be processed in 
a time interval consonant with the time to decision and utilization of the 
extracted and derived information.
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Additionally, a Big Data processing system must incorporate visual-
ization techniques to provide the user with the ability to understand and 
navigate through the data and the resulting information derived from 
the data by analytics. These four elements, along with the systems and 
analytical software suites, constitute the basic infrastructure of a Big Data 
computing capability.

Data and Information Processing

Data processing infrastructure has evolved through several generations 
since the first mainframes were developed in the 1950s. The most recent 
manifestations have been threefold: (1) cluster computing, (2) cloud 
computing, and (3) processing stacks. Cluster computing and cloud com-
puting are focused on scaling the computational infrastructure as an orga-
nization’s needs evolve. Processing stacks provide open source software 
(OSS) frameworks for developing applications to support a business data 
analytics capability. In addition, an organization must decide on a suite 
of programming systems, tools, and languages in order to develop custom 
applications compatible with the analytic suites that it may purchase or 
obtain through OSS.

Big Data success will ultimately depend on a scalable and extensible 
architecture and foundation for data, information, and analytics. This 
foundation must support the acquisition, storage, computational process-
ing, and visualization of Big Data and the delivery of results to the clients 
and decision-makers.

Service-Oriented Architecture

Service-oriented architecture (SOA) is a paradigm for designing distrib-
uted, usually interactive, systems. An SOA is essentially a collection of 
services running on one or more hardware-software platforms. These 
services communicate with each other through established protocols, 
by which we say the services are interoperable. The communication can 
involve either simple data passing or it could involve multiple services 
coordinating some activity. The services are connected to each other 
through software mechanisms supported by the software infrastructure.
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SOAs evolved from transaction processing systems as a general  
software architecture. A service is a self-contained software unit that 
performs one or a few functions. Here, by service, we mean the soft-
ware module that implements the service that was previously defined in 
“Defining Services” section. It is designed and implemented to ensure 
that the service can exchange information with any other service in the 
network without human interaction and without the need to make 
changes to the underlying program itself. Thus, services are usually auton-
omous, platform-independent, software modules that can be described,  
published, discovered, and loosely coupled within a single platform or 
across multiple platforms. Services adhere to well-defined protocols for 
constructing and parsing messages using description metadata.

Web Services

One implementation of SOA is known as web services because they are 
delivered through the web. The advantages of web services are interop-
erability, functional encapsulation and abstraction, loose coupling, 
reusability, and composability. Because communication between two 
web service modules is through HTML or eXtended Markup Language 
(XML), the communication is independent of any particular messaging 
system. The message definition is embedded in the message so that each 
receiver, knowing how to parse HTML/XML, can readily understand 
the message contents. This allows any service to interoperate with any 
other services without human intervention and thus provides a capabil-
ity to compose multiple services to implement complex business oper-
ations. Services can be reused by many other different services without 
having to implement a variation for each pair of business transaction 
interactions. Functional encapsulation and abstraction means that func-
tions performed on the client and server sides are independent of each 
other. Through loose coupling, in which the client sends a message and 
sometime later, the server receives it, allows the client and server to 
operate independently of each other, and more importantly to reside 
separately on geographically and physically independent platforms. 
Web services are built on a number of components as described in 
Table 4.1.
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Cluster Computing

Cluster computing is an outgrowth of the distributed processing archi-
tectures of the 1980s but achieved its major impetus from the high per-
formance computing community as it was applied to very large-scale 
scientific processing requiring trillions of computational cycles. Cluster 
machines can be connected through fast local area networks, but are 
sometimes geographically distributed. Each node runs its own instance 
of an operating system. The machines in a cluster may be homogeneous 
or heterogeneous.

Table 4.1  Typical web service components

Component Brief description
Web browser A software module that displays web pages encoded in 

HTML and provides interactive functionality through the 
modules below.

Javascript
https://angularjs.org/
https://nodejs.org/

A web page and applet scripting language that is similar to, 
but not Java. Many variations of Javascript exist, including 
AngularJS, NodeJS

Ajax
https://netbeans.org/kb/
docs/web/ajax-quickstart.
html

This (asynchronous JavaScript and XML) is a method for 
building interactive Web applications that process user 
requests immediately. Ajax combines several programming 
tools including JavaScript, dynamic HTML, XML, 
cascading style sheets, the Document Object Model and the 
Microsoft object XMLHttpRequest. Ajax is often embedded 
in a jQuery framework.

jQuery
http://jQuery.com

jQuery is a small, fast Javascript library for developing 
client-side applications within browsers to send and retrieve 
data to back-end applications. It is designed to navigate a 
document, select DOM elements, create animations, handle 
events, and develop Ajax applications.

Jersey
https://jersey.java.net/

Jersey is a Java framework for developing RESTful web 
services that connect a browser-based client to applications 
code on a server. Jersey implements the JAX-RS API and 
extends it to provide programmers with additional features 
and utilities to simplify RESTful service development.

Glassfish
https://glassfish.java.net/

An open-source application server for the Java EE platform 
that supports Enterprise JavaBeans, JPA, JavaServer 
Faces, Java Message System, Remote Method Invocation, 
JavaServer Pages, servlets, and so on. It is built on the 
Apache Felix implementation of the OSGI framework.
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As with parallel processors and cloud computing, effective and efficient 
use of cluster systems requires careful attention to software architecture 
and distribution of work across multiple machines. Middleware is software 
that sits atop the operating systems and allows users to “see” the cluster 
of machines as essentially a single, multi node machine. One common 
approach is to use Beowulf clusters built in commodity hardware and 
OSS modules.

Cloud Computing

Cloud computing is a maturing technology in which an IT user does not 
have to physically access, control (operate), or own any computing infra-
structure other than, perhaps, workstations, routers, and switches, and, 
more recently, mobile client devices. Rather, the user “rents or leases” 
computational resources (time, bandwidth, storage, etc.) in part or 
whole from some external entity. The resources are accessed and man-
aged through logical and electronic means. A cloud architecture can be 
physically visualized as the arrangement of large to massive numbers of 
computers in distributed data centers to deliver applications and services 
via a utility model. In a true physical sense, many servers may actually 
function on a high capacity blade in a single data center.

Rather than providing the user with a permanent server to connect 
to when application execution is required, cloud computing provides 
“virtualized servers” chosen from a pool of servers at one of the available 
data centers. A user’s request for execution of a web application is directed 
to one of the available servers that have the required operating environ-
ment, tools, and application locally installed. Within a data center, almost 
any application can be run on any server. The user knows neither the 
physical server nor, in many cases, where it is physically located, that is, it 
is locationally irrelevant.

Confusion still exists about the nature of cloud computing. Gartner 
asserts that a key characteristic is that it is “massively scalable” (Desisto, 
Plummer, and Smith 2008). Originally, cloud computing was proposed 
as a solution to deliver large-scale computing resources to the scientific 
community for individual users who could not afford to make the huge 
investments in permanent infrastructure or specialized tools, or could not 
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lease needed infrastructure and computing services. It evolved, rapidly, 
into a medium of storage and computation for Internet users that offers 
economies of scale in several areas. Within the past 10 years, a plethora of 
applications based on cloud computing have emerged including various 
e-mail services (HotMail, Gmail, etc.), personal photo storage (Flickr), 
social networking sites (Facebook, MySpace), or instant communication 
(Skype Chat, Twitter).

While there are public cloud service providers (Amazon, IBM, 
Microsoft, Apple, Google, to name a few) that have received the majority 
of attention, large corporations are beginning to develop “private” clouds 
to host their own applications in order to protect their corporate data 
and proprietary applications while still capturing significant economies 
of scale in hardware, software, or support services.

Types of Cloud Computing

Clouds can be classified as public, private, or hybrid. A public cloud is 
a set of services provided by a vendor to any customer generally without 
restrictions. Public clouds rely on the service provider for security services, 
depending on the type of implementation. A private cloud is provided by 
an organization solely for the use of its employees, and sometimes for its 
suppliers. Private clouds are protected behind an organization’s firewalls 
and security mechanisms. A hybrid cloud is distributed across both public 
and private cloud services.

Many individuals are using cloud computing without realizing that 
social media sites such as Facebook, Pinterest, Tumblr, and Gmail all use 
cloud computing infrastructure to support performance and scalabil-
ity. Many organizations use a hybrid approach where publicly available 
information is stored in the public cloud while proprietary and protected 
information is stored in a private cloud.

Implementations of Cloud Computing

The original perspective on cloud computing was defined by the National 
Institute for Science and Technology (NIST) as software-as-a-service 
(SaaS), platform-as-a-service (PaaS), or infrastructure-as-a-service (IaaS) 
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(Mello and Grance 2011). As cloud computing concepts have evolved, 
additional perspectives have emerged. Linthicum (2009) identified those 
presented in Table 4.2.

Access to Data in a Cloud

There are three generally accepted methods for access data stored in a 
cloud: file-based, block-based, and web-based. A file-based method allows 
users to treat cloud storage as essentially an almost infinite capacity disk. 
Users store and retrieve files from the cloud as units. File-based systems 
may use a network file system, common Internet file system, or other file 
management system layered on top of a standard operating system.

A block-based method allows the user a finer granularity for managing 
very large files where the time to retrieve a whole file might be very long. 
For example, retrieving a multi-petabyte file might take hours. But, if 

Table 4.2  Linthicum’s perspectives on cloud computing

Category Admin Client Example
Storage-as-a-service (SaaS) Limited control Access only Amazon S3

Database-as-a-service 
(DBaaS)

DB management Access only Microsoft SSDS

Information-as-a-service 
(INaaS)

DB management Access only Many

Process-as-a-service (PRaaS) Limited control Access only Appian 
Anywhere

Application-as-a-service 
(AaaS)
(software-as-a-service)

Total control Limited tailoring SalesForce.com
Google Docs
Gmail

Platform-as-a-service (PaaS) Total control Limited 
programmability

Google App 
Engine

Integration-as-a-service 
(IaaS)

No control
(except VM)

Total control
(except VM)

Amazon SQS

Security-as-a-service 
(SECaaS)

Limited control Access only Ping Identity

Management/governance-
as-a-service (MGaaS)

Limited control Access only Xen, Elastra

Testing-as-a-service (TaaS) Limited control Access
only

SOASTA
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only a subset of data is required, partitioning the file into blocks and stor-
ing and retrieving the relevant blocks yields substantially better perfor-
mance. These two methods just treat the data as a group of bytes without 
any concern for the content of the file.

A different approach is to use web-based methods to access data through 
REST services or web servers. Here data may be stored as web pages or 
as semantically annotated data via XML or as linked data via resource 
description framework (RDF). Using these methods, a user can store or 
retrieve explicit data items or sets of related data.

The granularity of storage and retrieval is from high-to-low for file-
based to block-based to web-based methods. However, the performance 
is also high-to-low as well because as the size of the data subset becomes 
smaller, more computation is required at the cloud computing infrastruc-
ture to locate the data units for storage or retrieval.

Moving to the Cloud

Cloud computing is an enabling technology for creating target platforms 
on which to host services. It is not a mechanism for specifying the explicit 
technologies to be used in implementing a cloud to support a particular 
business environment.

Today, given the popularity of cloud computing, the emergence of 
robust system software and application frameworks, and the significant 
pressure on business operations of IT infrastructure costs, many organi-
zations are making a decision whether to move to the cloud or not. Many 
organizations decide to experiment with cloud computing, to implement 
a small low risk application to assess cloud computing. The availability of 
web-accessible cloud computing environments makes it easy to try cloud 
computing (Kaisler, Money, and Cohen 2012).

Processing Stacks

The advent of OSS has introduced a new approach to designing and 
developing software for commercial and business use—the so-called stack 
approach. A stack is a vertical hierarchy of different software modules that 
provide a suite of services for a comprehensive computing infrastructure. 
Usually, no additional software is required to provide an environment for 
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developing and supporting applications. Several stacks have come into 
widespread use—originating the scientific community, but now adopted 
by the business community as well.

There are many extent stacks developed by and for specific commu-
nities of developers and users. Four of the most popular are described in 
the following sections.

The LAMP Stack

The LAMP stack (Linux-Apache-MySQL-Perl/PHP/Python) consists of 
four components:

•	 Linux operating system: Linux, an open source operating 
system, provides the framework in which the other components 
operate. The major versions are Debian, Ubuntu, Centos, Red 
Hat, and Fedora. These distributions generally provide a pack-
age system that includes a complete LAMP stack.

•	 Apache web server: While Apache remains the primary web 
server, other web servers such as Tomcat and Nginx have also 
been incorporated into the stack.

•	 MySQL or Maria database management system: Other 
DBMSs, including the MongoDB NoSQL DBMS, have been 
integrated into the LAMP stack.

•	 PHP, Perl, or Python programming systems: Scripting systems 
that allow relative non programmers to write some small pro-
grams on the server side to manage data and do simple analysis.

The structure of the LAMP stack is depicted in Figure 4.1.

The Leap Stack

The LEAP stack is a stack for cloud-based solution infrastructure that 
consists of four elements:

•	 The Linux operating system
•	 Eucalyptus, a free and open-source computer software for 

building Amazon Web Services compatible private and hybrid 
cloud computing environment
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•	 AppScale, a platform that automatically deploys and scales 
unmodified Google App Engine applications over public and 
private cloud systems

•	 Python programming language

MAMP/WAMP Stacks

The MAMP/WAMP stacks are composed of four elements, of which the 
lower three layers are common to both stacks. The difference is that 
these stacks are based on either the Macintosh operating systems or the 
Windows operating system.

•	 MacOS or Windows operating system
•	 Apache Web Server
•	 MySQL database management system
•	 PHP, Perl, or Python programming systems

These two stacks operate in a manner similar to the LAMP stack, but 
are comprised of different components.

Figure 4.1  The LAMP stack
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Real-Time Big Data Analytics Stack

The real-time big data analytics (RTBDA) stack is an emerging stack that 
focuses on predictive analytics (Barlow 2013). Figure 4.2 depicts a modi-
fied adaptation from Barlow.

In the data layer, data is provided from multiple sources including 
both streaming and persistent sources. The analytic layer contains the 
different analytics for processing the data. It also contains the local data 
mart (a subset of a data warehouse typically focused on a small portion 
of the total data stored in a warehouse) where processed data is forward 
deployed that is about to be processed. Depending on the context and the 
problems to be worked, not all data may be forward deployed, but only 
data necessary for immediate processing.

Figure 4.2  RTBDA stack

Source: Adapted from Barlow (2013).
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The integration layer merges the different processed data stream into 
a single useful block of data or information. Finally, in the delivery layer, 
processed data and information for decision making and control is pre-
sented. Different types of high-level analytics most closely associated with 
the actual business decisions to be made are located in this layer. In addi-
tion, applications or modules that transmit data to other locations for use 
may be located here.

Fedora Repository Stack

The Fedora repository stack, initially developed at the University of Virginia 
but now an open community project, provides a structure for storing 
and archiving data sets. Figure 4.3 depicts the structure of the Fedora 
repository stack.

Fedora is a robust, modular, open source repository system for 
the management and dissemination of digital content. It is espe-
cially suited for digital libraries and archives, both for access and 

Figure 4.3  Fedora repository stack

Source: Adapted from Fedora website.
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preservation. It is also used to provide specialized access to very 
large and complex digital collections of historic and cultural mate-
rials as well as scientific data. Fedora has a worldwide installed user 
base that includes academic and cultural heritage organizations, 
universities, research institutions, university libraries, national 
libraries, and government agencies. The Fedora community is sup-
ported by the stewardship of the DuraSpace organization. (https://
wiki.duraspace.org/display/FF/Fedora+Repository+Home)

The rest framework provides access to the repository services from web 
services that can be implemented in a number of different web browsers. 
Currently, it uses the Drupal content management system running within 
your favorite web browser. Fedora services provide the essential set of ser-
vices for archiving, management, and dissemination of data sets. Reposi-
tory services manage the individual data sets and documents stored in the 
repository. The caching, clustering, and storage services interact with the 
underlying operating system to manage physical disks within the reposi-
tory computer system.

Analytical Frameworks

An analytical framework is a software application framework that provides 
a structure for hosting applications and providing runtime services to 
them. Application frameworks allow the application developers to focus 
on the problem to be solved rather than the challenges of delivering a 
robust infrastructure to support web applications or distributed process-
ing/parallel processing (Kaisler 2005). Several analytical frameworks are 
briefly described in Table 4.3.

The allure of hardware replication and system expandability as repre-
sented by cloud computing along with the MapReduce and MPI parallel 
programming systems offers one solution to solving these infrastructure 
challenges by utilizing a distributed approach. Even with this creative 
approach, significant performance degradation can still occur because of 
the need for communication between the nodes and movement of data 
between the nodes (Eaton et al. 2012).
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Programming Systems

Aside from the standard suite of programming and scripting languages that 
are used today (such as Java, Python/Perl, PHP, C/C++/C#, VSBASIC,  
etc.), numerous programming systems have been developed and used that 
provide support for the development of analytic applications.

One class of programming systems is interactive development 
environments (IDEs) for supporting software development. The 
two leading IDEs are Eclipse and Netbeans. BlueJ, developed by the 

Table 4.3  Selected analytical frameworks

System/website Brief description
Hadoop MapReduce
http://hadoop.apache.
org/

MapReduce, an idea first originated by Google, is both 
a programming model and a runtime environment for 
distributing data and supporting parallel programming 
on commodity hardware to overcome the performance 
challenges of Big Data processing.

Pig
http://pig.apache.org/

Pig is a platform for analyzing large data sets that consists of 
a high-level language for expressing data analysis programs, 
coupled with infrastructure for evaluating these programs. It 
is a subset of the functionality contained in SQL, but adapted 
to NoSQL databases. Pig queries are amenable to paralleliza-
tion which makes it an easy to learn and use query language 
for large data sets. 

Open Service Gateway 
Initiative (OSGI)
http://www.osgi.org/
Main/HomePage

OSGI is a specification for a distributed framework of com-
posed and many different reusable components. It enables 
components to hide their implementations from other 
components while communicating through services, which are 
objects that are specifically shared between components. It 
is designed and specified by the OSGI Alliance, a worldwide 
consortium of technology innovators dedicated to open 
source implementations that enable the modular assembly of 
software built with Java technology

Message Passing 
Interface (MPI)
http://www.open-mpi.
org/

Developed at Argonne National Laboratories, MPI is a soft-
ware platform and set of libraries for enabling communication 
and coordination among a distributed set of processes via a 
message passing paradigm. It supports multiple 32- and 64-bit 
operating systems and several programming languages.

KNIME
https://www.knime.org/

KNIME is an open source platform for data-driven analytics 
that includes multiple components for data access, data 
transformation, analysis and data mining, visualization, and 
deployment.
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University of Kent and supported by Sun Microsystems, is an IDE 
primarily used in academic and small team environments. Table 4.4 
presents some popular open source systems that have been used by 
many organizations.

Martin Fowler (2011) has observed that many large-scale Big Data 
analytics (BDA) systems exhibit polyglot programming. Polyglot pro-
gramming was defined by Neal Ford (2006) as the development of appli-
cations in a mix of programming languages. While as recently as a decade 
ago most applications were written in a single programming language, 
the influence of the model-view-controller paradigm that underlies web 
development has led to the use of different languages for different compo-
nents of the system. Each component has different performance require-
ments, structural representations, and functional processing needs. Thus, 
it makes sense to select a programming language most suitable for each 
of these needs.

Table 4.4  Selected development systems

System/website Brief description
Python
https://www.python.org/

An interpreted software language, which has become very 
popular for analytics because it is object oriented and 
simple, and facilitates rapid programming. It has an exten-
sive library of contributed packages that are applicable to 
many different types of analytic problems.

Eclipse
https://www.eclipse.org/

Eclipse is an integrated development environment (IDE), 
originally developed by IBM, but then converted to an open 
source community project. It supports a wide variety of pro-
gramming languages including Ada, C/C++, PHP, Python, 
Ruby, FORTRAN, and Javascript among others.

Netbeans
https://netbeans.org/

Netbeans is an IDE originally developed for Java by Sun 
Microsystems, but then converted to an open source 
community project. It recently has been extended to 
support PHP, Ruby, C, Javascript, and HTML. Versions of 
Netbeans run on the major operating systems. 

BlueJ
http://www.bluej.org

A simple IDE geared toward academic environments. 
However, if your staff has no experience with IDEs 
previously, this tool is easy to use, provides very good 
graphical support for understanding the structure of the 
application, and good support for debugging applications. 
Supports Java only.
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Data Operations Flow

In order to put the data to use—or find the value in the data, it is not 
enough to have Big Data that one can query. A business owner needs to 
be able to extract meaningful, useful, and usable information for strate-
gic, tactical, and operational decision-making in the business environ-
ment. An organization cannot begin analyzing raw Big Data right away 
for several reasons. It needs to be cleansed, perhaps formatted for specific 
analytics, even transformed or translated to different scales to yield useful 
results. This problem has been characterized as the ETL (extract, trans-
form, load) problem.

Data operations flow is the sequence of actions from acquisition 
through storage and analysis, eventually to visualization and delivery. 
Table 4.5 briefly describes some of the operations to be performed on 
Big Data.

Data Acquisition

With Big Data, it is often easier to get data into the system than it is to 
get it out (Jacobs 2009). Data entry and storage can be handled with 
processes currently used for relational databases up to the terabyte range, 
albeit with some performance degradation. However, for petabytes and 
beyond new techniques are required, especially when the data is stream-
ing into the system.

Many projects demand “real-time” acquisition of data. But, what they 
do not understand is that real-time online algorithms are constrained 
by time and space limitations. If you allow the amount of data to be 
unbound, then these algorithms no longer function as real-time algo-
rithms. Before specifying that data should be acquired in “real time,” 
we need to determine which processing steps are time-bound and which 
are not. This implies that designing a real-time system does not mean 
every stage must be real-time, but only selected stages. In general, this 
approach can work well, but we must be careful about scaling. All sys-
tems will break down when the scale or volume exceeds a threshold max-
imum velocity and volume (plus a fudge factor) for which the system 
was designed. Over engineering a real-time system is a good idea because 
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bursts are often unpredictable and create queuing theory problems with 
unpredictable queue lengths and waiting times for processing or trans-
port of data. Table 4.6 presents a sample of the many challenges in data 
acquisition. Table 4.7 presents some data acquisition tools that address 
many of these issues.

Table 4.5  Big Data operations

Operation Description
Acquiring/capturing Data acquisition is the first step in utilizing Big Data. Because 

Big Data exists in many different forms and is available from 
many different sources, you will need many different acquisition 
methods. Many of these may already be built into your business 
operations systems. 

Management Data curation is the active management of data throughout 
its life cycle. It includes extracting, moving, cleaning, and 
preparing the data.

Cleansing Data cleansing includes verifying that the data are valid within 
the problem parameters and removing outliers from the data 
set. However, there is a risk that the phenomena may not be 
fully understood when outliers are removed.

Storing Data storing is a key function, but involves critical decisions 
about whether to move or not move data from the point of 
origin to the point of storage or the point of processing; how 
much data to keep (all or some); whether any data is perishable 
and must be analyzed in near real-time; and how much data 
must be online versus off-line—among other aspects.

Movement Data movement is a critical problem when the volume of data 
exceeds the size of the applications that will be processing it. 
Moving a gigabyte of data across a 100 Mbit/s Ethernet takes 
more than 80 seconds depending on the network protocols and 
the handling of data at either end of the transfer route. Data 
movement should be minimized as much as possible. Moving 
programs to the data locations is a more efficient use of network 
bandwidth, but the tradeoff is more powerful servers at the data 
storage sites.

Analyzing/processing In data analysis, there are basically two paradigms: batch and 
stream processing. Batch processing has high-latency, whereas 
stream processing analyzes small amounts of data as they 
arrive. It has low-latency and, depending on the arrival rate, 
the volume can mount up very quickly. The section “Data and 
Information Processing”  has described some of the analytics 
and processing approaches and challenges for Big Data.
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You also need to determine what is “real-time.” It can depend on the 
context in which it is used: options trading, missiles flying, driving down 
the highway at 75 mph. Typically, what we mean by “real-time” is that the 
system can respond to data as it is received without necessarily storing it 
in a database first. This means that you can process the data as it arrives as 
opposed to storing it and processing it later. In effect, you can respond to 
events as they are happening and situations as they are unfolding.

Table 4.6  Some challenges for Big Data acquisition and storage

Has quality control been maintained throughout the acquisition of the data? If not, are 
quality control parameters clearly identified for different data subsets?

What validation and verification procedures were used during data acquisition?

How to handle data lost during the data acquisition process? What if it is due to 
acceptance and storage problems?

Guaranteeing reliability and accessibility of data given the axiom of maintaining one 
copy of data, not many (Feinleb 2012).

How does one drive the acquisition of high-value data?

A corollary to the above: How does one predict what data is needed to plan, design, and 
engineer systems to acquire it?

How does one decide what data to keep, e.g., what data is relevant, if it cannot all be kept?

How does one access and manage highly distributed data sources?

Table 4.7  Selected data acquisition tools

Tool/website Brief description
Storm
http://storm.apache.org/

Storm is an open-source event processing system devel-
oped by BackType, but then transferred to Apache after 
acquisition by Twitter. It has low latency and has been 
used by many organizations to perform stream processing.

IBM InfoSphere Streams
http://www-01.ibm.com/
software/data/infosphere/

Streams are a platform and execution environment for 
stream processing analytics, which supports the diversity 
of streams and stream processing techniques. 

Apache Spark Streaming
https://spark.apache.org/
streaming/

Apache Spark is a fast and general-purpose cluster 
computing system overlaid on commodity hardware. 
It provides high-level APIs in Java, Scala, Python, and R 
and an optimized engine that supports general execution 
graphs. It also supports a rich set of higher-level tools 
including Spark SQL for SQL and structured data 
processing, MLlib for machine learning, GraphX for 
graph processing, and Spark Streaming.
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Input Processes

Data can be acquired in batches or in streams. Batches may be small, 
medium, or large, but as they aggregate, and the frequency with which 
they are acquired increases, they can amount to Big Data very easily. 
On  the other hand, streaming data arrives continuously and, often, at 
high speed.

Streaming is the “continuous” arrival of data from a data source. Arrival 
may be periodic, but at fixed intervals with fixed or variable amounts of 
data. More often, streaming is assumed to be a continuous flow of data 
that is sampled to acquire data. In the worst case, sampling acquires every 
piece of data, but often it involves selecting only certain types of data or 
sampling on a periodic basis. A good example is social media where posts 
are made at varying intervals depending on the poster. In general, the flow 
of information appears continuous, but is really aperiodic.

Unlike a data set, a data source has no beginning and no end. One 
begins collecting data and continues to do so until one has enough data 
or runs out of patience or money or both. Stream processing is the act of 
running analytics against the data as it becomes initially available to the 
organization. The data streams in with varied speed, frequency, volume, 
and complexity. The data stream may dynamically change in two ways: 
(1) the data formats change, necessitating changes in the way the analytics 
process the data, or (2) the data itself changes necessitating different ana-
lytics to process it. A complicating factor is the implicit assumption that 
the data streams are well-behaved and that the data arrive more or less in 
order. In reality, data streams are not so well-behaved and often experi-
ence disruptions and mixed-in data, possibly unrelated, to the primary 
data of interest.

Data Growth versus Data Expansion

Most organizations expect their data to grow over their lifetime as the 
organization increases its services, its business and business partners and 
clients, its projects and facilities, and its employees. Few businesses ade-
quately consider data expansion, which occurs when the data records 
grow in richness, when they evolve over time with additional information 
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as new techniques, processes, and information demands evolve. Most 
data is time-varying—the same data items can be collected over and over 
with different values based on a timestamp. Much of this time-stamped 
data is required for retrospective analysis—particularly that which is used 
in estimative and predictive analytics.

As the volume of data grows, the “big” may morph from the scale of the 
data warehouse to the amount of data that can be processed in a given inter-
val, say 24 hours, using the current computational infrastructure. Gaining 
insight into the problem being analyzed is often more important than pro-
cessing all of the data. Time-to-information is critical when one considers 
(near) real-time processes that generate near-continuous data, such as radio 
frequency identifiers (RFIDs—used to read electronic data wirelessly, such 
as with EZPass tags) and other types of sensors. An organization must deter-
mine how much data is enough in setting its processing interval because 
this will drive the processing system architecture, the characteristics of the 
computational engines, and the algorithm structure and implementation.

Output Processes

A major issue in Big Data system design is the output processes. Jacobs 
(2009) summarized the issue very succinctly—“… it’s easier to get the 
data in than out.” However, the tools designed for transaction processing 
that add, update, search for, and retrieve small to large amounts of data 
are not capable of extracting the huge volumes and cannot be executed in 
seconds or even in a few minutes.

How to access very large quantities of semi- or unstructured data, and 
how to convey this data to visualization systems for assessment and mana-
gerial or executive decision making is a continuing problem. It is clear the 
problem may neither be solved by dimensional modeling and online ana-
lytical processing, which may be slow or have limited functionality, nor 
by simply reading all the data into memory and then reading it out again, 
although recent in-memory data analysis systems have demonstrated an 
ability to analyze terabytes of data in a large memory.

Technical considerations that must be factored into the design include 
the ratio of the speed of sequential disk reads to the speed of random 
memory access. The current technology shows that random access to 
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memory is 150,000 times slower than sequential access. Joined tables, an 
assumed requirement of associating large volumes of disparate but some-
how related data, perhaps by observations over time alone, will come at 
further huge performance costs (Jacobs 2009).

Data Curation

Once acquired, most data is not ready for immediate use. It must be 
cleansed to remove inaccuracies, transformed to canonical forms, and 
even restructured to make it easier to manage and access. A critical aspect 
is identifying and associating metadata to the data sets in order to make 
them searchable and to understand what is contained therein.

Data curation includes extracting, moving, cleaning, and preparing 
the data, which includes the process of data enrichment. The University of 
Illinois Graduate School of Library and Information Science defined data 
curation as the active management of data throughout its useful life cycle 
(CLIR 2012)—a more robust handling of data. It is all about improving 
the quality of the data in hand. Curation is an important process because 
data is often acquired with varying degrees of reliability, accuracy, preci-
sion, and veracity. One aspect of curation is to canonicalize the data to a 
common set of units or to base concepts. Poor data quality can skew or 
invalidate results produced by the best algorithms. However, data cura-
tion tools cannot replace human analysis and understanding. However, 
with Big Data, humans beings cannot do it all (or even a small part of it), 
and so we must trust the tools to assist in assessing and improving data 
quality. Table 4.8 presents some elements of the digital curation process.

Data Cleansing

Data cleansing is the process of detecting and correcting or removing data 
from a data set. It includes verifying that the data are valid within the 
problem parameters and removing outlying data while risking that the 
phenomena may not be fully understood. The objective of data cleansing 
is to ensure a consistent data set that will allow some degree or measure 
of trust in the results generated from the data set. Table 4.9 presents some 
criteria for data cleansing.
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Data correction may include correcting typographical errors created 
during data collection. Or, it may be correcting values against a list of 
known entities or a range of valid values. For example, checking postal 
zip codes against the names of towns and ensuring the correct zip code is 
associated with the address.

Data Storage

As data science has become more important in the business analytics 
community, the data can often be aggregated and linked in different ways. 
Sharing and archiving have become important aspects of being able to 

Table 4.8  Selected elements of digital curation

Know your data—both what you acquire and what you generate. Develop an acquisition 
plan, a storage plan, a management plan, and a retirement plan. Authenticate the data 
with metadata so its provenance is established.

Creating data—for data you generate, associate the appropriate metadata with it. 

Determine accessibility and use. Identify the classes of users of the data, what they can 
and cannot use, and what the accessibility constraints on the data are and how they will 
be enforced. Check periodically to ensure that the data is accessible and uncorrupted.

Establish selection criteria—you may not be able to keep all of the data that you 
acquire. Establish selection criteria that determine what data you will keep based on 
its relevancy to the organization’s mission and operation. One criterion to consider is 
perishability—how useful the data is or will be after a given time.

Disposal plan and operations—it is not simply a matter of erasing digital data or throw-
ing paper or other media in a recycling bin. Some data is sensitive and must be properly 
discarded—shredding of paper and other media, overwriting data stores with zeroes, and 
so on. Periodically appraise you data to determine it is still relevant and useful for your 
organization’s mission and operations.

Ingest the data—including data curation, cleaning, and transforming prior to storing 
it. It may be desirable or necessary to transform the data into a different digital format 
before storing it—based on its intended use or efficiency of storage.

Preserving the data—ensuring the data is available, protected, and backed up so if the 
primary store is lost, the data will be recoverable.

Retention of data—are there legal requirements for retaining the data? For a fixed 
period? For a long time?

Access to the data—is access to the data limited by law? For example, HIPAA and the 
Privacy Act (amended) restrict access to personal data through personal identifiable 
information (PII). (Data that in itself or combined with other information can identify, 
contact, or locate a specific person, or an individual in a context.)
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use this data efficiently. Whether Big Data exists as a very large number 
of small data files, a few very large data sets, or something in between, a 
key challenge is organizing this data for access, analysis, updating, and 
visualization.

This is a fundamental change in the way many businesses manage 
their data—a cultural change, where silos still often prevail among divi-
sions. This problem is not unique to businesses, however, as government 
and science also experience the same challenges. Although the Federal 
government and a few state governments have moved toward increased 
sharing of data, including the Federal government’s www.data.gov web-
site, it is a slow process to overcome institutional and individual barriers.

To archive data for future use, one needs to develop a management 
plan, organize it, and physically store it in both an accessible repository 
as well as a backup repository. Data management is briefly described in 

Table 4.9  Some criteria for data cleansing

Validity: A measure of the conformance of data to the criteria set established for useful 
data within the organization. Each data set should have a set of validity criteria and a 
mechanism for establishing the validity of each element. If the data set is refreshed—
either periodically or continually—then the validity criteria should be checked on the 
same schedule.

Retention: Although data has been removed from the data set, should it be retained? For 
example, there may be legal requirements to retain the original data set even though the 
cleansed data set is used in further processing.

Duplicate removal: Removal of duplicates is often performed through data correction or 
outright removal. However, there may not be enough information available to deter-
mine whether duplicate removal should occur. The risk is loss of information.

Streaming data: Cleansing of streaming data is problematic for at least two reasons. First, 
decision about correction, transformation, and duplicate removal have to be made 
within a short time frame and, often, with insufficient information. Second, if the data 
re-occurs, a question arises as to whether the earlier cleansing was the right decision.

User perspective: Different users may have different perspectives on how data should be 
cleansed for a particular problem. For example, the question of “how many employees 
do we have” should result in different answers depending on the person asking the ques-
tion. This implies that different versions of the data set must be maintained to satisfy 
different user perspectives.

Data homogenization: Sometimes, data must be homogenized to eliminate bias due to 
data collection methodologies and variability in instruments—whether physical or tex-
tual, such as opinion survey instruments. Homogenization is a transformation of a data 
to a base value with scaling to ensure the all data represents the same phenomena.
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the next section. Here, we will be concerned about technology for storing 
and archiving data.

The capacity of disk drives seems to be doubling about every 18 
months due to new techniques, such as helical recording, that lead to 
higher density platters. However, disk rotational speed has changed little 
over the past 20 years, so the bottleneck has shifted—even with large disk 
caches—from disk drive capacity to getting data on and off the disk. In 
particular, as National Academy of Science (2013) noted, if a 100-TByte 
disk requires mostly random-access, it was not possible to do so in any 
reasonable time.

Data storage is usually divided into three structures: flat files, rela-
tional databases, and NoSQL databases. The first two are well-known 
structures that have been discussed extensively elsewhere.

Flat Files

Flat files are the oldest type of data storage structure. Basically, they are 
a set of records that has a structure determined by an external program. 
One of the most common types of flat files are “csv” (comma-separated 
value) files where an arbitrary sequence of tokens (e.g., words or numbers 
or punctuation other than commas) are separated by commas. The inter-
pretation of the meaning of the sequence of tokens is provided by one or 
more applications programs that read and process one record at a time. 
CSV files are often used to exchange data between applications, including 
across distributed systems, because they are text files.

Relational Database Management Systems

Relational database management systems (RDBMSs) have been available 
both commercially and as OSS since the early 1980s. As data sets have 
grown in volume, relational DBMSs have provided enhanced functional-
ity to deal with the increased volumes of data.

RDBMSs implement a table model consisting of rows with many 
fields. Each table is described by a primary key consisting of one or 
more fields. One way to think of relational databases is to view a table 
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as a spreadsheet where the column headers are the field names and the 
rows are the records. Then, a database with multiple tables is like a set 
of spreadsheets where each spreadsheet represents a different table. This 
model can implement complex relationships as entries in the field of one 
table can be entries in the field of another table thus linking the tables 
together.

Much has been written about relational databases, and hence we will 
not address them further here. The Further Reading section contains a 
number of references on relational databases.

NoSQL Databases

NoSQL is a database model that differs from the traditional relational 
database and flat file models. It implements a simplified data model that 
trades off speed of access and large volume scalability for complexity 
in representing and managing detailed structural relationships. Typical 
implementations use either key-value, graph, or document representa-
tions. The term “NoSQL” is often interpreted to mean “Not Only SQL.” 
Yet, NoSQL databases can support a subset of the standard SQL-like 
queries.

NoSQL Properties.  NoSQL databases provide three properties, known 
by the acronym BASE:

•	 Basically available: Since a NoSQL database is often distrib-
uted across multiple servers, parts of it may not always be 
consistent. However, the goal is to ensure that most of it is 
available all of the time.

•	 Soft state: The state of the system may change over time, even 
without input. This is because of the eventual consistency 
model.

•	 Eventual consistency: Given a reasonably long duration over 
which no changes are sent, all updates will propagate through-
out the system. This means that some copies of the data 
distributed across multiple servers may be inconsistent.
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Types of NoSQL Databases.  NoSQL databases utilize different struc-
tures to provide different levels of storage flexibility and performance. 
You should select a database technology that fits both the natural rep-
resentation of the data and the way that you primarily expect to access 
the data. Table 4.10 describes the four major types of NoSQL database 
structures.

Table 4.10  NoSQL database types

Type Brief description

Column Column-family databases store data in column families as rows that 
have many columns associated with a row key. Each column can be 
thought of as a set of rows in a relational database. The difference 
is that various rows do not have to have the same columns, and 
columns can be added to any row at any time without having to add 
it to other rows. Column stores do not need indexes for fast access 
to the database contents.

Key-value Key-value stores are the simplest NoSQL data stores to use from 
an access perspective. A client can either get the value for the key, 
put a value for a key, or delete a key from the data store. The value 
is a blob of data that the data store just stores, without caring or 
knowing what is inside; it is the responsibility of the application to 
understand what was stored. Key-value stores generally have very 
good performance and are easily scaled. 

Document A document is the unit of data stored in a document store such as 
MongoDB. The document can be represented in many ways, but 
XML, JSON, and BSON are typical representations. Documents are 
self-describing tree-structures that can consist of maps, collections, 
and scalar values. The documents stored are similar to each other 
but do not have to be exactly the same.
The documents are stored in the value part of a key-value store. 

Graph Graph databases allow you to store entities and relationships 
between these entities. Entities are also known as nodes, which 
have properties. Relations are known as edges that can have prop-
erties. Edges have directional significance; nodes are organized by 
relationships which allow you to find interesting patterns between 
the nodes. The graph model represents data as RDF triples of the 
form <subject, predicate, object> tuple. Complex relationships 
can be represented in this format, including network and mesh 
data structures that features multiple named edges between named 
nodes.
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Selected Popular NoSQL Databases

The ease of use and popularity of the NoSQL model has spawned a 
rich competitive environment in developing NoSQL database systems. 
Table  4.11 presents selected NoSQL database systems that are widely 
used across the Big Data community.

Table 4.11  Selected NoSQL database systems

Database/website Brief description
HBase
http://hbase.apache.org/

HBase is an open-source, nonrelational database that 
stores data in columns. It runs on top of the Hadoop 
distributed file system (HDFS), which provides fault-
tolerance in storing large volumes of data. Typically, 
it is used with Zookeeper, a system for coordinating 
distributed applications, and Hive, a data warehouse 
infrastructure (George 2011).

MongoDB
https://www.mongodb.org/

MongoDB is a distributed document-oriented database, 
which stores JSON—like documents with dynamic 
schemas. 

SCIDB
http://www.scidb.org/

SCIDB is an array database management system. 
Arrays are the natural way to organize, store, and 
retrieve ordered or multifaceted data. Data extraction 
is relatively easy—by selecting any two dimensions you 
extract a matrix. Array processing is very scalable par-
allel processors that can yield substantial performance 
gains over other types of databases.

Accumulo
http://accumulo.apache.org/

Accumulo is a sorted, distributed key-value store which 
embeds security labels at the column level. Data with 
varying security requirements can be stored in the same 
table, and access to individual columns depends on the 
user’s permissions. It was developed by a government 
agency, but then released as open source.

Cassandra
http://cassandra.apache.org/

Cassandra is an open-source distributed database system 
that was designed to handle large volumes of data 
distributed across multiple servers with no single point 
of failure. Created at Facebook, Cassandra has emerged 
as a useful hybrid of a column-oriented database with 
a key-value store. Rows in the database are partitioned 
into tables each of whose first component is a primary 
key (Hewitt 2010).

Neo4J
http://neo4j.com/

Neo4J is an open-source graph database which 
implements a data model of nodes and edges—each 
described by attributes. 
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A larger listing of NoSQL databases of various type may be found at 
http://nosql-database.org/.

Advantages and Disadvantages of NoSQL Databases

As with RDBMSs, NoSQL databases have both advantages and disad-
vantages. The primary advantage of NoSQL databases is claimed to be 
scalability into the petabyte range. Although several RDBMSs claim 
this ability, it remains to be seen whether performance scales with data 
volume. A few of the advantages and disadvantages are described in  
Tables 4.12 and 4.13 (Harrison 2010).

Table 4.12  Advantages of NoSQL databases

Advantage Brief description
Elastic scaling NoSQL databases allow organizations to scale out (across 

distributed servers) rather than scaling up (with more expen-
sive and faster hardware). Scaling out in cloud environments 
is relatively easy, often transparent, and allows organizations to 
adjust their data storage to fit their current requirements. 

Big Data As databases grow to volumes of petabytes and beyond, 
transaction processing times increase exponentially. By 
distributing transactions across multiple servers, processing 
time can be kept to near-linear increases. 

Reducing the DBA 
role

DBA expertise is often expensive. The simple models used by 
NoSQL databases usually require only a basic understanding 
of data structures. Moreover, their inherent reliability, 
maintainability, and performance reduce the need for many 
highly trained database administrators.

Economies of scale NoSQL databases tend to use clusters of low-cost commodity 
hardware coupled with mechanisms to ensure high reliability 
and fault tolerance. Thus, the cost per terabyte or transaction/
second is often significantly much less than for a conventional 
RDBMS.

Flexible data models The simple and flexible data models allow data to be easily 
described and changed. And, databases can be expanded 
through new fields and columns without affecting the 
rest of the database. NoSQL databases are often said to 
be “schema-free” in that data is represented as simple 
JSON structures that may be rapidly searched through the 
application programming interface (API).
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Data Ownership

Data ownership presents a critical and ongoing challenge, particularly in 
the social media arena. While petabytes of social media data reside on 
the servers of Facebook, MySpace, and Twitter, it is not really owned by 
them (although they may contend so because of residency). Certainly, 
the “owners” of the pages or accounts believe they own the data. This 
dichotomy will have to be resolved in court. If your organization uses a lot 
of social media data that it extracts from these sites, you should be con-
cerned about the eventual outcome of these court cases. Kaisler, Money, 
and Cohen (2012) addressed this issue with respect to cloud computing 
as well as other legal aspects that we will not delve into here.

With ownership comes a modicum of responsibility for ensuring its 
accuracy. This may not be required of individuals, but almost certainly 
is so of businesses and public organizations. However, enforcement of 

Table 4.13  Disadvantages of NoSQL databases

Disadvantage Brief description
Maturity Some NoSQL DBMSs are relatively mature, although all are 

less than 10 years old. Some data models are still evolving; the 
reliability and functionality of the software is still evolving.

Support Most NoSQL DBMSs are open-source projects meaning there 
are many anonymous contributors to source code that contin-
ues to evolve at varying rates. 

Analytics support All NoSQL DBMSs provide a Java API, but this may 
be difficult to use without significant Java programming 
experience. The emergence of SQL-like query languages such 
as Pig and Hive can provide easier access to data, but at the 
loss of some rich SQL functionality. 

Administration NoSQL databases are NOT zero-administration databases. 
Organizations must still retain expertise to describe the 
data within the data model supported by the DBMS. Most 
NoSQL DBMSs require considerable expertise to install and 
operate within a distributed server environment and require 
considerable infrastructure expertise to support their operation.

Data model expertise Even with the simple models provided by NoSQL DBMSs, 
expertise is still required to describe the external data 
structures in the internal data model representation and tune 
the structures to achieve high-performance.
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such an assumption (much less a policy) is extremely difficult. Simple 
user agreements will not suffice since no social media purveyor has the 
resources to check every data item on its servers. Table 4.14 presents some 
ownership challenges.

With the advent of numerous social media sites, there is a trend in 
BDA toward mixing of first-party, reasonably verified data, with public 
and third-party external data, which has largely not been validated and 
verified by any formal methodology. The addition of unverified data com-
promises the fidelity of the data set, may introduce non relevant entities, 
and may lead to erroneous linkages among entities. As a result, the accu-
racy of conclusions drawn from processing this mixed data varies widely.

Unlike the collection of data by manual methods, where rigorous pro-
tocols are/were often followed in order to ensure accuracy and validity, 
digital data collection is much more relaxed. The richness of digital data 
representation prohibits a bespoke methodology for data collection. Data 
qualification often focuses more on missing data or outliers than trying to 
validate every item. Data is often very fine-grained such as clickstream or 
metering data. Given the volume, it is impractical to validate every data 
item: new approaches to data qualification and validation are needed.

Going forward, data and information provenance will become a crit-
ical issue. JASON has noted (2008) that “there is no universally accepted 
way to store raw data, reduced data, and … the code and parameter 
choices that produced the data.” Further, they note: “We are unaware of 
any robust, open source, platform-independent solution to this problem.” 
As far as we know, this remains true today. To summarize, there is no 
perfect Big Data management solution yet. This represents an important 
gap in the research literature on Big Data that needs to be filled.

Table 4.14  Some Big Data ownership challenges

When does the validity of (publicly available) data expire?

If data validity is expired, should the data be removed from public-facing websites or 
data sets?

Where and how do we archive expired data? Should we archive it?

Who has responsibility for the fidelity and accuracy of the data? Or, is it a case of user 
beware?
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Data Management

Data management will, perhaps, be the most difficult problem to address 
with Big Data. This problem first surfaced a decade ago in the UK eScience 
initiatives where data was distributed geographically and “owned” and 
“managed” by multiple entities. Resolving issues of access, metadata, 
utilization, updating, governance, and reference (in publications) have 
proven to be major stumbling blocks. Within a large organization, data is 
often distributed among different business operations and “owned” and 
“managed” by those business operations. Without a centralized data dic-
tionary and uniform management practices, conflicts, including inconsis-
tencies, representational issues, data duplication among others, will arise 
between one or more business operations.

If we consider that data and information are both sources of business 
strategies, the raw material of business operations and the basis for met-
rics for assessing how well the organization is doing, then we begin to 
understand how critical it is for it to be managed well. “Managed well” 
is best simply described as the following: delivering the right information 
to the right place (and people) at the right time in the right form at the right 
cost. To do so requires a strong, sound architecture, good processes, and 
effective project management. It is hard to get all three elements correct.

A good analogue is to think of an information supply chain. We need to 
ensure that information flows smoothly through the business from mul-
tiple sources through multiple points of processing and analysis to mul-
tiple storage facilities and, then, out to multiple points of consumption. 
As with other supply chains, an effective information supply chain can 
enhance customer satisfaction, better support analytics to plan and man-
age business operations, and facilitate regulatory compliance as required. 
It can also reduce the need for redundant data and leverage infrastructure 
and personnel resources to improve the cost–benefit ratio.

Data management is different from database management. It is con-
cerned more with organizing the data in a logical, coherent fashion with 
appropriate naming conventions and managing the metadata associated 
with the data. However, data management also has the function of dis-
tributing large data sets across multiple, distributed processors such as 
cloud-based or geographically distributed systems.
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The reason for distributing data is that single systems cannot often 
process the large volumes of data represented by Big Data, for example, 
terabytes or petabytes of data. Thus, to achieve reasonable performance, 
the data must be distributed across multiple processors—each of which 
can process a portion of the data in a reasonable amount of time. There 
are two approaches to distributing data:

•	 Sharding: Sharding distributes subsets of the data set across 
multiple servers, so each server acts as the single source for a 
subset of data.

•	 Replication: Replication copies data across multiple servers, so 
each bit of data can be found in multiple places. Replication 
comes in two forms:
{{ Master-slave replication makes one node the authoritative copy 
that handles writes while slave nodes synchronize with the 
master and handle reads. Thus, multiple concurrent reads can 
occur across a set of slave nodes. Since reads are more frequent 
than writes, substantial performance gains can be achieved.
{{ Peer-to-peer replication allows writes to any node. The nodes 
coordinate to synchronize their copies of the data usually 
as background tasks. The disadvantages are that for short 
periods of time different nodes may have different versions 
of the data.

Master-slave replication reduces the chance of conflicts occurring on 
updates. Peer-to-peer replication avoids loading all writes onto a single 
server, thus attempting to eliminate a single point of failure. A system 
may use either or both techniques. Some databases shard the data and also 
replicate it based on a user-specified replication factor.

Some data management issues that you should consider are presented 
in Table 4.15 (Kaisler et al. 2013).

Data Enrichment

Data enrichment is the process of augmenting collected raw data or 
processed data with existing data or domain knowledge to enhance the 
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analytic process. Few, if any, business problems represent entirely new 
domains or memoryless processes. Thus, extant domain knowledge 
can be used to initialize the problem solving process and to guide and 
enhance the analysis process. Domain knowledge can be used to enrich 
the data representation during and after the analysis process. Transfor-
mation through enrichment can add the necessary domain knowledge to 
enable analytics to describe and predict patterns and, possibly, prescribe 
one or more courses of action.

Data enrichment is directly influenced by the V: data veracity. About 
80 percent of the work to analyze data is about preparing the data for 
analysis. This percentage will vary substantially depending on the quality 
of the data. According to Davenport (2006), the most important factor 
for using sophisticated analytics is the availability of high-quality data. 
This requires that data be precise (within context), accurate, and reliable. 
Accuracy of data will influence the quality of the analytic’s output, per the 
old axiom “garbage in, garbage out.” Precision will influence the exact-
ness of the analysis and, in numerical analysis, minimize the error field. 
Reliability—how well we trust the data to reflect the true situation—will 
influence the believability and value of the results. Ensuring veracity is a 
result of good data acquisition and curation practices.

Table 4.15  Some management challenges for Big Data

Are the data characteristics sufficiently documented in the metadata? If not, how 
difficult is it to find them?

If all the data cannot be stored, how does one filter/censor/process data to store only the 
most relevant data?

Can ETL (extract, transform, load) be performed on all data without resorting to 
external mass storage?

How much data enrichment must be performed before the data can be analyzed for a 
specific problem?

Determining the amount of enrichment to perform on acquired data such that it does 
not skew or perturb the results from the original data.

How does one handle outliers and uncorrelated data?

Where is the tradeoff between the integration of diverse data (multimedia, text, and 
web) versus more complex analytics on multiple data sets?

What visualization techniques will help to understand the extent and diversity of the 
data?
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An example of data enrichment that resonates with us is the following 
advertisement from AT&T in the early 1980s. Years ago, there was an 
AT&T commercial on TV about selling telephone service to a trucking 
company. The AT&T representative approaches the general manager of 
the trucking company who says “Let’s talk about telephones.” The AT&T 
representative says, “No, let’s talk about trucking, then we will talk about 
telephones.” This vignette captures the essence of the problem: Under-
standing the domain is essential to being able to solve problems in the 
domain! The AT&T representative knew about telephones, but needed 
to understand the trucking company manager’s perspective in order to 
understand how AT&T’s services could impact and enhance his business.

Data Movement

The velocity dimension of Big Data often refers to just the acceptance of 
incoming data and the ability to store it without losing any of it. How-
ever, velocity also refers to the ability to retrieve data from a data store and 
the ability to transmit it from one place to another, such as from where it 
is stored to where it is to be processed. Google, for example, wants their 
data to be transmitted as fast as possible. Indeed, they establish inter-
nal constraints on their systems to make sure they give up on certain 
approaches very quickly if they are going to take more time than a given 
threshold.

Network communications speed and bandwidth have not kept up 
with either disk capacity or processor performance. Of the 3Es—exabytes, 
exaflops, and exabits—only the first two seem attainable within the next 
10 years, and only with very large multiprocessor systems. The National 
Academy of Science (2013) has noted that data volumes on the order of 
petabytes mean that the data cannot be moved to where the computing is; 
instead, the analytical processes must be brought to the data.

Data Retrieval

In order to use Big Data to assist in solving business operations problems, 
we need to find the relevant data that applies to the business problem at 
hand. Identifying the relevant data is a search problem where we generally 
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wish to extract a subset of data that satisfy some criteria associated with 
the problem at hand.

Quality versus Quantity

An emerging challenge for Big Data users is “quantity vs. quality.” 
As users acquire and have access to more data (quantity), they often 
want even more. For some users, the acquisition of data has become an 
addiction. Perhaps, because they believe that with enough data, they 
will be able to perfectly explain whatever phenomenon they are inter-
ested in.

Conversely, a Big Data user may focus on quality which means not 
having all the data available, but having a (very) large quantity of high 
quality data that can be used to draw precise and high-valued conclu-
sions. Table 4.16 identifies a few issues that must be resolved.

Another way of looking at this problem is: what is the level of preci-
sion you require to solve business problems? For example, trend analysis 
may not require the precision that traditional DB systems provide, but 
which require massive processing in a Big Data environment.

Data Retrieval Tools

The tools designed for transaction processing that add, update, search for, 
and retrieve small to large amounts of data are not capable of extracting 
the huge volumes typically associated with Big Data and cannot be exe-
cuted in seconds or a few minutes.

Some tools for data retrieval are briefly described in Table 4.17.

Table 4.16  Some quantity and quality challenges

How do we decide which data is irrelevant versus selecting the most relevant data?

How do we ensure that all data of a given type is reliable and accurate? Or, maybe just 
approximately accurate?

How much data is enough to make an estimate or prediction of the specific probability 
and accuracy of a given event?

How do we assess the “value” of data in decision making? Is more necessarily better?
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The Value of “Some Data” versus “All Data”

Not all data are created equal; some data are more valuable than other 
data—temporally, spatially, contextually, and so on. Previously, storage 
limitations required data filtering and deciding what data to keep. Histor-
ically, we converted what we could and threw the rest away (figuratively, 
and often, literally).

With Big Data and our enhanced analytical capabilities, the trend is 
toward keeping everything with the assumption that analytical signifi-
cance will emerge over time. However, at any point in time the amount of 
data we need to analyze for specific decisions represents only a very small 
fraction of all the data available in a data source and most data will go 
un-analyzed. Table 4.18 presents some data value challenges.

Table 4.17  Selected data retrieval tools

Tool Brief description
Drill
http://drill.apache.org/

Apache Drill is a low latency distributed query engine 
for large-scale data sets, including structured and semi-
structured/nested data. It is the open source version of 
Google’s Dremel. A version of Drill has been pre-installed 
in Hadoop’s MapR sandbox to facilitate experimentation 
with drillbits, the components that receive and execute 
user’s queries.

Flume
http://flume.apache.org/

Flume is a distributed, reliable, and available service 
for efficiently collecting, aggregating, and moving large 
amounts of log data. It implements that a streaming 
data flow model is robust and fault tolerant with tunable 
reliability mechanisms and many failover and recovery 
mechanisms.

Table 4.18  Some data value challenges

For a given problem domain, what is the minimum data volume required for descriptive, 
estimative, predictive, and prescriptive analytics and decision modeling with a specified 
accuracy?

For a given data velocity, how do we update our data volume to ensure continued 
accuracy and support (near) real-time processing?

For a given problem domain, what constitutes an analytic science for non-numerical 
data?

“What if we know everything?”—What do we do next?
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New techniques for converting latent, unstructured text, image, or 
audio information into numerical indicators to make them computationally 
tractable are required in order to improve the efficiency of large-scale pro-
cessing. However, such transformations must retain the diversity of values 
associated with words and phrases in text or features in image or audio files.

Data Visualization

Data visualization involves the creation and study of the visual repre-
sentation of data. It is a set of techniques used to communicate data or 
information by encoding it as visual objects (e.g., points, lines, or bars) 
contained in graphics.

Table 4.19 describes the common types of data visualization methods, 
adapted from http://vadl.cc.gatech.edu/taxonomy/. A comprehensive set 

Table 4.19  Common data visualization types

Type Description
1D/linear A list of data items, usually organized by a single feature. Useful for 

textual interfaces, although frequently used in simple pages within 
web browsers.

2D/planar A set of data items organized into a 2D representations such as 
matrices, maps, charts, and plots.

3D/volumetric A set of data displayed in a 3S space such as a 3D plot, 3D models 
such as wire models, surface and volume models, and animated 
computer simulations of different phenomena.

Temporal A set of data is organized and displayed according to its temporal attri-
butes using techniques such as timelines, time series, Gantt charts, stream 
graphs, rose charts, and Scatter plots where time is one of the axes. Tools 
include MS Excel, the R Time Series library, and Google Charts.

Multi
dimensional

A set of data is organized according to multiple attributes taken one 
at a time in which the data set is partitioned into groups. Techniques 
include pie charts, histograms, tag clouds, bubble charts, and tree 
maps, among other techniques. 

Tree/hierarchy 
charts

A set of data is partitioned into sets and subsets where the subsets are 
more explicitly descriptive based on the attributes of the items. Tech-
niques include trees, dendrograms, tree maps, and partition charts. 

Networks A set of items is displayed as a partially connected graph where the 
nodes are connected by edges labeled by attributes shared by the 
nodes. Techniques include subway/tube maps, node-link diagrams, and 
alluvial diagrams.
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of visualization techniques is available at http://www.visualliteracy.org/
periodic_table/periodic_table.html. A lack of space prohibits detailed 
descriptions, but further reading contains a number of references that 
will allow you to explore the different techniques.

Communications and Networking

As little as three decades ago, our means of communication between indi-
viduals, individuals and computers, and computer to computer was very 
limited. The advent of Ethernet as a simple-to-implement network and 
the TCP/IP stack as a communication protocol unleashed a diversity of 
technology and applications. Continued development of Ethernet devices 
led to wireless communications, Wi-Fi, cellphones, tablets, and a plethora 
of mobile device applications.

Network communications speed and bandwidth have not kept up 
with either disk capacity or processor performance. Of the 3Es—exabytes, 
exaflops, and exabits—only the first two seem attainable within the next 
10 years. The National Academy of Science (2013) has noted that data 
volumes on the order of petabytes mean that the data cannot be moved to 
where the computing is in a reasonable amount of time; instead, the ana-
lytical processes must be brought to the data. There seem to be physical 
limitations on moving data at an exabit per second over current physical 
transmission media. If data is compressed prior to transmission, it may be 
possible to achieve apparent exabit per second bandwidth.

Over the past two decades, as wireless technology has evolved, trans-
mission rates have continuously increased. These increases, accompanied 
by the shrinkage of the cell phone and the emergence of other wireless 
devices—tablets, watches, Google glasses, and so on—has resulted in a new 
discipline—mobility science—which focuses on research and development 
in mobile devices and applications. Indeed, some of the fastest growing 
conferences have to do with mobile technology, devices, and applications.

Computer and Information Security

Today’s threat environment is extremely challenging, but none more so 
than in the online world. The rapid growth in mobile applications and 
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the increasing web-hopping by Internet users exposes them to a myriad of 
threats. As the number of websites increases, so do the opportunities for 
computer and information security threats.

The threat environment has evolved rapidly. In the 1990s very few 
spam messages were sent. By 2014, it was estimated by Spam Laws 
(http://www.spamlaws.com/) that over 14.5 billion spam messages were 
sent per day, which comprised over 45 percent of the total e-mails trans-
mitted across the Internet. As IPv6, the expanded Internet routing pro-
tocol, is implemented across the Internet, approximately 4 billion unique 
IP addresses will become available. This has created an enormous oppor-
tunity for cybercriminals to use to attack and exploit user sites. Defensive 
cyber technology applies to all sites, not just Big Data sites.

Cybercriminals have become extremely sophisticated in their meth-
ods of attack, exploitation, and exfiltration. They use modern software 
engineering techniques and methodologies to design, develop, and deploy 
their software. Polymorphic software can evolve and propagate in thou-
sands of ways, much of which is undetectable by traditional methods. The 
newest types of complex and sophisticated threats (advanced persistent 
threats—APTs) are beyond the scope of this book. The attackers of today 
are not limited in their attack platforms or targets. In today’s environ-
ment, multiplatform means that mobile devices are also highly susceptible 
to attack. The volume of data, the increasing frequency of attacks and 
diversity of targets, and the variety of threat software pose a Big Data 
challenge to organizations and individuals alike.

To defend themselves, organizations must gather, analyze, and assess 
more data than ever before at more locations within the organization 
infrastructure. This means dedicating significantly greater resources to 
ensure the viability of the organization in the face of this aggressive and 
evolving threat environment. It is becoming blatantly clear that off-the-
shelf solutions have not and cannot address these problems. Scaling up 
resources for defense must be managed intelligently, because just identi-
fying each threat and fixing it as it is found is economically not viable, 
and simply not technically possible. The bad guys are too creative and 
highly skilled!

Most organizations in academia, government, and industry are expected 
to do much more to protect themselves against the deluge of cyberattacks 
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that are exponentially increasing. Today’s organizations are adding security 
operation centers to meet these growing threats. In medieval times, one 
could notice when the Huns were attacking the city gates or someone had 
stolen half the grain supply. Today, cybercriminals can steal the data while 
leaving the original data in place. In many cases, an organization does not 
know it has been attacked until its own data is used against it.

Security software organizations must not only collect, analyze, detect, 
and develop responses, but they must also develop tools to predict how 
software will morph, where attacks might occur and where from, and how 
frequently they might occur.

Firewalls

A primary component of a security architecture is the firewall, which is 
a network security device that inspects and controls incoming and out-
going network traffic. Inspection and control is based on a set of rules 
defined by the organization. For example, many organizations prohibit 
the acceptance of traffic from known phishing scans and prohibit access 
to known websites that host malware. In effect, the firewall is intended to 
establish a barrier between a trusted network, such as a company’s inter-
nal network, and an external untrusted network, such as the Internet. 
Firewalls may be implemented in hardware, software, or a combination 
of the two—although it is generally accepted that hardware-based fire-
walls may be more secure. Most personal computer operating systems 
offer software-based firewalls.

Firewalls can operate at many levels—as packet filters for raw net-
work traffic, as state-based systems that operate at the message level, to 
application level systems that handle protocol-based applications such as 
browsers and file transfer programs.

Intrusion Detection System

An intrusion detection system (IDS) is hardware or software that monitors 
network traffic for malicious activities, policy violations, and attempts to 
bypass security mechanisms to gain access to an organization’s internal 
computer systems. Some IDSs also attempt to prevent intrusions through 
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various mechanisms. Generally, an IDS will identify possible incidents of 
intrusion, log the information, and possibly send alerts to system admin-
istrators, ensuring the organizational security policies are heeded.

Passive systems usually log the incident and send alerts. Reactive sys-
tems will automatically attempt to prevent an intrusion by rejecting traffic, 
or even shutting down the host system to prevent attack and corruption. 
IDS may, like firewalls, look outward, but they also look inward at the 
operation of organizational systems for anomalous behavior based on 
known models of operation and communications between those systems.

It is impossible to detect every possible intrusion and even harder to 
prevent some of the intrusions that take or are taking place without ana-
lyzing them. Often, prevention is difficult because of the time required to 
identify and analyze the attack. Detection and prevention become harder 
as system usage grows and more computational effort must be focused on 
detecting anomalous behavior through comparison and prevention based 
on understanding the nature and target of the attack and having adequate 
methods for preventing or defeating it.

A good reference for intrusion detection is the NIST 800-94 Publi-
cation: A Guide to Intrusion Detection and Prevention Systems, 2007, 
which is available at http://csrc.nist.gov/publications/nistpubs/800-94/
SP800-94.pdf.

Virtual Private Network

A virtual private network (VPN) extends a private network across a pub-
lic network, such as the Internet. In effect, the VPN rides on top of the 
public network. A VPN is implemented as a point-to-point connection 
between two nodes in which the communications are encrypted at each 
end before transmission and decrypted at the receiving end. Two com-
monly used VPN techniques are openVPN (https://openvpn.net/) and 
ipSec (http://ipsec-tools.sourceforge.net/).

Security Management Policies and Practices

Security management is the identification, classification, and protection of 
an organization’s information and IT assets. Both computer systems and 
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data must be managed and protected. The objective of security manage-
ment is to prevent the loss of information, compromise of IT assets, and 
financial impact on an organization due to corruption or exfiltration of 
critical data, or denial of service to internal and external clients. To do so, 
an organization must identify, categorize as to impact and likelihood, and 
develop methods for prevention and mitigation of security threats.

Security management is implemented through a set of security poli-
cies developed and mandated by the organization. A security policy is a 
specification for achieving some level of security in an IT system, such 
as, for example, a password policy. Security policies may be machine- or 
human-focused. In either case, they prescribe the behavior of the entity 
to which they are addressed. Policies are typically decomposed into 
subpolicies which then specify specific operational constraints on the use 
and operation of the IT systems and access to organizational data.

Compliance with Security and Privacy Laws and Regulations

Security and privacy laws regulate how we deal with personal data in 
the United States. Organizations must ensure that they are in com-
pliance with such laws and regulations or face stiff penalties. In some 
domains (e.g., health), the laws and regulations are much stricter than 
in others. Moreover, there is an emerging concern that as data accumu-
lates about an individual or group of individuals, the aggregation of 
such data will allow the determination of properties of the individual 
through reasoning that were not explicitly represented in the original 
data itself.

In certain domains, such as social media and health information, as 
more data is accumulated about individuals, there is a fear that certain 
organizations will know too much about individuals. For example, data 
collected in electronic health record systems in accordance with HIPAA/
HITECH provisions is already raising concerns about violations of one’s 
privacy. International Data Corporation (IDC) coined the term “digi-
tal shadow” to reflect the amount of data concerning an individual that 
has been collected, organized, and perhaps analyzed to form an aggregate 
“picture” of the individual. It is the information about you that is much 
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greater than the information you create and release about yourself. A key 
problem is how much of this information—either original or derived—
do we want to remain private?

Perhaps the biggest threat to personal security is the unregulated 
accumulation of data by numerous social media companies. This data 
represents a severe security concern, especially when many individuals so 
willingly surrender such information. Questions of accuracy, dissemina-
tion, expiration, and access abound. For example, the State of Maryland 
became the first state to prohibit—by law—employers asking for Face-
book and other social media passwords during employment interviews 
and afterward.

Clearly, some Big Data must be secured with respect to privacy and 
security laws and regulations. IDC suggested five levels of increasing 
security (Gantz and Reinsel 2011): privacy, compliance-driven, custodial, 
confidential, and lockdown. The recent spate of international hackings 
and exfiltration of customer data from multiple large corporations in the 
United States demonstrates the critical nature of the problem and high-
lights the risk facing all businesses and organizations. Your corporation 
should take the initiative to review the Big Data assets and its structure 
and properties to determine the risk to your corporation if it is exposed. 
The IDC classifications are a good start absent a formal standard devel-
oped by the IT community. Table 4.20 presents some of the data compli-
ance challenges.

Table 4.20  Some Big Data compliance challenges

What rules and regulations should exist regarding combining data from multiple sources 
about individuals into a single repository? 

Do compliance laws (such as HIPAA) apply to the entire data warehouse or just to 
those parts containing relevant data?

What rules and regulations should exist for prohibiting the collection and storage of 
data about individuals—either centralized or distributed?

Should an aggregation of data be secured at a higher level than its constituent 
elements?

Given IDC’s security categorization, what percentage of data should reside in each 
category? What mechanisms will allow data to move between categories?
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The Buy or Own Dilemma?

The primary issue facing any organization considering cloud computing 
as an infrastructure for providing computing services can be categorized 
as the “buy or build dilemma.” Basically, does an organization buy its 
cloud computing services from a public vendor or does it develop its own 
in-house cloud computing services. These are obviously the extremes. 
Many organizations have opted for a hybrid approach.

From a buy perspective, there are many issues that an organization 
should consider before deciding to wholly commit to an external, third-
party supplier of cloud computing services. Kaisler and Money (2010, 
2011) and Kaisler, Money, and Cohen (2012) have described some of the 
issues that should be considered. Table 4.21 presents a summary of some 
of these issues.

Table 4.21  Selected issues in buying cloud computing services

If the organization moves to a competing service provider, can you take your data with 
you?

Do you lose access (and control and ownership) of your data if you fail to pay your bill?

What level of control over your data do you retain, for example, the ability to delete 
data that you no longer want?

If your data is subpoenaed by a government agency, who surrenders the data (e.g., who 
is the target of the subpoena)?

If a customer’s information/data resides in the cloud, does this violate privacy law?

How does an organization determine that a cloud computing service provider is meeting 
the security standards it espouses?

What legal and financial provisions are made for violations of security and privacy laws 
on the part of the cloud computing service provider?

Will users be able to access their data and applications without hindrance from the 
provider, third parties, or the government?



CHAPTER 5

Building an Effective Big 
Data Organization

“The key to future success is to build an organization that can 
innovate with data,” said Rod Morris, former senior vice-president 
of marketing and operations at Opower, a cloud-services firm that 
supplies SaaS applications to the energy and utilities industries. “To 
disperse the data, democratize the tools and unleash the creativity of 
individual employees.”

—http://blogs.clicksoftware.com/clickipedia/three-steps-to-
building-a-better-big-data-culture/

Good organizational design and practices are essential for information 
systems success, but it is not enough. Having great technologies are also 
necessary for success, but they are insufficient. Having skilled personnel 
is key to success, but good people alone will not cut it. The key to effec-
tive information systems lies in the integration of all three. It is not only 
important to have great organizational practices, technology, and people, 
but it is also important that these three components integrate and com-
plement each other well. This is no different for Big Data organizations. 
For example, Tom Davenport proposed these same three key elements of 
analytical capability—organization, human, and technology, suggesting 
that building an effective Big Data organization requires organizational 
practices, information technology, and talent working in harmony, just 
like a symphony.

In this chapter we look at some of the key components that an organi-
zation should have in place to build an enterprise level Big Data program. 
We discussed the Big Data analytics (BDA) life cycle process model in 
Chapter 3, but what are the key practices and structures an organiza-
tion needs to succeed in its BDA efforts? We attempt to answer these 
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questions in this chapter. Based on the many one-on-one interviews we 
have had with analytics professionals, countless workshops with academ-
ics and practitioners in this area, and survey studies we have conducted, 
we have identified these key aspects to build an effective Big Data organi-
zation, or to transform an organization into one.

•	 Organizational Design and Practices
•	 People
•	 Talent Identification and Acquisition
•	 BDA Teamwork

We discuss these key aspects in more detail in the next few sections. 
Before we begin, it is important to note that the shift to a service-oriented 
economy from a product-oriented economy has intensified over the past 
20 years. Increased globalization arising from the Web and telecommuni-
cation technologies means that established markets and advanced econo-
mies must now compete with emerging economies, such as India, China, 
and, more recently, Africa. The widespread availability and access to open 
source and free tools like R and Big Data cloud services means that any 
small group of individuals with great talent and education in any part of 
the globe can be a formidable competitor in this field. At a time in which 
analytic talent is so scarce, professionals in every country are waking up 
to this opportunity. Professionals and organizations will therefore need to 
be nimble and train and re-train themselves on best practices in this area 
to remain competitive.

A recent Bain and Company survey (Pearson and Wegener 2013) 
found that the use of BDA can give an organization a clear competi-
tive advantage over its competition. An examination of more than 400 
large companies found that those with the most advanced analytics were 
significantly outperforming their competition. These organizations were 
twice as likely to be in the top quartile of financial performance within 
their industries and were also more likely to use data very frequently when 
making decisions, while making decisions faster than their competitors 
and much more likely to successfully execute these decisions. Moreover, at 
the same time the window to respond to business needs is always shrink-
ing. Organizations should establish their organization structure for an 
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analytics and start the design and launch of a new analytics organization 
with a basic overall organizational architecture and approach to ensure 
that all of the roles, skills, and capabilities are in place from the beginning.

Organizational Design and Practices

Organizational design and management practices include a number of 
areas that have a significant effect on the successful use of analytics efforts 
within an organization. These design approaches and practices include 
enterprise and other architectural designs, an AnBoK to provide guidance 
to analytic practitioners, governance to help management and ensure that 
the analytics efforts are aligned with business needs, and finally a culture 
and level of maturity that provides a positive environment for analytics 
success.

Enterprise, Domain, and Application Architecture

Circular A130 of the Office of Management and Budget describes enter-
prise architecture (EA) as “the explicit description and documentation of 
the current and desired relationships among business and management 
processes and information technology,” and it provides the “blueprint” 
to build information systems in an organization in a coordinated man-
ner. While it is not the objective in this chapter to promote architecture 
practices, we lean on EA principles to make the point that, like any other 
information system implementation, BDA requires careful architecting 
from the beginning.

The data needed for effective analytics can be either gathered from 
external sources or produced internally. In either case, an architecture 
needs to be in place to store, manage, and access this data. But data man-
agement alone is insufficient and we also need to pay attention to busi-
ness processes, applications, and the technology infrastructure. Several 
EA frameworks have been proposed—for example, Zachman, Federal EA 
Framework, and The Open Group Architectural Framework—represent-
ing the various views of the architecture.

As depicted in Figure 5.1, one thing all frameworks agree on is on 
EA’s four key players: business process, information, applications, and 
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technology infrastructure. An organization’s EA is often broken down 
into business domains (e.g., divisions, functions, and geographical 
regions), which often have their own domain architecture, and there are 
multiple applications running within each of these domains. In the end, 
all EA layers, domains, and applications must work in unison to support 
the organizational goals. Again, this is no different for BDA.

The point we are trying to make is that any organization that is seri-
ous about implementing effective BDA practices needs to think way 
beyond talent and tools. It becomes an organizational design issue. Busi-
ness processes, whether they are enterprise, domain, or application pro-
cesses, need to incorporate Big Data and analytic thinking into them. It 
was sufficient in the past to conceptualize business processes to fulfill the 
transactional needs of the organization, but this is no longer sufficient. 
For example, some of the most advanced Internet marketing analytics 
practice collect terabytes of data, gathering all the customer shopping and 
clicking behavior online, which can later be mined to develop customized 
marketing strategies. However, the necessary business processes to gather, 
store, retrieve, and analyze the necessary data must be in place.

The same is true for the information model. Many online shopping 
sites were not interested in collecting shopping cart data in the early years 
and most of this data was stored locally in cookies in the users’ computers. 

Figure 5.1  Enterprise, domain, and application architecture
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All the companies needed were to be able to move shopping cart contents 
to the checkout application to process the sale transaction. Not any more, 
today companies are tracking all aspects of shopping cart behavior (e.g., 
the timing when items are added, modified, or deleted; the elapsed time 
between a shopping cart addition and a product purchase; the likelihood 
of purchasing once a product is added to the shopping cart; the amount of 
time a buyer spends in the product specifications before buying; the most 
effective colors and graphics to motivate a buyer to make a purchase, etc.).

The application architecture also needs to be designed with BDA in 
mind. If the analysis is done by humans, maybe all that is necessary is to 
have applications that produce the necessary data and the tools to analyze 
it. But more progressive organizations do analytics on the fly as the data 
arrives. An online shopping application that makes product recommen-
dations based on social filtering (i.e., “people like you who bought this 
item also bought this other item”) cannot afford to wait for human inter-
vention to make these recommendations, so they embed analytic applica-
tions within their transactional systems.

Finally, the technology architecture to support BDA has to be in 
place. An organization committed to collecting lots of data for analytics 
must have the necessary infrastructure to manage these data effectively. 
Again, if the analysis is done by humans, perhaps all that is needed is 
large storage data capacity and data warehousing facilities, where the data 
can be easily accessed and downloaded for analysis. If the data needs to 
be analyzed in real time, then the organization will need to invest in Big 
Data facilities so that the analysis can be run directly in the Big Data 
environment (i.e., true BDA).

Analytics Body of Knowledge Focus

While it is common knowledge that analytical talent is in high demand 
and short supply, the necessary knowledge to do effective analytic work 
is not just confined to the analytic and quantitative domains. Functional 
knowledge domain is also necessary to do effective analytical work. It is 
important to note that some organizations are reporting that the num-
ber of years of experience to become an expert in a knowledge domain 
(e.g., financial analysis) is dramatically shrinking, because younger less 
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experienced analysts can access the data and derive similar intelligence 
from the data than a former domain expert without the data analysis skills. 
Nevertheless, decisions cannot be made in a vacuum and, given that ana-
lytics permeates all aspects of organizational work, it is necessary for ana-
lysts to have some degree of functional domain knowledge. In order to 
better understand the knowledge that analytics professionals need to pos-
sess, we developed a body of knowledge framework for analytics (AnBoK). 
We have used this body of knowledge successfully to analyze the educa-
tional market in BDA and design a master’s of science based on it.

Implementing a successful enterprise organizational analytics pro-
gram can be a challenging set of activities. When we speak of a holistic 
approach to BDA within an organization, there are knowledge areas to 
address when implementing the program. We developed our AnBoK, 
illustrated in Figure 5.2, from information gathered from numerous 
interviews, workshops, roundtables, conference discussions, surveys, and 
interviews of analytics professionals and academics. This framework is 
composed of four layers: foundations, analytics core, functional domains, 
and management. We now discuss each of these in more detail.

Figure 5.2  Analytics body of knowledge
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Foundations Layer

These are the basic skills and infrastructure needed to operate and support 
a robust organizational analytics program. BDA is at the intersection of 
several disciplines, including computer science, software programming, 
database querying, mathematics, statistics, operations research, manage-
ment science, and information systems, among others. These are many 
of the core information technology tools and infrastructure discussed in 
Chapter 4. While a full discussion of the basic foundations of analytics 
is beyond the scope of this chapter, we highlight important foundations.

Database, Big Data, and Data Warehousing.  The analytics team will 
need access to the data as large amounts of raw data may exist in a 
multitude of various formats: structured (relational) and unstructured 
(tweets, Web blogs, text documents, etc.). For structured data 
management, knowledge of tools and data platforms is necessary to 
manage high-volume structured data (for instance, clickstream data or 
machine or sensor data). For unstructured data management, there is a 
focus on managing the explosion in data volumes due to a large extent 
to sources such as social media, Web transaction data, RFID and other 
sensor data, videos, pictures, machine generated and even text data from 
customer support logs, and so on. Tools and technologies are needed to 
manage, analyze, and make sense of this data to build understanding 
and to correlate with other forms of the structured data. Big Data is 
either downloaded to large data warehouse for analysis (i.e., traditional 
analytics) or analyzed directly in the Big Data environment (i.e., BDA). 
Either way, any organization dealing with the 5 Vs of Big Data needs to 
have the talent to work with and analyze data in these environments.

Information Technology, Software, Programming, and Tools.  To 
effectively capture value from BDA, organizations need to integrate 
information technology, software, and programming tools into the 
analytics architecture and process. These technology decisions to utilize 
need careful analysis since they can have a long-term impact on an 
organization’s ability to integrate BDA as well as inform what skills need 
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to be developed and how are they best developed. In many cases, pilots 
and prototyping initiatives are needed to test out and experiment with 
new tools and architectures.

Math and Statistics.  The organization will need individuals that have 
foundation skills in statistics and math. To be able to perform advanced 
analytics on Big Data, the analyst will need to understand such statistical 
concepts as correlation, multivariate regression, as well as the ability to 
model and view data from different perspectives for use in predictive 
and prescriptive modeling.

Software and Tools.  As we mentioned earlier, Big Data can be 
harvested from a variety of sources. Organizations need to identify and 
deploy tools to gather, process, and visualize the information in useful 
and effective ways. Technologies include high-capacity storage reposito-
ries, modern databases, and specialized Big Data applications that can be 
used to reduce, consolidate Big Data, as well as find patterns and make 
sense of the data. Compounding these challenges, the analytics technol-
ogy tool space is rapidly changing. New tools and software are being 
introduced at a rapid rate. Choices need to be made based on analytics. 
Organizations need to address some key technology decisions including 
the following:

•	 Which technology and tools are needed to support our 
analytics architecture based on our business goals and 
objectives?

•	 Which platforms are best for integrating these new tools, as 
well as with any existing technologies?

•	 Are open source or proprietary solutions the right fit for your 
organization?

The analysts may need access to such advanced analytical tools, such 
as Hadoop, NoSQL, SAS and so on, as well as programming skills partic-
ularly in languages such as R and Python. Regardless the specific technol-
ogies of choice of the day, a critical component of the AnBoK is the ability 
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to manipulate data using software, so the need for skilled programmers 
will not go away. For example, given that Big Data may come from a 
variety of sources and in a variety of formats, merging structured and 
unstructured Big Data requires specialized, advanced knowledge, tools 
and technologies to prepare the data for analysis in analytical models.

Technologies such as in-database and in-memory analytics provide 
capabilities to process large data sets for analysis at near real-time speeds 
and to combine the analytics environment within, for example, struc-
tured data management tools. Additionally, an organization will need to 
develop an approach for master data management and consistently sup-
port an analytics culture at all levels of the organization.

Finally, the representation of data and results are an important com-
ponent of Big Data architecture. Visualization tools allow the analysis to 
be more clearly understood and insights discovered. Visualization tools 
and technologies for quick drill down and analysis are now available and 
need to be integrated into analytics architectures, like the one illustrated 
in Figure 5.3. Finally, the organization will need to address how to inte-
grate these analytic technologies to provide value to the organization, by 
aligning to and supporting the business decision-making process.

Figure 5.3  Logical analytics integration architecture
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Analytics Core

These are the disciplines that often come to mind when we read or hear 
about BDA and it includes the typical topics found in most analytics books, 
including things like descriptive analytics, predictive analytics, machine 
learning, data mining, and business intelligence, among others. As dis-
cussed in Chapter 3, analytics approaches can be partitioned in three broad 
areas: descriptive, predictive, and prescriptive. The integrated role these 
approaches play in organization analytics approach is outlined in Table 5.1.

Functional Domains

Analytics is never performed in isolation, but in the context of a specific 
functional domain like health care, marketing, finance, policy analysis, 
fraud detection, accounting forensics, cyber security analysis, and sustain-
ability, among many others. Just about every discipline can benefit from 
analytics. So the basic question is: what makes the best analyst? Is it a 
data scientist who develops some knowledge of a given functional domain 
through experience? Or is it a functional worker (e.g., investment broker) 
who gets additional education in analytics? We argue that functional pro-
fessionals with deep understanding of and expertise in their functional 
domains make up the best analyst because they have a stronger founda-
tion to formulate analytics questions and interpret and explain results.

Management

To be successful at the organizational level, the analytics efforts must 
be appropriately supported by management functions and processes. 

Table 5.1  The role various analytics play in data-driven decision 
making

Past and present—descriptive 
analytics

The future—predictive and 
prescriptive analytics

Create awareness and determine that a 
decision needs to be made

Identify likely outcomes—predictive

Report on the results of action Identify the best course of action—prescriptive 

Understand the scope and context of 
the decision
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Analytics efforts are not likely to yield results of strategic value if the 
organization’s long-term strategy is not aligned with analytics. Similarly, 
no analytics project will be successful unless the various component activ-
ities are appropriately coordinated and staffed. Finding analytics talent 
is difficult these days, so human resources plays a critical role. It is not 
uncommon to hear complaints from Chief Information Officers (CIOs) 
that they need to pay very high salaries for analytic talent who end up 
leaving the firm before one year has elapsed.

Data governance is another key issue. Data is the most valuable asset 
in modern organizations today, beyond their personnel. No insurance 
policy that we have heard of provides coverage for data losses. Hence, all 
aspects of data ownership, sharing, access, security, and location need to 
be covered by governance policies.

Governance

BDA governance can be thought of as the approach that analytic-based 
organizations use to define, prioritize, and track analytic initiatives as well 
as to manage different types and categories of data related to analytics. 
BDA governance strives to ensure that organizations have reliable and 
consistent data to perform analytics and make management decisions.

Without a corporate wide BDA governance framework in place, the 
risks an organization faces include, but are not limited to:

•	 Missing opportunities due to incorrect or insufficient 
utilization of analytics.

•	 Damage to the organizations’ reputation due to illegal or 
unethical application of analytics (e.g., privacy and security).

•	 Making bad decisions based on analytics and data is not often 
fully understood by the decision makers.

•	 The legal and economic consequences of not complying with 
regulatory requirements.

•	 Finally, cost or quality issues due to misalignment of analytical- 
based performance measurement across the organization.

Thoughtful and appropriate governance helps to encourage actions in 
support of business objectives and preventing unnecessary efforts. General 
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governance attributes include defining and assigning decision rights 
within the organization (e.g., with senior management or within areas 
of competency, ensuring that analytics efforts are aligned with business 
objectives and processes). Determining the priority alignment of analyti-
cal initiatives to business objectives and processes requires both portfolio 
management and governance. The governance approach should be doc-
umented and communicated with analytic Big Data policies and proce-
dures: For analytic initiatives, measures should be defined to ensure and 
track the effort and the accomplishment of a business goal or decision.

Key tasks in implementing BDA governance include:

•	 Delegating analytics authority, budget, and responsibility to 
the appropriate unit or department.

•	 Defining and taking responsibility for the corporate analytics 
metrics framework and then ensuring alignment with the 
business’ goals and strategy.

•	 Reviewing, prioritizing, and selecting BDA initiatives and 
deciding on corporate level investment budget for BDA.

•	 Tracking and enforcing metrics and indicators to assess return 
on Big Data investments.

•	 Developing performance indicators to identify policy, compli-
ance, and regulatory adherence.

In starting to build an analytics governance framework, consider the 
goals and objectives for the various forms and types of Big Data initiatives 
shown, for example, in Table 5.2.

Big Data Analytics Culture

In implementing a successful analytics program, organizations need to 
focus on a number of key analytical and technology practices broadly 
and be business-centric rather than IT-centric. The organizations need to 
plan and quickly adapt to changing roles and skill sets, and they need to 
balance business and IT skills and resources, while building partnership 
between the business stakeholders and the information technology group. 
With the core technology and skills in place throughout the organization, 
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the organization needs to institutionalize the importance and value of 
data-driven decision making to the company at large. A culture that 
embraces data and facts and applies them to everyday business should be 
grown. The challenge requires both top-down and bottom-up approaches 
to ensure everyone gets on board with the new data-driven paradigm.

When the organization has institutionalized the management, skills, 
tools, and technology necessary to drive an analytics-based organization, 
they will be prepared to innovate with the Big Data and continually 
find new ways to leverage their Big Data analytical abilities. Data-driven 
organizations need to value analytics as much as instinct when making 
decisions, and they need to view information as an asset and understand 
how to measure and communicate the value of BDA to all the stakehold-
ers. The organization’s culture should grow and change as people use the 
technology to take informed actions. When taking an organization wide 
approach to analytics, key technology practices should be implemented, 
including developing and executing an EA strategy, and work to prevent 
or eliminate silos of capability as well as implement an integrated analyt-
ics toolset and delivery platform.

Big Data Analytics Maturity

As the field of BDA matures, frameworks will emerge to evaluate the 
analytic maturity of organizations. The Software Engineering Institute 
developed the infamous Capability Maturity Model (CMM) establishing 

Table 5.2  Big data initiatives type

Information 
portal

Business 
analytics 

Analytics 
laboratory Operational

Descriptive Descriptive Predictive Prescription

Focus on data models 
and information 
governance aspects

Focus on analytic 
models and 
business analyst 
self-service

Focus on prediction 
models

Focus on deci-
sion models and 
integration in 
business processes

Efficiency
Integrity 
Security

Consistency
Alignment
Relevance

Transparency
Privacy
Quality 

Viability
Fidelity
Appropriateness
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five levels of software organization maturity based on whether the com-
pany employed certain key processes needed to build software effectively 
and efficiently with repeatable patterns of success. Today, the CMM is the 
de-facto standard of software maturity.

Similarly, Jeanne Ross and colleagues developed a four-level CMM 
for EA, starting with stove piped silos at level 1 all the way to a modular 
architecture at level 4. CMMs are very good because they help gauge the 
level of sophistication and reliability organizations have in the particular 
domain the model is designed to measure. For example, bids for contracts 
often require the software companies to be at CMM levels 4 or 5 (Ross, 
Weill, and Robertson 2006, p. 69).

Naturally, various CMMs are likely to be proposed for BDA. Such 
a model, if effectively specified, would be a wonderful development for 
this growing field. To the best of our knowledge, such a model has not 
been effectively developed to date. Some models have been proposed. For 
example, Tom Davenport (2007) proposed five stages of development for 
analytics capabilities as depicted in Table 5.3.

These stages of analytics development are very useful, but we argue that 
more needs to be done to define a nuanced CMM for analytics. Perhaps the 
five stages described earlier are adequate, but it is our opinion that the stages 
need more precise definition of specific capabilities or key processes to reach 
the particular stages or levels. Examples of possible capabilities or key pro-
cesses include things such as data governance, having a chief data officer 

Table 5.3  Five stages of analytic capabilities

Stage Description
Prerequisites to analytical 
capabilities

A good transaction data environment and operations 
exist.

Prove-it detour Most organizations progress to stage two directly, but some 
need this detour to prove their analytical capabilities.

Analytical aspirations This stage occurs when analytics gains executive support 
and first major analytics projects are launched.

Analytical company This stage is achieved when the organization has demon-
strated world-class analytical capabilities at the enterprise 
level.

Analytical competitors This stage occurs when analytics go beyond being a capa-
bility to become strategic for competitive advantage.
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(CDO), widespread data access, staff trained in analytics and data science, 
standardized corporate tools for analysis, Big Data storage capabilities, pro-
gramming staff, having an analytics department with key roles fully staffed, 
having functional domain experts available to the analytics team, and so on. 
The formulation of a BDA CMM is beyond the scope of this chapter, but 
we hope that this discussion illustrates the importance of developing one.

People

As with most endeavors in life, people are perhaps the most critical aspect 
for the success of an analytics-based organization. While roles and skills 
will vary depending on the organization (e.g., size, business domain, spe-
cific needs etc.), a number of key roles and related skills needed in Big 
Data analytical organizations are highlighted in Table 5.4 and discussed.

Chief Data Officer

While typically not formally on the analytics team, the CDO plays a crit-
ical role to ensure that the data needed by the analytics team is available, 
accurate, consistent, and reliable. The CDO is a senior executive who 

Table 5.4  Key Big Data team roles

Role Description
Chief data officer The chief data officer (CDO) is a senior executive who 

bears responsibility for the firm’s enterprise wide data and 
information strategy and governance.

Chief analytic officer The chief analytics officer (CAO) is the senior manager 
responsible for the analysis of data within an organization.

Analytically informed 
business managers

But all managers and business analysts need to understand and 
have an appreciation for what analytics can and cannot do.

Data analyst A data analyst’s job is to capture business requirements, 
analyze, and model supporting data and use it to help 
companies make better business decisions.

Data scientist Data scientists are analytical data experts who have the 
technical skills to solve complex, analytical problems.

Big Data technologist The Big Data technologist architects, implements, and 
administers the BDA technology and tools within the Big Data 
ecosystem. 
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bears responsibility for the firm’s enterprise wide data and information 
strategy and governance.

The CDO’s role will combine accountability and responsibility for 
information protection and privacy, information governance and infor-
mation, data quality and data life cycle management, along with the 
exploitation of data assets to create business value.

Chief Analytic Officer

While the CDO is responsible for the collection, storage, and manage-
ment of data, the Chief Analytics Officer (CAO) focuses on providing 
input into operational decisions on the basis of the analysis. The CAO is 
the senior manager responsible for the analysis of data within an organi-
zation. The CAO addresses creating real business value through data ana-
lytics and promoting the organization’s data-driven culture. As such, the 
CAO requires experience in statistical analysis and marketing, finance, or 
operations. The CAO oversees the overall organization’s analytic approach 
and helps to insure that the analytic efforts are prioritized at the strategic 
level and the analytic initiatives align with business goals and objectives, 
with the analytic results informing business decision makers.

Analytically Informed Business Managers

While it is not reasonable, nor desirable, in most cases, that the vast 
majority of business managers and analysts are deeply trained in the 
knowledge of analytics, it is very important that they need to learn how 
to analyze data and become a savvy consumer of analytics information. 
Managers and business analysts need to understand and have an appre-
ciation for what analytics can and cannot do as well as how to identify 
business needs that can be addressed with analytics and communicate 
these business needs to the analytics team.

Data Analyst

The data analyst’s job is to capture business requirements, analyze and 
model supporting data, and use it to help companies make better business 
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decisions. The data analyst will be responsible for gathering, modeling, 
analyzing, and reporting data for a wide range of sources. The data analyst 
will need the business knowledge to understand the business problem 
and determine what data is needed to model the problem. They also need 
knowledge of statistical and analytical techniques to be able to analyze 
the data as well as business insight to be able to interpret analysis results 
in business terms.

Data Scientist

Data scientists are analytical data experts who have the technical skills to 
solve complex, analytical problems utilizing, in many cases, advanced sta-
tistics, math, and programming languages. They are part mathematician, 
part computer scientist, and part analyst.

They normally have a strong foundation in such disciplines as com-
puter science and applications, modeling, statistics, analytics, and math. 
Data scientists have advanced training in multivariate statistics, artificial 
intelligence, machine learning, mathematical programming, and simula-
tion to perform descriptive, predictive, and prescriptive analytics. Data 
scientists often hold PhD degrees. Big Data organizations typically will 
need to augment existing analytical staffs with data scientists, who will 
have a higher level of technical capabilities, as well as the ability to manip-
ulate Big Data technologies. These capabilities might include natural lan-
guage processing and text mining skills, experience with video and image 
manipulation. Data scientists also have the ability to code in scripting 
languages such as Python, Pig, and Hive.

Big Data Technologist—Infrastructure and Tools

The Big Data technologist architects, implements, and administers the 
BDA technology and tools within the Big Data ecosystem. These tech-
nologies vary, but can include Hadoop, MapReduce, databases (both 
NOSQL and SQL), in memory databases, data warehouses, analytical 
modeling and visualization tools, and so on. This role can also be respon-
sible for the extracting, transforming, and loading of data from various 
source systems into the analytical platform/data staging areas.
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Talent Identification and Acquisition—Staffing 
the Analytics Operation

Many large organizations already have data analysts even if they do not 
have a formal BDA program. As you start a BDA program, you must con-
sider where to obtain the skilled resources to staff it. Four primary means 
for obtaining skilled team members are: (1) hiring trained data and analyt-
ics scientists, (2) developing an in-house training program, (3) partnering 
with a college/university to provide a formal training program, (4) utiliz-
ing commercial educational programs, and (5) contracting out the BDA 
function. Each approach has its advantages and disadvantages.

Most importantly it needs people that have the skills in the analytic 
techniques and methods that best address the business problem.

Hiring Trained Staff

This is one of the quickest ways to organize and staff a BDA program. The 
number of trained and skilled data and analytic scientists is still rather 
small, although college and university programs are increasing and will 
eventually provide a large pool of potential employees within the next 
few years. Of course, we understand that you cannot wait and must have 
a BDA staff right now.

Harris, Murphy, and Vaisman (2013) analyzed corporate require-
ments for BDA staff and the corresponding skills of people who billed 
themselves as “data scientists.” They found that many employers have 
unrealistic expectations of potential staff. Harris et al. called this the “rock 
star syndrome”—the desire to have one person who can do it all—the 
Data Creatives. These individuals can do it all—extract data, integrate 
it, create compelling visualization mechanisms, perform statistical and 
analytical analyses, and build the necessary tools when good ones do not 
exist. Good Luck! These people are rare and are most likely hackers rather 
than disciplined practitioners.

Harris et al. identified three other categories of data scientists. The 
Data Business people are focused on the organization and how data projects 
can yield profit or provide better service to clients. Most have a techni-
cal undergraduate degree and an advanced degree (such as an MBA), are 
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highly disciplined in their approach, and have experience in contracting 
or consulting work. Another group is the Data Developers, who are usually 
focused on managing the data—preparing it, organizing it, transforming it, 
and storing it. They do not necessarily analyze it as much as make it ready 
for analysis or derive data that can be used in analysis. The final group is the 
Data Researchers, who generally have deep academic training—PhDs and 
technical publications. They are focused on developing new methods of 
analysis to understand complex processes in business or other fields.

So, which ones do you need, or—put another way—how do you 
build a staff given these categories of data scientists? It depends on what 
you are trying to do. Our suggestion is to start off with a few people from 
the Data Business people and a few from the Data Developers. This pro-
vides you with a staff to manage your data and a staff to begin developing 
solutions to benefit the business operations and decision making. As your 
organization gains experience with BDA, you can move into more com-
plex business and technical decision processes and you can add a few Data 
Researchers to develop advanced and alternative analytical techniques. 
Finally, to handle ad hoc, critical problems, you may decide to hire one or 
two people from the Data Creatives category.

Communication, Organizational Skills, and Knowledge

We have and will continue to discuss in this chapter the need for indi-
viduals that have a sound foundation of skills that include analytical and 
Big Data modeling, tools, and technology. However, while some ana-
lytical personnel will focus narrowly on specific Big Data and analytics 
approaches, there will be a need for more broad-based individuals who 
match technical data knowledge with great business, communication, 
and presentation skills.

Analytic teams should have the capability to identify unexpected 
and critical analytical insights via an understanding of business needs. 
The analytics professional also needs to be able to effectively converse in 
the language of business with the users to determine the best analytical 
approaches to address the specific business user’s requirements. Addition-
ally, they must be able to explain and communicate these insights to the 
business users and executives.
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In Walmart (Marr 2015), for example, analytics and Big Data are now 
integrated into every vertical within the company. Every new analytics 
team member participates in the Walmart Analytics Rotation Program 
and spends time in different business departments to understand how they 
operate and how analytics can be used across the various organizations. 
We discuss typical analytics organizational structures later in this chapter.

INFORMS (https://www.informs.org/Community/Analytics), a 
professional society that focuses on promoting the use of data-driven 
analytics and fact-based decision making in practice, has an analytics cer-
tification called Certified Analytics Professional (CAP). When creating 
the CAP, INFORMS (Nestler et al. 2012) discussed “T” shaped analytics 
knowledge versus “I” shaped knowledge. A person with “T” expertise 
understands, at a high level, a wide breadth of knowledge surrounding 
their discipline, with in-depth knowledge of one or more narrower areas, 
whereas a person with “I” shaped expertise tends to focus exclusively on 
narrower, but a deep set of skills. Organizations should be thoughtful as 
they staff their analytics program to include a mix of individuals with 
both “T” and “I” shaped expertise.

The INFORMS CAP certification requires, among other things, pass-
ing a certification test, having at least a BA/BS degree, multiple years of 
analytical work experience, and being effective using soft skills. For more 
information on the INFORMS CAP, see https://www.certifiedanalytics 
.org/.

In-House Training

Another approach, which will take some time, is to develop an in-house 
training program. One advantage is that you can select people with the 
apparent aptitude and background, who may already be business analysts 
and have considerable business domain knowledge, to enhance their skills 
and capabilities and value to the organization. Most often, an organiza-
tion will contract with an external organization to train their people in a 
select set of skills directly relevant to the immediate business needs.

At a recent roundtable of C-level executives (Private Sector IT Assem-
bly 2015, Panel on Global Enterprise, Big Data Trends, Analytics and 
Insights), one experienced panelist expressed concern about the difficulty 
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of attracting highly trained and qualified data scientists. The observation 
this colleague made was that these data scientists came at a very high price 
tag and often did not last more than one year with the organization. Data 
scientists are in very high demand these days and they are very difficult 
to pin down. The same colleague indicated that their organization (a very 
large consulting firm) had more success training in-house personnel.

Unless an employee has been highly educated in both, analytics and 
a functional domain, it is likely that they will only have expertise in one 
or the other. Hence, one approach is to train quantitative and technical 
staff in the specific functional domains of interest. Another approach is 
to train managers and functional domain experts in BDA. This panelist 
indicated that the best analytics person they had was a functional domain 
employee who had some basic foundation of statistics, who became a 
leading analyst after receiving the necessary training.

College and University Education Programs

This approach takes an academic approach to developing a BDA capa-
bility by allowing existing staff to become “credentialed” by earning a 
certificate or Master’s degree in Big Data. At the same time, it provides an 
organization with a conduit for examining and hiring current and gradu-
ating students to build a BDA staff. Two advantages of this approach are 
that it can provide a pipeline for future hires and access to professors with 
expertise in a variety of domains and analytic disciplines.

Because of the widespread belief that there is an ever widening 
gap between supply and demand of both, deep analytical data scien-
tists and managers with analytical skills, schools have embarked in a 
gold-rush-like race to create appealing degrees in data science, analyt-
ics, and Big Data. One thing that is important to note is that BDA 
and traditional analytics can be classified as STEM programs. STEM 
stands for Science, Technology, Engineering and Math, and there is a 
big national push to increase STEM education in the United States. 
Furthermore, international students enrolled in STEM education 
programs can get an additional 17 months of practical training visas. 
We strongly encourage readers with an interest in analytics educa-
tion to seek STEM approved programs. For more information visit: 
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http://www.dhs.gov/news/2012/05/11/dhs-announces-expanded- 
list-stem-degree-programs

With the help of an external consulting organization, American 
University conducted a comprehensive study of about 40 different pro-
grams in Big Data and analytics. Our conclusion is that there is rapid 
growth of educational programs catering to this market and those seeking 
further college education in this area need to be careful about the pro-
grams they select.

We see a lot of confusion among applicants, which is not unexpected, 
given the fact that BDA is still an emerging field. In our attempt to make 
some sense out of the jungle of possibilities for education in analytics, we 
classified Big Data and analytics programs using our AnBoK framework 
into the categories presented in Table 5.5.

Numerous programs exist in business analytics. American University’s 
new program in the Kogod School of Business is an exemplar of the type 
of business analytics program that will evolve in the future. American 
University has implemented a novel one-year Master of Science in Ana-
lytics by partnering with various departments in the business school and 
other schools across campus. The program includes 9 credits of founda-
tional courses, 9 credits of analytics core courses, and 12 credits of func-
tional specialization courses from the various departments and schools 
participating in the degree. For example, if a student wishes to specialize 
on accounting forensics analytics, they can take the required foundational 
and core analytic courses and combine that with 12 credits of accounting 
forensics courses. In addition, the program has a capstone practicum in 
which students work on a real project with real data, and no lectures.

Commercial Education Opportunities

Commercial training organizations, tool vendors, and open source orga-
nizations provide many possible training opportunities. The list is endless 
and is evolving very quickly. Following is a short sampling of training sites 
that provide Big Data training options. Table 5.6 lists a few commercial 
education opportunities. We should caution you to thoroughly investi-
gate the backgrounds of the teachers and lecturers in a commercial firm 
before committing to them to educate your staff.
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Table 5.5  Big Data and analytics programs

Category Description
Data science programs These programs center around the first two layers of the 

AnBoK. Their focus is on developing fundamental skills in 
quantitative sciences and statistics, followed by a solid foun-
dation of topics in the analytics core layer. It is doubtful that 
any school can really prepare a true data scientist in a short 
one-year program. Data scientists often have doctoral degrees 
in quantitative fields; they are in very short supply and high 
demand.

Analytics programs These programs differ in key aspects from traditional data 
science programs. Like with data science programs, they focus 
on the first two layers of the AnBoK framework, but the 
coursework focuses more on analytics than Big Data, whereas 
data science tends to go deeper into Big Data topics.

Business analytics 
programs

While this may seem to be a subtle semantic differentiation, 
the market appears to be viewing “analytics” programs as 
deeply analytical and “business analytics” programs as ones 
that aim to support functional domains, focusing on managers 
that need analytical skills and consumers of analytics reports. 
As such, these programs focus on the first three layers of the 
AnBoK—foundational, analytics core, and functional domain. 
For example, some schools have very effective programs spe-
cializing in specific functional areas, like marketing analytics, 
health care analytics, and cybersecurity analytics, among 
others. 

Analytics programs—
highly technical and 
foundational programs

These programs focus on education around the foundational 
layer of the AnBoK. These programs are typically found in 
computer science or mathematics schools. They tend to focus 
on basic mathematics, statistics, quantitative analysis, software 
programming, and computing infrastructures. 

Tool-based programs These programs focus on providing students the skills to use 
popular analytics and business intelligence tools like Rapid-
Miner, XLMiner, and Tableau, among others. These are typ-
ically short certification programs and we caution the reader 
to study these programs carefully. A power tool in the hands 
of a novice can do more damage than good and we encourage 
readers to look into more foundational programs.

Theoretical versus 
practical approaches

Some schools focus on teaching students the fundamentals and 
theories associated with BDA, whereas others follow a more 
practical approach. In our experience, we find that students 
trained with ample opportunity to put into practice what they 
have learned—through practicums or internships—become 
the most effective analysts who are ready to hit the ground 
running upon graduation. We call this “experiential learning.”
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Outsourcing the Big Data Analytics Function

The final approach is to contract out the BDA capability to a third-party 
firm already established in BDA. This approach is usually more expensive, 
but can often be implemented relatively quickly. It allows the BDA staff 
to grow and/or shrink as the organization’s need vary. Moreover, it can 
often provide a quicker route to introduce new analytic techniques into 
the BDA process.

Big Data Analytics Teamwork

The sexy job in the next ten years will be statisticians … The ability 
to take data—to be able to understand it, to process it, to extract 
value from it, to visualize it, to communicate it—that’s going to 
be a hugely important skill. (Varian, Mckinsey Quarterly, 2009)

The analytics teams will oversee the design, build, test, and deploy-
ment of analytical models, reports, and data visual representations. 

Table 5.6  Selected commercial training opportunities

Commercial training Description
Teradata University Network 
(http://www.teradatauniversitynet-
work.com/

Free, web-based portal that provides teaching 
and learning tools. The resources and content 
support everything from introduction to IT at the 
undergraduate level to graduate and executive 
level courses in Big Data and analytics.

Big Data University
(http://bigdatauniversity.com/)

Online courses, developed by experienced 
professionals and teachers that are mostly free on 
Big Data topics.

Lynda
(http://www.lynda.com/)

A wide selection of online video on a multiple of 
topics including, but not limited to, Big Data and 
analytic methods and tools.

SAS
(https://support.sas.com/training/)

Provides a variety of training course and on SAS 
software and associated analytics skills. 

Hortonworks
(http://hortonworks.com/training/)

Provides training designed by Hadoop experts. 
Scenario-based training courses are available 
in-classroom or online.

EMC  
(https://education.emc.com/guest/
campaign/data_science.aspx

Curriculum-based training and approach to the 
techniques and tools required for BDA. 
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Creating a successful analytics team requires both the right people and the 
right culture. Applying BDA within an organization is not a solitary pro-
cess. While data and analytic scientists may work on individual projects, 
most BDA projects are a team effort. Collaboration serves to reinforce the 
joint understanding of the domain and the types of problems the team is 
trying to solve.

BDA, with its need for many skill sets, is normally done in multi 
disciplinary teams. There are multiple organizational structures for 
locating and managing this team. For example, how are analytic teams 
set up across the organization, how do they interact with the business 
units, and how are they compensated? How are projects assigned and 
tracked? We outline several possible organizational analytics structures in 
the following text.

Distributed Analytics—Analytics within the Business Unit

In a distributed analytics structure, as depicted in Figure 5.4, analysts 
sit in one or more business units, and there is no enterprise wide ana-
lytics perspective. This is a typical structure within less mature analyti-
cally based organizations. This structure has the advantage that it allows a 
quick start-up to provide the ability to prioritize, test out, and refine dif-
ferent “Pilot” approaches before implementing them enterprise wide. The 
disadvantage is the only the business unit with the analytics gets direct 
benefit from the efforts.

Figure 5.4  Distributed analytics group
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Centralized Analytics Group

A centralized analytics structure, as depicted in Figure 5.5, is one in which 
the analytics team is organized as a single centralized unit and sets the 
analytical direction for the organization. The team can consult to individ-
ual business units for analytic services. Analytic services can be deployed 
strategically. Analytical insights and knowledge across business units can 
be centralized and shared.

Analytics Group within the IT Department

An analytics group within the IT department structure, as depicted in 
Figure 5.6, is one where the analytics group resides within the IT depart-
ment. This structure is normally very technology focused and while it can 
be very technically advanced, the challenge within this structure is a lack 
of communication and understanding of the business stakeholders and 
business needs.

Distributed Analytics Groups within the IT and Business Units

Another analytics organizational structure having distributed analyt-
ics groups within the IT department and business units is depicted in 

Figure 5.5  Centralized analytics group
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Figure 5.7. The IT-based group can focus on the Big Data technology 
challenges, while the business unit focuses on the use and application 
of  analytics. The danger with this approach is that the individual groups 
are or may be uncoordinated in these analytic approaches and there is no 
overall enterprise governance.

Figure 5.6  Analytics group within the IT department
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Figure 5.7  Distributed analytics groups within the IT and business 
units





CHAPTER 6

Issues and Challenges  
in Big Data and Analytics

In every discipline, there are issues and challenges that managers and 
decision makers must deal with in the normal course of their work. With 
Big Data, these issues and challenges arise not only from technology and 
its use, but also from the scale of the data and the use of insights and 
results generated by analyzing the data.

First and foremost, analytics reside on a continuum as depicted in 
Figure 6.1. Few problems actually reside at either end of the continuum; 
most require some combination of analytics to extract the information 
and derive the actionable intelligence necessary for decision making.

Finding the Needle in the Haystack

At one end of the continuum is the problem we characterize as finding 
the needle in the haystack. With all the data available to us, how do we 
find the key event or events, or the patterns characterizing key events that 
indicate(s) a critical situational change? If we have an initial description 
of the type of event or pattern we are looking for, this problem could 
devolve into a massive search problem. More often, we are not sure what 
the structure or type of the event is—we are trying to not only describe 
the event characteristics, but also find if the event is actually present in the 
data set(s). This discovery process is iterative and often involves redesign 
of the analytics pipeline as one better understands the data and how it will 
support the decision making.

One problem affecting this process, which also affects the next 
challenge, is how to integrate data from different sources in order to 
describe the event or event sequence. Another problem is how to decide 
what the “right” answer is. Sometimes, the needle is a complex structure 
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that must be assembled and an instance given a set of values before 
testing to see if it is an answer to the problem. Often, the needle is not 
growing as fast as the haystack, which increases the complexity of the 
search.

Even with large-scale parallelism, brute force processing may not 
succeed. As Borne (2013) notes: “Absence of evidence (so far) is not 
evidence of absence!” Success is all in asking the right question with the 
right parameters. Consider the problem of finding the few packets in a 
large corporate network among the tens of billions flowing through every 
day to find the ones that carry a virus or malware that might initiate a 
cyberattack.

If the haystack is a complex, multidimensional graph with multiple 
edges linking the nodes, traditional DataBase Management Systems 
(DBMSs) will not perform efficiently. Graph traversal problems often 
grow exponentially and will overwhelm most computer systems. 
Recognizing that a subgraph is a solution to a problem is one of the most 
difficult problems to work in mathematics. And, this difficulty carries 
over to the field of business analytics where we have complex graph 
structures representing connections among disparate trading partners, 
markets, suppliers, and so on.

Spinning Straw into Gold

This challenge, a play on the Rumpelstiltskin fairy tale, focuses on 
processing a large set of discrete data points into high-valued data. We 
call it spinning straw into gold. It attempts to describe a situation in a 
generalized form such that predictions for future events and prescriptions 
can be made about how to deal with those events through mitigation, 

Figure 6.1  The Big Data analytics continuum

Source: Kaisler et al. (2015).
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whether passive or via active intervention. The objective is to identify one 
or more patterns that characterize the behavior of the system. However, 
these patterns may be initially unknown or ambiguously defined. These 
patterns may also be morphing over time, as in wicked problems. Some 
have characterized this problem as “dross into gold,” but this seems too 
pejorative. All data have value to someone, but not all data have value to 
everyone.

With Big Data, the problem is not interpretation, but sensemaking—
the dual process of trying to fit data to a frame or model and of fitting a 
frame around the data. Neither data nor frame comes first. They evolve 
concurrently as one understands events and their context, for example, 
develops a situational awareness that will help decision makers to respond 
to known but unexpected or unknown situations. Sensemaking requires 
deductive, abductive, and inductive reasoning that require domain 
knowledge (Weick 1995).

Managing Data Provenance

Much of Big Data is raw data collected from original sources or cleansed 
to ensure accuracy, precision, and validity. Once prepared, it is processed 
to yield actionable intelligence for decision making. Often, the data will 
progress through multiple analytics and processing stages until it reaches a 
stage where it can be used for decision making. A key problem with many 
analytic efforts is explaining how the analysis process reached the results 
that it did—its provenance, particularly when analytics involve complex 
algorithms and many iterations. Sometimes, it is not the result that is 
important, but how the result is reached, for example, what were the 
intermediate results that were strung together to form a chain of events or 
logical chain of reasoning that led to a critical event or conclusion.

Going forward, Big Data and information provenance will become a 
critical issue. Buneman and Davidson (2010) noted that provenance—
the tracing of the evolution of data through transformation, translation, 
and enrichment—is largely a manual operation. Automated collection 
requires extensive changes to existing data processing systems and 
significant changes to the software architectures of future data processing 
systems. Further, the collection of provenance increases the amount of 
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data that must be stored and managed. As data becomes information and 
proceeds through the processing steps to yield actionable information, 
the new data may match or exceed the volume of the original data. As 
a result, mechanisms for capturing provenance need to be developed to 
store it in association with both original and derived information, and to 
be able to backtrack through the provenance to determine how specific 
information was created during the analytic process.

Since applications that process data will undergo evolution, copies 
of application code and the associated parameters and other data sources 
must be stored with each generation of derived information to ensure the 
ability to recover how the derived information was generated. Very few, 
if any, applications now collect provenance, and this provenance cannot 
now be re-created because the original data may have been or is likely to 
have been discarded.

Scaling Beyond Petabytes

Turning Big Data into meaningful insight is a key problem. Hilbert and 
Lopez (2011, 2012) analyzed the world’s technological capacity to store, 
communicate, and compute information. They concluded, in 2007, 
that the world was capable of storing 2.9 × 1020 optimally compressed 
bytes, communicate about 2 × 1021 bytes, and carry out about 6.4 × 1018 
instructions per second. However, annual growth in computing capacity 
was about 58 percent, in bidirectional communication about 28 percent, 
and in globally stored information at 23 percent. They noted that while 
general-purpose computers had comprised 41 percent of the world’s 
computers in 1986, this had shrunk to 3 percent by 2007 due to the 
advent of microcontrollers, GPUs, and embedded processors. Using this 
latter number, one can conclude that the world will not be able to keep 
up with the increase in available information.

A major challenge for Big Data is scaling, which has two aspects. 
As Hilbert and Lopez noted, there is not or may not be enough 
computational power to analyze all the data that is collected. Second, 
“as data sets grow as fast or faster than, Moore’s Law, they are growing at 
least as fast as computing power increases” (National Academy of Science 
2013). This limits analytical techniques that can scale linearly with the 
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number of data items, N, or, at most, N log N. Thus, there is a need for 
new near-linear or nonlinear computational techniques that can address 
these challenges. Alternatively, new techniques for filtering or censoring 
data to yield tractable subsets will need to be developed.

While cloud computing seems to be the current infrastructure 
architecture for processing Big Data, scalability remains an issue. Cloud 
computing may be the culmination of the commodity-processor, 
commodity-disk, or Linux-based virtualized infrastructure architecture. 
New infrastructure architectures will need to emerge and become viable 
to reach beyond the 3Es—exabytes, exabits, exaflops—threshold for data 
volumes.

Ethical Challenges in Using Big Data

Big Data has emerged as a potentially powerful tool for understanding 
social phenomena based on massive quantities of information about 
people, things, and locations. Many individuals and groups argue that the 
use of Big Data without considering the social, economic, and personal 
issues raise significant security and privacy issues that represent ethical 
challenges that must be addressed by government, commercial, and 
academic organizations.

Data mining has been transformed by Big Data availability. Very 
public data—collected by businesses, organizations, and government; 
stored in social media websites—can reveal much about the public and 
private lives of citizens and corporations. Many Americans accept that 
purchases and activities are tracked through websites, mobile apps, and 
customer loyalty programs to name a few. How this data is used has 
initiated major debates about data mining in the U.S. Congress and 
in the European Union regarding whether data mining infringes on 
personal privacy rights. Cellphone companies track their subscribers 
everywhere in order to be able to switch calls among cell towers nearly 
transparently. How is tracking Wi-Fi signals from laptops, PDAs, 
Google glasses, or even wristwatches different from what the cell phone 
companies do?

Social media providers and web-based vendors are using the data stored 
in their systems in ways that challenge their presumed role as neutral 
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storage sites. For example, how far should vendors, such as Amazon or 
Facebook, be allowed to utilize personal data or transactions, such as 
recommending to one’s friends books, articles, or other merchandise that 
an individual bought or even just looked at? The use (and abuse?) of such 
data presents researchers, politicians, and users with an ethical dilemma 
arising from a set of ethical challenges. Anonymizing data from social 
media may prevent personal data from unauthorized release. Table 6.1 
presents some challenges to privacy and security.

Table 6.1  Some Big Data challenges to privacy and security

Should personal data be used without the permission of individual owners, such as 
copying publicly available data about individuals and organizations? A critical legal 
determination must be made as to whether an individual or group owns data about itself 
that has been publicly made available.

Should an individual or organization be required to inform individuals or organizations 
of the use of their personal public data—for example, if it is extracted from social media 
sites? 

Should an individual or organization be required to respect a person’s privacy even on 
publicly accessible websites such as Facebook, MySpace, YouTube, Reddit, Pinterest, 
and so on?

Should an individual or organization be required to check the accuracy of what is posted 
on a publicly available website before using it? 

What penalties should be imposed for the misuse of publicly available data for criminal 
purposes? Should they be harsher for private data obtained fraudulently?

How can we prevent the use of Big Data to harass or abuse culturally sensitive groups? 
Such as fostering racial prejudices or gender stereotypes?

What penalties should be imposed for failing to correct errors in acquired data and 
derived results even after proper notification?

Can we prevent the dissemination of data and derived results that are not in the best 
interest of the public to know?

Will Big Data be used to target and harass protesters who are exercising their right to 
protest (as guaranteed by the U.S. Constitution)?

How much and what types of data collected by the government or by private industry 
(such as the social media providers) should be made publicly available?

What rules and regulations should exist regarding combining data from multiple sources 
about individuals into a single repository? 

Do compliance laws (such as HIPAA) apply to an entire data warehouse or just to those 
parts containing relevant health care data?

What rules and regulations (should) exist for prohibiting the collection and storage of 
data about individuals—either centralized or distributed?
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Real-Time Streaming Challenges

Initially, Big Data focused on slowly varying static repositories, for 
example, the amount of data added to the repository was a fraction of the 
total volume of data in the repository. This meant that as the repository 
grew, it was still manageable. The advent of high-speed streaming pro-
cessors and analytic software that operates in near real-time has increased 
the flow of data into an organization’s repositories and exacerbated the 
management problem.

Streaming, however, raises an interesting problem for management. 
Feinleb (2012) has noted that the faster one analyzes data, the greater 
its predictive value. Near real-time processing of data streaming into an 
organization allows them to detect trends within the OODA (observe, 
orient, decide, act) loop of both customers and managers. The ability 
to detect and react to trends and changing situations can yield a faster 
decision-making capability which begets the need for more data to stay 
ahead of the situation. However, this seems to be a race between data vol-
ume, data velocity, data variety, and computational capability. With data 
volume seemingly expanding exponentially, and computational capacity 
increasing, but decelerating, new techniques will be required to extract 
the same or more amounts of information to support the increased pace 
of decision making.

Big Data Perishability

A problem related to streaming and to the collection and storage of Big 
Data as a whole is data perishability. Data has a lifetime. Some of it is long 
term, such as well-established facts in the physical and social sciences, 
but some of it may be measured in mere nanoseconds, such as financial 
transactions in computerized trading on Wall Street.

Transient data, if not processed within the time required to use it for 
decision making, must often be discarded to make room for newer data. 
Perishability puts the emphasis on insight, not retention. Historically, 
most enterprises chose to keep data for as long as possible and as cheaply as 
possible. But, for Big Data, ideas and policies regarding the duration and 
cost of retention must be revaluated because it is often just not feasible to 
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store the information for later processing. Table 6.2 suggests a few issues 
that you might want to consider. Also, see the section “Storage: What If 
You Can’t Keep Everything?”  that addresses the data storage issue.

The Role of Advanced Analytics

Modern businesses require a suite of appropriate analytical tools—both 
quantitative and qualitative—that go beyond data mining, because of 
issues with scalability, parallelizability, and numeric versus symbolic 
representation that may well affect analytic utility and the analytical 
results.

Numerous analytical methods have been applied to problems in 
business and the physical and social sciences. Advanced analytic tools, 
coupled with Big Data, comprised of diverse data sets, and domain knowl-
edge, provide a means for solving complex problems. Up until 30 years 
ago, simple business models often sufficed for international business. 
The advent of globalization, brought on partly due to advances in digital 
technology, massive amounts of information available at our fingertips 
that coupled with a rapidly changing, even chaotic, international political 
environment, have up-ended these models. Globalization has increased 
the diversity and uncertainty in outcomes when complex systems such 
as financial flows and markets, regional economies and political systems, 
and transnational threats involving multiple actors are in constant flux.

Advanced analytics is the application of multiple analytic methods 
that address the diversity of Big Data—structured or unstructured—to 
provide estimative results and to yield actionable descriptive, predictive, 
and prescriptive results. We cannot delve deeply into advanced analytics 

Table 6.2  Some data value challenges

For a given problem domain, what is the minimum data volume required for descriptive, 
estimative, predictive, and prescriptive analytics and decision modeling with a specified 
accuracy?

For a given data velocity, how do we update our data volume to ensure continued 
accuracy and support (near) real-time processing?

For a given problem domain, what constitutes an analytic science for non-numerical 
data?

“What if we know everything?”—What do we do next?
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here, but the paper by Kaisler et al. (2014) addresses some of the issues 
and challenges associated with advanced analytics. Appendix A presents 
a brief description of the analytics classes we consider to be examples of 
advanced analytics.

The Internet of Things

Much has been written about the Internet of Things (IoT), where every 
device and, even someday, every human might be wired into the global 
network. IoT promises instant communication and access to information, 
but also a deluge of information unlike anything we have seen so far in 
the Big Data arena.

All of that data might have to be processed. Note that we say might 
because it is unclear now and will be for another decade or so how much 
of that information will be really useful. That means that we may be 
collecting data that we do not really need, perhaps storing it for some 
period of time, and then eventually discarding it.

The major challenge we face with IoT today is that machine-generated 
data will exceed the amount of data created by humans. We do not seem 
to be there yet, but it seems certain that the day cannot be far off. More 
sensors are being introduced into products, such as bicycles, coffee pots, 
washing machines, and thermostats that we use in everyday living. The 
data collected by these sensors are used to create other data which begets 
even more data and so on. Another example is Twitter tweets, where 
many original tweets are retweeted automatically based on profiles set up 
by receiving users. All retweets are stored someplace. In fact, it is likely 
that many retweets are retweeted in a cascading effect that distributes 
copies around the world.

Storage: What If You Cannot Keep Everything?

The quantity of data has exploded each time we have invented a new 
storage medium. What is different about the most recent explosion—due 
largely to social media—is that there has been no new storage medium. 
Moreover, data is being created by everyone and everything (e.g., devices, 
sensors, appliances, etc.)—not just, as heretofore, by professionals such as 



138	O BTAINING VALUE FROM BIG DATA FOR SERVICE DELIVERY

scientist, journalists, writers, and so on. Data is being accumulated at an 
accelerating rate in the scientific, business, and social media arenas. Social 
media accumulation results—in large part—from the growth in people 
using social media, but also the duplication of data such as retweeting of 
tweets and repinning of pictures on Pinterest.

Current disk technology—still the preferred storage medium—has 
increased to four terabytes per disk. So, one petabyte requires 250 disks 
and one exabyte would require about 250,000 disks to store raw data—
independent of any indexing and redundancy requirements (which are 
large and significant). Even if one exabyte could be processed on a com-
puter system, it would not be able to attach all of the disks necessary to 
store the data. Hilbert and Lopez (2011) calculated that the current sum 
of humanity’s knowledge encompasses about 295 EBytes, but much of 
this still resides in the text on paper.

Assume a Radio Electronics Television Manufacturers Association 
(RETMA) rack takes up about 10 square feet of space to hold the disks 
and processors. One of these rack costs about $100,000 and has a rough 
capacity of about 1.2 PBytes. Hence, to store the total of humanity’s 
knowledge, reduced to bits and bytes, would require somewhat over 
250,000 racks costing about $250 billion and approximately 2.5 million 
square feet of space, not counting cooling and power equipment, 
infrastructure, and access space.

It is clear that the solution is not one large data center, but many, 
many data centers such as Amazon, Google, and Microsoft, among other 
firms, are creating in order to store the data that they host. And, these 
data centers need to be managed by cloud computing technology in order 
to ensure access to that data (EMC 2014).

Bandwidth: Getting the Data from Here to There

We need to differentiate between bandwidth and data transfer. Bandwidth 
is a measurement of the data transfer rate over a network. Your data will 
load faster if you have more bandwidth. On the other hand, data transfer 
is the amount of data transferred from a site, which will depend on the 
number of requests to the site and the file sizes. Bandwidth is a raw number 
while data transfer rate is a number composed of many implications of 
processing and overhead, error handling, and infrastructure support.
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If we assume that a computer system could attach to a disk farm 
that could store an exabyte of data, we now face the problem of getting 
the data from the disks to the processor(s). Let us assume a 100 Gbit/s 
(or about 12.5 GBytes/s) communications network with an 80 percent 
sustainable transfer rate yielding a bandwidth of 10 Gbytes/s. It would 
take about 1 × 105 seconds to transfer a petabyte (or about 27.7 hours) 
and 1 × 108 seconds (or about 27,777 hours) to transfer one exabyte.

1 TByte = 1,000 GBytes, so 1 × 102 seconds to transfer
1 PByte = 1,000 TBytes, so 100,000 seconds to transfer = 1 × 105 

seconds
1 EByte = 1,000 PBytes, so 100,000,000 seconds to transfer = 1 × 108 

seconds
With 3600 s/hour, 1 EByte will take about 28 × 103 hours

Of course, this makes some simplifying assumptions such as just raw 
speed and no overhead associated with managing the data transfer.

The basic limitation is physical: data can only travel so fast through a 
wire, even if superconducting, or through an optical fiber. At present, the 
upper limit seems to be in the 10s to 100s of Gbits/s, with the next target 
about 400 Gbits/s. 1 Tbit/s (one terabit per second) could be just around 
the corner, but actually seems to be much farther in the future, although 
it has been demonstrated under experimental conditions (Brodkin 2012; 
Cisco 2015a, 2015b).

As the amount of data to be transferred continues to exponentially 
increase while the single conduit bandwidth is limited, the only solution—
in the near term—will be to use multiple conduits between sites, with 
the attendant overhead costs, in order to transfer increasing amounts of 
data. Costs will vary with technology, distance, provider, and many other 
considerations. However, for large organizations or those dependent on 
real-time data transfers of Big Data, the cost will have to be borne until 
the technology catches up.





CHAPTER 7

Conclusion

Capturing the Value of  
Big Data Projects

It is about adding value.
This book has defined Big Data, described its important analytical 

characteristics, and illustrated some of the many ways managers and exec-
utives can utilize Big Data to support business operations and improve 
service delivery. The Big Data picture painted thus is quite complex. But 
simply understanding the Big Data picture is not the goal of an effective 
decision maker. Effective decision makers and executives are constantly 
and clearly focusing attention and concentration on the prize: applying 
the Big Data findings and obtaining strategic and tactical results by captur-
ing the promise of value in the data and applying this to improve services. 
The methods used to extract understandable and usable information 
that provide organizations with the knowledge to make highly improved 
operational, tactical, and strategic decisions must be combined with both 
a sound understanding of methods with technical and methodological 
names, and clear business strategies shaping how the knowledge derived 
from the Big Data can be effectively employed.

The key for a manager is not in simply being able to describe the char-
acteristics of these tools, or in wildly and randomly applying the tools to 
all the data owned or available to an organization. It is in deeply appreci-
ating the business and decisional impacts of the characteristics of the Big 
Data. Two examples will show why the Big Data analysis may be so useful 
or even critical to success of a service, product, or business.

The reports and research documenting the value of Big Data have 
been arriving for several years. Bain research surveys of executives of more 
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than 400 companies with more than a billion dollars of revenues have 
shown that companies that are good at applying analytics and changing 
their business due to analytic findings are twice as likely to be in the high-
est quarter of the financial performers in their industry, are three times 
more likely to implement the executive decision as they desire, and are 
five times as fast as making decisions (Wegener and Sinha 2013).

Examples of value can be very specific. The Bain research cites Nest as 
an example of a company that not only applies remote control thermostat 
technology to control the environment of a home through the Web, but 
additionally uses crowdsourced intelligence to determine when and how 
the home’s thermostats are set and changed. These data are then associ-
ated with other factors such as the home’s local environmental conditions, 
weather, physical location, and construction type to assist in determining 
the setting to create a more pleasing living environment inside the home 
(Wegener and Sinha 2013).

Where is the value being found by using Big Data and data analyt-
ics? Early leaders may be financial services, technology, and health care. 
Examples include mail-order pharmacies that found increases in service 
calls associated with specific refill windows for prescriptions. Deep analy-
sis showed that customers had variable dosages. The pharmacy responded 
with periodic predictive calls inquiring how many pills customers had 
remaining and reduced time-consuming customer service calls and 
emergency refills (Wegener and Sinha 2013). Examples are beginning 
to proliferate—with call centers routing executive request, more import-
ant clients, or premium consumers based upon telephone numbers. In 
the airline industry, these data can be combined with flight status data 
that can possibly predict why one is calling (flight diversion or delay), 
and used to deliver a more rapid update without taking time to receive, 
record, analyze, and identify a response.

Where can value be expected to be realized? Look for Big Data 
to make information (of many types—customers, products, invento-
ries, complaints, and so on) transparent and usable at much higher 
frequency. Digitized transactional data is more available and precise 
thus exposing relationships to outcome variables showing true costs 
of performance (product variability, personal absences, traffic block-
ages, etc.). Value is realized by acting on the enormous opportunities 
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to experiment with clients, alternate deliveries, service variations, and 
product improvements. One can then compare success rates thereby 
making managers and executives into scientists who can realistically 
apply a more scientific or analytical method to seek out and pinpoint 
the key actions and reasons behind sales increase or decrease or behav-
iors finely tuned likes and dislikes of customers (Manyika et al. 2011). 
Value is thus found in multiple areas of businesses and in numerous 
processes—through the tailoring of services, managerial decision-mak-
ing, and the rapid design and development of generations of products 
and services.

The more generic lists of possible potential business benefits include 
timely insights from the vast amounts of data; real-time monitoring and 
forecasting of actions and activities that effect performance; ability to 
interchange the data tools used such as SAP HANA, SAP Sybase®, SAP 
Intelligence Analysis for Public Sector application by Palantir, Kapow®, 
Hadoop; improvement through including data of different types and 
increasing velocity; and better validation and verification, better risk rec-
ognition, assessment, and decision making.

A few common characteristics of Big Data insights include the 
following.

The first example is one of swatting—where in current “practice” 
someone may report a murder, kidnapping, shooting, or some other 
crime that requires a swat team response. The team is then directed to 
an innocent’s location, where doors are broken in, and the “swat rescue” 
is imposed by an unknowing police but well-intentioned rescue force 
under the pressure of potentially life-saving consequences. What occurs is 
“swatting, ” a more and more prevalent Internet-aided trick on the police 
in which cybercriminals report a criminal hostage situation or shooter 
on the loose threat with the goal of unleashing a SWAT response on an 
unprepared and unknowing individual.

How does this relate to Big Data? First, careful analysis of the data 
may identify the perpetrators. But further analysis may enable one to 
examine and understand the linkages in the network, and how to utilize 
the connectivity and speed of the functional communication networks 
that “share” the information or report in real time. Swatting incidents do 
not even have to be real to illustrate how communications mapping can 
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demonstrate the power of Big Data analysis. A recent viral Internet video 
depicts a 15-year-old boy being convicted of this crime and sentenced to a 
long jail term for his actions. Many believe the “conviction story” is true, 
but careful analysis of the data shows it is false. (No one was convicted of 
the crime—it did not even occur.) However, the Big Data will map the 
rapid dissemination and communication of this story. When this map-
ping is combined with survey and Big Data analysis,  the power or reach 
of the story is clearly demonstrated.

A second similar example is of a non melting ice-cream sandwich. 
Several videos show that in 80° sunny temperatures, the ice-cream sand-
wich does not melt or change its shape. It is embarrassing, and the video 
obviously is intended to reflect negatively on this particular treat. The Big 
Data impact is derived from the transmission of this message, tracking 
of views, and viral nature of the communication generated. The commu-
nication paths themselves, wide dissemination of the “event” or message 
through channels, methods by which the messages are “picked-up” and 
passed, and immediacy with which the social media communicate the real 
or supposedly real event are useful for planning communication events 
and developing marketing programs. The networks of communication 
paths can be mapped, the impact can easily be seen in supporting social 
communication and video views, and then used to project an attached or 
implanted service message, product capability, or to defuse (or accentu-
ate) a problem event or situation.

Finally, there is value in the data beyond that than can be captured 
within the processes of the organization. But there are no official guide-
lines for assessing data value because data is not a real asset like a factory 
or tangible cash. The traffic in information is large and generates revenue, 
but standard methods for valuing data must be developed. The issue is 
great. The Wall Street Journal (WSJ) reports that supermarket operator 
Kroger Co. has more than 2,600 stores where it tracks the purchases 
of 55 million loyalty-card members. Data are analyzed for trends and 
then, through a joint venture, sold to the store vendors. The consumer-
products makers purchase this information and are able to thereby adjust 
products and marketing to match consumer choices, likes, and dislikes. It 
is estimated that Kroger receives $100 million a year from such data sales 
(Monga 2014).
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Metrics: What Are They and How Should  
They Be Used?

Performance assessment is a critical foundation of any agreement, deal, 
or transactional relationship established between parties involved in a 
service arrangement. And managers, executives, and organizations are 
all judged by performance. The judgment process requires that measures 
or metrics be set that will aid in establishing the value of a service, and 
if the service is effective. The metric may further aid in setting behav-
iors and actions and in assessing tactics and strategies, thus determining 
managerial and executive decisions and actions. Metrics can be con-
structed to evaluate the “value” by determining degrees of performance 
and compliance, by encouraging future performance improvements, by 
demonstrating increases in effectiveness and efficiency, and by providing 
managers with mechanisms to determine the levels of effective internal 
controls.

Determining Value

Determining the value that can be or is derived from analysis of Big 
Data is a critical problem from many perspectives. The manager may 
realistically focus on quantitatively determining the impact of Big 
Data on the customer’s overall satisfaction (with a single purchase or 
service, or a reoccurring use), with the performance and productivity 
of the organization, and with the impact on the organization’s work-
force. Questions that executives and managers must ask are the keys to 
assessing value. Do the data show that the outcomes are in full agree-
ment with the mission and goals of the organization? Is the product 
or service less costly to produce, or of higher quality? Does the service 
meet all (or more) of the needs and requirements of a customer? Does 
the service exhibit higher quality characteristics? Are inventory reduced 
or are inventory turns increased? Are corporate promises being met 
(explicit or implied)? Are services being delivered in a more well-timed 
frame (thus reducing backlogs or shortening wait times for customers) 
and increasing the number of customer positive communications to 
others?
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Measurement Costs of Big Data

Of course, there are other organization investment metrics that can be 
assessed that will also demand that costs of producing the benefit be fully 
assessed. This calculation requires that one begin measuring the value 
delivered to businesses from Big Data and its corresponding analysis by 
defining the expenses associated with producing analytics, and includ-
ing the infrastructure components required to structure, cleanse, ana-
lyze, and present the Big Data to decision makers. The costs are openly 
assessed in their initial collection. They are composed of the costs of tools 
(software, computation, management, and storage), costs to acquire data 
(either by purchase or direct collection), analysis costs (personnel), and 
visualization costs for preparing the data for consumption by managers 
and executives and to associate, support, or relate the data to the deci-
sions to be made.

Using Organization Performance Metrics to Explain  
Big Data Findings

Assessing Big Data’s value is a far more difficult problem when the anal-
ysis must deliver explanations as to why end measures of organizational 
performance previously identified are being obtained. The Big Data and 
analytic results must be correlated with increased sales, customer growth, 
increased size of purchases, profits, faster inventory turns, and the list goes 
on and on. The explanatory process requires that performance metrics 
for the organization be developed by involving the employees who are 
directly accountable for the effort to be assessed. They are knowledgeable 
about the processes and activities involved in the work. The steps in the 
value assessment process include:

•	 Establishing the essential work activities and customer 
requirements

•	 Aligning work outcomes to customer requirements
•	 Setting measures for the critical work processes or critical 

results
•	 Establishing work goals, criterions, or benchmarks
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Goals may be set at multiple levels, for end objectives related to the 
mission or function, direct targets that match divisions of responsibility 
within primary functions, and end metrics designed to link to specific 
improvements characterizing advances for each criteria.

These must be quantifiable and concrete targets based on individual 
expected work results.

With careful organizational planning, the measures themselves will be 
clear and focused, not subject to misunderstanding, quantified and com-
pared to other data through statistical analysis, reasonable and credible, 
and collected under normalized or expected conditions. Measures must 
also appropriately fall within the organization’s constraints and be 
actionable within a time determined frame. Measures may take various 
forms—and be seen as trends or rate-of-change (over time) data including 
views set against standards and benchmarks—or be fixed with baselines 
to be established at some future point, or determined incrementally via 
milestones.

A question still remains—when are the organizational metrics good? 
Are they useful or important for the organization’s success? Although they 
may be done well, following all appropriate applied rules and procedures, 
a manager still wonders—is the analytical data good? There are no sil-
ver bullets guaranteeing how the quality of the metrics can be assured. 
Answering key questions can help to make this determination. The 
straightforward questions listed below will point the way.

First, ask oneself about the content: Was it objectively measured? Was 
there a clear statement of the goal or result? Did the metric support cus-
tomer service requirements and meet all compliance requirements? Did 
it focus on effectiveness and efficiency of the system being measured? 
Secondly, ask about the properties: Does the metric allow for meaningful 
trend or statistical analysis, meet any industry or other external standards, 
possess incremental milestones, and does it include qualitative criteria? 
Finally, how does the metric fit the organization objectives: Are the met-
rics challenging but at the same time attainable? Are assumptions and 
definitions specified for excellent performance? Are the employees who 
must enact the activity being measured fully involved in the development 
of this metric? Has the metric been jointly fixed by you and your service 
customer?
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Table 7.1 can be used as a starting point for assessing the development 
and tailoring of good metrics that are specific to an organization.

The end results are that the organization must deliver services to 
customers on time and deliver increased revenue or a protected market 
position when the data and measures are associated. Targets achieved 
must be quality services with increased buyer satisfaction, minimized or 
reduced rework or contract responsibility, possess a high return on invest-
ment (ROI), and ensure that the organizational capacity in resources and 
equipment is present to deliver the services.

Analytic Metrics

Beyond assessing the value that Big Data brings to organizational per-
formance and decision making, a corresponding question is the need for 
metrics to measure the usefulness of analytics and analytic tools. There 
are few metrics for assessing tools or assessing analytical techniques and 
mapping outputs (of tools) to outcomes (of analytical approaches). 
Specialized metrics for specific domains will be required to assess analyt-
ical approaches and take account of how domain knowledge is used to 

Table 7.1  Metric quality assessment table

Assessment question Stronger Weaker
Measurement approach Objective Subjective

Clarity High Ambiguous

Directly related to customer 
service

Yes No

Focus on effectiveness, efficiency Yes Yes

Properties Display as trend Isolated, on time

Meet external standards Yes No

Incremental data Yes No

Qualitative Yes No

Attainable No

Clear assumptions Yes No

Employee full involvement Yes No

Service customer agreement Yes No
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derive actionable information and intelligence. Additionally, new verifica-
tion and validation techniques will be required to support the assessment 
of tool outputs and analytical method outcomes where the results may be 
Big Data in their own right.

Going Forward: What Should a Manager Do?

The basis for applying Big Data analysis will require that decision makers 
and executives develop comprehensive measures of performance associ-
ated with organization transaction activity. With today’s technology, this 
can be extended to a sweeping instruction—measure everything, or at least 
establish a defined transaction baseline for beginning states of the out-
comes and activities you will assess. But do it before you begin collecting 
and analyzing the data! However, there is no universal standard approach 
to establishing baselines. The collection and observing tools and the range 
and complexity of information made available can vary greatly among 
service providers, services, and customers. This enormous variability ulti-
mately thwarts a generic or simple set of metrics from being applied for 
spotting the trends and findings that will be important in the analyses. 
The steps a manager and executive are to follow are straightforward.

Set Baselines

In the unassuming language of services, a performance baseline is com-
posed of metrics that can define acceptable or standard operational con-
ditions of a service. Obviously, the baseline performance will be used as 
a comparison to identify changes that indicate anything from a problem 
to an opportunity. Baselines may in themselves provide early warnings 
regarding service demands, capacity limitations, and upgrades in input 
requirements. Aligning baselines with targets or other objects can aid in 
staying within parameters or discerning difficult service spaces that may 
not meet standards or compliance goals.

Improve and Expand Classification Analysis

Decision makers and executives are familiar with the concept of group-
ing. Similarities in clients, services, requirements, demands, locations, 
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and huge numbers of other characteristics are used to envisage partici-
pation that the client for a service is a member of a group or class, and 
therefore will find the offered service attractive. The class or classification 
membership is a predictor and therefore hugely important.

Predicting and explaining responses is the desired outcome. Our 
methods of developing classification are robust. A simple example of the 
use of a familiar classification tree is a good example of the benefits of 
classification. If we want to devise a system for approaching customers 
we may use a variety of tools—income, location, age, previous purchases, 
and interests—to classify them according to purchase potential. Thus, 
someone who files income taxes (at a level) does not live in a desert, is 
over the age of 17, has previously purchased products related to sailing, 
and subscribes to a sailing magazine may be a candidate for a sailboat 
purchase. Categorization processes and procedures can be more positive 
(e.g., categorizing plants and coins), but the principles for obtaining clas-
sifications and benefits are the same.

A decision maker or analyst does not need to know in advance what 
categories may be important. One can permit the data or values of the 
customers or attributes that were measured to describe the grouping or 
the structure of the metrics representing the customers included in our 
data. This permits the metric to aid in determining what groups of obser-
vations are all near each other and from that likeness find either other 
similarities or data to aid in reasoning why they may be together. Thus, 
it is not sufficient to just realize that there are natural groupings; one 
must still determine why the customers are grouped by an observation 
(or multiple values) of the metrics that we have. Simply said, the data we 
collect, and metrics describing the service or customer, will do some of 
our analytical work for us.

However, the metrics and data do not do it all. There is a critical 
role for the business knowledgeable expert, manager, and executive. They 
must apply their organizational, service, and business knowledge. Man-
agers must contribute knowledge that is complex and constructed from 
a deep understanding of an overall market, market segmentation, and 
opportunities or limitations that can vary by geography, culture, technol-
ogy, economic and social trends that could impact service performance, 
and customer requirement. They must also understand the competition’s 
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strengths and weaknesses, and plans. Finally, managers must have an 
essential understanding of their envisioned customers in detail. Ask what 
the customer does, wants, values, and how current or similar services are 
now being employed to deliver value.

This complex understanding can be considered to be domain knowl-
edge. And a manager or executive does not simply collect or acquire this 
understanding of the meaning of the Big Data but interprets, tests, pre-
dicts, and assembles all or portions of the Big Data to create a coherent 
depiction of the situation from the Big Data that are available for the 
analysis.

As an example, consider the expanding field of biology and the 
importance of Big Data. It is another useful Big Data domain with signif-
icant current research and great promise, but a deep technical, chemical, 
and biological understanding of this domain is essential for obtaining 
value from the analysis of Big Data. This domain covers the analysis of 
metabolites and biological molecules that are not as predicted or expected 
in terms of a location or quantity and the assessment of metabolites, 
macromolecules, proteins, DNA, and large molecule drugs in biological 
systems. Big Data analytical methods are available for measurable evalu-
ation in biopharmaceutics and clinical pharmacology research. The data 
are used to assess the sample preparation of drugs in a biological matrix 
and to analyze the selectivity, specificity, limit of detection, lower limit of 
quantitation, linearity, range, accuracy, precision, recovery, stability, rug-
gedness, and robustness of liquid chromatographic methods. Researchers 
can then use Big Data tools to understand and report in studies on the 
pharmacokinetic (PK), toxicokinetic, bioavailability, and bioequivalence 
of a drug (Tiwari and Tiwari 2010).

It is readily apparent that this domain requires highly specialized 
knowledge to obtain value from these Big Data. Without such knowledge 
how can one possibly know or appreciate the relevance of these data? 
The executive, managers, and analysts of the future will have far more 
metrics available, but will need the classifications, knowledge, and insight 
to interpret and explain the associations. Thus, managers must invest in 
classification tools and expect more and better analysis as the groupings 
and findings fall out of the metrics and data. However, there is still an 
essential role for the manager!
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Expect to Merge and Mix Data Types

The era of Big Data will see more and more to mixed data types. The 
events and activities of the world are experienced in conjunction with 
many other activities. Thus, the combined data may contain many types 
of information and classifications. Businesses and organizations have 
experienced this problem for many years. But the size and complexity of 
the data now make this problem more acute.

Mixed data can be best understood when one thinks of various catego-
ries. Some may be categories such as different types of service. Others may 
be continuous such as measurements showing sizes or quantities that can 
increase or decrease. Decision makers may expect that data will simulta-
neously combine data that have both categories and sizes—many of each 
at the same time. Differentiating and analyzing why metrics are obtained 
under each situation, and how changes will happen in the future, is the 
role of the manager and decision maker.

Examples will show that we can have an item or event categorized (as 
a yes or no, present or not present property); this could be combined with 
data that are frequency counts of how many times something happened. 
Medical situations can have these characteristics where patients are cat-
egorized by age, height, weight, test results, and previous occurrences of 
the event. Under these circumstances, the data can simply be counted, 
continuous, ranked, or as present or not present. Decision makers will 
need to be prepared for the volume of data, number of tools, results, and 
mixtures of data. Undeniably, all will increase as Big Data increases.

Executives: Listen and Watch Carefully for the Breakthroughs 
and Success Stories

It is difficult to envision the types of changes that will be encountered 
because of the growth of Big Data stimulated by the attraction, swiftness, 
and unpredicted impacts of social communications. The Big Data sets 
will also be added to and combined with the numerous sensor-driven data 
collections and ubiquity of enabled devices.

Many stories and articles of Big Data findings, applications, and suc-
cesses will stimulate ideas and analytical approaches. Know and watch the 



	 Conclusion	 153

competition, customers, services, and related industries for changes and 
breakthroughs via cross-industry pollination. A dramatic example of the 
use of mixed data detected structural changes on two publicly available 
social network data sets: Tactical Officer Education Program e-mail Net-
work and open source Al-Qaeda communications network. Significant 
changes in both networks were detected with Al-Qaeda network struc-
turally changing prior to the attacks of September 11 (McCulloh et al. 
2008). Changes of this nature, that really make a service difference, will 
likely be exponential rather than incremental and similar to the black-
swan event. One cannot be fully prepared, but do not be surprised.

What Is the Big Data Future?

All predictions point to a very bright future for Big Data! Obviously, exec-
utives and managers will encounter a great proliferation of new analysis 
tools, and trials of cleverly crafted organizational applications of this tech-
nology. Further, there are many educational programs churning out well 
trained and prepared students of the Big Data technology. They will have 
an enormous business impact. Organizations will hire and then quickly 
learn to strategically respond to the market with even more inventive uses 
of tools and combinations of data. Thus, there is no time to waste in apply-
ing the poser that can be drawn from Big Data to service delivery. What 
seems to be approaching, or may already be upon us, is a storm of changes 
(or an “arms race” like proliferation of technology) driven by Big Data.

This future is supported by a look at past predictions that help us 
understand the rapidity of the Big Data driven changes upon us. For a 
number of years, research firms and consultants predicted the rise and 
value that could be derived from Big Data and analytics. For example, 
McKinsey studied Big Data in five domains—health care in the United 
States, the public sector in Europe, retail in the United States, and man-
ufacturing and personal-location data globally. Their findings lead to the 
prediction that Big Data could generate value in each area (Manyika et al. 
2011).

With the growing attention on Big Data, the Pew Research Center 
began assessing it as a topic of interest in 2012 when the National 
Science Foundation and National Institutes of Health began seeking new 
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methods, infrastructure, and approaches to find scientific and technologi-
cal means for working with large data sets to accelerate progress in science 
and engineering, associated education, and training. The report described 
how Big Data is already having impacts with descriptions of spelling 
changes in Google search queries attributed to previous queries on the 
same subject that employed different spelling—a finding that enables an 
ability to identify search trends that may predict economic and public 
health trends (Anderson and Rainie 2012).

Other 2012 example uses include calls about “unusual activity” based 
on assessments of transaction anomalies in buyer behavior that may be 
evidence in indicators of fraud, and subscriber movie recommendations 
based upon profiles and previous actions of users. But there were still 
questions in the minds of managers and executives regarding effective-
ness. Pew also reported that a 2012 survey of chief marketing officers 
report that more than half of the respondents said they then lacked the 
tools to mine true customer insights, and 58 percent lacked the skills and 
technology to perform analytics on marketing data (Anderson and Rainie 
2012).

Today, as shown in this work, we can see that many predictions of 
the growth and uses of Big Data were correct. But what of the future for 
technology associated with Big Data, the public’s opinion and acceptance 
of the collection and uses of Big Data, and specific evolvement of business 
applications and uses?

In the area of analytics and technology, it is predicted that Hadoop 
will address many different scenarios and applications that require a mix 
of batch, real-time, streaming, and interactive scenarios (Taft 2014). 
However, limitations of the Hadoop MapReduce paradigm are already 
leading to new programming and analytics paradigms, such as Spark, 
Storm, and so on. From a hardware perspective, systems will use pho-
tonics for interconnections, memristers for huge amounts of storage that 
can be placed near the processing engines, and optimized computer and 
analytic processors for specialized tasks (Shaw 2014).

In the public space dealing with acceptance and understanding 
at large, the Big Data explosion has generated societal issues related to 
privacy, security, intellectual property, and liability. This may well lead 
to public policy and regulation beyond those current in place. Further, 
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the value of the data may begin to be formalized as organizations learn 
and conduct transactions that determine in the marketplace what all the 
information is worth. There may be implied or explicit guidelines for 
assessing data value because data becomes recognized as an asset and can 
be equated to cash as standard methods for valuing data are developed. 
(And with the costs to society, perhaps we can expect new forms of taxa-
tion of this real, but difficult to measure, asset.)

From a business perspective, companies will continue to invent new 
models, search for associations in the data, and rapidly integrate informa-
tion from multiple data sources, purchased from secondary sources and 
third parties. The sources and elements that will be added will include 
all forms of social media, volumes of sales and commercial data, location 
data, and accessible financial data. It is further predicted that users (sub-
ject matter experts) will create their own 360° views of data; the users will 
choose the data sources, analysis tool and technique, and the visualiza-
tion—and will then be able to repeat this analytic as an experiment (as the 
gaming industry does today); organizational data will be structured and 
then connected to human interaction data; will improve our understand-
ing of workers—state, mood, goals, preferences—and will recommend 
how to assist the human doing the work; and the tools will look for pat-
terns in the data and will offer predictions of events for the users to asses 
and address (Shaw 2014).

Our Conclusion

Big Data has been a physical science problem for many years but has now 
become the “new” business and social science frontier. The amount of 
information and knowledge that can be extracted from the digital uni-
verse is continuing to expand as users come up with new ways to message 
and process data. Moreover, it has become clear that “more data is not just 
more data,” but that “more data is different,” for example, more diversity 
may produce better results.

Big Data is just the beginning of the problem. Technology evolution 
and placement guarantee that in a few years more data will be available 
in a year than has been collected since the dawn of man. If Facebook and 
Twitter are producing, collectively, around 50 gigabytes of data per day, 
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and tripling every year, within a few years (perhaps three to five) we are 
indeed facing the challenge of Big Data becoming really Big Data.

There are numerous issues and challenges associated with Big Data 
usage. Technical scaling challenges will need to be solved as the volume 
of data approaches the 3Es—exabytes, exabits, exaflops—thresholds. 
However, the complexity of data—its complex semantics and structures, 
the context required to understand the data, and the need to track the 
provenance of derived data back to the original data—pose much larger 
problems.

The importance of Big Data to business and organizations—both 
profit and non profit—is indicated by the increasing number of Big Data 
startups each year. And more companies are engaging in Big Data initia-
tives either in-house or through consultants. Increased demand is putting 
pressure on the pool of data and analytic scientists. Training for data and 
analytic scientists will need to increase in both academic and corporate 
and organizational venues, with in-house training possibly becoming the 
training of first resort, at least for large organizations.

We conclude that the impact will be great, and the Big Data business 
itself will continue expanding. Research and Markets have predicted the 
evolution of Big Data technologies, markets, and outlays (expenditures) 
over the next five years—from 2015 to 2020. Using a triple-scenario anal-
ysis, including “steady state,” the emergence of new Big Data analytical 
tools, and the rise of new analytical tools that can replace Big Data anal-
ysis; their prediction is that the market will almost double in the coming 
five years, from nearly $39 billion in 2015 to more than $76 billion in 
2020 (PRNewswire: Dublin 2014).

Our conclusion: Big Data is here, evolving, and swiftly becoming a major 
force that must be understood and effectively employed.



APPENDIX A

Methods-Based 
Analytics Taxonomy

Business analytics has recently focused on statistical analysis, data mining, 
and statistical machine learning methods to analyze Big Data. These are 
mathematical methods that work with numerical data or symbolic data 
encoded as numerical data, but they do not capture the domain material 
that reflects critical factors that affect business decisions, such as culture; 
political environment; gender, age, and ethnic preferences; geographic 
and demographic features; and so on.

There are a multitude of other methods for analyzing data and infor-
mation. Table A.1 presents a taxonomy of analytics based on classes of 
methods. This taxonomy was first developed by Stephen Kaisler and 
Claudio Cioffi-Revilla (Kaisler and Cioffi-Revilla 2007). Each class 
represents many different methods—each with its own advantages and 
disadvantages.
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Glossary

Advanced analytic: a set of analytics integrated through an analytic archi-

tecture to solve a complex problem.

Analytics: the process of transforming data into insight for the purpose of 

making decisions.

Analytic architecture: a software architecture or application framework 

designed to solve a set of problems within a complex domain.

Application programming interface (API): a set of functions, procedures, 

or methods implemented in an application, which allows programs to 

invoke the functionality therein.

Big Data: the volume of data just beyond our capacity to process it effi-

ciently by traditional data base tools and methods.

Business analytics: the application of analytics specifically in the sphere of 

business, for example, to include marketing analytics, CRM analytics, 

operations analytics, and so on.

Data mining: a term often used interchangeably with analytics, but, in 

fact, is a subset of the realm of analytics. Data mining is usually based 

on statistical methods, but includes variants such as text mining, web 

mining, and so on.

Geospatial analytics: the integration of geographic and demographic infor-

mation into the analysis process.

HTML: HypertText Markup language is a specification for describing 

web pages in a structured way that facilitates their presentation indepen-

dent of the web browser.

Machine learning: a discipline in which a program is designed in such a 

way that it can improve its behavior by processing data, examining the 

results, and deducing or inferring changes to program parameters that 

result in improvement in some figure of merit.
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Platform: A hardware or software system for performing computations, 

processing data, storing data and information, and visualizing data and 

information. An example of a hardware platform is a Dell or Apple laptop 

or server, while an example of a software platform is Apple’s MacOS or 

Microsoft’s Windows 2013 Server operating system.

Population imbalance: in very large data sets, events of interest occur 

relatively infrequently.

RTBDA: real-time Big Data analytics.

Visual analytics: the science of analytical reasoning facilitated by interactive 

visual interfaces.

Web service: a method of communication between two computing systems 

linked through a network, but, typically, a software system supporting 

machine-to-machine interaction.

XML: Extensible Markup Language is a specification for describing the 

fields and values of a document in a structured form.
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