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Transmission electron microscope (TEM) is a very powerful 
tool for characterizing various types of materials. Using a 
light microscope, the imaging resolution is at several hundred 
nanometers, and for a scanning electron microscope at several 
nanometers. The imaging resolution of the TEM, however, can 
routinely reach several angstroms on a modem instrument. 
In addition, the TEM can also provide material structural 
information, since the electrons penetrate through the thin 
specimens, and chemical compositional information due to the 
strong electron specimen atom interactions. 

This book provides a concise practical guide to the TEM 
user, starting from the beginner level, including upper-division 
undergraduates, graduates, researchers, and engineers, on how to 
learn TEM effi ciently in a short period of time. Volume I covers the 
instrumentation, sample preparation, fundamental diffraction and 
imaging; and this volume covers advanced diffraction, imaging, 
analytical microscopy, and some newly developed microscopy 
techniques. This book may serve as a textbook for a TEM course 
or workshop, or a reference book for the TEM user to improve 
their TEM skills.

Dr. Zhiping Luo is an associate professor in the department 
of chemistry and physics at Fayetteville State University, North 
Carolina. He started electron microscopy in early 1990s. 
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Abstract

Transmission electron microscope (TEM) is a very powerful tool for 
characterizing various types of materials. Using a light microscope, the 
imaging resolution is at several hundred nanometers, and for a scanning 
electron microscope, SEM, at several nanometers. The imaging resolu-
tion of the TEM, however, can routinely reach several angstroms on a 
modem instrument. In addition, the TEM can also provide material 
structural information, since the electrons penetrate through the thin 
specimens, and chemical compositional information due to the strong 
electron–specimen atom interactions. Nowadays, TEM is widely applied 
in diverse areas in both physical sciences (chemistry, engineering, geosci-
ences, materials science, and physics) and life sciences (agriculture, biol-
ogy, and medicine), playing a key role in research or development for 
material design, synthesis, processing, or performance. 

This book provides a concise practical guide to the TEM user, starting 
from the beginner level, including upper-division undergraduates, gradu-
ates, researchers, and engineers, on how to learn TEM efficiently in a short 
period of time. It is written primarily for materials science and engineering 
or related disciplines, while some applications in life sciences are also in-
cluded. It covers most of the areas using TEM, including the instrumenta-
tion, sample preparation, diffraction, imaging, analytical microscopy, and 
some newly developed advanced microscopy techniques. In each topic, a 
theoretical background is firstly briefly outlined, followed with step-by-step 
instructions in experimental operation or computation. Some technical tips 
are given in order to obtain the best results. The practical procedures to 
acquire, analyze, and interpret the TEM data are therefore provided. This 
book may serve as a textbook for a TEM course or workshop, or a refer-
ence book for the TEM user to improve their TEM skills. 

Keywords 

Analytical Electron Microscopy; Ceramics; Chemical Analysis; Chemis-
try; Composites; Crystallography; Electron Diffraction; Electron Energy-
Loss Spectroscopy (EELS); Forensic Science; Geosciences; Imaging;  
Industry; Life Sciences; Materials Science and Engineering; Metals and 



viii KEYWORDS 

 

Alloys; Microstructure; Nanomaterials; Nanoscience; Nanotechnology; 
Physics; Scanning Transmission Electron Microscopy (STEM); Polymer; 
Structure; Transmission Electron Microscopy (TEM); X-ray Energy-
Dispersive Spectroscopy (EDS). 

  



 

 

Contents
 

Preface  .............................................................................................. xiii 
Acknowledgments ................................................................................. xv 
About the Book .................................................................................. xvii 
Personnel Experiences with TEM ......................................................... xix 
 

Chapter 6 Electron Diffraction II ...................................................... 1 
6.1 Kikuchi Diffraction .................................................... 1 

6.1.1 Formation of Kikuchi Lines  ............................. 1 
6.1.2 Kikuchi Diffraction and Crystal Tilt ................. 4 

6.2 Convergent-Beam Electron Diffraction ...................... 7 
6.2.1 Formation of Convergent-Beam 

Diffraction  ........................................... 7 
6.2.2 High-Order Laue Zone  ................................... 9 
6.2.3 Experimental Procedures  ............................... 13 

6.3 Nano-Beam Electron Diffraction  ............................ 14 
6.3.1 Formation of Nano-beam Electron 

Diffraction  ......................................... 14 
6.3.2 Experimental Procedures  ............................... 17 

References ...................................................................... 18 
Chapter 7 Imaging II ...................................................................... 21 

7.1 STEM Imaging ........................................................ 21 
7.1.1 Formation of STEM Images and Optics ......... 21 
7.1.2 STEM Experimental Procedures ..................... 24 
7.1.3 STEM Applications ........................................ 24 

7.2 High-Resolution Transmission  
Electron Microscopy  ....................................... 28 

7.2.1 Principles of HRTEM .................................... 28 
7.2.2 Experimental Operations ................................ 37 

  



x CONTENTS 

 

7.2.3 Image Interpretation and Simulation ............. 42 
7.2.4 Image Processing  .......................................... 45 

References ..................................................................... 48 
Chapter 8 Elemental Analyses ........................................................ 51 

8.1 X-ray Energy-Dispersive Spectroscopy ..................... 52 
8.1.1 Formation of Characteristic X-Rays ............... 52 
8.1.2 EDS Detector ................................................ 54 
8.1.3 EDS Artifacts ................................................. 57 
8.1.4 Effects of Specimen Thickness, Tilt, and 

Space Location ................................... 59 
8.1.5 Experimental Procedures ............................... 63 
8.1.6 EDS Applications .......................................... 64 

8.2 Electron Energy-Loss Spectroscopy .......................... 73 
8.2.1 Formation of EELS ........................................ 73 
8.2.2 EELS Qualitative and Quantitative 

Analyses .............................................. 75 
8.2.3 Energy-Filtered TEM .................................... 78 
8.2.4 EFTEM Experimentation and 

Applications ....................................... 81 
References ..................................................................... 87 

Chapter 9 Specific Applications  ..................................................... 91 
9.1 Quantitative Microscopy ......................................... 92 

9.1.1 Quantification of Size Homogeneity .............. 92 
9.1.2 Quantification of Directional 

Homogeneity ..................................... 96 
9.1.3 Dispersion Quantification ............................. 99 
9.1.4 Electron Diffraction Pattern Processing 

and Refinement ................................ 103 
9.2 In situ Microscopy ................................................. 107 

9.2.1 In situ Heating ............................................. 108 
9.2.2 In situ Cooling ............................................. 114 
9.2.3 In situ Irradiation ......................................... 116 

9.3 Cryo-EM ............................................................... 117 
9.4 Low-Dose Imaging ................................................ 122 

  



 CONTENTS xi 

 

9.5 Electron Tomography ............................................ 125 
9.5.1 Experimental Procedures .............................. 125 
9.5.2 Object Shapes ............................................... 127 
9.5.3 Nanoparticle Assemblies ............................... 133 
9.5.4 Nanoparticle Superlattices ............................ 135 

References .................................................................... 143 
Illustration Credits ............................................................................. 151 
Index  ............................................................................................... 153 
 

 
 
 
 
 
  



 

 

  



 

 

Preface
To study material structure, we need to use microscopes. With the  
naked eyes, we can barely see objects beyond 0.1 mm, while by using a 
light microscope composed of optical lenses, the resolution is improved 
beyond 1 μm to several hundred nanometers. However, to further im-
prove the resolution, electron microscopy should be applied. Scanning 
electron microscopy (SEM) extends the resolution to several nanome-
ters, and it can also provide elemental analyses, but it is hard to see  
objects below the several nanometer range. The transmission electron 
microscopy (TEM) has great advantages over other microscopy tech-
niques, in that its ultrahigh imaging resolution can routinely reach sev-
eral angstroms on a modern microscope, and it also has ability to study 
the structure using electron diffraction, and auxiliary capabilities to 
identify chemical compositions. Nowadays, TEM is a standard charac-
terization approach in scientific research, academic education, industrial 
development, and governmental forensic investigations. 

For over a decade at Texas A&M University, I held a TEM instru-
mental scientist position, where I taught TEM courses and trained many 
TEM users. During the user training, I realized that step-by-step in-
structions were always very helpful so that the user could work in the 
right way immediately, instead of learning from many trials. The users 
should learn the instructions first and then practice on the instrument to 
improve the working efficiency, rather than practice with minimum 
instructions. 

This book provides a practical guide to the TEM user as a quick ref-
erence on how to utilize the various TEM techniques more efficiently to 
get meaningful results. It starts at the beginner level and introduces the 
TEM skills concisely, including practical instructions on how to operate 
the instrument correctly, how to avoid possible problems, how to under-
stand the results, and how to interpret and compute the data. It is sepa-
rated into two volumes with different levels. Volume 1 is on Fundamen-
tals of TEM, including TEM sample preparation, instrumentation and 
operation procedures, electron diffraction I (selected-area electron dif-
fraction), and imaging I (mass-thickness imaging and diffraction contrast 
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imaging). Volume 2 covers Advanced Microscopy, including electron 
diffraction II (Kikuchi diffraction, convergent-beam electron diffraction, 
and nano-beam electron diffraction), imaging II (scanning transmission 
electron microscopy, and high-resolution electron microscopy), analytical 
electron microscopy for elemental analyses, and some new developments 
and specific applications. 

I hope you enjoy the power of the TEM. May TEM assist your  
research, provide you with good results, and bring you good luck in 
your career! 

 
Zhiping Luo 

Fayetteville, North Carolina 
June 2015 
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About the Book 
 This book is a concise practical guide for the TEM users to 

improve TEM skills in a short period of time. 
 It is also a textbook for a short course (semester-long TEM 

undergraduate or graduate course, or intensive short-term 
workshop). 
 It provides step-by-step instructions how to operate the 

instrument, how to analyze, and how to compute the data. 
 It covers areas primarily for physical sciences (chemistry, 

engineering, geosciences, materials science, and physics) and some 
examples in life sciences (agriculture, biology, and medicine). 
 It applies to scientific research, academic education, industrial 

developments, governmental forensic investigations, and 
others. 

  



  



 

 

Personnel Experiences  
with TEM 

 1. Be aware of what you are doing with the microscope! 
- Read sufficient literature to make clear what is new and 

what has been done previously. 
 2. See both, the forest and the trees! 

- Information in both high and low magnifications should be 
known. 

 3. Good results are obtained out of the microscope room! 
- Post-experiment analyses (data processing, computation, 

and quantification) and documentation are very important. 
 4. A good habit is beneficial to your whole career! 

- Organize your samples and data well. 

  



 



 

 

CHAPTER 6 

Electron Diffraction II 
In a transmission electron microscope (TEM), accelerated electrons can 
penetrate thin specimens. It is known that the electrons possess a wave 
nature with a short wavelength, for example, at 200 kV wavelength λ = 
0.00251 nm. Because of the interactions of the electron waves with the 
crystal lattices, electrons are scattered at different angles, forming elec-
tron diffraction. The electron diffraction not only provides the specimen 
structural information, but also assists the imaging. In Chapter 4 about 
Electron Diffraction I in Volume 1, selected-area electron diffraction 
(SAED) has been introduced. This chapter on Electron Diffraction II 
covers more advanced diffraction techniques.  

6.1 Kikuchi Diffraction 

6.1.1 Formation of Kikuchi Lines 

Kikuchi lines appear in the electron diffraction patterns if the sample 
has high crystallinity, such as Si, ceramics, or undeformed metal, and in 
thicker areas. Under parallel beam illumination, Kikuchi lines are gener-
ated in suitably thick samples by inelastically scattered electrons (halo 
background) that are subsequently elastically scattered. Elastic scattering 
by itself produces the Bragg diffraction maxima (spots). If the sample is 
too thin or with high density of structural defects, Kikuchi lines may not 
be visible. This diffraction phenomenon was discovered and explained 
by Dr. Seishi Kikuchi [1]. 

Two examples of SAED patterns from a ceramic B4C phase with 
Kikuchi patterns are shown in Fig. 6.1. The Kikuchi lines appear as 
pairs, one is bright line, which is farther away from the center beam, and 
the other is dark line, which is closer to the center beam.   
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Fig. 6.1 (a, b) Two examples of Kikuchi lines, which appear as pairs, 
as indicated by numbers. 

The formation of Kikuchi diffraction is illustrated in Fig. 6.2. In a 
thin crystal, as shown in Fig. 6.2(a), the incident electrons are parallel to 
the optical axis so that they are diffracted only by the (hkl) planes, and 
their diffracted rays with the same angle θ are parallel to form Bragg dif-
fraction maxima (by the objective lens) that appear on the TEM screen. 
However, if the sample is thick, inelastic scattering happens, which caus-
es the electrons scatter to different angles, although primarily forward, as 
shown in Fig. 6.2(b). Now the incident electrons are no longer parallel to 
the optical axis. Considering the 3D space, the diffracted rays would 
form a cone filled with excess electrons on its surface (nothing inside the 
cone), and each ray on the cone is still formed by Bragg diffraction at an 
angle of θ with respect to the (hkl) plane. Since more electrons are dif-
fracted on this cone, on the opposite side of the (hkl) plane, a cone is 
formed with deficient electrons on the cone surface. These cones are 
called as Kossel cones. When they intersect with the Ewald sphere, a pair 
of curved lines are formed. One is a bright line (with access electrons) 
across the Bragg spot g, and another one is a dark line (with deficient 
electrons) across the center beam O. Since the radius of the Ewald sphere 
is very large, the curve lines appear as approximately straight lines on the 
screen with short lengths. 

If the sample slightly tilts, as shown in Fig. 6.2(c), the incident elec-
trons still impregnate the sample in the same way, no matter it is tilted or 
not. As will be demonstrated in the next section, the Bragg diffraction 
maxima still remain at the same position for a small sample tilt, at the 
angle of 2θ with respect to the incident beam. However, the Kossel cones 
are formed by the (hkl) of the sample crystal, and thus the Kossel cones 
tilt simultaneously with the crystal tilt (in a similar manner with light 
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reflection that the reflected light tilts simultaneously with the mirror tilt). 
An enlarged illustration is shown in Fig. 6.2(d). Therefore on the TEM 
screen, the diffraction spots remain at the same positions, but the Kikuchi 
lines move for a small crystal tilt. These pairs move simultaneously while 
keeping the same spacing. Therefore, the Kikuchi lines are very useful to 
determine the crystallographic orientations. 

Shown in Fig. 6.3 are simulated Kikuchi patterns along [001], [011], 
and [111] zone axes. It is seen that Kikuchi bands link with major poles. 
Fig. 6.3(a–c) are computed for indices up to 2, whereas Fig. 6.3(d) for 
indices up to 4 to display many Kikuchi lines. Such Kikuchi bands are 
very useful to the TEM operator to tilt the crystal from one zone axis to 
another one along such bands. For a cubic crystal, the operator should 
be able to tilt [001]–[011]–[111] zone axes using a double-tilt specimen 
holder, forming a triangle on the Kikuchi pattern. 
 

 

Fig. 6.2 Formation of Kikuchi lines. (a) Bragg diffraction only in a 
thin crystal; (b) Kikuchi lines by a thicker crystal; (c) the sample is 
slightly tilted; (d) enlargement from (c) showing the geometrical 
details.  
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Fig. 6.3 Simulated Kikuchi patterns along [001] (a), [011] (b), and 
[111] (c, d) orientations. (a−c) are computed up to index of 2, while 
(d) is up to index of 4. 

6.1.2 Kikuchi Diffraction and Crystal Tilt 

The SAED pattern is not sensitive to a small crystal tilt, while the Kiku-
chi diffraction pattern is sensitive to it. In Fig. 6.4(a), the sample is at 
the Bragg diffraction condition, so that the Kikuchi lines are across the 
diffraction g and the center beam O. If 1θ  is the angle of incident ray 
with the (hkl) plane and 2θ  is the angle of the diffracted ray with the 
(hkl) plane, 1 2θ θ θ= = , and the difference of travel distance of two 
adjacent rays is 2 sin ,d θ  

 2 sind nθ λ=  (6.1) 

where d is the lattice spacing of the (hkl) planes, λ is the wavelength, 
and n is an integer number (1, 2, 3, …). If the sample is slightly tilted, 
as shown in Fig. 6.4(b), 1 2θ θ> . Compared with Eq. 4.1 (Chapter 4 in 
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Volume 1), the difference of travel distance between two adjacent rays is 
1 2sin sind dθ θ+ , and thus 

 1 2sin sind d nθ θ λ+ =  (6.2) 

Since the angles are very small, sinθ θ=  and thus according to Eqs. 6.1 
and 6.2, we have 1 2 2 ,θ θ θ+ =  that is, the diffracted beam is at the same 
angle with respect to the incident beam, as shown in Fig. 6.4(a), although 
the sample is slightly tilted. As demonstrated in Fig. 6.2, the Kikuchi lines 
move outward, and we define the deviation parameter s > 0 for this case. 
Here, the deviation parameter s is used to measure the deviation from the 
Bragg diffraction (s is defined by Eq. 5.5 in Volume 1). If the reciprocal 
point is on the Ewald sphere, then s = 0; if the reciprocal point moves 
above the Ewald sphere by sample tilt, then s > 0; otherwise, s < 0.  

If the sample is tilted to an opposite way, 
1 2 ,θ θ<  as shown in Fig. 

6.4(c), again we still have 1 2 2θ θ θ+ = . Hence, the diffracted ray is along 
the same direction, but the Kikuchi lines move inward. Here, s < 0. 

If the sample is tilted to an exact zone axis, that is, the diffraction in-
tensities are symmetrical to the center beam, the Kikuchi lines are locat-
ed at the center between (000) and ±g, as shown in Fig. 6.4(d). Now 
these two lines have the same intensity (rather than bright and dark), 
but they form a bright Kikuchi band across the center beam (outside the 
band, the background is therefore darker). In this case, only (000) is on 
the Ewald sphere, while others are slightly below the sphere since the 
sphere is curved upward, and thus s < 0. 

The sample tilt can also be understood using the reciprocal space. As 
shown in Fig. 6.5(a), the sample is aligned along its [U1V1W1] zone axis, 
with symmetrical intensities to its center 0g  spot. Only (000) is on the 
Ewald sphere, while all others are below it since the sphere is curved up-
ward, and thus s < 0. When the crystal is slight tilted, as shown in  
Fig. 6.5(b), the intersections of any reflection g with its counterpart −g are 
no longer symmetrical, so different intensities are resulted. Although the 
[U1V1W1] zone axis is slightly off the optical axis, the spot geometry still 
remains the same, only intensities vary. If only (000) and (h1k1l1) are 
aligned on the Ewald sphere, only these two beams are strong and others 
are weak (Fig. 6.5c). This is the two-beam condition, which is very useful 
for diffraction-contrast imaging, as discussed in Chapter 5 in Volume 1. 
Here, s = 0 for 1g . However, if the sample is grossly tilted to reach  
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another intersection with the Ewald sphere to form a different geometry, a 
different zone axis [U2V2W2] pattern is obtained, as shown in Fig. 6.5(d).  

Note that in the reciprocal space, the lattice spots are elongated along 
the vertical direction, because of the shape effect, as the sample is very 
thin. 

 

 

Fig. 6.4 Kikuchi diffraction during sample tilt. (a) Exact Bragg 
diffraction condition; (b) sample is slightly tilted from (a); (c) sample 
is slightly tilted in an opposite way from (a); (d) sample is aligned 
along exact zone axis condition (symmetrical g and −g). 



 ELECTRON DIFFRACTION II 7 

 

 

Fig. 6.5 Bragg diffraction during sample tilt. (a) [U1V1W1] zone axis; 
(b) slightly tilted from (a); (c) two-beam condition; (d) another zone 
axis [U2V2W2] after large tilting. 

6.2 Convergent-Beam Electron Diffraction 

6.2.1 Formation of Convergent-Beam Diffraction 

The SAED is formed by using parallel illumination, as shown in Fig. 6.6(a), 
and these transmitted and diffracted rays are then refracted by the objective 
lens to form spots. If the incident electrons are nonparallel but at an angle, 
as shown in Fig. 6.6(b), the transmitted and diffracted beams do not merge 



8 A PRACTICAL GUIDE TO TRANSMISSION ELECTRON MICROSCOPY 

 

as spots but as disks [2−4]. This diffraction mode is convergent-beam elec-
tron diffraction (CBED) or convergent-beam diffraction (CBD).  

CBED should be done in CBED mode, or Nano Probe mode on 
some TEMs. A comparison of electron optics of conventional TEM,  
X-ray energy-dispersive spectroscopy (EDS), nano-beam electron diffrac-
tion (NBED) or nano-beam diffraction (NBD), and CBED is shown in 
Fig. 6.7 [5]. In the TEM mode, a condenser mini-lens is activated so that 
parallel illumination is provided on the sample, and the illuminated area 
is large. However, in the EDS mode, this mini-lens is deactivated so that 
the electrons impregnate the sample at a point with a large angle (the 
semiangle is denoted as 1α  in the figure). In the NBED mode, the mini-
lens is activated to deflect the beam to a small angle, so that the electrons 
impregnate the sample at a point but with smaller angle compared with 
EDS (the semiangle is denoted as 2α  in the figure). In the CBED mode, 
the α angle varies largely, which covers both EDS ( 1α ) and NBED ( 2α ) 
ranges, 2 1.α α α≤ ≤  

The α angle is controlled by α-selector knob on the TEM panel. On 
the JEOL 2010 TEM, the available selections are listed in Table 6.1. The-
se numbers are the only possible selections on the instrument. Numbers in 
the same column indicate that their settings are the same. For example, 
NBED #1−5 and corresponding CBED #1−5 have the same settings, and 
EDS #1, NBED #5, and CBED #5 have the same settings. It is seen that 
the EDS mode covers large α angles, NBED covers smaller α angles, and 
CBED covers entire ranges of EDS and NBED. 

 

 
Fig. 6.6 Comparison of SAED and CBED modes. (a) SAED; (b) CBED. 
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Fig. 6.7 Electron optics of TEM, EDS, NBED and CBED modes 
(courtesy of JEOL [5]). 
 

Table 6.1 Selection of α angles in EDS, NBED, and CBED modes. 
EDS     1 2 3 4 5 
NBED 1 2 3 4 5     
CBED 1 2 3 4 5 6 7 8 9 

 
On some TEMs, all EDS, NBED, and CBED are done in a Nano 

Probe mode. 

6.2.2 High-Order Laue Zone 

An SAED pattern is formed by the intersection of Ewald sphere with 
the reciprocal lattice. If the crystal structure has a long repeating dis-
tance at Z direction, in the reciprocal space, the layer spacing is shorter. 
Hence, the upper level (higher-order) reciprocal lattice may intersect 
with the Ewald sphere, forming a high-order Laue zone (HOLZ) pat-
tern. Such HOLZ reflections normally appear only at high angles far 
away from the center beam. 

However, in the CBED mode, it is easy to get HOLZ diffraction. As 
shown in Fig. 6.8, since the incident beam is inclined, the optical axis 
rotates in a shape of a cone with semiangle of α. Therefore, the Ewald 
sphere also rotates, and the ones at the most end side would have more 
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chances to intersect with the high-order spots. The layer with the origi-
nal (000) spot is zero-order Laue zone (ZOLZ), and on the upper levels, 
first-order Laue zone (FOLZ), second-order Laue zone (SOLZ), and so 
on. Considering the 3D space, the HOLZ spots form rings far away 
from the center, as shown in Fig. 6.8(b). 

For HOLZ diffraction (hkl) along [UVW] zone axis, compared with 
Eq. 4.15 (Chapter 4 in Volume 1), we have 

 hU + kV + lW = n  (6.3) 

Here n is the order of the HOLZ diffraction.  
More details about the HOLZ diffraction is illustrated in Fig. 6.9. 

For a primitive cubic (PC) structure, its reciprocal is still PC, as shown in 
Fig. 6.9(a), and thus its HOLZ diffraction spots have the same geometry 
as ZOLZ. The zero-order and all high-order diffraction spots coincide in 
the pattern. However for a face-centered cubic (FCC) structure, its recip-
rocal space is body-centered cubic (BCC), as shown in Fig. 6.9(d). The 
zero- and second-order diffraction patterns have the same geometry, 
while first- and third-order pattern spots are translated to the square cen-
ters of the ZOLZ pattern. Similarly, a BCC structure possesses an FCC 
reciprocal lattice (Fig. 6.9h). Its zero- and second-order diffraction patterns 
have the same geometry, while FOLZ pattern is translated as shown in  
Fig. 6.9(j). Using the reciprocal space, it is possible to index the ZOLZ 
(regular SAED pattern) and HOLZ spots on a diffraction pattern. 

In SAED mode, the Kikuchi lines are formed by inelastic scattering 
in thicker samples. The inelastic scattering changes the ray directions, 
causing the Kikuchi diffraction. However, in the CBED mode, the inci-
dent beams are already nonparallel and at angles, the elastic scattering 
also contributes to the Kikuchi diffraction [6]. Note that the diffraction 
is from a small volume, so high crystallinity may be obtained; hence, in 
CBED mode, it is much easy to obtain Kikuchi lines.  

When the Kikuchi diffraction happens in the CBED pattern, Kiku-
chi lines still appear as pairs. In the center (000) disk, they appear as 
dark (deficient intensity), while in HOLZ disks, they appear as bright 
(excess intensity) lines, that is, HOLZ lines. Many of such HOLZ lines 
on the HOLZ disks form rings, as shown in Fig. 6.10(a).   
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Since HOLZ lines contain 3D information, they can be used to de-
termine a crystal symmetry of point groups and space groups. They can 
also be used to determine the unit cell height H. 

 

Fig. 6.8 (a) Formation of HOLZ in CBED; (b) Example of HOLZ 
diffraction spots. 
 

 

Fig. 6.9 HOLZ diffraction. (a−c) PC crystal along [001]; (d−g) FCC 
crystal along [001]; (h−k) BCC crystal along [001]. 
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Suppose the radius of the FOLZ ring is r, which corresponds to the 
vector G in the reciprocal space (with a spacing of d) in Fig. 6.10(b). In 
the right triangle OAB, 2 2 2,AB OA OB= −  and OB = OC−H; thus,  2 2 21 1

( ) ( )G H
λ λ

= − −  
Here, 1/AB OC λ= = . If 2H  is ignored,  

 2
2

1 2 2
d

H G λλ
⎛ ⎞= = ⎜ ⎟
⎝ ⎠

 (6.4) 

Here, 1/ .G d=  Therefore, from the radius r and camera length Lλ, the 
spacing /d L rλ=  is obtained (it can also be measured directly using 
CCD camera software), and thus the unit cell height H can be deter-
mined from Eq. 6.4, although it is from a single CBED pattern. If it is 
done by the SAED method, it is required to get at least one other zone 
axis pattern containing the information of H, either by tilting or by se-
lecting a different area. 
 
 

 
Fig. 6.10 (a) CBED pattern showing HOLZ rings; (b) geometric 
relationship. 



 ELECTRON DIFFRACTION II 13 

 

6.2.3 Experimental Procedures 

CBED is normally done in the following ways: 
 

 1. In the BF image mode, select a large (largest or the second largest) 
condenser aperture for CBED.  

 2. Select an area for CBED, and focus the image. 
 3. Switch to SAED mode and focus the spots and correct any astig-

matism as needed (this step can be skipped, if the diffraction mode 
is already well aligned). 

 4. Switch to CBED or Nano Probe beam (the beam may become 
darker now), move the interested area to the center of screen, focus 
the beam to a point (crossover) on the sample using Brightness 
knob, and then press Diffraction button to switch to the diffraction 
mode. A CBED pattern is obtained.  

 5. Select different camera length L to see details in the (000) disk 
(bright-field symmetry) using a longer L, or whole-pattern sym-
metry using a shorter L. 

 

Fig. 6.11(a) shows an SAED pattern of Mg–Zn–Y quasi-crystal (QC) 
[7] along a fivefold axis, displaying a 10-fold symmetry. From such a 
single SAED pattern, it is impossible to tell whether it is from icosahedral 
QC with fivefold symmetry [8], or a decagonal QC with 10-fold sym-
metry [9]. The CBED patterns using a larger or a smaller condenser ap-
erture are shown in Fig. 6.11(b) and (c), respectively. In Fig. 6.11(b), 
multiple Kikuchi lines weave a symmetrical pentagon pattern; in Fig. 
6.11(c) using a smaller condenser aperture, the FOLZ spots also exhibit a 
fivefold symmetry. Therefore, the QC belongs to the icosahedral type.  

Fig. 6.12(a) is a CBED pattern from a crystalline FCC phase along 
[111], recorded with a shorter L to show the whole-pattern 3m sym-
metry from the FOLZ ring. If the mirror symmetry is not very clear in 
the whole pattern, one may tilt the sample off the zone axis to check, as 
shown in Fig. 6.12(b) which displays the m symmetry clearly. 

In order to get a high-quality CBED whole pattern, the sample 
should be tilted to its exact zone axis. However, by a double-tilt holder 
it may not be easy to do so. As mentioned in Section 4.4 in Volume 1, 
one may use beam tilt to easily align the pattern slightly to get a well-
aligned symmetrical pattern. 
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Fig. 6.11 Electron diffraction from icosahedral quasicrystals.  
(a) SAED from 5-fold direction; (b) CBED with a larger condenser 
aperture; (c) CBED with a smaller condenser aperture. 
 

 

Fig. 6.12 (a) CBED whole pattern along [111] zone axis; (b) CBED 
pattern after tilting from (a) to show the mirror symmetry as 
indicated. 

The CBED can be done as often as SAED. In fact, experienced 
TEM users often use it to replace SAED, since it does not need the dif-
fraction aperture. However, in the CBED mode, since the entire beam is 
focused on one point, sample may be damaged if it is sensitive to the 
electron beam. Therefore, only stable samples are suitable for CBED. 

6.3 Nano-Beam Electron Diffraction 

6.3.1 Formation of Nano-beam Electron Diffraction 

NBED can produce electron diffraction from nanoscale areas. With the 
dramatic development of nanoscience and nanotechnology, this diffrac-
tion technique has been especially useful in the characterization of  
nanomaterials.  



 ELECTRON DIFFRACTION II 15 

 

The electron optics is shown in Fig. 6.7. A small condenser aperture, 
normally the smallest or the second smallest, should be chosen so that the 
incident electrons are restricted to a small angle range on the specimen.  

Examples of Au3Fe, Au3Ni and Au3Co nanoparticles (NPs) are shown 
in Fig. 6.13 [10]. The Au3Fe and Au3Ni nanocrystals are in spherical 
shape with an average particle size of around 20 nm, and the Au3Co 
nanocrystals are slightly larger with more irregular shapes. The HRTEM 
images reveal lattice fringes of 0.23 nm, which is the {111} plane spacing 
of the FCC structure. However, the SAED patterns, even obtained using 
the smallest diffraction aperture, only exhibit polycrystalline ring patterns. 
Although L12 ordering reflections can be identified from the polycrystal-
line SAED patterns (bottom row of Fig. 6.13), it is unclear whether they 
are fully ordered, or only part of these NPs are ordered. Therefore, NBED 
experiment is needed to identify the structure of these single NPs. 

 

 

Fig. 6.13 TEM images (top), high-resolution TEM images (middle), 
and SAED patterns (bottom) for L12-type (a) Au3Fe, (b) Au3Ni, and 
(c) Au3Co nanocrystals.  
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The NBED patterns from the Au3Ni NPs are shown in Fig. 6.14. 
By selecting single NPs for diffraction, clear NBED patterns from three 
major zone axes are obtained, all with L12 ordering (Fig. 6.14b–d). Note 
that these patterns are taken from different NPs, since it is rather diffi-
cult to tilt such small objects from one zone axis to another one. All NPs 
examined by NBED showed such L12 ordering. 

If the particle is larger, such as the particle with 100 nm in Fig. 6.15(a), 
regular SAED may be used to get a diffraction pattern (Fig. 6.15b). 
 

 

Fig. 6.14 (a) Au3Ni NPs with L12-type ordered structure; (b) NBED 
along [111]; (c) NBED along [011]; (d) NBED along [001]. 

 

 

Fig. 6.15 (a) A larger NP; (b) SAED pattern from the NP. 
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6.3.2 Experimental Procedures 

NBED is conducted in the following procedures: 
 
 1. In the BF mode, move an interested area to the screen center and 

focus the image. 
 2. Conduct SAED and focus the diffraction pattern and correct any 

astigmatism (this step may be skipped if the diffraction mode is al-
ready well aligned). 

 3. Select the smallest or second smallest condenser aperture, and 
switch to NBED or Nano Probe mode (now the beam becomes 
very dark). 

 4. Focus the beam to a crossover point on the sample using Brightness 
knob and ensure the interested area is still in the center and the 
beam is focused on it (at a crossover), then press Diffraction button 
to switch to the diffraction mode. An NBED pattern is therefore 
obtained.  

 
Although the operations of NBED and CBED are similar by focus-

ing the beam to get a crossover on the sample without using the diffrac-
tion aperture, it is more difficult to work with NBED, just because the 
beam becomes very dark, and the image is visible only when the beam 
almost forms a crossover.  

To get information similar to SAED pattern, the smallest condenser 
aperture is preferred. Fig. 6.16(a) is a NBED pattern formed by the se-
cond smallest condenser aperture. Although it is along [011] zone axis 
of the L12 ordered structure, the weak ordering spots are invisible since 
they are buried by overlapped large fundamental spots (disks). However, 
as shown previously in Fig. 6.14(c), the [011] NBED pattern taken by 
the smallest condenser aperture could clearly exhibit the L12 ordering. 
Therefore, normally the smallest condenser aperture should be used for 
NBED. 

In the NBED mode, in most case it is very difficult to tilt the sam-
ple, since the electron beam is so weak and the interested area is so 
small. To get better quality patterns, beam tilt should be used which is 
more efficient than the sample mechanical rotating. Fig. 6.16(b) is from 
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a single NP near [111] but it is slightly off this zone axis. Using beam 
tilt, a better pattern is obtained, as shown in Fig. 6.16(c). Further beam 
tilting yields Fig. 6.16(d). Although it is still slightly off, it already re-
vealed the L12 ordering that is much better than the original pattern in 
Fig. 6.16(b). The user should search for more areas until a satisfactory 
pattern at or near a major zone axis is obtained, then take NBED  
patterns. 

 

 

Fig. 6.16 (a) NBED along [011] Au3Ni using the second smallest 
condenser aperture; (b−d) NBED patterns using the smallest 
condenser aperture, taken from a same Au3Ni NP along [111] but 
aligned using beam tilts. 
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CHAPTER 7 

Imaging II 
Imaging is the most intuitive way to characterize materials structures 
using the transmission electron microscope (TEM). The conventional 
imaging methods using mass-thickness contrast and diffraction contrast 
have been introduced in Imaging I (Chapter 5 in Volume 1). In this 
Chapter of Imaging II, scanning TEM (STEM) imaging and high-
resolution TEM (HRTEM) imaging methods are presented. 

7.1 STEM Imaging 

7.1.1 Formation of STEM Images and Optics 

To image the sample in STEM mode, a STEM attachment must be 
equipped on the TEM, which can be used for either LaB6 or field-
emission gun (FEG) sources.  

In the STEM mode, the electron beam is confined to a very fine 
spot, which scans over the sample area, while signals transmitted 
through the sample are collected under the specimen. This beam raster 
manner for imaging is similar to the image in a scanning electron micro-
scope (SEM). The STEM imaging ray diagram is shown in Fig. 7.1. By 
the double deflection scan coils, the electron beam is deflected away 
from the optical axis, whereas after the objective prefield (or condenser 
lens C3), the beam is aligned back straightly parallel to the optical axis. 
Therefore, the electron beam is controlled to be parallel to the optical 
axis during scanning over the specimen.  

The signals below the specimen can be collected by different detectors: 
bright-field (BF), annular dark-field (ADF), and high-angle annular dark-
field (HAADF) detectors, as shown in Fig. 7.2. The BF detector collects 
signals with very small scattering angles, with semiangle 1 10 mradθ < . 
The ADF detector collects signals at larger semiangles,  with semiangle 2θ  
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Fig. 7.1 Ray diagram showing STEM imaging. 

 

in the range of 210 mrad 50 mradθ< < , which excludes the direct beam 
and thus the image is a dark-field image. The HAADF detector collects 
signals at high semiangles, with θ >3 50 mrad.  Because of the limited 
applications of BF and ADF detectors, on most TEMs with STEM, 
only HAADF detectors are installed. The image collected using 
HAADF detector is called Z contrast image, since the contrast is related 
to the atomic number Z or thickness t. 

In the electron–nucleus interaction, the Rutherford cross section σ  
between scattering angle 1θ  and 2θ  is expressed as [1] 

 
2 2 4

3 2 2 2 2 2
0 0 1 0 2 0

1 1
4

m Z
m a

σ
π θ θ θ θ

λ⎛ ⎞ ⎛ ⎞
= −⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠

  (7.1) 

where m is the electron mass; 0m , the electron rest mass; Z, atomic num-
ber; 0 ,a  Bohr radius; and θ0 ,  Born screening angle which is given by  

 
1/3 1/3

0
0 0

1.13
1.13

2 137
m Z Z
m a

λθ
π β

= =   (7.2) 



 IMAGING II 23 

 

 

Fig. 7.2 Detection of STEM signals. 

where β = / ,v c  the ratio of the electron velocity v to the velocity of light c. 
The intensity AI  of an element A in the specimen is given by 

 A AI I t Nσ= ⋅ ⋅ ⋅  (7.3) 

where I is the beam intensity, t is the specimen thickness, and N is the 
number of atoms per unit volume. 

From the above equations, the contrast in STEM is proportional to 
nZ  or thickness t. For ideal Rutherford scattering, the power exponent 

n = 2 [2]. Hartel et al. [3] pointed out that the exponent n is always less 
than 2 because the atomic electron cloud screens the coulomb potential 
of the bare nucleus. For most detectors, n is in the range between 1.6 
and 1.9 depending on the angles 1θ  and θ2 .  Further, Wang et al. [4] 
showed experimentally that n varies strongly between 1.2 and 1.8, as the 
collection angle changes from 14 to 103 mrad.  

The object with a larger Z or thicker t exhibits brighter contrast. The 
resolution of the Z contrast image depends on the beam size. 
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7.1.2 STEM Experimental Procedures 

The STEM attachment on the TEM can be routinely used for imaging 
using the following procedures: 
 
 1. Find an area of interest at a low magnification (~10,000×). 
 2. In the STEM menu, click STEM, and the Diffraction mode will be  

activated; press the Diffraction button to deactivate it. 
 3. Conduct alignments of Beam Shift, Beam Tilt, Pivot Points, and 

Rotation Centering, and correct the Condenser astigmatism. 
 4. Press the Diffraction button, the HAADF detector is inserted. 
 5. Choose an appropriate camera length L (~100–150 mm for STEM 

at a low magnification) and spot size. 
 6. Select an area with higher contrast and adjust focus using the objec-

tive focus knob; correct any astigmatisms using Condenser stigmator. 
 7. Acquire to obtain a STEM image.  

7.1.3 STEM Applications 

The STEM imaging in TEM has wide applications in materials charac-
terizations. The following are typical applications: 
 
 1. STEM Z contrast imaging to reveal chemical compositional infor-

mation [1, 5, 6]. The object with higher Z or t shows higher intensity. 
Since it is possible to reach atomic-resolution STEM imaging, this is 
particularly important to identify atomic columns in HRTEM images; 
since phase contrast alone is used, it is difficult to identify atoms with 
similar lattice parameters (such as Si and Ge) [6]. 

 2. Chemical analysis in conjunction with X-ray energy-dispersive 
spectroscopy (EDS) and electron energy-loss spectroscopy (EELS) 
using a fine beam, such as point, line scan, and mapping (refer to 
Chapter 8). 

 3. Imaging beam-sensitive samples [7]. The focused beam on a small 
area in a short time makes less damage compared with the entire 
area illumination in the TEM mode.    
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 4. Imaging thicker samples. For thick samples, the TEM image be-
comes blurry since the object cannot be focused because of chro-
matic aberrations, whereas the chromatic aberration does not affect 
the STEM imaging contrast. 

 
A comparison of STEM images with TEM images is presented in 

Fig. 7.3. The sample is a Ni-base superalloy [8], containing cuboidal γ ′ 
particles enriched in Ni, Al, W, and Ti. Located between γ ′ particles is 
the γ matrix, which is enriched in Cr, Co, and Mo. The width of the γ 
matrix is about 10−60 nm. The sample was deformed until fracture, con-
taining high-density structural defects of dislocations and stacking faults.  

Fig. 7.3(a) is a STEM image taken at a low magnification showing a 
large view area. Even though the sample is thick, the STEM image is 
well focused, whereas in the TEM image the upper region of Fig. 7.3(a) 
becomes very dark (not shown here). The framed area is magnified in 
Fig. 7.3(b), and the letters A−D are used to track the positions of four γ′ 
particles. It is seen that γ phase exhibits higher intensity over the γ′ 
phase, and such a contrast comes from the compositional difference 
between γ and γ′. However, in the TEM image in Fig. 7.3(c) taken by a 
small objective aperture, the high-density dislocations exhibit strong 
diffraction contrast, which almost conceals the mass contrast between γ 
and γ′. Using a larger objective aperture, the image in Fig. 7.3(d) exhib-
its less diffraction contrast effect to reveal the γ/γ′ phases. The central 
dark-field (CDF) image in Fig. 7.3(e) shows the γ′ phase only, and the 
weak-beam dark-field (WBDF) image in Fig. 7.3(f) shows dislocations 
only. In the STEM imaging mode, if the camera length is sufficiently 
short, the HAADF detector collects signals only from large angles (even 
excluding HOLZ diffraction), and thus the diffraction effect can be  
excluded in STEM images. 

The STEM imaging can reach atomic resolution. Fig. 7.4 shows  
aberration-corrected STEM HAADF images of Bi(Fe, Mn)O3 (BFMO) 
films grown on SrTiO3 (STO) (Fig. 7.4a) and LaAlO3 (LAO) (Fig. 
7.4b) substrates, respectively, both along the substrate [100]p zone axis 
(the subscript p stands for perovskite) [9]. Although the films were 
grown under the same deposition conditions, distinctly different atomic 
structures are found. An enlarged image at the interface is shown in the  
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Fig. 7.3 STEM and TEM images of a Ni-base superalloy containing γ ′ 
cubes with γ phase between them. (a) STEM at a lower magnification; 
(b) STEM at a higher magnification from the framed area in (a);  
(c) TEM image using a small objective aperture showing strong 
diffraction contrast of dislocations; (d) TEM image using a large 
objective aperture showing less diffraction contrast; (e) CDF image 
showing γ ′ phase; (f) WBDF image showing dislocations. 
 

 

Fig. 7.4 Aberration-corrected atomic-resolution STEM images of 
BFMO films on STO (a) and LAO (b) substrates. A magnified image 
from the framed area in (a) is shown in the left inset, and from (b) is 
shown in (c). SAED patterns are inserted. 

left-hand inset of Fig. 7.4(a). The STO substrate along the [100]p axis 
presents a typical perovskite lattice, where Sr columns show as bright 
spots (marked with a square), while Ti–O columns are located in the 
centers of the Sr square lattice in lower intensities. The BFMO on the 
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LAO substrate, however, shows a supercell (SC) structure along the  
c-axis with a thin interlayer between them, as shown in the enlarged 
image in Fig. 7.4(c). 

The HAADF images of the SC structure along three major zone axes 
of [100]p, [110]p, and [010]p, respectively, are shown in Fig. 7.5(a)−(c), 
along with structure model of the SC phase along these three directions 
in Fig. 7.5(d)−(f). The large bright image spots with highest intensities 
are the positions of Bi, while between them are Mn/Fe atoms with lower 
intensities. In Fig. 7.5(a) along [100]p, the neighboring double Bi2O2 
sheets, as marked with dots, are aligned vertically along the horizontal 
direction. However, along the [110]p and [010]p zones, as shown in Fig. 
7.5(b) and (c), respectively, the neighboring double Bi2O2 sheets are off-
set by half a period along the horizontal direction. Between the neighbor-
ing double Bi2O2 sheets are two layers of Fe−O/Mn−O, which have a 
similar triangle-stripe feature (consisting of weak dots) matching the 
Bi2O2 lattice 1:1 along the [100]p zone axis (Fig. 7.5a) but 4:3 under the 
[010]P zone axis (Fig. 7.5c). A structural model  of the SC was proposed, 

 

 

Fig. 7.5 STEM images along the [100]p (a), [110]p (b), and [010]p 
(c) zone axes. The image features are compared with three projections 
of a structural model (d−f). 
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which has a = 3ap (ap stands for the lattice parameter of the pseudo-
perovskite BFMO phase), b = 2ap (ap ≈ 3.99 Å), and c ≈ 19.40 Å. The 
structure projections shown in Fig. 7.5(d)−(f) are consistent with the 
STEM HAADF images. 

7.2 High-Resolution Transmission Electron 
Microscopy 

7.2.1 Principles of HRTEM 

The HRTEM image is formed based on phase contrast [6, 10, 11]. The 
sample should be thin enough, typically less than 10 nm, to get 
HRTEM images. The image resolution depends on the instrument 
specifications. A modem TEM with LaB6 or FEG at 200 kV or higher 
can routinely reach the atomic resolution of several angstroms. The 
HRTEM image formation process is illustrated in Fig. 7.6, which is 
described below in detail. 
 

 

Fig. 7.6 Formation of HRTEM image. (a) Schematic imaging process 
in TEM; (b) mathematical processing.   
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7.2.1.1 Interaction with Specimen 

The electron wavelength is simply expressed as 

 
2

h
meE

λ =  (7.4) 

where h is Planck’s constant, m is mass, e is the electron charge, and E is 
the energy of electrons. After passing through the specimen, due to the 
interaction with the specimen atoms, the wavelength becomes 
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where φ (xyz) is the specimen potential. This means that when the elec-
trons travel inside the specimen, the wavelength is shortened, whereas 
when they leave the specimen, the wavelength recovers to the original 
length; however, the phase of the electron wave is changed, as shown in 
Fig. 7.7. The phase change after passing through a slice with thickness 
dz is: 
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where σ = /( ),Eπ λ  which is an interaction constant that depends only 
on the electron source. Thus, the phase shift over a thickness t is 
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Fig. 7.7 Interaction of electron waves with specimen atoms. Note 
that the wavelength is shortened when the electron wave travels 
inside the specimen causing a phase shift at the exit. 

where ( )xyφ  is the potential projection on the (xy) plane along the  

z-direction. Specimen transmission function (or phase grating function) 
without absorption is expressed as 

 ( ) ( )expq xy i xyσφ= −⎡ ⎤⎣ ⎦  (7.8) 

For very thin crystals, ( ) 1 xyσφ  (much less than 1), we obtain 

weak-phase object approximation (WPOA) as follows 

 ( ) ( )1q xy i xyσφ= −  (7.9) 

As shown in Fig. 7.6, at the sample exit, the wave function becomes 

 1 ( )q xyψ =   (7.10) 

7.2.1.2 Influence of Contrast Transfer Function 

The first image is formed after the electrons pass through the objective 
lens. As shown in Fig. 7.6(b), the wave function on the back focal plane 
is mathematically a Fourier transformation (FT) of the wave function 

1( )xyψ  but multiplied by a contrast transfer function (CTF), H(u), as 
follows: 
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 ( ) 1[ ( )] ( )FT xy Hψ ψ=u u   (7.11) 

where u is a reciprocal vector with a length of u. Here, H(u) includes the 
following components: 

 ( ) ( ) ( ) ( )H A E B= ⋅ ⋅u u u u   (7.12) 

where A(u), E(u), and B(u) are aperture function, envelope function, 
and aberration function, respectively. 

(a) Aperture Function A(u):  Suppose the objective aperture used for 
imaging has a radius r (Fig. 7.8), the aperture function is 

 
<⎧

= ⎨ ≥⎩

1,  
(u)

0,      
u r

A
u r

 (7.13) 

(b) Envelope Function E(u):  The envelop function ( )E u  includes 
chromatic aberration envelope function ( )cE u  and spatial coherence 
envelope function ( )sE u  

 ( ) ( ) ( )c sE E E= ⋅u u u   (7.14) 

The chromatic aberration envelope function ( )cE u  is related to the 

temporal coherence (Fig. 7.9a), which is expressed as 

 ( ) ( )2 4
c

1exp
2

E uπλδ⎡ ⎤= −⎢ ⎥⎣ ⎦
u   (7.15) 

 

Fig. 7.8 Objective aperture used for HRTEM imaging with a radius r.   
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where δ is the defocus spread due to the chromatic aberration (Fig. 7.9a), 

 

1/22 2 2
obj acc

c
obj acc acc

4
I VE

C
I V V

δ
⎛ ⎞Δ ⎛ ⎞ ⎛ ⎞ΔΔ= + +⎜ ⎟ ⎜

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎣ ⎦

⎟ ⎜ ⎟⎜ ⎟ ⎝ ⎠ ⎝ ⎠⎝ ⎠
 (7.16) 

where cC  is the chromatic aberration coefficient, objI  is the objective 

lens current, and accV  is the accelerating voltage. The terms of obj obj/I IΔ  

and acc acc/V VΔ  represent the instabilities in the objective lens current and 
high-voltage supply, respectively; and Δ acc/ ,E V  the intrinsic energy 
spread in the electron gun. The spatial coherence envelope function 

s ( )E u  is related to the spatial coherence (Fig. 7.9b), which is expressed as 

 ( )
2

23 3
s sexp( )E C u f u

πα λ λ
λ

⎡ ⎤⎛ ⎞= − + Δ⎢ ⎥⎜ ⎟
⎝ ⎠⎢ ⎥⎣ ⎦

u  (7.17) 

where α is the beam divergence semiangle (Fig. 7.9b), sC  is the coeffi-
cient of spherical aberration, and fΔ  is the defocus value (underfocus is 
defined as negative, overfocus as positive, and in-focus as Δf = 0). 

 

 

Fig. 7.9 (a) Temporal coherence; (b) spatial coherence.   



 IMAGING II 33 

 

(c) Aberration Function B(u): Since the objective lens is impacted by 
the spherical aberration (refer to Section 3.2.2 in Volume 1), a phase 
shift is induced by the spherical aberration, which is  

 3 4
s( )

2
C u

πχ λ=u  (7.18) 

Defocus Δf also produces a phase shift with  

 2( ) f uχ π λ= Δu  (7.19) 

The total phase shift is thus 

 3 4 2
s( )

2
C u f u

πχ π λλ= + Δu  (7.20) 

Scherzer [12] deduced that the optimum defocus can be obtained 
when  

 χ χ π= = − 20 and 
3

d
du

 (7.21) 

From Eq. 7.20, 

 3 3
s2 2 0d

C u f u
du
χ π π λλ= + Δ =  (7.22) 

Thus, 

 2 2
sf C uλΔ = −  (7.23) 

Substitute Eq. 7.23 into Eq. 7.20 and let π= − 2 ,
3

 a relationship 

3 4
s

4
3

C uλ =  is obtained. Combining this relationship with Eq. 7.23 

defines the Scherzer defocus as 

 Sch S S
4 1.2
3

f C Cλ λΔ = − ≈ −  (7.24) 

Take a 200 kV (λ = 0.00251 nm) TEM with SC  = 0.8 mm as an ex-
ample. According to Eq. 7.24, SchfΔ  = −51.74 nm. Therefore, from  
Eq. 7.20, it is possible to plot χ, sinχ, and cosχ as a function of u, as 
shown in Fig. 7.10(a). Eq. 7.21 corresponds to the minimum point of the 
χ curve, which satisfies dχ/du =0. Under the Scherzer defocus condition, 
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the sinχ curve, exhibits a wide flat range with the valley value of −1. This 
range can transfer the contrast with the same sign (all negative) and with 
the highest contrast (at or near −1, far away from zero). Therefore, this 
condition is the optimum condition for HRTEM phase-contrast imaging 
with the highest contrast. The first zero point, as marked with Sch ,u  is the 
limit to reveal details that is the resolution of the microscope Sch ,r  as 
shown in Fig. 7.10(a). The sinχ curve only is plotted in Fig. 7.10(b) for 
details. Substitute Eq. 7.24 in Eq. 7.20 and let χ =( ) 0,u  

3 4 2
s S

4 0
2 3

C u C uλπ πλ λ
⎛ ⎞

+ − =⎜ ⎟
⎝ ⎠

 

Thus, 

 
1 3
4 44Sch s3

s

16 1
1.52

3
u C

C
λ

λ
− −

= ≈  (7.25) 

 
1 3

3 4 44
Sch s s

Sch

1 3 0.66
16

r C C
u

λ λ= = ≈  (7.26) 

 

Fig. 7.10 (a) Plots of χ, sinχ, and cosχ as a function of u, under 
Scherzer defocus of ΔfSch = –51.74 nm; (b) sinχ only (ΔfSch = –51.74 
nm); (c) defocus Δf = –103.48 nm; (d) defocus Δf = –155.22 nm. 
Computation parameters: wavelength λ = 0.00251 nm for 200 kV, 
and Cs = 0.8 mm. 
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In the example of Fig. 7.10(a) or (b), Schu  = 4.53 nm−1, and resolu-
tion Sch Sch1/r u=  = 0.22 nm. 

Fig. 7.10(c) and (d) shows two curves with two larger defocus values 
than the Scherzer defocus. It is seen that as the u moves to the higher 
frequency, the sinχ curve changes signs (+ or −), indicating its phase 
reversals. Note that in Fig. 7.10(c), a passband is present with higher 
resolution when it reaches zero, which mean more details may be re-
solved using the defocus, whereas proper image interpretation is re-
quired due to the phase signs.  

Now we consider the effects of envelop function c s( ) ( ) ( )E E E= ⋅u u u  
on H(u). These two c ( )E u  and s ( )E u  functions are plotted in Fig. 7.11(a) 
and (b), respectively, and their product is the envelop function E(u), as 
plotted in Fig. 7.11(c). Multiplying E(u) on sinχ (Fig. 7.10b) yields the 
CTF, H(u), as shown in Fig. 7.11(d). Note that in order to guide the eye 
to see H(u), an additional curve with −E(u) is also imposed which is sym-
metrical to E(u) along the horizontal axis. It is seen that the amplitude 
quickly attenuates at higher frequencies, reducing the information limit. 

7.2.1.3 Formation of Image in the Image Plane 

The last process is the formation of image in the image plane, which is 
just a simple mathematical Fourier transformation of the wave function 
Ψ(u) from the reciprocal space to the real space, that is, the wave func-
tion on the image plane is 

 ( ) [ ( )]xy FT Ψψ ′ = u   (7.27) 

Thus, the image intensity is 

 ( ) ( ) ( ) *I xy xy xyψ ψ′ ′=  (7.28) 

where ( ) *xyψ ′  is a conjugate function of ( )ψ ′ .xy  

Let’s consider a simple case when the sample is very thin as a 
WPOA. From Eq. 7.9, ( ) ( )σφ= −1 .q xy i xy  Thus, in the back focal 

plane, 

( ) ( ) ( )expFT q xy iΨ χ= ⎡ ⎤ ⎡ ⎤⎣ ⎦⎣ ⎦u u  

 ( ) ( ) ( ) ( ) ( )sin cosiδ σΦ χ σΦ χ= + −u u u u u  (7.29) 



36 A PRACTICAL GUIDE TO TRANSMISSION ELECTRON MICROSCOPY 

 

 

Fig. 7.11 (a) Chromatic aberration envelope function Ec(u); (b) spatial 
coherence envelope function Es(u); (c) envelop function ( ) ( ) ⋅E E cu u=

( );E s u  (d) contrast transfer function H(u). Computation parameters: 

wavelength λ = 0.00251 nm for 200 kV, Cs = 0.8 mm, Cc = 8 mm,  
ΔE = 10 kV, α = 0.7 mrad, and ΔfSch = −51.74 nm. 

In the image plane, the wave function is obtained by the FT of Eq. 7.29, 

   ( ) ( ) ( ) ( ) ( ) ( )sin cosxy FT iψ δ σΦ χ σΦ χ= + −⎡ ⎤⎣ ⎦u u u u u  

( ) ( ) ( ) ( )1 sin cosFT iFTσΦ χ σΦ χ= + −⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦u u u u  

 ( ) ( ) ( ) ( )1 sin cosxy FT i xy FTσΦ χ σφ χ= + ⊗ − ⊗u u  (7.30) 

Here, the symbol ⊗ stands for a convolution operation. Therefore, the 
intensity of the image is 

 
( ) ( ) ( ) ( ) ( )

( ) ( )
ψ ψ σφ χ

σφ χ

= = + ⊗⎡ ⎤⎣ ⎦

+ ⊗⎡ ⎤⎣ ⎦

′ ′
2

2

* 1 sin

cos

I xy xy xy xy FT

xy FT

u

u
 

 ( ) ( )1 2 sinxy FTσφ χ≈ + ⊗ u   (7.31) 

where we ignore the 2σ  terms for the thin specimen. Under optimum 
phase-contrast imaging condition, ( )sin 1χ = −u , and thus 

 ( ) ( )1 2I xy xyσφ= −  (7.32) 
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Fig. 7.12 (a) Structure model of FCC; (b) image under WPOA  
(a unit cell is outlined). 

 
This means at atomic positions, ( )I xy  < 1, and the atoms show black 

contrast. An example is shown in Fig. 7.12 for an FCC crystal (Fig. 
7.12a). Along the [001] zone axis direction, atoms appear as dark spots 
in a square pattern, and a unit cell is outlined in Fig. 7.12(b).  

7.2.2 Experimental Operations 

Since the HRTEM images are taken at high magnifications, normally at 
least 100,000×, instrumental alignments are crucial to get good images. 
The alignments include eucentric height adjustment, gun alignment, 
condenser lens astigmatism correction, voltage centering, and objective 
lens astigmatism correction (refer to Chapter 3 in Volume 1 for the 
alignments). The voltage centering should be done at higher magnifica-
tions, and the selected object for the voltage centering alignment should 
be nearby the sample object, that is, they are at about the same height; 
hence, the objective lens current does not change much while focusing. 
The objective lens astigmatism also greatly affects the image quality. 
Select an amorphous area nearby for the astigmatism correction, such as 
amorphous carbon film or near a hole edge of ion-milled sample, which 
is sometimes a damaged amorphous area. The correction should be done 
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at the highest magnification which is the same one used for imaging. If 
it is aligned at a higher magnification, imaging at a lower magnification 
does not require repeated alignments. 

Below are several special precautions to get good HRTEM images: 
 

 1. Use the highest accelerating voltage on the instrument to get the 
highest resolution on the instrument (refer to Eq. 7.26). 

 2. Use newly prepared fresh sample. If the thin sample is exposed in 
air for long time, the surface may be oxidized or contaminated and 
noises will be introduced. For powder samples deposited on carbon 
support film, prepare samples and immediately work in TEM.  

 3. To achieve good image stability, install sample to the TEM and 
wait for sufficiently long time before starting HRTEM. 

 4. Select very thin areas. If it is a bulk sample prepared by ion milling 
or electropolishing, select thin area before the first thickness fringe 
appears. For powder samples on support film, look for wedge-
shaped transparent samples, which may contain thin areas. In the 
image mode with an objective aperture inserted, grains or particles 
appearing as slightly darker than others may be already at or near a 
major zone axis orientation. 

 5. The support film must be conductive, such as pure carbon film, 
and ideally with holes so that the observation can be done on the 
sample hung on the holes to eliminate the background noise from 
the support film. 

 6. At high magnification, the sample may be damaged because of the 
increased electron dose on the small area at high magnification. 
Fill the liquid nitrogen in the anti-contamination device to reduce 
the sample damage. Use objective aperture, which may increase the 
sample stability (refer to Section 3.1.4 in Volume 1). Reduce the 
beam intensity and gradually increase the magnification. Perform 
alignment in a nearby area and then move to the sample area to 
take image quickly. Prolonged exposure at high magnification may 
cause sample damage. 

 7. If it is a bulk sample, align the sample orientation to get a zone axis 
pattern as symmetrical as possible (do not use beam tilt here). 
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Check the diffraction pattern using the smallest diffraction aperture 
to ensure the pattern is from the small image area. 

 8. Insert and center the objective aperture. Normally the largest aper-
ture (or even no aperture) is used, which is aligned to the optical axis 
for axial illumination (Fig. 7.13a). However, different imaging  
approaches have been proposed, such as using a small objective aper-
ture to get a lower-resolution image [13, 14] as shown in Fig. 
7.13(b), beam-tilted dark-field imaging (the aperture still remains 
centered) [15, 16] as shown in Fig. 7.13(c), and imaging when the 
crystal is tilted [17] as shown in Fig. 7.13(d). However, the beam tilt 
or crystal tilt may introduce artifacts to the HRTEM images, as dis-
cussed in reference [18]. 

 9. Appropriately underfocus the image. At the sample edge, adjust the 
focusing knob when the fringes (the Fresnel fringes) disappear, or look 
at the image when minimum contrast is obtained, and set the defocus 

 

 

Fig. 7.13 Imaging methods using the objective aperture. (a) Normal 
axial illumination; (b) small objective aperture is used; (c) beam-tilted 
dark-field imaging; (d) crystal is tilted. 
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value as Δf = 0. Afterward, use focusing knob to get the Scherzer de-
focus (the focusing values can be found on the instrument screen), 
which is the ideal defocus value for imaging. If the sample is very 
thin, under the Scherzer defocus the metal atoms should appear as 
dark image spots. Take a series of images with varied defocus values as 
needed and record the experimental defocus Δf. 

 10. When HRTEM is done, take images at lower magnifications as 
well to get an overview; take SAED patterns from the same area for 
structural information, and any other analytical work (refer to 
Chapter 8) if needed. 

 
Fig. 7.14(a) is an HRTEM image printed at a lower magnification 

to show a large view. It shows a modulated HgBa2Ca3Cu4O10+δ  
(Hg-1234) structure projected along its a-axis from a specimen crystal 
with a wedge-shaped edge [19]. The image was taken near Scherzer de-
focus value (−40 nm) according to the Fresnel fringes at the edge, which 
implies that in the thinnest parts the heavy cations are imaged as dark 
spots. A magnified image from an area marked by white dotted lines is 
shown in Fig. 7.14(b). In Fig. 7.14(b), the positions of the constituent 
cations in the thin area are identified by comparing with the simulation 
insert at top-right of the figure. Referring to the straight line at the top 
of Fig. 7.14(b), it is found that the mercury is not located exactly on a 
plane but with slight sinusoidal displacement along c as schematically 
indicated by upward and downward arrows. This effect is clearer in the 
thicker region in Fig. 7.14(b), where slight sinusoidal displacements are 
also observed at BaO, CuO2, and Ca layers along c-axis, as indicated by 
upward and downward arrows at the bottom of Fig. 7.14(b). In the two 
BaO layers adjacent to the HgOδ layer, the white spots of the upper 
layer are brighter than in the lower one, as pointed out by two arrow-
heads on the right side of Fig. 7.14(b). In the thicker area where the 
anomalous contrast is enhanced, it is found that the upper two Ca layers 
appear abnormally bright while the lower Ca layer is darker. For the 
CuO2 layers, the upper layer is brighter than the lower one, especially 
the lowest CuO2 layer appears to be in abnormally dark contrast. Such 
asymmetrically distributed anomalous contrast proves that the (001) 
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mirror symmetry of the basic structure is not present in these regions. A 
similar absence of (001) mirror symmetry was also observed in 
Tl2Ba2CaCu2Oy thin films in reference [20].  
 

 

Fig. 7.14 HRTEM image of modulated Hg-1234 crystals projected 
along the a-axis (a), and (b) is a magnified image from the area with 
dotted lines in (a). Inserted in (b) is a simulated image.  
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7.2.3 Image Interpretation and Simulation 

Since HRTEM images are based on phase contrast, the images should be 
interpreted with image simulations. The simulation can be done using  
a multislice method [21–24], and several programs have been available. 
The following data are needed to input: 
 
 1. Sample crystallographic data, including unit cell lattice parameters, 

space group, atom positions, Debye–Waller factor (usually ignored), 
and atomic occupations. Normally the atoms are assigned with 
atomic scattering factors of neutrons, while the user may change the 
scattering factors for ions, especially for small scattering angles [13, 
14, 25].  

 2. Microscope parameters, including voltage (in kV), Cs (in mm),  
δ (in Å or nm), and α (in mrad). 

 3. Imaging conditions, including zone axis [UVW], thickness t (a single 
thickness or a series of thicknesses), defocus (negative for underfocus 
as convention, but some program may define a position values for 
underfocus; a single defocus or a series of defocus values), objective 
lens aperture size ( 1Å −  or 1nm − ) and center position (x, y) (in the 
units of h and k, respectively), crystal tilt, which is expressed as the 
center of the Laue circle (x, y) (in the units of h and k, respectively), 
beam tilt, which is expressed as the center of optical axis (x, y) (in the 
units of h and k, respectively), and mechanical vibration (in Å or nm). 

 
An example of image simulation is shown in Fig. 7.15. The crystal is 

YBa2Cu3O7–x (YBCO) projected along [100] direction, as shown in the 
structural model in Fig. 7.15(a). Simulations are done using the follow-
ing parameters: 

 
 1. Lattice parameters a = 3.82 Å, b = 3.89 Å, c = 11.68 Å, space group 

#47 (Pmmm), atom positions, Debye–Waller factor, and atomic 
occupations of all atoms (Y, Ba, Cu, and O).  

 2. Voltage = 400 kV, Cs = 1 mm, δ = 80 Å, and α = 0.55 mrad. 
 3. [UVW] = [100], t starts from 20 and ends at 100 Å with a step of 

20 Å, defocus starts from –200 and ends at –500 Å with a step of  



 IMAGING II 43 

 

–100 Å, objective lens aperture size = 0.68 1Å −  and its center posi-
tion = (0, 0), center of Laue circle = (0, 0), center of optical axis = 
(0, 0), and mechanical vibration = 0 Å. 

 

A montage of simulated images is shown in Fig. 7.15(b) with varia-
tions of defocus Δf and thickness t. Unit cells are outlined, and each 
image contains 2 × 4 cells. According to Eq. 7.24, the Scherzer defocus 

SchfΔ =  −46.76 nm. When the sample is very thin (2 nm), the image 
appears as white spots under Δf = −20 nm; when it is close to the 
Scherzer defocus with Δf = −40 nm, the atomic positions appear as dark 
spots. As the thickness increases, the contrast varies considerably, and 
when t ≥ 8 nm, the images do not show the atomic rows compared with 
the structural model in Fig. 7.15(a). Therefore, it is essential to use very 
thin samples for HRTEM. 
 

 

Fig. 7.15 (a) Structural model of YBCO; (b) simulated image 
montage of YBCO under different defocus Δf (horizontal) at different 
thickness t (vertical). 
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Fig. 7.16 shows a real HRTEM image of YBCO along [100] taken 
by a 400-kV TEM. The image was taken near the Scherzer defocus  
Δf = −45 nm as justified by the Fresnel fringes at the edge. The simulat-
ed image matches with the experimental image, and the atomic posi-
tions of metals are well identified, with 1 row of Y atoms, 2 rows of  
Ba atoms, and 3 rows of Cu atoms.  

Only when the sample is very thin and the image is taken under 
Scherzer defocus, can the HRTEM image be interpreted as the atomic 
positions. Under other conditions, even though the image spots look 
like the correct atomic positions compared with the structure model, 
they may not be at the exact correct positions due to the phase problem. 
A typical example is Si projected along <110> direction, with dumbbell 
spacing of 1.36 Å [26, 27]. If it is not correctly resolved, the dumbbell 
spacing is different. 
 
 

 

Fig. 7.16 Experimental HRTEM image of YBCO compared with an 
inserted image simulation. 
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7.2.4 Image Processing 

Imaging processing of the HRTEM images can provide more infor-
mation [28]. The image processing is based on the concept that an  
image is composed of pixels, with an intensity value at each pixel. As 
shown in Fig. 7.17(a), the image is composed of 16 × 16 pixels, and the 
intensity data are listed in Fig. 7.17(b). 

A commonly used image processing is the noise elimination by Fou-
rier peak filtering. As shown in Fig. 7.18(a), the experimental HRTEM 
image contains noises, possibly from surface oxidation layers. Fig. 7.18(b) 
shows its FT pattern, with reflection peaks clearly presented. On all of 
these peak positions, masks are applied, as shown in Fig. 7.18(c). The 
inverse FT (IFT) results a filtered image, which shows structures clearly 
as shown in Fig. 7.18(d). 

To understand this Fourier transformation, Fig. 7.19(a) and (d) are 
two images with reversed contrast of bright dots and dark dots, respec-
tively. Their FT patterns look the same, as shown in Fig. 7.19(b) and 
(e), respectively. However, if one continues the IFT operation based on 
the FT patterns, the images appear as bright and dark dots again, as 
shown in Fig. 7.19(c) and (f ), respectively. To identify the reason, it is needed 

 

Fig. 7.17 (a) An image with 16 × 16 pixels; (b) intensity data of the 
image at each pixel. 
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to inspect the the complex data of the FT patterns. The complex number is 
expressed as a + bi (Fig. 7.20), and its modulus (or absolute value) r and 
argument ϕ are 

 2 2r a b= +   (7.33) 

 ϕ = ( )
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Fig. 7.18 Noise elimination by Fourier peak filtering. (a) HRTEM 
image; (b) FT pattern; (c) selection of spots for filtering; (d) IFT 
image.  
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Fig. 7.19 White and dark spot images (a, d), their FT patterns  
(b, e), and their IFT images (c, f). 

 

 

 

Fig. 7.20 A complex number a + bi. 

 

The complex data of the FT patterns of the bright-dot and dark-dot 
images are shown in Fig. 7.21(a) and (b), respectively. It is found that 
their real and imaginary parts a and b have the same numbers but their 
signs are just reversed. Therefore, they have the same absolute values, 
but their arguments have a difference of π. Since the FT patterns in Fig. 
7.19(b) and (e) display only the absolute values, or amplitude, they look 
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like the same, while their argument components, or phases, are reversed, 
which are not displayed on the pattern. The phase obtained from the 
FT can be used for the image processing [29]. 

 

 

Fig. 7.21 (a) FFT data of the bright-dot image in Fig. 7.19(b);  
(b) FFT data of the dark-dot image in Fig. 7.19(e). 
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CHAPTER 8 

Elemental Analyses 
For a complete material characterization using a transmission electron 
microscope (TEM), the information about the sample morphology, 
crystalline structure, and chemical composition is all needed. For exam-
ple, to study particles or polycrystalline alloys, the particle or grain size, 
crystalline structure, and their component elements should be obtained 
from a TEM investigation. Unlike light microscopy (LM) or atomic 
force microscopy (AFM) that can provide only imaging, TEM can pro-
vide not only imaging and diffraction, but also chemical compositions. 
The elemental analyses are based on the interactions of high-energy elec-
trons with core electrons of atoms in the specimen. 

In the TEM, the elemental analyses are conducted using X-ray energy-
dispersive spectroscopy (EDS) or electron energy-loss spectroscopy 
(EELS). Both EDS and EELS are based on the same events of the inter-
actions of incident electrons with specimen atomic core electrons. How-
ever, the EDS uses only the generated X-ray signals (the signals are  
collected above the specimen), whereas the EELS uses the energy-loss 
signals of the transmitted electrons as a consequence of the interactions, 
and the EELS signals are collected as part of the transmitted electron 
beam well below the specimen.  

A comparison of EDS and EELS is given in Table 8.1 [1–3]. Basically, 
EDS is more easy to use, especially the operation of EDS on TEM is similar 
to the EDS on a scanning electron microscope (SEM), whereas the EELS 
operation involves more procedures. However, EELS offers inherently high-
er spatial resolution than does EDS, and its collection time is normally 
shorter than EDS for thin specimens, especially in elemental mapping [3]. 
More information can be learned from the EELS studies, such as energy-
loss near-edge structure (ELNES) and extended energy-loss fine structure 
(EXELFS), which can provide chemical state information. In addition, en-
ergy filtering can provide imaging and diffraction capabilities only by using 
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Table 8.1 Comparison of EDS and EELS 

 EDS EELS 
Operation Easy Multiple 

procedures 
Spatial resolution Beam broadening Good 
Acquisition time Long (for very thin samples) Short 
Sample requirement Vary (thin for light elements) Thin 
Contamination sensitivity No Yes 
Peak overlapping Can be severe No 
Qualitative analysis Yes Yes 
Quantitative analysis Yes Yes 
S/N for light elements Sufficient but relatively lower 

than heavy elements 
High 

S/N for heavy elements High Low 
Energy resolution Low (over 100 eV) High (~1 eV) 
Electronic structure information 
(ELNES, EXELFS) 

No Yes 

 
zero-loss electrons to improve the image and diffraction quality, that is, the 
inelastically scattered electrons are excluded in the final image or diffraction 
pattern. 

As listed in Table 8.1, the EDS can provide high signal-to-noise 
(S/N) level for heavy elements, while it is relatively lower for light ele-
ments. However, newer EDS systems can still provide sufficiently high 
signals to study the light elements. EELS, on the other hand, provides 
high S/N for light elements but lower for heavy elements. Generally, 
EDS can be used for both light and heavy elements, whereas EELS is 
mainly used for light elements. 

The EELS requires thin specimens, whereas such a requirement is not 
critical for EDS, especially if no light elements are involved. For ele-
mental analysis, a scanning TEM (STEM) mode is very helpful to pro-
vide a fine spot for both EDS and EELS analyses. 

8.1 X-ray Energy-Dispersive Spectroscopy 

8.1.1 Formation of Characteristic X-Rays 

As mentioned in Section 1.2 in Volume 1, the high-energy electron 
beam strongly interacts with the specimen to generate a number of sig-
nals (refer to Fig. 1.2). Such interaction depends on the electron beam 
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energy, specimen composition, and thickness. Fig. 8.1 shows a compari-
son of interaction volume for a bulk specimen and a thin TEM speci-
men. For the bulk specimen in an SEM, electron probe microanalyzer 
(EPMA), or scanning Auger microscope (SAM), the interaction volume 
is very large, as shown in Fig. 8.1(a). Auger electrons come only from 
the specimen surface within few nanometers; secondary electrons, up to 
~100 nm; and backscattered electrons, up to 1−2 μm. The characteristic 
X-rays, along with continuum and fluorescent (secondary) X-rays, come 
from deeper regions, typically 2−5 μm. Therefore, the spatial resolution 
of EDS of such bulk specimens is very limited. This is due to the fact 
that, although the electron beam is focused only on the interested area 
in the view, the X-rays are indeed from deeper regions underneath it. 
However, in a TEM thin specimen with thickness normally less than 
100 nm, the interaction volume is limited, as shown in Fig. 8.1(b). There-
fore, the spatial resolution in TEM is much higher than SEM/EPMA/SAM 
using the bulk specimens. 

An EDS spectrum includes continuum (background) and character-
istic X-rays (peaks). When the incident electrons pass nearby the nuclei, 
they are slowed down by the strong Coulomb field, and therefore  
X-rays are released. These X-rays have varied energies without specific 
characteristic peaks, contributing to the background of the EDS spec-
trum. They are termed as continuum X-rays, or Bremsstrahlung X-rays. 
 
 

 

Fig. 8.1 Interaction volume of electron beam with specimen. (a) Bulk 
specimen (in SEM or EPMA); (b) TEM thin specimen. 
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Another type of X-rays is characteristic X-rays, with peak energies 
correspond to specific elements. They are formed by the interactions 
with core electrons. If inner shell electrons are ejected by the incident 
electrons, electrons from outer shell fill the vacancies, and thus X-rays 
are released to lower down the system energy. The X-ray energy equals 
to the energy difference of these two orbital energies, and thus the  
X-rays are elemental specific. 

Fig. 8.2(a) illustrates the electronic structures, including the first (K ), 
second (L), third (M), and fourth (N ) shells. The principal quantum 
number n, azimuthal quantum number l, total angular momentum 
quantum number j, and outer shell electron configurations are shown on 
the right side of Fig. 8.2(a). If an electron in the K shell is ejected, an 
electron on the L3 or L2 may fill it, producing 

1
K α  or 

2
K α  X-ray lines, 

respectively. However, if it is filled by M3 or M2 electrons, 
1

K β  or 
2

K β  

lines are resulted. Similarly, other L and M lines are defined from other 
shells as illustrated. In the EDS spectrum, because of the limited energy 
resolution (over 100 eV), peaks with small energy difference overlap to-
gether. For example, 

1
K α  and 

2
K α  overlap to form a single K α  peak. 

Therefore, in EDS, the peaks are simply represented in Fig. 8.2(b).  

8.1.2 EDS Detector 

The EDS detector is installed physically close to the TEM specimen to 
collect the X-rays, nearby the upper pole piece of the objective lens (for 
this reason, check if the detector affects the astigmatism of HRTEM 
images and retract it slightly as needed), as shown in Fig. 8.3(a). The 
EDS detector normally locates on the right side of the specimen holder 
and at an angle perpendicular to it, as shown in the photo of Fig. 8.3(b). 
However, it can also be installed on the left side of the specimen holder 
at other angles, depending on the port location on the TEM. 

There are several important factors with an EDS detector: 
 

 1. Collection angle Ω, which is related to the active area S. The higher 
Ω, or the larger S, more X-rays can be collected.   
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Fig. 8.2 (a) Electronic structure of atoms illustrating the formation of 
characteristic X-rays between different energy levels; (b) simplified 
diagram showing the characteristic X-ray lines in EDS. 

 
 2. Take-off angle α, which is the angle between the specimen surface 

at zero tilt and the line to the center of the detector. Some EDS  
detectors require a sample tilt at 20–25° facing toward the detector, 
while some can collect signals at zero tilt. 

 3. Detector window. Old detectors with beryllium (Be) windows very 
restrict the detection of light elements. Elements below Na cannot be 
detected. The type of ultrathin window (UTW) or newer atmospheric 
thin window (ATW), made of polymer or polymer-based composites, 
enables the detection of light elements. However, carbon-containing 
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windows absorb N Kα lines strongly. Windowless detectors do not use 
any window materials (nothing on the window), so high vacuum level 
is required. During the sample exchange, the windowless detector 
should be retracted and uncooled to avoid any contaminations on it. 

 
The mostly used EDS detectors are probably Si(Li) detectors and 

newly developed silicon drift detectors (SDDs). The structure of the  
Si(Li) detector is schematically shown in Fig. 8.3(c). The X-rays pene-
trate the window (which keeps vacuum) and Au contact to enter the  
Si–Li crystal, generating pairs of positive holes and negative electrons. 
The number of electrons/holes is proportional to the X-ray energy. 
Since a high-voltage bias is applied, the holes and electrons are separat-
ed, and the charge pulse of electrons is detected by a field-effect transis-
tor (FET). The FET must be constantly cooled by liquid nitrogen if it is 
at work.  
 

 

Fig. 8.3 (a) EDS detector configuration in TEM; (b) a TEM with 
EDS installed on the right side of the specimen holder; (c) schematic 
construction of the Si(Li) EDS detector; (d) SDD detector (courtesy of 
Oxford Instruments [4]).   
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The structure of SDD is schematically shown in Fig. 8.3(d) [4]. It is 
fabricated from high-purity silicon with a large area contact on the en-
trance side. The incident X-rays generate holes and electrons. In the SDD, 
the positive holes move to the electrodes, while negative electrons drift to 
the anode. The electron charge is again proportional to the energy of the 
X-rays. Unlike a Si(Li) detector, as the size of the anode on an SDD is 
small, it does not require liquid nitrogen cooling. SDDs have larger solid 
angles and active areas than Si(Li) detectors, with a somewhat better energy 
resolution with few eV’s.  

Note that both Si(Li) and SDD can detect light elements, and the 
element B can routinely be detected even in the SEM [5]. Therefore, 
EDS is an effective way to quickly characterize materials. Some investi-
gators are even used to do the EDS first to ensure the correct composi-
tion, before doing anything else on the TEM. 

8.1.3 EDS Artifacts 

Although the EDS operation is pretty much easy, and even a beginner can 
learn it quickly, there are a lot of possible reasons leading to spurious EDS 
signals, either extra signals (additional elemental peaks or some intensified 
peaks) or reduced signals (reduced or disappeared peaks for light elements).  

The most common spurious signals are some extra signals from areas 
nearby the testing spot, such as grid bar, grid washer, securing screw, 
specimen holder, microscope pole piece, or even the EDS system itself. 
As shown in Fig. 8.4(a), the incident electrons on the specimen can be 
scattered in different directions. If the transmitted electrons are scattered 
to the lower pole piece of the objective lens, or the backscattered elec-
trons from the specimen to the upper pole piece, characteristic X-rays of 
the TEM system (Fe and Co) are generated. If the electrons are 
backscattered from the upper or lower pole pieces to the specimen, char-
acteristic X-rays are generated from the specimen but from other areas. 
Similarly on same samples, the electrons can be scattered to nearby areas 
to form spurious X-rays from the surroundings. 

Apart from the spurious signals generated by the scattered electrons, 
fluorescent X-rays can cause spurious signals as well. The primary X-
rays, such as the continuum or characteristic X-rays generated by the 
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interaction of electron beam with the specimen, can also interact with 
other materials. As a consequence, fluorescent (or secondary) X-rays are 
generated. These fluorescent X-rays are spurious signals. As shown in 
Fig. 8.4(b), the analyzing particle is on the top of carbon support film 
on a piece of Cu grids. The X-rays from the sample generated by the 
electron beam scatter to various directions (in fact, only a small part of 
the primary X-rays are collected by the EDS detector). These primary  
X-rays may interact with the particles nearby, the Cu grids bar, and even 
the specimen holder if its edge is near the beam (well off the center), and 
thus fluorescent X-rays from these interacted areas are formed. It is very 
common to get the signals from the support grids.  

It should be mentioned that even inside the EDS detector crystal, fluo-
rescent X-rays can happen. When the incoming X-rays inadvertently knock 
out the Si K-shell electrons in the detector crystal, upon filling these  
vacancies, Si K α  peak (1.74 keV) appears, which is from the internal 

 

 

Fig. 8.4 Spurious X-ray signals generated in TEM. (a) X-ray signals 
generated by scattered electrons; (b) fluorescent (secondary) X-rays 
generated by X-rays from the sample. Solid lines represent electrons, 
and broken lines, various X-rays. An example of Fe/Co spurious signals 
from the TEM pole piece is shown in (c), and such spurious signals 
are reduced after tiling the sample holder toward the detector (d). 
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fluorescence in the Si-based detector. As a consequence, those X-rays that 
knocked out the detector Si electrons have their energies reduced by  
1.74 keV. Therefore, a small peak appears in the front side of the major 
peak with 1.74 keV lower energy, which is called as the escape peak. For 
example, if the major peak is Cr K α  at 5.41 keV, a small peak at  
3.67 keV (= 5.41 – 1.74 keV) appears, which is the escape peak of Cr α .K  
Precautions should be taken for not labeling the escape peak as a characteris-
tic peak of an element. 

Fig. 8.4(c) shows an EDS spectrum from an Al–Mg–Zn alloy taken 
from a newly installed EDS detector at zero specimen tilt (installation 
was not completed). It exhibits evident Fe and Co elements from the 
TEM pole piece, since the specimen does not contain Fe and Co. After 
tilting the specimen for 20° toward the detector, the spurious signals of 
Fe and Co are significantly reduced, as shown in Fig. 8.4(d). These two 
spectra have different Cu/Zn ratios because the beam spot moved after 
tilting. Normally a well-installed EDS detector should not contain evi-
dence spurious signals from the pole pieces. 

8.1.4 Effects of Specimen Thickness, Tilt, and Space Location 

The EDS spectra depend on the specimen thickness, tilt, and the location 
of the testing point with respect to the detector. As shown in Fig. 8.5(a), 
for a thin specimen, because of the limited interaction volume, the  
X-rays are not intense. The X-rays generated inside the specimen have a 
short absorption distance as they travel toward the detector. For  
a thick specimen, as shown in Fig. 8.5(b), because of the large interac-
tion volume, the X-rays are intense. The X-rays at a greater depth have 
thus a longer absorption distance within the specimen. Consequently,  
X-rays with lower energies could be absorbed more strongly. If a thick 
sample contains light elements, such as C, N, or O, they will appear at 
lower intensities or even disappear due to the strong absorption. In 
addition, precautions should be taken for not working on the too thick 
samples to produce too high counts, as shown by the dead time of the 
detector. The dead time is the period during which the detector  
receives  X-ray photons but is busy and cannot accept/process the pulses.  



60 A PRACTICAL GUIDE TO TRANSMISSION ELECTRON MICROSCOPY 

 

Fig. 8.5 Effect of TEM specimen thickness of the X-ray signals.  
(a) Thin specimen; (b) thick specimen. 

The dead time should be controlled below 50%. If the counts are too 
high, the detector shutter will automatically close or the detector will be 
automatically retracted, as a protection on the detector from too intense 
X-ray exposure, which may damage it. 

The sample tilt may affect the EDS spectra. Nowadays most EDS 
detectors can collect signals at the specimen zero tilt, as shown in Fig. 
8.6(a), which is convenient for doing EDS without tilting. The sample 
can be tilted toward to the detector, as shown in Fig. 8.6(b). The tilting 
direction can be verified by looking at the outside of the specimen hold-
er to ensure it is facing to the detector (the holder stage is shown in the 
photo of Fig. 8.3b). In this case, if it is a bulk sample, more interaction 
volume becomes larger, which can result in higher counts but with 
shorter absorption distance; if, however, it is a single spherical particle 
sample, the interaction volume and absorption distance may stay the 
same. However, if the specimen is tilted toward the opposite side of  
the detector, as shown in Fig. 8.6(d), a much longer absorption distance 
results, and if it is tilted to higher degree, the X-rays have to penetrate 
the sample to reach the detector on the other side. If the TEM specimen 
is a bulk sample, most probably no X-rays can be detected because of the 
long distance to penetrate, and if it is a piece of TEM grid, strong spuri-
ous signals from the grid bar would be obtained. 

The sample location in the space with respect to the detector also im-
pacts on the EDS spectra. As depicted in Fig. 8.7(a), if the thick side faces 
to the detector, the X-rays travel a long distance inside the specimen, 
whereas if the thin side faces to the detector, as shown in Fig. 8.7(b), the 
absorption distance is shorter. Note that the thicknesses at the detecting 
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points are the same in Fig. 8.7(a) and (b), but the spectra can be different, 
depending on the detector orientation. Sometimes the same sample, when 
it is taken out and installed back, could generate different types of EDS 
spectra, just because of the different orientation with respect to the detec-
tor. Therefore, the user should have a clear mind about the EDS detector 
location. 

How to figure out the EDS detector location is demonstrated in  
Fig. 8.8. Spectra in Fig. 8.8(a) and (b) are taken from the two edges of 
spherical particles at locations A and B, respectively. They are the same 

 

 

Fig. 8.6 Effect of specimen tilt on the EDS signals. (a) Zero tilt;  
(b) tilt facing to the detector; (c) tilt opposite to the detector for a 
small angle; (d) tilt opposite to the detector for a large angle so that  
X-rays have to penetrate the specimen to reach the detector.  

 

 

Fig. 8.7 Effect of orientation of uneven TEM specimen on the X-ray 
signals. (a) Thick side facing the EDS detector; (b) thin side facing 
the EDS detector. 
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Fig. 8.8 Example of the effect of specimen location on the X-ray signals. 
(a, b) EDS spectra from locations A and B, respectively, in the image in 
(c); (d) schematic space locations. The EDS detector orientation can be 
found by moving the specimen holder slightly, as indicated below the 
image in (c). Arrows in (a) and (b) indicate the different O peak heights 
from locations A and B with the same compositions.  

type of particles with almost the same size, while spectrum in Fig. 8.8(a) 
exhibits very low-oxygen peak, and spectrum in Fig. 8.8(b) exhibits 
normal oxygen peak, as indicated with arrows. To identify the reason, it 
is necessary to find out the detector orientation. The experiment was 
done using the TEM/EDS shown in Fig. 8.3(b), and the EDS detector 
locates on the right side of the specimen holder. The specimen holder 
direction can be found by slightly retracting it and then inserting it, and 
the image moving direction during inserting is thus the holder direction. 
It was found that during inserting the specimen holder, the image 
moved along from lower-left to upper-right direction, as indicated be-
low Fig. 8.8(c), and thus the EDS located on the right side of the holder 
at an angle of 90°. It is evident that spot B is in the front of the detector, 
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so that X-rays directly reach it, while spot A is at the backside of the 
particle, so that the X-rays have to travel through the particles to reach 
the detector, as shown in Fig. 8.8(d). Therefore, the low-energy oxygen 
X-rays are greatly absorbed during traveling. Other peaks could also be 
absorbed, such as P showing relatively lower P/Sn ratio compared with 
the spectrum in Fig. 8.8(b). 

8.1.5 Experimental Procedures 

To collect EDS data correctly, the following precautions should be taken: 
 
 1. Select thinner specimen for EDS, especially for light-element analy-

sis (if the sample is too thin, the counts will not be sufficient). If it is 
a wedge-shaped sample or particle, check the detector location to 
ensure the thinner side faces to the detector. 

 2. Use EDS mode (refer to Fig. 6.7) to get a small spot on the speci-
men, or use STEM mode if available, to reduce the electron beam 
size. Focus the image and ensure the spot is on the interested area. 

 3. Check the detector configuration and use zero tilt or tilt 20–25° 
toward the detector, but never tilt the specimen to the opposite 
side to the detector. 

 4. Control the beam intensity to ensure the dead time is less than 
50%. For quantitative analysis, collect for a sufficiently long period 
(in several minutes) to get enough counts (over several thousands) 
for higher accuracy. 

 5. After the EDS collection, check if the sample is still at the same 
location without drifting. If it is drifted, the collected spectrum is 
not exactly from the original spot. 

 6. To collect EDS, never use the regular objective aperture, which 
generates too high X-ray counts. If the aperture is inserted, strong 
X-rays are produced from the aperture since it is a bulk sample; it 
also backscatters electrons to the specimen to produce spurious sig-
nals from other areas. The high-contrast aperture may be used, if it 
does not change the counts significantly. 
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8.1.6 EDS Applications 

The EDS can be used for qualitative and quantitative analyses to identify 
and quantify the elements in the specimen. The data collection can be 
done in different ways, such as by point analysis, line scan, or elemental 
mapping. The line scan and mapping should be done in the STEM mode. 

(a) Qualitative Analysis 

When an EDS spectrum is acquired, qualitative analysis can be done 
quickly using the EDS program of the instrument. Possible spurious 
signals could be avoided or reduced by using the following measures: 
 
 1. Work near the center of the stage position, or use Be stage (the 

sample area is made of Be which cannot be detected by most of the 
EDS systems), to minimize signals from the sample holder. 

 2. Work near the center of the grid to minimize the signals from the 
grid bars. 

 3. Tilt the specimen toward the EDS detector for 20–25° to minimize 
the signals from the TEM pole pieces (Fe and Co). 

 4. Check the sample locations to avoid X-ray pathways from surround-
ing areas (refer to Fig. 8.8). In most case, tilting toward the EDS  
detector for 20–25° is helpful to get signals from the target only. 

 5. If peaks are overlapped, try to change the process time to improve 
the peak resolution (sharpen the peak), or energy range to check 
other peaks. 

 
The EDS spectrum in Fig. 8.9(a) was taken from Pt–Co–W nanopar-

ticles (NPs) with low W concentration (3.8 at.%). The positions of W M 
lines (left side) and L lines (right side) are indicated. The W 

1
Lα  is at 

8.396 keV [6], which partially overlaps with Cu α1
K  at 8.046 keV and 

2
K α at 8.026 keV; W 

1
Lβ  is at 9.671 keV, which partially overlaps with 

Pt 
1

Lα  at 9.441 keV and 
2

Lα  at 9.360 keV. The overlaps make Cu Kα 

α1
(K and α2

)K  and Pt Lα α1
(L  and α2

)L  peaks evidently nonsymmetrical 

with a small shoulder on their right sides, as indicated by two arrows.  
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At the lower energy range, as magnified in the inset, isolated W Mα  
peak appears α1

(M  is at 1.775 keV and 
2

Mα  is at 1.773 keV ), indicat-

ing the presence of W. The EDS spectrum in Fig. 8.9(b) was taken from  
Pt–Ni–Fe NPs without W. The W peak positions are still indicated for 
comparison. The Pt peak is symmetrical without a shoulder on its right. 
At the lower energy range (inset), a Si Kα appears at 1.739 keV, which is 
symmetrical indicating no overlap with W Mα  peak. To identify the 

presence of an element, it is necessary to check with different peaks and 
peak symmetry for any possible peak overlaps. 

 

 

Fig. 8.9 Qualitative analyses of samples with W (a) and without W (b). 



66 A PRACTICAL GUIDE TO TRANSMISSION ELECTRON MICROSCOPY 

(b) Quantitative Analysis 

In a bulk sample, such as a sample for SEM or EPMA analysis, the con-
tent ratio: 

 =A A

S S

C I
K

C I
 (8.1) 

where AC  (unknown) and SC  (known) are the weight concentrations 
of element A in the sample and standards, respectively, and AI  and SI  
are the intensities of the same line peaks from the sample and standard, 
respectively. The K is a sensitivity factor [7], which is not a constant but 
related to: 
 
 1. Z: atomic number; 
 2. A: absorption of X-rays with the specimen; and  
 3. F: fluorescence of X-rays within the specimen. 
 

In the bulk-sample analysis, the ZAF correction of K is conducted 
considering the above three factors.  

However, for a thin TEM specimen, the factors A and F can be ignored. 
If the sample contains A and B elements with weight concentrations AC  
and B ,C  respectively, 

 =A A
AB

B B

C I
k

C I
 (8.2) 

where AI  and BI  are the intensities of a characteristic peak above the 
background which can be measured experimentally. The factor ABk  is 
termed as Cliff–Lorimer (C–L) factor [8], which is not a constant but re-
lated to the kV and atomic number Z. It can be obtained by using a com-
mon standard such as Si, 

 = ASi
AB

BSi

k
k

k
 (8.3) 

Here, ASik  and BSik  are C–L factors of elements A and B to Si, respectively, 
which are already determined and stored in the computer program by the 
EDS manufacturer. By assuming  

 
A B 1C C+ =  (8.4) 
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It is possible to obtain AC  and BC  using Eqs. 8.2 and 8.4. A system 
with more elements can be quantified similarly. 

This quantification using given k factors is standardless analysis. If 
the user conducts measurements using a standard with accurately known 
compositions, it is needed to calibrate the 

ABk  factor using Eq. 8.2. 

In practice, the standardless quantification can already provide suffi-
ciently accurate results. The following precautions should be made: 

 
 1. Select thin areas for data collection to avoid the effects from A (ab-

sorption) and F (fluorescence). 
 2. Ensure the thinner area is facing physically to the EDS detector 

(refer to Fig. 8.7). 
 3. Collect sufficient counts, at least 1,000 for the select peak. Normally 

it takes several minutes to get sufficient counts at thin areas, so en-
sure there is no sample drift during the data collection. 

 4. If the sample is at a two-beam condition, slight tilt it off the strong 
dynamical diffraction to avoid any possible channeling effect. 

 
Using a modem EDS detector and updated software, it is routinely 

possible to achieve 2 wt.% accuracy for heavy elements, or 5 wt.%  
accuracy for light elements. However, if the sample is thick or inappro-
priately oriented, such as in the example of Fig. 8.8, huge error could be 
resulted for the light elements. 

Fig. 8.10 shows an example of EDS spectrum taken from Pt–Cu 
NPs (refer to the supporting document of reference [9]). The specimen 
was thin (dispersed NP), and the spectrum full scale showing Pt is at 
1,829 counts. Since the sample contains Cu, Ni grid was used to avoid 
signals from the grid. Standardless quantification was done using Pt Lα 
and Cu Kα lines. Up to six spectra were collected from different thin 
areas, and the quantification results are listed in Table 8.2. These results 
are very close to each other with very low standard deviation, and the 
mean results are close the stoichiometry of Pt3Cu.   
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Table 8.2 Quantification Results of Pt–Cu  nanoparticles (at.%). 

Spectrum Cu Pt 
Spectrum 1 33.15 66.85 
Spectrum 2 34.68 65.32 
Spectrum 3 33.83 66.17 
Spectrum 4 32.16 67.84 
Spectrum 5 33.41 66.59 
Spectrum 6 32.80 67.20 
Mean 33.34 66.66 
Std. deviation   0.87   0.87 

 

 

Fig. 8.10 EDS spectrum of Pt–Cu sample for quantitative analysis. 
The signals of Ni are from the grid used. 

(c) Point Measurement 

Although point analysis can be done in the TEM mode using a small spot, 
preference is given to the EDS mode or STEM mode. Fig. 8.11 illustrates 
the point analysis of Bi–Sn eutectic nanowires [10]. Two nanowires exhibit 
alternating segments in darker and lighter contrast. The EDS spectra (left 
side) are taken from the indicated areas using TEM EDS mode. It is found 
that the darker area belongs to Bi, and the lighter area belongs to Sn. The 
image contrast here is the scattering absorption contrast, since the heavier 
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element scatters electrons at larger angles that are filtered out by the objec-
tive aperture, and thus it shows the darker contrast. Further, the selected-
area electron diffraction (SAED) patterns from the segments, as shown in 
the bottom side of the figure, reveal that within the segments, the Bi and 
the Sn are single crystals. Note that the EDS spectrum from the Sn region 
contains evident Bi signal, indicating a solid solution of Bi in Sn, which is 
consistent with the Bi–Sn phase diagram, while the very faint Sn signal in 
the EDS spectrum from the Bi region may be caused by spurious X-rays 
from the nearby Bi areas during the EDS acquisition. The signals of Al, O, 
and P are from the surface residuals of template and reactants, and Cu is 
from the grid bar of the TEM specimen. 

 

Fig. 8.11 EDS analyses of Bi–Sn eutectic nanowires. The EDS 
spectra on the left side are collected from Bi and Sn using TEM EDS 
mode. 
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To identify small objects at nanometer scale, STEM is required. Fig. 
8.12(a) is a STEM image of In2O3–Pd binary NP superlattices (BNSL) 
[11], taken using a spot size of 1 nm. The large NPs have average side of 
16 nm, and smaller ones, 6 nm. Two NPs, labeled as “b” and “c”, respec-
tively, are selected for the EDS analysis in the STEM mode. Despite the 
elements induced by the chemicals during the sample preparation as well 
as Cu signals from the grid, the EDS spectrum from the large particle 
presents In and O signals without Pd (Fig. 8.12b), whereas that from the 
small particle shows the evidence of Pd (Fig. 8.12c), although spurious In 
signals from the surrounding large particles are also present (hard to 
avoid). The EDS analysis is consistent with the assumption that the large 
NPs are In2O3 and small NPs are Pd. 
 

 

Fig. 8.12 (a) STEM image containing large In2O3 and small Pd  
and NPs; (b) EDS from a large NP labeled as ‘‘b’’ in (a);  
(c) EDS from a small NP ‘‘c’’ in (a). 
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(d) Line Scan 

A line scan should be done in the STEM mode. First, define a line  
direction and size of the line, say 120 points. During the beam scan-
ning, the EDS spectrum is collected at each spot, and thus the profiles 
along the line are obtained. The profile can be intensity of peaks, or 
atomic or weight concentrations.  

Fig. 8.13(a) is a STEM image showing the presence of B4C and Al [5]. 
A magnified part from the framed area in Fig. 8.13(a) is shown in Fig. 
8.13(b). A line scan crossing the interface is performed in the STEM mode 
to collect the EDS composition profiles, as shown in Fig. 8.13(c). No indi-
cation of any reactant phases is found at the interface. In Fig. 8.13(d), a 
border of AlB10 and B4C is illustrated. An EDS line scan is performed 
crossing AlB10/B4C/Al phases to reveal the composition profiles, as shown 
in Fig. 8.13(e). It is evident that the AlB10 region contains Al, B, and C, 
whereas in the B4C region, Al intensity is low, and B and C intensities are a 
little higher. When the line scan reaches the Al grain, high Al counts are 
encountered while B and C counts become very low. Such line scan can 
provide composition profiles to identify different particles or phases. 

 

Fig. 8.13 EDS line scan. (a) STEM image of B4C–Al interface;  
(b) enlarged from the framed area in (a); (c) EDS line scan profile from 
the line position shown in (b); (d) STEM image showing AlB10–B4C–Al 
interfaces; (e) EDS line scan profile crossing the AlB10–B4C–Al 
interfaces. 



72 A PRACTICAL GUIDE TO TRANSMISSION ELECTRON MICROSCOPY 

(e) Mapping 

The EDS elemental mapping should be done in the STEM mode, 
which can provide 2D compositional distribution, instead of 1D profile 
by the line scan. At first, a 2D scanning area is defined, say 120 × 100 
spots. Then the beam scans spot by spot (120 spots in a line, and  
100 lines to complete the area). It takes much longer time for mapping 
than spot or line scans. Usually the sample drifting is a problem during 
the long-time data collection. Some programs offer drift collections by 
selecting a small reference area in a high contract, so that after some 
defined period of time, for example, after each line, an image of the ref-
erence area is taken and any found drift is thus corrected. 

Fig. 8.14 shows an EDS mapping example of Bi–Sn nanowires [10]. 
The elemental mapping was done in the STEM mode, with drift correc-
tion performed. A STEM image of nanowires is shown in Fig. 8.14(a). 
An area is selected to map Bi and Sn elements, as shown in the magni-
fied STEM image along with two elemental maps of Bi and Sn in Fig. 
8.14(b). It is evident that the alternating segments within the wires are 
Bi and Sn elements only. The elemental mapping can provide elemental 
distributions directly, although it takes longer time to collect the data. 

 

 

Fig. 8.14 (a) STEM image of Bi–Sn eutectic nanowire;  
(b) enlargement of the framed area in (a) along with the EDS  
elemental maps Bi and Sn. 
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8.2 Electron Energy-Loss Spectroscopy 

8.2.1 Formation of EELS 

The EELS signals come from the interaction of incident electrons with 
specimen atoms. If the incident electrons interact with specimen atoms 
and knock out their core electrons, continuum or characteristic X-rays 
are generated when outer-shell electrons fill these vacancies. However, 
these incident electrons lose a certain amount of energy, that is, their 
energy was transferred to the X-rays or in other forms during the inter-
action (refer to Fig. 1.2 in Volume 1). These transmitted electrons are 
collected and their energies are analyzed by EELS. Similar to the for-
mation of EDS signals, the energy-loss edges in EELS spectra are related 
to the electronic structure of the atoms, as shown in Fig. 8.2. The EELS 
edges are specified using the subshells of the notations on the left side of 
Fig. 8.2(a). Since the energy loss is elemental specific, it is possible to 
identify the element using EELS spectra.  

The energy losses of transmitted electrons are detected using magnetic 
lens. As illustrated in Fig. 8.15(a), the transmitted electrons pass through 
an entrance aperture to enter the magnetic lens, where the charged elec-
trons are deflected in the magnetic field. Those electrons with lower en-
ergies are deflected at larger angles; hence, when they arrive at the disper-
sion plane, they move to the upper position compared with those elec-
trons retaining initial energy 

0E  without energy loss. Thus, electrons 

with different energy losses are dispersed. The higher the energy loss, the 
further distance from the zero-loss peak (ZLP) with energy 

0 .E  The sep-

aration of electron energies with a magnetic prism is similar to an optical 
glass prism, which can separate a white light into different colors, as 
shown in Fig. 8.15(b). However, in the case of the glass prism, the light 
with higher energy (violet) deflects at a larger angle than the light with 
lower energy (red). 

During the collection of EELS spectra, the electron beam intensity 
should be controlled to avoid high electron intensity in the spectrum, 
which may oversaturate it. Alignments of the spectrometer are required to 
make the ZLP appear symmetrical, and calibrate its energy dispersion scale. 
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Fig. 8.15 (a) Magnetic prism to separate electrons with different 
energies; (b) optical glass prism to separate white mixed lights. 

 
An example of an EELS spectrum is shown in Fig. 8.16(a), which 

contains a ZLP, and broad peaks from plasmon resonance. Note that 
the ZLP has high electron intensity. At higher energy-loss level, ele-
mental ionization edges can be found, as shown in Fig. 8.16(b). These 
edges are formed on the high background. One may select a window 
(shadowed in Fig. 8.16b) in the front of the edge to simulate the back-
ground using the power law as 

 rI A E −= ⋅  (8.5) 
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Fig. 8.16 (a) EELS spectrum showing ZLP; (b) EELS spectrum 
showing two edges, and a shadowed area before the edges is selected to 
define the background; (c) background-subtracted spectrum. 

Here, I is the intensity (y axis), E is the energy loss (x axis), and A and r 
are the two fitting parameters. After subtracting the calculated back-
ground using Eq. 8.5, the edge peak is shown in Fig. 8.16(c). The nota-
tion of ionization edges is shown on the left side of Fig. 8.2. 

8.2.2 EELS Qualitative and Quantitative Analyses 

The EELS spectra can be used for both qualitative and quantitative analyses. 
Since the EELS signals are recorded below the specimen, the specimen 
should be thin enough to provide good EELS spectra for these analyses. 
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In the EELS spectrum, the characteristic edges are formed by ioniza-
tion of core-shell electrons with different energy levels (refer to Fig. 8.2), 
and thus the energy level of the edge can be used to identify the specific 
elements. In practice, it is very important to calibrate the spectrometer 
first to ensure the correct zero-loss position and the energy dispersion to 
ensure the correct energy of the edge. Afterward, the identification of 
the edges is straightforward with even fewer possible artifacts than EDS. 
In the EELS spectrum in Fig. 8.16(c), the two edges are identified as C 
K and N K edges, at 281 and 401 eV, respectively. 

To quantify the EELS spectra, suppose the sample contains A and B 
elements. Similar to the EDS quantification in Eq. 8.2, we have [6, 7, 12] 

 
( )
( )

( )
( )

β Δ σ β Δ
β Δ σ β Δ

= AA

B B

, ,
·

, ,
IN

N I
B

A
 (8.6) 

where N represents the number of atoms per unit area of the specimen 
with thickness t; β, collection semiangle; Δ, energy window; I, the inten-
sity above the background; and σ, partial ionization cross section. The 
subscripts A and B indicate the elements A and B, respectively. Both I 
and σ are functions of β and Δ. The intensity can be measured by sub-
tracting the background using Eq. 8.5, and the cross section Kσ  can be 

calculated using the EELS software provided on the instrument. The 
composition ratio  

 A A

B B

C N
C N

=  (8.7) 

and therefore, AC  and BC  can be obtained under the condition of 
+ =A B 1.C C  The EELS software can provide the composition outputs.  
To get accurate quantification results, it is very important to use very 

thin specimen, and choose appropriate beam convergence semiangle α 
and spectrometer collection semiangle β. The α is controlled by the 
condenser aperture size and/or the condenser lenses (C1 and C2), and β 
is controlled by the selection of the spectrometer entrance aperture, and 
the experimental mode (either diffraction or image mode) [7]. A simple 
case of a dedicated STEM mode is shown in Fig. 8.17. Let’s only change 
the electron beam with different α angles while the specimen and the 
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entrance aperture are fixed (the angle β is thus fixed, which is deter-
mined by 0.5 /d hβ =  according to the geometry as shown in Fig. 

8.17a). In Fig. 8.17(a), the incident electrons focus on a point in a semi-
angle angle α, forming a cone shape (the cone is filled with electrons). 
Let α = β. Consider the ray 1 on the surface of this cone, which can 
either go straight as ray 2 without any scattering, or scattered at different 
angles. Since α = β, the scattered ray 3, in an angle of 2β with ray 2, can 
just enter the aperture. Other electrons between these two rays of 2 and 
3 have scattering angles less than 2β. If α < β, as shown in Fig. 8.17(b), 
since the ray 3 scattered at 2β is excluded by the entrance aperture, the 
electrons that can enter the aperture are at the scattering angles less than 
2β. However, if α > β, as shown in Fig. 8.17(c), the unscattered ray 2 is 
excluded by the entrance aperture (while other unscattered electrons 
with less convergence angles can still enter), scattered electrons with 
scattering angle larger than 2β can also enter the aperture. This situation 
should be avoided. In the EELS experiment, select α ≤ β so that the 
electrons experience less scattering events. Note that if the EELS is done 
using a TEM image or diffraction mode (rather than STEM) with a 
broad parallel beam, β is very large. For example, in the TEM image 
mode without an objective aperture, β > 100 mrad, and thus α has no 
effect on the quantification. 

 

 

Fig. 8.17 Beam convergence semiangle α and spectrometer collection 
semiangle β in the STEM mode. (a) α = β; (b) α < β; (c) α > β. 
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Using the EELS spectrum in Fig. 8.16(b), a quantification yields 
atomic ratio of 1.00 C and 0.85 N, or 54.0 at.% C and 46.0 at.% N 
only when two elements are present. The following conditions are used 
for the quantification: 200 kV beam energy, 5.0 mrad convergence angle, 
and 100.0 mrad collection angle. The background is fit using power law, 
and the cross section model is computed using Hartree–Slater model, as 
shown in Fig. 8.18. 

8.2.3 Energy-Filtered TEM 

As shown in a comparison between EDS and EELS in Table 8.1, more 
information can be retrieved from EELS than EDS, and it has been 
widely used in physical and biological sciences [7, 12–14]. Although 
nowadays the elemental qualitative and quantitative analyses are rou-
tinely done by EDS, EELS can provide electronic structure information 
that is not possible by EDS. In addition, if installed with an EELS ener-
gy filter, energy-filtered TEM (EFTEM) can provide enhanced imaging 
capabilities. Here, two major EFTEM applications are demonstrated. 
 

 

Fig. 8.18 Quantification of an EELS spectrum. 
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(a) Zero-Loss Filtering 

Without energy filtering, the inelastically scattered electrons contribute 
to the final images and diffraction patterns. These electrons have differ-
ent energies, causing focusing problems. Especially for thick samples, 
the image appears as blurry which cannot be focused anyway. In the 
diffraction pattern, the inelastic electrons contribute to the halo back-
ground and thus the diffraction maxima show reduced intensities over 
the background. 

Zero-loss filtering is done by using an energy filter to pass the zero-
loss electrons only for either images or diffraction patterns. After the 
filtering, only elastic electrons without any energy loss are included. The 
filtered images can have improved contrast and focusing quality. 

Fig. 8.19 shows comparisons of unfiltered (left) and filter (right) im-
ages and diffraction patterns from a Ni-base superalloy. After the filter-
ing, the dislocations and a particle (arrow indicated) appear clearly. In 
the diffraction pattern, both diffraction maxima (spots) and Kikuchi 
lines display clearly after filtering. 

The operation of zero-loss filtering is straightforward. In the 
EFTEM mode, once ZLP is aligned and calibrated, all acquired images 
or diffraction patterns are already zero-loss filtered, unless the filter is 
deactivated. 

(b) Elemental Mapping Methods 

EFTEM can be used to selectively map elements. This process is nor-
mally faster than the EDS mapping. There are two mapping modes rou-
tinely used: three-window method and jump-ratio method. 

The three-window method is the most used one. As illustrated in 
Fig. 8.20(a), there are three windows to be defined: one window after 
the edge (post-edge), and two windows before the edge (pre-edge 1 and 
pre-edge 2). These two pre-edges are used to simulate the background 
using the power law (Eq. 8.5), and the map is the subtraction of the 
background image from the post-edge image, that is, only the shadowed 
area in Fig. 8.20(a) contributes to the elemental map.    
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Fig. 8.19 Unfiltered (a) and filtered (b) images, and unfiltered (c) 
and filtered (d) diffraction patterns. 

 

 

Fig. 8.20 (a) EELS mapping using standard three-window method; 
(b) jump-ratio mapping using two windows. 

 
Jump-ratio mapping is done by only using two windows: one post 

edge and one pre edge. The mapping is a division of the post-edge image 
over the pre-edge image  (Fig. 8.20b). In case the elemental concentration 
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is too low to use the three-window method, the jump-ratio method can be 
used [13]. It can enhance qualitative elemental information and reduce 
the effects of diffraction contrast on the image. However, it should be 
noted that the jump-ratio maps cannot be used for quantification and 
sometimes they are susceptible to background slope changes due to spec-
imen thickness variations. Therefore, normally the mapping should be 
done using the standard three-window method. During the three-window 
mapping, the user may save the three images for post-processing, and the 
jump-ratio image can be calculated by a simple math calculation using 
any other program. However, the three-window elemental map has to be 
done using the EFTEM computer program. 

Fig. 8.21 presents an example of a Fe–Zr alloy [15]. The zero-loss 
image is shown in Fig. 8.21(a), exhibiting polycrystalline grains. The 
images of pre-edges 1 and 2 are shown in Fig. 8.21(b) and (c), respec-
tively, and the post-edge image is shown in Fig. 8.21(d). Dividing the 
post-edge image in Fig. 8.21(d) with the pre-edge 2 image in Fig. 
8.21(c) results a jump-ratio image in Fig. 8.21(e). The brighter regions 
indicate the Fe distribution, while the grain structures are not clearly 
revealed. However, the Fe map by the three-window method is shown 
in Fig. 8.21(f). The brighter areas indicate the higher concentrations of 
Fe. The grain structures are resolved, which are comparable with the 
zero-loss image in Fig. 8.21(a). 

8.2.4 EFTEM Experimentation and Applications 

The EFTEM experiments involve more procedures than EDS. Basically, 
the following procedures are needed: 
 
 1. Perform routine alignments of the TEM. 
 2. Find a ZLP and tune the spectrometer to get a symmetrical ZLP. 
 3. Get an EELS spectrum to ensure the elements are present. 
 4. Shift the energy loss to 110 eV (recommended for most cases), and 

in the live search mode, increase the beam intensity as needed until 
a clear image appears, and focus the image. As the energy window 
moves away from 0 eV, the image normally appears as out of focus. 
This is a very important step to get well-focused maps. 
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Fig. 8.21 Mapping Fe in a Fe–Zr alloy. (a) Zero loss image; (b) pre-
edge 1 image; (c) pre-edge 2 image; (d) post-edge image; (e) jump-
ratio image obtained by dividing the post-edge image in (d) over the 
pre-edge 2 image in (c); (f) Fe map formed by three-window method. 

 5. Select the analyzing element and edge, and define the post-edge, 
pre-edge 1, pre-edge 2, and exposure time to start the mapping pro-
cess. The program can provide auto or manual tracking to avoid 
sample drifting, which can be switched off (or do not shift the im-
age during the manual tracking) if the sample drifting is not an evi-
dent problem. 

 6. Repeat step (5) to map any other elements. 
 7. Assign maps with different colors, and superimpose them together 

to get an image displaying the elemental distribution. This process 
can be done using Color Mix of DigitalMicrograph (or other image 
processing programs). Different maps may not be at the same loca-
tion if there is a drift. During the superimposing, manually shift 
them back to the same position. 

 
During the EFTEM experiment, ZLP alignment should be done of-

ten to ensure the correct energy positions. 
Fig. 8.22(a) shows a Fe NP coated with carbon shells [16]. The Fe 

and C maps, taken using three-window method, are shown in Fig. 
8.22(b) and (c), respectively. Further, color the Fe map green, and the 
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carbon map blue, as shown in Fig. 6.18(d) and (e), respectively.  
Afterward, superimpose these two colored maps together as a map with 
two different colors, as shown in Fig. 6.18(f), which clearly the Fe cores 
covered with C shells. If the Fe and C maps were not colored, they 
would not show clearly in the superimposed map. 

EFTEM characterization of magnetic graphene nanocomposites is 
demonstrated in Fig. 8.23 [17]. In the zero-loss image in Fig. 8.23(a), 
Fe2O3 oxide NPs are dispersed on graphene sheets. Fig. 8.23(b) depicts 
the C map, where the brighter cracking-shaped area shows the folded 
nature at the edge or stacking phenomena among individual graphene 
sheets. The Fe map and O map exhibit basically the same elemental 
distributions, as shown in Fig. 8.23(d) and (e), respectively. Their super-
imposed image is shown in Fig. 8.23(g), indicating that the NPs are iron 
oxide. On the other hand, summation of Fe and C maps yields the map 
in Fig. 8.23(h). The summation of Fe, C, and O gives the elemental 
distribution, as shown in Fig. 8.23(i). 
 

 

Fig. 8.22 EFTEM of Fe/C core/shell NPs. (a) Zero-loss image;  
(b) Fe map; (c) C map; (d) colored Fe map; (e) colored C map;  
(f) superimposed maps of Fe and C. 
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Fig. 8.23 EFTEM of the magnetic graphene nanocomposites.  
(a) Zero-loss image; (b) C map; (c) colored C map; (d) colored Fe 
map; (e) colored O map; (f) colored O+C map; (g) colored Fe+O  
map; (h) colored Fe+C map; (i) colored Fe+C+O map. 

 
EDS and EELS can be used together to characterize materials.  

Fig. 8.24(a) shows a typical TEM image of PbSeTe ternary alloy 
nanocubes, demonstrating a perfect cubic morphology and relatively 
uniform size distribution with an average side length of 11.0 nm [18].  
An SAED pattern is inserted, which shows the nanocubes are all [001] 
oriented and well aligned to exhibit textured features. Careful inspec-
tion, with astigmatism corrected and well-focused, reveals a single lat-
tice, that is, all the reflection spots in the rings are from a single lattice. 
HRTEM of a single nanocube (Fig. 8.24b) shows clear lattice fringes, 
with an interfringe distance of ∼3.18 Å over the entire nanocube sur-
face. This analysis suggests that the as-prepared PbSeTe is a uniform 
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alloy without a heterogeneous structure. An EDS line scan over a single 
nanocube in the STEM mode is shown in Fig. 8.24(c), which reveals 
the compositional variation over a single nanocube. The EDS intensity 
profiles of Pb, Se, and Te are plotted as a function of the distance cross-
ing the nanocube, showing uniform distributions of Pb, Se, and Te 
through the scanned area. This further verifies a ternary alloy structure 
in the as-formed PbSeTe. The elemental maps of Pb (red), Se (purple), 
and Te (green) are shown in Fig. 8.24(d)–(f), respectively. These ele-
ments are uniformly distributed in each cube with the same cube size in 
each map. The Se+Te overlap map is shown in Fig. 8.24(g), indicating 
an even distribution for both Se and Te elements. This further confirms 
the ternary alloy structure. 
 

 

Fig. 8.24 PbSeTe ternary alloy single nanocubes. (a) TEM image; 
inset is an SAED pattern; (b) HRTEM image; (c) STEM EDS line 
scan profile of an individual nanocube; (d–g) elemental maps of Pb, 
Se, Te, and Se+Te overlap, respectively.   
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Fig. 8.25 shows TEM characterization of PbSeTe ternary alloy core/ 
shell nanocubes synthesized differently from the nanocubes in Fig. 8.24 
[18]. Fig. 8.25(a) presents a TEM image of the PbSeTe nanocubes, with 
averaged size of 11.0 nm. An SAED pattern is shown in Fig. 8.25(b), with 
special precaution exercised to avoid any astigmatism or unfocus. Apparent 
double rings can be observed, as indicated by double markers. 
 

 

Fig. 8.25 PbSeTe core/shell nanostructures. (a) TEM overview 
image; (b) SAED; (c) STEM EDS line scan profile of PbSeTe 
core/shell nanocubes; (d) magnified TEM image; (e) WBDF image of 
(d); (f) HRTEM image of the circled particle in (d); (g–j) elemental 
maps of Pb, Se, Te, and their Se+Te overlap, respectively.   
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The distance between the double rings is related to the scattering angle, or 
the radius of the ring. At higher scattering angles, the distance is larger. 
The radius of the first ring is too small to be evident in the pattern. The 
compositional architecture of these core/shell nanocubes was supported by 
STEM EDS line scan analysis across one nanocube. Fig. 8.25(c) suggests 
that more Se is present in the center and more Te is distributed along the 
edges, as shown in the circled area. Note that, due to the spurious signals 
in the EDS from the surrounding areas, the line scan profiles do not cor-
respond to the core/shell positions, as the scale is so small. A high magni-
fication image is shown in Fig. 8.25(d), and a corresponding WBDF  
image of this area is presented in Fig. 8.25(e), depicting shell structures 
and indicating double lattices due to the strain field induced by the mis-
match between the shell and the core. A HRTEM image of the circled 
particle in Fig. 8.25(d) is shown in Fig. 21(f), which reveals complex fea-
tures formed by the interference of these two lattices. Furthermore, the 
core/shell structure is confirmed by their elemental mapping results (Fig. 
8.25g–j), in which Pb is seen uniformly distributed in the nanocubes and 
Te prefers to reside only in the shells, whereas more Se appears in the 
cores. Note that the cube size of Se in Fig. 8.25(h) is slightly smaller than 
the cubes of Pb or Te images, with larger gaps between the cubes, indicat-
ing the Se is in the core area. 
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CHAPTER 9 

Specific Applications 
Characterizations of materials by a transmission electron microscope 
(TEM) require not only instrumental operation skills, but also data pro-
cessing and computation skills to interpret the results. To meet the 
needs of TEM characterization for specific applications, various TEM 
techniques have been developed. 

The imaging methods with different contrast mechanisms and elec-
tron diffraction techniques introduced so far in this book are mainly based 
on qualitative descriptions. However, more meaningful information may 
be retrieved from quantification of the images or diffraction patterns that 
may be routinely ignored when such quantification efforts are not applied.  

If the sample is solid and conductive, such as metals, the TEM anal-
yses are relatively straightforward, while for liquid or beam-sensitive 
materials, the TEM analyses are more challenging. In this respect, 
methodologies to study biological samples have been applied to investi-
gate material samples. For example, as mentioned in Chapter 2 in Vol-
ume 1, the liquid sample can be prepared by negative staining (Section 
2.1). However, a more direct method is to freeze the liquid sample and 
observe it in TEM while it stays in a frozen status.  

Some TEM specimens are very sensitive to the electron beam. Even 
using a very weak beam, they often exhibit damaged structures in the rec-
orded images. For these materials, low-dose imaging has been developed. 

A shortcoming of TEM is that the TEM image is only a 2D picture 
of the 3D sample. To overcome this 2D problem, electron tomography 
(ET) has been developed. 

In the previous chapters, fundamentals about diffraction, imaging, 
and elemental analyses have been introduced. This chapter moves fur-
ther to some specific applications of TEM, in the areas of quantitative 
electron microscopy, in situ electron microscopy, cryoelectron micros-
copy (cryo-EM), low-dose imaging, and ET. 
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9.1 Quantitative Microscopy 

From quantitative processing of the TEM data, additional information 
can be retrieved [1−8]. Much progress has been made to reveal or solve 
the crystalline atomic structures or atomic positions from TEM or scan-
ning TEM (STEM) data at high magnifications [1−5, 7].  

In this section, imaging processing is made on the TEM images tak-
en at medium to low magnifications (lower than atomic resolution), in 
terms of microstructure homogeneities. A particular example is the dis-
persion degree of composites, which is technically a very important  
parameter to evaluate the composites. It has been well accepted that a 
good dispersion of fillers favors the mechanical and physical properties, 
while large agglomerates are the weak sites to reduce such properties. 
How to quantify the dispersion degrees can be done based on TEM 
investigations. In addition, the polycrystalline powder electron diffrac-
tion patterns can be processed quantitatively. 

9.1.1 Quantification of Size Homogeneity 

We start with the quantification of size homogeneity. In TEM studies, it 
is often needed to measure the object size [9]. Suppose a set of meas-
urements is done, the measurement data are then divided into groups 
with interval of Δx, and the frequency density if  of the i-th group is 

 =
⋅Δ
i

i
nf
N x

  (9.1) 

where ni is the number of data falling into this group, and N is the total 
number of the measurements. Therefore, a histogram can be constructed 
to exhibit the spacing data distribution, as shown in Fig. 9.1(a). If the 
interval Δx is small enough (usually divided into 10–100 classes) and the 
number of measurements N is large sufficiently (usually over 100), one 
may obtain a curve of the frequency function, that is, the probability 
density function (PDF) ( )f x  on the measurement data, as shown in Fig. 
9.1(a). The ( )f x  has a mean value μ and a standard deviation σ. As the 
number of measurements N is sufficiently large, the sample mean x  and 
sample standard deviation s may be used to estimate the population mean 
μ and the population standard deviation σ, respectively, that is, μ =ˆ x  
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and σ =ˆ ,s  where μ̂  and σ̂  are the estimators of μ and σ, respectively. 
It is apparent that the size distribution character is related to σ, as a lower 
σ makes a higher degree of homogeneity. However, the quantity σ is not 
a good measure of the homogeneity degree, as it depends on the unit of 
the size, and thus the homogeneity degrees of measurements in different 
size ranges are not comparable using σ. For example, for two sets of 
measurements with 1μ  = 10.5 nm and 1σ  = 0.5 nm and 2μ  = 5.0 μm 
and 2σ  = 0.4 μm, one cannot compare their homogeneities by compar-
ing 1σ  and σ2 .  Only with the same μ, the homogeneity degree can be 
compared through σ. If 1μ  = 10.5 nm and 1σ  = 0.5 nm and 2μ  = 10.5 
nm and 2σ  = 0.4 nm, the second set has a higher homogeneity degree 
because of a lower σ. 

Considering a data distribution ( )f x  with mean μ in the entire range, 
we may define the homogeneity degree as the probability within a certain 
data range around μ, and thus two quantities, 0.1H  and 0.2H , in the range 
of μ ± 0.1μ and μ ± 0.2μ, respectively, are obtained as follows:  

 
1.1

0.1 0.9
( )H f x dx

μ

μ
= ⋅∫  (9.2a) 

 
1.2

0.2 0.8
( )H f x dx

μ

μ
= ⋅∫  (9.2b) 

By this definition, the homogeneity quantities, 0.1H  and 0.2 ,H  are 
the areas in the μ ± 0.1μ and μ ± 0.2μ ranges, respectively (shadowed 
areas in Fig. 9.1b). A distribution with higher degree of data concentra-
tion, that is, less σ, would possess higher PDF around μ, and thus it 
possesses higher H values according to this definition. Note that 0.1H  
and 0.2H  are dimensionless quantities, and thus it is possible to compare 
the homogeneity degrees of measurements in different units through 

0.1H  and 0.2 .H  
For the common normal, lognormal, gamma, and Weibull distribu-

tions, the quantities of 0.1H  and 0.2H  have been formulized as function 
of the ratio /μ σ  [9], as plotted in Fig. 9.1(c). Both 0.1H  and 0.2H  are 
monotonic functions of μ σ/ .  Therefore, if /μ σ  is known, 0.1H  and 

0.2H  are uniquely determined. For simplicity, one may use only 0.1H  to 
quantify the homogeneity. 
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Fig. 9.1 (a) Construction of histogram; (b) definition of homogeneity 
H0.1 and H0.2 quantities from the frequency function f(x); (c) H0.1 and 
H0.2 as a function of μ /σ. 

In practice, it is found that most of the measurements obey the 
lognormal distribution, whose homogeneity is expressed as: 

2
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 (9.3b) 

Fig. 9.2 demonstrates the size homogeneity quantifications using 
two samples A and B, with different size distributions [9]. The sample A 
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contains particles with variable size. A representative TEM image is 
shown in Fig. 9.2(a), and the measured histogram is shown in Fig. 
9.2(b), compared with the calculated PDF’s using normal, lognormal, 
gamma, and Weibull models, respectively. The measurement statistics 
are listed in Table 9.1. According to the measured ratio /x s  = 2.008, 

0.1H  values are calculated by replacing μ/σ with /x s  in the formulas for 
different models (the formulas can be found in reference [9]), as listed in 
Table 9.2. As the lognormal model gives the best fit, with the correla-
tion coefficient r = 0.963, which is the highest among others, the homo-
geneity of the sample A is quantified as 0.1 16.5%H =  by the lognormal 
model. Therefore, 16.5% particles are in 1.081–1.321 μm range  
( 0.9 1.1x x−  range). 

 

 

Fig. 9.2 (a) Representative TEM image of the sample A with 
variable size; (b) probability density distributions of the sample A;  
(c) representative TEM image of the sample B with homogeneous 
size; (d) probability density distribution of the sample B. Arrow 
indicates the mean size. 

Table 9.1 Measurement statistics of samples A and B in Fig. 9.2. 

Sample x  (μm) s (μm) /sx N 
A 1.201 0.598 2.008 251 
B 1.658 0.249 6.659 501 
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Table 9.2 Homogeneity quantification of samples A and B in Fig. 9.2. 

 Normal 
distribution 

Lognormal 
distribution 

Gamma 
distribution 

Weibull 
distribution 

H0.1 r H0.1 r H0.1 r H0.1 r 
A 15.9% 0.842 16.5% 0.963 15.6% 0.941 15.0% 0.901 

B 49.5% 0.938 49.8% 0.965 49.5% 0.957 49.5% 0.885 

 
On the other hand, the sample B contains particles with a more ho-

mogeneous size. A representative TEM image is shown in Fig. 9.2(c), and 
the measured histogram is shown in Fig. 9.2(d), with the measurement 
statistics listed in Table 9.1. The measured ratio /x s  = 6.659, which is 
much higher than that of sample A. Calculated 0.1H  quantities are listed 
in Table 9.2, along with the correlation coefficient r of each model. The 
lognormal gives the best fit with r = 0.965. Therefore, the homogeneity of 
the sample B is quantified as H0.1 = 49.8% by the lognormal model, 
which are significantly higher than that of sample A. 

9.1.2 Quantification of Directional Homogeneity 

Quantification of directional homogeneities involves circular data. Circular 
data are angles in the 2D space, including axial data (vary from 0 to π) and 
directional data (vary from 0 to 2π). Schematic examples of the axial data 
are shown in Fig. 9.3(a) and (b), where the linear features align well along a 
direction (the mean direction) in (a), but align in a less degree in (b).  
Since θ and θ + π are equivalent, the measured θ angle range is π.  
The angle distribution is plotted on the unit circle in (c), which covers only 
a half circle. Each point on the circle represents an orientation angle. The 
directional data examples are given in Fig. 9.3(d) and (e), where the feature 
directions are considered in (d), or the tangent direction distribution along a 
curve in (e). Here, the measured angle θ range is 2π. The angle distribution 
is plotted on the circle in (f), which covers the full circle.  

The quantification of angular data, either axial or directional, requires 
circular statistics. An arbitrary angle θ can be regarded as a unit vector X, 
or as a point on the unit circle, with Cartesian coordinates of cosθ and 
sinθ. By measuring the angle iθ  (i = 1, 2, …, N) of a number of features, 

the mean direction θ  is the direction of the resultant vector,  
R = X1 + X2 + … + XN, with a resultant length R. Dividing this vector R 
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by the number N yields the mean resultant vector R  with length ,R  
whose coordinates are 

 θ
=

= ∑ 1

1 cos ,N
jj

C
n

 
1

1 sinN
jj

S
n

θ
=

= ∑  (9.4) 

Thus,  
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 (9.5) 

The mean resultant length R  is a measure of the circular data con-
centration, and 0 ≤ R  ≤ 1. When R  = 0, θ  is not defined, which is 
the case of uniform (or random) distribution; and when all iθ  angles 
are the same, 1.R =  This mean resultant length value may be used to 
quantify the homogeneity degree R ,H  that is 

 RH R=  (9.5) 

Accordingly, 0 ≤ RH  ≤ 1. Here, we use the sample mean resultant 
length R  to estimate the population mean resultant length ρ, assuming the 
measurement number n is sufficiently large. Alternatively, similar to the size  
distribution, one may use 0.1H  and 0.2H  to define the circular data homo-
geneities (shadowed areas in Fig. 9.3c and f), as discussed in reference [9]. 

An example of directional data is to quantify the line straightness, if 
the line is long enough to provide sufficient directional data. A carbon 
nanofiber (CNF) A is straighter in Fig. 9.4(a), while another B is more 
curved in Fig. 9.4(b). Here, we suppose they are 2D samples, which lay 
on the flat support films. The lines are divided into small sections and 
then the tangent direction angles at each point are measured using a 
program ImageJ [10]. The measurements are listed in Table 9.3. It is 
evident that the angles of fiber A in Fig. 9.4(a) are more concentrated, 
with RH  = 97.3%, while angles of curved fiber B in Fig. 9.4(b) are less 
concentrated, with RH  = 82.2%. The straightness of fiber A is higher 
than fiber B. If 1– RH  is defined as the curvature, then fiber B has  
higher curvature and fiber A.  
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Table 9.3 Quantification of the directional data in Fig. 9.4. 

Sample 
Measurement Straightness, 

HR 
Curvature 

1–HR C S N 
Straight fiber A 
in Fig. 9.4(a) 

0.8636 0.4478  95 97.3%  2.7% 

Curved fiber B 
in Fig. 9.4(b) 

0.8063 0.1576 112 82.2% 19.8% 

 

 

Fig. 9.3 Schematic microstructures showing orientation distributions. 
The lines align well along a mean direction in (a) but not aligned well 
in (b), with orientation distribution of axial data on the half circle in 
(c). Alignments of directional lines in (d) and directions of tangent 
lines in (e), with orientation distributions on the full circle in (f). 
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Fig. 9.4 Quantification of a straighter fiber in (a) and a curved fiber 
in (b). Images are taken by TEM. 

9.1.3 Dispersion Quantification 

Dispersion degree is an important parameter in composite materials, 
since it is directly correlated with the material properties. Rather than 
visual estimation of good or bad dispersions, the dispersion degree 
should be quantified from the TEM images.  

The dispersion quantity is related to the free path spacing between 
the inclusion particle surfaces (rather than the particle center spacing), 
regardless of their shape or size [11–13]. The more the uniform spacing 
between the surfaces of the inclusions, the higher the dispersion grade 
will be. When all of the inclusion particles are distributed at an equal 
free path distance, the dispersion is defined as 100%. Fig. 9.5(a) depicts 
schematically a solid sample with various irregular inclusions (in dark 
color) in a matrix [13]. A section is made, as shown in Fig. 9.5(b), 
where these inclusions are seen in a 2D plane view, either on the section 
surface or on a 2D projection of the very thin section. Since the inclusion 
particles have very irregular shape, it is difficult to calculate the spacing 
between them from the particle center (x, y) positions. However, one may 
use a random line to intercept these particles to obtain the free path  
spacing measurements between these inclusions, 1,x  2 ,x  …, ,ix  …, 

,Nx  as shown in Fig. 9.5(b). If two particles attach together on this line, 
their spacing is counted as x = 0. The data homogeneity 0.1H  thus  
becomes the dispersion degree 0.1.D  
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Fig. 9.5 (a) A solid specimen contains various irregular inclusions 
(dark color) in the matrix; (b) a section from the solid specimen, 
where free-path spacing of the inclusions is measured. 

Below are the procedures to quantify the dispersion 0.1D  from TEM 
images: 

 
 1. Place arrays of parallel lines over a TEM micrograph, as shown in 

Fig. 9.6. For isotropic sample, two perpendicular arrays are applied 
so that dispersions can be measured along both directions, and the 
sample dispersion is the average dispersion along these two direc-
tions. If the sample is anisotropic, the array of parallel lines can be 
placed along any particular direction, so that the dispersion 0.1D  is 
measured along that direction. Depending on the sampling num-
ber N of measurements which should be over 100, a TEM image is 
normally divided into 10–20 grid lines. If the TEM image is taken 
randomly (or after rotation randomly), the grid lines are placed hori-
zontally and vertically to make the distance measurement easier. 

 2. Measure the free-path distance ix  using ImageJ [10] or other pro-
grams. Note that scale bars on the TEM negatives could produce 
up to 10% error; thus, the scale bars need calibration for accurate 
distance measurement, refer to Section 3.2.8 for magnification cal-
ibration in Volume 1. The sampling number N is expected to be 
greater than 100; otherwise increase the grid lines, or use more mi-
crographs even make montages of the micrographs to achieve more 
measurements. 
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Fig. 9.6 An example of a TEM image, which is divided by 10 × 10 
grid lines for the dispersion quantification along the grid lines. 

 3. Based on a set of free-path distance data, calculate the data sample 

mean /i
i

x x N=∑  and data sample standard deviation 

( )= − −∑ 2 /( 1).i
i

s x x N  

 4. Calculate the dispersion quantity 0.1D  by using the ratio /x s  to 
substitute /μ σ  in Eq. 9.3a for lognormal distributions using  
Eq. 9.3a. Here, =0.1 0.1.D H  

 
A typical microstructure of a polymer 2102A with 7.5 wt.% 30B clay 

with a good dispersion degree, exfoliation, is shown in Fig. 9.7(a) [12]. 
Generally, the original big clay clumps are completely broken up and the 
clay platelets dispersed all over the entire area. The framed area is magni-
fied in Fig. 9.7(b), where it is seen that the clay platelets are exfoliated and 
well dispersed within the matrix. For quantitative measurements, Fig. 
9.7(a) is divided by 10 × 10 grid lines, and the free-path spacing distances 
between the clay platelets along these grid lines are measured to construct 
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Fig. 9.7 (a) Microstructure of exfoliated 2102A with 7.5 wt.% 30B; 
(b) magnified image from the framed area in (a); (c) layer spacing 
distance histogram. Curve fitting by lognormal distribution is 
superimposed, and the arrowhead indicates the mean spacing 
position. 

a histogram, as shown in Fig. 9.7(c). A lognormal distribution curve is 
superimposed, which fits the measured frequency curve. Therefore, the 
dispersion 0.1D  is calculated using Eq. 9.3a for the lognormal distribu-
tion model. The statistics of the measurements are labeled in Fig. 9.7(c). 
The mean spacing is x  = 45.0 nm, and standard deviation is s = 39.9 nm, 
and thus /x s  = 1.1278. Hence, 0.1D  = 9.8%, which means about 9.8% 
spacing data are in the range of 40.5–49.5 nm, or in the range of 
0.9 1.1 .x x−  

Another example, the same type of composites but with a less disper-
sion degree, intercalation, is shown in Fig. 9.8. The platelets are widely 
spaced because of the lower filler content (2.5 wt.%). The original clay 
particles are broken up and the clay particles are well dispersed in over-
all, while aggregations composed of few platelets exist, as shown in the 
enlargement in Fig. 9.8(b) from the central framed area of Fig. 9.8(a). 
In order to increase the measurement N, Fig. 9.8(a) is shown in a lower 
magnification and it is divided by 20 × 20 grid lines to construct the  
histogram in Fig. 9.8(c). It is seen from Fig. 9.8(c) that the spacing  data  
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Fig. 9.8 (a) Microstructure of intercalated PA12 with 2.5 wt.% 
30B; (b) magnified image from the framed area in (a); (c) layer 
spacing distance histogram; (d) enlarged histogram from (c) showing 
the details in the short spacing ranging from 0 to 200 nm. Curve 
fitting by lognormal distribution is superimposed, and the arrowheads 
indicate the mean spacing position. 

scatter largely. In the short spacing range, as shown in the magnified part 
in Fig. 9.8(d), a high frequency peak appears at 2.8 nm, which means 
these platelets within clumps are just slightly opened. The appearance of 
this sharp peak in the short distance range is an evident indication of the 
intercalation. Although the peak position depends on the group number 
of the sampling to plot the histogram, it reflects the high-frequency spac-
ing data in a rough range. The mean spacing is measured as x  = 115.0 
nm with a standard deviation of s = 151.8 nm, and thus /x s  = 0.7576. 
Hence, this intercalated example has 0.1D  = 6.9%, which is lower than 
the exfoliated dispersion of 0.1D  = 9.8% in Fig. 9.7. 

9.1.4 Electron Diffraction Pattern Processing and Refinement 

As mentioned in Section 4.3.1 in Volume 1, polycrystals give rise to 
rings in the selected-area electron diffraction (SAED) patterns, and in-
dexing of such ring patterns is analog to the indexing of powder X-ray 
diffraction patterns. However, quantification of the ring SAED patterns 
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can be done if the sample is very thin, such as monodispersed nanopar-
ticles (NPs), based on kinematic scattering theory [14–23]. 

An SAED pattern from the Au3Fe1-x NPs is shown in Fig. 9.9(a), 
which contains both L12 superlattice and fundamental reflections, as 
marked by vertical bars above and below the radial horizontal line,  
respectively [23]. If the SAED pattern is digitalized (or even scanned 
from negative films), the reflections are displayed as the intensity distri-
butions at each pixel. If it is an 8-bit gray scale  image, the intensity range 
is 0–255. Therefore, on the SAED pattern, first find out its center, and 
then plot the radical intensity profile distribution. Some programs can 
produce such radical profiles, such as ELD [14]. Fig. 9.9(b) shows the 
intensity profile of Fig. 9.9(a), with the center highest intensity recorded 
as 255 from the direct beam. It is apparent that the center is oversaturated 
(all center range is at 255). All of the superlattice and fundamental reflec-
tions are superimposed upon the high background contributed by the 
strong center beam. Since the sample is very thin, the center beam is very 
strong. The background intensity I at 2θ scattering angle can be roughly 
fit by a power law, that is  

 (2 )cI b θ=  (9.7) 

where b and c are fitting parameters, which are found to be b = 51.422 
and c = –0.89902 by linear regression. The resulting intensity profile 
after subtracting the background clearly presents the weak L12 superlat-
tice reflections among the face-centered cubic (FCC) fundamental reflec-
tions, as shown at the bottom in Fig. 9.9(b), although the background 
contribution is not completely removed. 

The diffraction data are further processed. Firstly, Pawley refinement 
[24] is performed on this pattern using the intensity profile in Fig. 
9.9(b). After refining all necessary parameters with sufficient cycles, a 
good fit is achieved, with a weighted profile R-factor Rwp = 0.68%, back-
ground-corrected weighted profile R-factor Rwpb = 4.28%, and profile  
R-factor Rp = 0.48%, as shown in Fig. 9.9(c). The refinement also out-
puts fitted background, as shown in Fig. 9.9(c). After subtracting this 
background, the experimental and simulated reflection intensities, as well 
as their difference, are plotted in Fig. 9.9(d). The high background, 
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mainly from the strong center beam, is sufficiently removed. The Pawley 
refinement can provide accurate lattice parameters from the diffraction 
data but not atomic positions since atoms are not needed for the  
algorithm.  
 

 

Fig. 9.9 (a) SAED pattern of Au3Fe1–x at RT; (b) intensity profile,  
as well as the difference after subtracting the simulated background 
using the power law as described in the text; (c) the Pawley 
refinement (refined background is shown); (d) reflection intensities 
after subtracting the refined background in (c); (e) the Rietveld 
refinement (refined background is shown); and (f) reflection 
intensities after subtracting the refined background in (e). 
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Considering the small particle size, Rietveld refinement [25] is per-
formed, on the base of the refined results available from the previous Paw-
ley refinement, using a kinematical approximation. The refinement results 
are Rwp = 0.86%, Rwpb = 5.39%, and Rp = 0.66%, as shown in Fig. 9.9(e). 
The refined background is also shown in Fig. 9.9(e). After subtracting this 
background, the experimental and simulated reflection intensities, as well 
as their difference, are plotted in Fig. 9.9(f). The low R-factor of Rwpb = 
5.39% is an indication for the validity of the kinematical approximation 
applied for the sample. From the Rietveld refinement, the atomic posi-
tion, occupation, and lattice parameters are obtained. 

It should be mentioned that if the refinement is not required, the 
background can be simply processed using an algorithm described by 
Brückner [26], which is implemented in PULWIN1 [26] and Materials 
Studio Reflex module [27]. There are two parameters to simulate the 
background [27]: 

 
 1. Number of iterations iterationN  (defined in the range of 1–100), 

which specifies the number of iterations to be performed during 
the background calculation. If this number is too low, the calcula-
tion may overestimate the contribution from the background; con-
versely, if the value used is too high, the calculation may underes-
timate the background contribution.  

 2. Averaging window size winα  (defined in the range of 0.02–30.0), 
which specifies the size of the angular region, in degrees, of the exper-
imental powder pattern to be used to determine the background con-
tribution.  

 
Fig. 9.10(a) shows a background processing of the SAED pattern in 

Fig. 9.9(a) using Materials Studio Reflex default setting ( iterationN  = 30 
and winα  = 0.03). It is found that the background is overestimated, as 
the background curves upward at the peak positions. By increasing 

iterationN  = 300, the background becomes flat under each peak (Fig. 
9.10c). However, if iterationN  = 5, the background becomes severely over-
estimated (Fig. 9.10e). The intensity profiles after subtracting the back-
grounds are shown on the right side of Fig. 9.10. The peak positions can 
provide useful information for the phase identifications. 
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Fig. 9.10 Background subtraction by Materials Studio Reflex using 
different parameters of (a) Niteration = 30 and αwin = 0.03; (c) Niteration = 
300 and αwin = 0.03; and (e) Niteration  = 5 and αwin = 0.03 (c). The 
intensity profiles after subtracting the background are shown in (b), 
(d), and (f), respectively. 

9.2 In situ Microscopy 

In order to study material properties, the materials are subjected to heat-
ing, cooling, mechanical deformation, or various irradiations [28−32]. If 
the samples are processed outside the TEM, it is an ex situ experiment. 
However, some of the experiments can be done inside the TEM cham-
ber as in situ experiments, such as heating, cooling, mechanical testing 
(tensile, compression and nanoindentation), chemical reactions, and 
electron beam or other source irradiations, with the electron beam illu-
minated on the specimen to monitor the process.  

In this section, practical in situ heating, cooling, and irradiation  
experiments are described. 



108 A PRACTICAL GUIDE TO TRANSMISSION ELECTRON MICROSCOPY 

 

9.2.1 In situ Heating  

In situ heating experiment is done using a TEM specimen heating holder. 
A photo of a holder is shown in Fig. 9.11. The sample is installed in a 
furnace, which can be heated at high temperatures (most holders can 
reach or even over 1,000 °C). The furnace is thermally insulated from the 
holder. There are two pairs of wires. One pair of wires provides power to 
heat the furnace, and another pair is thermocouple to measure the tem-
perature. During the sample loading or unloading, be very careful for not 
touching these wires (the wires are easy to break, if they are accidentally 
hit by tweezers). 

The following precautions should be made for the heating experiment: 
 

 1. The sample must be solid and does not melt or evaporate at the 
desired temperature. If glue is involved, the heating temperature 
cannot be higher than its melting point to avoid contamination on 
the TEM chamber. Cu grids coated with pure carbon support film 
can withstand up to 600 °C. If higher temperature is required, use 
special grids such as silicon nitride (Si3N4) support film on Si 
which can work up to 1,000 °C.  

 

 

Fig. 9.11 TEM specimen heating holder.  
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 2. Fully retract the X-ray energy-dispersive spectrometer (EDS) detector, 
if there is, to avoid any possible contaminations. Use high-contrast 
objective aperture instead of regular objective aperture, if available, to 
avoid possible evaporated contaminations on the objective aperture 
since it is very close to the specimen.  

 3. Design the heating rate and ensure sufficient period of dwell time 
(5 min or longer) to reach thermal equilibrium at each testing tem-
perature. 

 4. If the sample drifts, wait for longer time and move the sample in 
opposite way to minimize the drifting. 

 5. When the experiment is completed, fully cool down the furnace 
until it reaches near the room temperature (RT; <30 C) and then 
remove it out from the column. Removing the holder out when it 
is hot may cause oxidation problem in the air. 

 

Here, an example of functionalized carbon nanotubes (CNTs) is 
presented [33]. Fig. 9.12(a) is a TEM image of the original pure CNTs, 
which exhibit almost clean surfaces, although there are also few attach-
ments on their outer surfaces. However, in Fig. 9.12(b) of functional-
ized CNT-COOH, processed by reactions with mixed sulfuric and ni-
tric acids (1:1 ratio), evident reactants are found on the CNT surfaces. 
EDS analysis shows that the CNT-COOH sample contains N, O, and S. 

In situ heating of the CNT-COOH sample on silicon nitride sup-
port film on Si grid is done using a heating stage, as shown in Fig. 9.13. 
In order to monitor the size changes during heating, 12 nanotubes are 
selected to monitor. During the heating experiment, it is found that even 
 

 

Fig. 9.12 Representative TEM images of the samples CNT (a) and 
CNT-COOH (b).  
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Fig. 9.13 TEM images of the functionalized CNT-COOH sample 
during in situ heating at RT (a), 253 °C (b), 500 °C (c), 1,007 °C 
(d), and then cooled down to RT (e). The measured diameters of 
selected CNTs at different temperatures are plotted in (f). 

at a lower temperature (253 °C), most of the nanotubes are significantly 
expanded, such as 4, 6–10, and 12, indicating that the coalescence hap-
pens even at lower temperature. In the following heating process, their 
diameters continue to grow, while at about 500 °C their diameters keep 
almost the same size to 1,007 °C (Fig. 9.13c and d). An image after cool-
ing down to RT is shown in Fig. 9.13(e), where it is seen that the nano-
tubes completely transform to an amorphous state. The measured size 
variations of selected nanotubes are shown in Fig. 9.13(f). It is seen that 
size expansion is inhomogeneous. For example, the nanotubes 1 and 2 
have less variation compared with others. Their average diameter is in-
creased from 4.5 nm at RT to 7.9 nm at 500 °C, and finally 8.6 nm at 
1,007 °C, with the final expansion of about 91%. 
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Another example of in situ phase transformations in In–Tl nanowires 
(NWs) is shown in Fig. 9.14 [34]. These NWs, with diameters about  
15 nm, were deposited on pure carbon support film with Cu grids and 
heated up and then cooled down in the TEM. The central dark-field 
(CDF) image at RT (Fig. 9.14a) records thin NWs with the presence of 
dense martensite twins, with polycrystalline rings in the SAED pattern. 
The first ring is from (111), followed by double rings of (002) and (200).  
The intensity profile of this pattern after background removal (refer to 
the method in Fig. 9.10) is shown in Fig. 9.14(d), which clearly shows 
the peak positions. At 50 °C and 82 °C, the martensite peaks are still 
visible, possibly due to the temperature gradient between the specimen 
holder and the carbon support film, as well as a possible temperature 
measurement error. However, at higher temperature of 140 °C, as shown 
in Fig. 9.14(b), the NWs exhibit almost uniform contrast without the 
contrast of twins, although some diffraction contrast is still visible due to 
the local orientation variations. From the inserted SAED pattern, the 
locations of the previous (002) and (200) double rings merge as single 
(200) ring, indicating the FCC structure. Because of  the disappearance 
of twins in the NWs, the number of crystallites is much reduced and thus 
 

 

Fig. 9.14 In situ heating of In–Tl NWs from RT (a) to 140 °C (b), 
and then cooling down to RT (c). The intensity profiles at different 
temperatures are shown in (d). 
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fewer reflections appear in the pattern, and the contribution from the 
amorphous carbon support film becomes more apparent. After cooling 
down to RT, the twins appear back in the NWs as shown in Fig. 9.14(c). 
Its SAED pattern indicates the martensitic face-centered trigonal (FCT) 
structure, as shown in the inset. This suggests that the FCT–FCC trans-
formation in the NWs is reversible. The intensity profiles of all SAED pat-
terns are shown in Fig. 9.14(d) to elucidate the reversible transformations. 

The Au3Fe1- x NPs, whose SAED pattern was previously processed in 
Fig. 9.9, were in situ heated from RT to 633 K using samples on pure 
carbon support films with Cu grids, as shown with the SAED patterns in 
Fig. 9.15(a) [23]. It is seen that during heating process the superlattice 
reflections remain visible up to 523 K, become very faint at 553 K, and 
then disappear at 593 K. The Rietveld refinements were made on each 
diffraction pattern, using the procedure described previously in Fig. 9.9. 
The refined intensity profiles after background subtraction  

 

Fig. 9.15 (a) SAED patterns during the in situ heating process and 
(b) intensity profiles after subtracting the refined background at each 
temperature. 
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using Rietveld refinements are shown in Fig. 9.15(b). During the Rietveld 
refinements, the crystal lattice parameters, atomic positions, and occupa-
tions could be more accurately determined. Refined lattice parameter a is 
plotted in Fig. 9.16(a). It is seen that the parameter a essentially maintains 
a linear relation with temperature T although with the presence of meas-
urement error. A sudden change occurs during the L12 to FCC order–
disorder transition, followed by a linear relationship again. Such linear 
relationships are fitted with two straight lines, as indicated with arrows. 
After cooling down to RT, the SAED exhibits only the fundamental re-
flections without evidence of superlattice reflections, indicating that the 
order–disorder transition is irreversible. A second heating cycle is made in 
a similar manner using the disordered sample. The refined lattice parame-
ter is plotted in Fig. 9.16(b). The refined lattice parameter of the disor-
dered sample exhibits a nearly linear relationship with T, without a sud-
den increase as seen in the first cycle. From the atomic occupation of Au 
and Fe, the long-range order (LRO) parameter S is determined, as shown 
in Fig. 9.16(c). It shows that S decreases as a function of temperature T 
and at 593 K, S turns to zero to be FCC structure. 

 

 

Fig. 9.16 (a) Lattice parameter a during the first heating process;  
(b) lattice parameter a during the second heating process, compared 
with (a) during the first heating process; (c) LRO S during the in situ 
heating process. 
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9.2.2 In situ Cooling  

Similar to heating, the samples can be cooled down to low temperatures 
in the TEM chamber using a cooling holder with liquid nitrogen or 
helium. The temperature of the TEM specimen, even with the fullest 
possible cooling settings, however, is indeed higher than the coolants’ 
temperature of –196 °C (77 K) and –269 °C (4 K) for liquid nitrogen 
and helium, respectively. 

The following are the precautions for the cooling experiment: 
 
 1. If the sample is dehydrated, it can be installed on the holder first 

and when it is fully inserted to the TEM chamber, cool the holder 
down. If it is hydrated sample, the experiment is done using cryo-
EM method (Section 9.3). Sample glue can be used, but use ther-
mal conducive glue to ensure the heat transfer. 

 2. Fully retract the EDS detector, if there is. 
 3. Design the cooling rate and ensure sufficient period of dwell time 

(5 min or longer) to reach thermal equilibrium at each testing tem-
perature. 

 4. If the sample drifts, wait for longer time and move the sample in an 
opposite way to minimize the drifting. 

 5. Keep filling the coolant to maintain the required low temperature 
(controlled by a heating current to reach a certain equilibrium 
temperature). 

 6. When the experiment is completed, pour out the remaining coolant 
and warm up the holder to near the room temperature and then take 
it out. Removing the holder out when it is still cooled will result in 
condensed moisture on the holder surface causing contaminations. 

 
In Chapter 4 in Volume 1, an example of in situ observation of charge 

ordering (CO) transformation in an Nd0.5Sr0.5MnO3 CMR sample cooled 
by liquid nitrogen is given in Fig. 4.14 [35].  Such in situ observation was 
made on the same area during cooling down and warming up processes. 
In situ cooling of La2−2xSr1+2xMn2O7 (x = 0.6) was also conducted [36, 37], 
and the electron diffraction patterns and high-resolution TEM (HRTEM) 
images at the low temperatures were recorded to construct a CO model 
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[36]. As shown in Fig. 9.17(a), at room temperature only fundamental 
reflections appear. At intermediate temperatures, sharp superlattice spots 
appear, which then fade and disappear at low temperatures. The intensity 
profiles across the centerline of the diffraction pattern are shown in Fig. 
9.17(b). The average intensities of these CO reflections are plotted as a 
function of temperature in Fig. 9.17(c), where they are compared with 
transport measurements of electrical resistance. The lowest temperature 
reached 23 K (−250 °C) using liquid helium cooling. 

 

 

Fig. 9.17 Electron diffraction results for a La2−2xSr1+2xMn2O7 (x = 
0.6) sample. (a) SAED patterns at RT, 125 K, and 23 K showing 
the appearance of long-range CO at intermediate temperatures;  
(b) normalized line scans through the centerline of the corresponding 
patterns in (a); (c) temperature dependence of the superlattice 
reflection intensity showing the correlation with electrical resistance. 
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9.2.3 In situ Irradiation 

The TEM specimen can be subjected to various high-energy ions or 
electrons irradiations for in situ observations [38−45].  

Fig. 9.18 demonstrates in situ electron beam irradiation of PbTe 
high-density amorphous (HDA) phase obtained from high-pressure  
deformation [45]. The in situ TEM observation was made upon a gradu-
al increase of the irradiation dose of electron beam. The initial state is 
amorphous. Upon irradiation of the area using a very weak electron 
beam (we suppose that the electron dose of this pattern is close to  
0 e/nm2), an SAED pattern was immediately taken after the specimen 
was moved to the recording area (Fig. 9.18a). The pattern showed only a 
broad diffuse scattering ring, indicating an amorphous structure. Upon  
 

 

Fig. 9.18 (a–f) In situ SAED patterns of PbTe NPs with the increase 
of electron dose level; (g) intensity profiles of SAED patterns; (h) 
HRTEM image of PbTe NPs directly obtained after the electron 
irradiation dose of 27.2 × 106 e/nm2. 
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irradiation of an electron beam with increased dose, a series of SAED pat-
terns were sequentially taken (Fig. 9.18b–f). At the 5.9 × 106 e/nm2 level 
(Fig. 9.18b), PbTe NPs started to crystallize but still showed weak diffrac-
tion rings. These electron diffraction rings became gradually stronger (Fig. 
9.18c–f). When a dose level of 8.8 × 106 e/nm2 was achieved, the crystalli-
zation was complete (Fig. 9.18c). Note that this sample was very sensitive 
to electron irradiation. In order to monitor the process of crystal nuclea-
tion and growth, HRTEM images could not be taken as they required 
high dose levels of electron beams. Only in the final crystallization stage of 
the sample exposed at 27.2 × 106 e/nm2, it was able to obtain an HRTEM 
image (Fig. 9.18h), which shows well-developed lattice fringes. One addi-
tional SAED was taken for the sample exposed at a higher dose of electron 
beam (Fig. 9.18f). To compare the intensity change, all of the SAEDs 
were processed with a background subtraction. The results are shown in 
Fig. 9.18(g), indicating that the crystallization developed gradually as a 
function of the electron beam dose. 

9.3 Cryo-EM 

Because of the high-vacuum level inside the TEM chamber, the liquid 
samples cannot be inserted to the TEM directly, but they can be frozen 
first. Cryo-EM is developed to work with the hydrated samples [46–50]. 
The major procedures of cryo-EM are described as follows. 

(a) Sample Preparation 

 1. The sample concentration must be high enough (5–10 times of the 
regular TEM sample concentration). Examine samples at room 
temperature (directly dried on grids) first to ensure the correct con-
centration. 

 2. Prepare liquid ethane (C2H6), whose melting point is –182.3 °C 
and boiling temperature is –88.5 °C. If the temperature is con-
trolled in the range of –182.3 to –88.5 °C, the ethane retains liquid. 
In the beginning, dry the cup setup completely using a hair dryer to 
eliminate moistures, and then place it into liquid nitrogen to cool 
down thoroughly. Open the main ethane tank valve and adjust the 
flow of ethane gas to a gentle stream. Start liquefying the ethane in 
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the central cup. Keep the tip of the ethane hose close to the walls of 
the cup to allow faster condensation. Continue filling the ethane 
cup until it is full (just below the spider). Once the liquid ethane is 
made, it should be used as soon as possible. If the ethane freezes, use 
the ethane gas to thaw it back into a liquid. The prepared liquid 
ethane should be clean and free of frost ice pellets (Fig. 9.19a). 
Close ethane valve when it is done. (Note: Ethane is flammable, so 
proper ventilation is required.) Place a cooled grid box to store the 
specimens to be prepared. The grid box should be thoroughly cov-
ered with the liquid nitrogen. 

 3. The preparation device by FEI Vitrobot is shown in Fig. 9.19(b). 
The humidity of the chamber is controlled to a desired level (typi-
cally 100%). Two pieces of new filter papers are installed. In the 
meantime, place several grids in a glow discharge chamber to glow 
discharge them, and then install a piece of grid on the arm. Install a 
glow-discharged grid in the chamber. 

 

 

Fig. 9.19 Procedures to prepare cryo-EM samples using plunge 
freezing method (photos are taken from snapshots, in a sequence 
labeled as a–f, from a recorded video). 
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 4. When the process starts, the cup moves up until it reaches the bot-
tom of the chamber. Open the slider door and use a pipettor to 
dispense 2–5 μL of the liquid sample onto the grid. Close the slider 
door and wait for some time (30 s) if needed (Fig. 9.19c). 

 5. Follows is the blotting process (Fig. 9.19d). Once the process is com-
pleted, the Vitrobot arm will quickly move down, so the grid is dipped 
into the liquid ethane under the chamber (Fig. 9.19e). The cup and 
the arm with tweezers and grid then move down simultaneously. 

 6. When the cup and arm reach to the bottom base (Fig. 9.19f), free the 
tweezers from the arm and quickly move the grid from liquid ethane 
to the grid box in liquid nitrogen. Be careful for not losing or damag-
ing the grid (sufficient practices are needed). Continue to freeze the 
next grid. When the grid box is full, store it in a liquid nitrogen dewar.  

 7. When all samples are done, follow the Vitrobot shutdown procedures. 
 
Some details about the plunge freezing process are illustrated in Fig. 

9.20. Start with a holey grid film (Fig. 9.20a), and a drop of liquid is 
deposited onto the film (Fig. 9.20b). During the blotting process, two 
pieces of filter papers touch on both sides of the grid, and thus extra 
liquid is absorbed while the liquid still remains in the holes (Fig. 9.20c). 
The grid is then quickly dipped into liquid ethane (Fig. 9.20d) to freeze 
the liquid on the grid. This grid with frozen sample is then quickly 
moved to the grid box for the next step. 

 

 

Fig. 9.20 Schematic plunge freezing process. (a−c) Cross-sectional 
views of a grid; (d) transfer of the grid from liquid ethane to grid box 
in liquid nitrogen. 
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(b) Transfer to the Specimen Holder 

 1. Place the cryo-holder in the cryo-transfer station. 
 2. Fill liquid nitrogen to the holder’s dewar and transfer station. Wait 

for the temperature to reach the lowest level (~ –193 °C). 
 3. Cool down a pair of dried tweezers and the clip-ring tool. 
 4. Open the shutter of the holder, move the grid from the grid box to 

the holder, and ensure the sample is placed on the right location 
with the sample film side on the upside (in the TEM it also on the 
upside). Ensure it lies on a flat position and is centered. Secure the 
ring on the rod and close the shutter for the next step. 

(c) Transfer to the Microscope 

 1. On the microscope, prepump the airlock and set the stage angle at 
–60°, so that the holder (with liquid nitrogen filled) can be inserted 
without tilting to a large angle to keep some amount of liquid ni-
trogen in the dewar. 

 2. Quickly remove the holder from the transfer station and insert into 
the pre-pumping position in the microscope.  

 3. When the pumping is completed, insert the specimen holder. 
 4. Fill liquid nitrogen to the dewar. Check the temperature that 

should fall to ~–172 °C. Check again every 2 h to ensure sample is 
at the correct temperature and fill liquid nitrogen as needed.  

 5. Wait for the column vacuum to stabilize (~10 min). Only when 
the column pressure reaches allowed level of the instrument, open 
the column valve. Open the shutter on the holder for observation. 

 6. During the observation, use relatively weaker beam and lower 
magnifications. At higher magnifications (80,000× or above), the 
electron beam heats the sample due to the increased electron dose, 
so the ice starts to melt and evaporate to form holes. In this case, 
use low-dose imaging method for imaging at high magnifications 
(refer to Section 9.4).   
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 7. When the experiment is completed, close the microscope column 
valves, reset the holder positions, pull off remaining liquid  
nitrogen in the dewar, and warm up the holder to RT before taking 
it out of the TEM column. 

 8. After each use of the holder, bake it at 100 °C for a long time (~10 h) 
for the next use. 

 
If the plunge cooling speed is high enough, the ice appear as vitreous 

(amorphous) ice, which exhibits as continuous background (Fig. 9.21a). 
However, if the sample is not prepared correctly, crystalline ice particles 
appear (Fig. 9.21a and b), which disturb the observation. 

Fig. 9.22(a) shows hydrogel-forming peptide nanofibers prepared by 
the cryo-EM method [51]. In this hole, the ice appears as vitreous ice 
background, and the fibers are frozen in the ice. An enlarged image is 
shown in Fig. 9.22(b). After long-time observation, or if the electron 
beam is focused on a spot, it is possible to observe that the ice starts to 
melt and evaporate by appearing small holes. In fact, some small holes 
can be found in Fig. 9.22(b). Lipid vesicles can be studied by the cryo-
EM [46, 49, 52]. Fig. 9.22(c) shows spherical lipid vesicles in vitreous 
ice, with few crystalline ice particles presented. The enlarged image is 
shown in Fig. 9.22(d). These particles are well preserved in their original 
status for the TEM observations. 

 

 

Fig. 9.21 (a, b) Two examples of vitreous ice and crystalline ice. 
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Fig. 9.22 Cryo-EM images of hydrogel-forming peptide nanofibers  
(a, b) and lipid vesicles (c, d). 

9.4 Low-Dose Imaging 

For electron beam-sensitive materials, it is difficult to record structural 
images without any beam damage on them. Even under very weak 
beam, once the area is found and immediately the photo button is 
pressed (or clicked in the computer screen), few seconds have passed by 
the recording starts. The low-dose imaging is developed to overcome 
this problem [53–56]. As shown in Fig. 9.23, it comprises three modes:  
 
 1 Search mode, which is at a low magnification for a large view. Select 

an interested area and move it to the center. Since the magnification 
is low and a large area is exposed, the interested area is exposed only 
to a very low dose level of electrons (typically <1 2 s/Å /e ). 
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Fig. 9.23 Low-dose imaging principles. 

 
 2. Focus mode, which is at the high magnification but the beam is 

deflected away from the interested area, so that the user can take 
time to focus it well without any hurry. Normally two focus areas 
can be defined by the user, as they should not overlap with the 
specimen of the interested area to avoid damage on it. 

 3. Exposure mode, which is at a high magnification to expose the in-
terested area using the focusing and brightness conditions defined 
in the previous Focus mode. The beam remains blank until the Ex-
posure mode starts, it opens for a short period of time defined by 
the user (normally 0.5–2 s), and then it blanks again to protect the 
specimen. 

 
In such an imaging mode, the interested area is exposed only to a 

short period of time defined by the user to minimize the beam damage. 
Note that image is still recorded with sufficient illumination intensities 
to get high-quality signals rather than very weak intensities, but any un-
necessary time is cut off. 

To measure the electron dose in the Exposure mode, retract the 
specimen (no specimen in the view) and take an image with 1 s expo-
sure. Measure the mean counts of the exposure and the dose level of the 
current illumination. 
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Fig. 9.24 shows examples of virus particles prepared using cryo-EM. 
Since these particles are very sensitive to the electron beam, low-dose 
mode was used to record them. If the exposure time is 1 s, the electron 
dose is calculated as 20 2 ,/Åe  and the image is dark (Fig. 9.24a). If the 
exposure is increased to 1.5 s, the dose is at 30 2e/Å ,  the particles exhib-
it higher brightness and contrast, as shown in Fig. 9.24(b). However, if 
the exposure time is increased to 3.5 s, the dose reaches 70 2 ,/Åe  and 
damages have occurred, as circled in Fig. 9.24(c). Correct dose level 
should be carefully selected for a specific sample. 
 

 

Fig. 9.24 Cryo-EM images recorded in low-dose mode. (a) 20 e/Å2 
(exposure: 1 s); (b) 30 e/Å2 (exposure: 1.5 s); 70 e/Å2 (exposure: 3.5 s).  
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9.5 Electron Tomography 

9.5.1 Experimental Procedures 

A single TEM image provides only 2D information on the project from a 
3D sample. To overcome this 2D problem, ET is developed [57–65].  
The ET procedures are illustrated in Fig. 9.25, including the following 
steps: 
 
 1. Data acquisition. The TEM sample is tilted to the highest possible 

degree until the view is blocked or limited by the instrument, nor-
mally from –70° to +70°, depending on the sample geometry, spec-
imen holder, and microscope configuration. The number of images 
between +tilt and −tilt can be different while ensuring the tilting 
range is at the full possible range to record more images. The angle 
increment is normally set as 1° or 0.5°. The obstacle for the acquisi-
tion is the sample drift during tilting. Therefore, the sample holder 
should be previously well calibrated. The calibration is done using 
small NPs in high contrast, such as fiducial markers, so that any drift 
at each angle is recorded, which is thus compensated for the real 
sample at that angle. 

 2. Data alignment. Even for a set of data acquired from a well-
calibrated holder, the images still shift at different angles. The 
alignment process is done to align these images. This step should be 
repeated, sometimes for many times, until satisfaction is reached. 
After the alignment, the images translate smoothly when they are 
displayed as a movie. 

 3. Data reconstruction. After the alignment, the data reconstruction is 
done using the aligned data. This is a mathematic process, which is 
straightforward using existing computing programs. 

 4. Object rendering. After the reconstruction, visualize and render the 
reconstructed volume, such as slice views or 3D isosurface. 

 
A series of representative TEM images during tilting are shown in 

Fig. 9.26. The sample was tilted from 0° gradually to 50°, and then 
returned back to 0° and continued to tile to –50°. The sample drifted 
slightly during the tilting. Although it is evident that the NPs appear as 
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different projections after tilting, without reconstruction it is impossible 
to tell the 3D structure of these NPs. After the 3D reconstruction, 3D 
information is obtained, which will be given late (in Fig. 9.33). 
 

 

Fig. 9.25 Electron tomography procedures of data acquisition, 
alignment, and reconstruction. 
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Fig. 9.26 A series of representative images obtained by tilting. (a–e) 
Images tilted to positive angles; (e–i) images tilted to negative angles. 

The images for tomography can be taken in TEM mode, STEM 
mode, and even elemental maps although it would take very long time 
to get a large number of images. 

9.5.2 Object Shapes 

A major advantage of ET is its capability to investigate the object 3D 
shape. A single TEM image provides a projection only from the top 
view. However, once the reconstruction is completed, it is possible to 
view the object from any views by rotating the reconstructed volume, or 
by slicing it to get intersections [66–68].  

As an example, two types of Ni3S4 NPs, rod shaped and triangle 
shaped, are shown in Fig. 9.27(a) and (b), respectively. From a single 
TEM image, it is impossible to tell what their 3D shapes are. Therefore, 
ET was used to study their shapes [66]. 
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Fig. 9.27 Ni3S4 NPs with rod (a) and triangle (b) shapes. 

An area containing several tens of Ni3S4 nanoprisms, as shown in 
Fig. 9.28(a), is selected for ET. Note that the areas in Fig. 9.27(a) or (b) 
are not suitable for ET, since the features are similar; so tracking may be 
lost during the tilting. The reconstructed volume is shown in Fig. 
9.28(b), displaying two perpendicular sections. It is found that these 
nanorods are indeed nanoprisms. As a comparison, a model with two 
simulated prisms exhibiting cross sections is inserted with each Ni3S4 
nanorod ending with a triangular cross section. Interestingly, two trian-
gles for most adjacent “rods” are standing oppositely on the TEM film 
(marked rectangle in Fig. 9.28b), likely due to strong face-to-face inter-
actions. Three typical cross sections parallel to the imaging plane 
through the 3D reconstruction are shown in Fig. 9.28(c–e). A cartoon 
demonstrating the corresponding cross planes of prisms is given below 
each figure. Fig. 9.28(c) shows the cross-sectional view near the top of 
the reconstructed volume. The width of the bright “rod” (marked area 
with a square on Fig. 9.28c) is ~4 nm. The width of the “rod” increased 
to about 8.2 nm at the middle cross section plane (Fig. 9.28d) and 
about 11.5 nm near the bottom cross-sectional plane (Fig. 9.28e). Based 
on these results, it can be deduced that the edge length of the nanoprism 
is of ~12 nm. Moreover, it is noted that for the adjacent nanoprism, in 
both marked areas, an opposite trend is observed, where the width of 
the “rod” decreases as the numerical cross-sectional plane increases.  
These results show that the Ni3S4 “rods” are actually triangular nano-
prisms, and two adjacent nanoprisms are lying reversely on the TEM 
grid in an energetically favored way due to the maximized van der Waals 
interactions arising from the face-to-face orientation. 
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Fig. 9.28 Ni3S4 nanoprisms. (a) TEM image; (b) reconstructed 3D 
tomographic cross section; (c–e) cross-sectional planes at different 
heights of the reconstructed volume. Insets: schematic representation 
showing variable cross sections at different heights. 

The triangular shaped Ni3S4 NPs were also examined with ET. The 
area as shown in Fig. 9.29(a) is selected for ET. Three typical cross-
sectional planes through the 3D reconstruction parallel to the imaging 
plane are shown in Fig. 9.29(b)–(d), along with cartoons demonstrating 
the corresponding cross planes of a pyramid viewed at different posi-
tions. The triangles, as indicated by a circle, show different sizes on the 
intersecting plane. In Fig. 9.29(b), the triangles show an average side 
length of 16 nm. At a cross-sectional plane at the middle height of the 
reconstructed volume, as shown in Fig. 9.29(c), equilateral triangular 
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shapes are at the same location (pointed by an arrow) but with smaller 
side length, about 10.5 nm. As the viewing plane further moves down, 
the equilateral triangle shown at the same location is even smaller with 
the side length of ~6 nm. This is also a representative shape at this 
plane. The proportional variations of equilateral triangle in size at differ-
ent cross-sectional planes confirmed that the Ni3S4 particles synthesized 
have a tetrahedral pyramid shape. Interestingly, the decrease in size for 
most of the nanopyramids as the cross-sectional planes come closer to 
the TEM grid indicates that the Ni3S4 pyramids are standing on the tip 
over the grid. Fig. 9.29(e) shows the 3D isosurface top view where the 
bottoms of the nanopyramids are observed in most of the cases, and Fig. 
9.29(f) is the side view of the assembly showing assembled NPs standing 
on the carbon film on their tips, while few isolated NPs on the backside 
of the carbon film attaching on their faces. This phenomenon (tip down 
standing) is energetically unfavorable, probably due to the strong inter-
actions between NP tips. 

 

 

Fig. 9.29 Ni3S4 nanopyramids. (a) TEM image; (b–d) slices of the 
reconstructed volume at top (b), middle (c), and bottom (d) positions; 
(e) top view; (f) side view. Insets: schematic representation of the 
nanopyramids. 
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Fig. 9.30(a) is a TEM image of CuInSe2 NWs with saw-tooth  
shapes [67]. An HRTEM image is shown in Fig. 9.30(b), with two dif-
ferent indicated regions of the NW magnified in Fig. 9.30(c) and (d), 
respectively. These two regions exhibit a twinning relationship around 
the growth axis with ~60° rotation about the common (112) plane. 
Many NWs show a saw-tooth-like surface along the growth axis.  

In order to examine the morphology of the NWs in more detail, 
STEM images and a 3D ET were obtained. Fig. 9.31(a) shows a STEM 
Z-contrast image of a NW with saw-toothed surface, which clearly shows 
the triangular shapes stacked along the NWs. ET is conducted  
using the TEM mode. Cross-sectional views at two selected positions of  
 
 

 

Fig. 9.30 (a) Representative TEM image of NWs; (b) HRTEM 
image; (c, d) magnified HRTEM images from the areas indicated in 
(b). Insets of (c–d) are structural models. 
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Fig. 9.31 (a) STEM image of a NW; (b) two locations of on a NW 
where cross-sectional views are obtained; (c, d) cross-sectional views 
of the NW in (b). 

the reconstructed volume, as indicated in Fig. 9.31(b), are shown in Fig. 
9.31(c) and (d). Two superposed triangles and a single triangle are clearly 
identified, as shown in Fig. 9.31(c) and (d), respectively. The orientation 
relationship between the cross sections shown in Fig. 9.31(c) and (d) 
clearly indicates the twinning with a ~60° rotation, consistent with the 
twinning of the lattice observed in HRTEM images of the NWs in Fig. 
9.30. While moving along the growth axis of the NW, all the identifiable 
triangular cross sections were oriented in the same or ~60°-rotated  
directions. These observations indicate that the morphology of the NW 
can be viewed as a stack of truncated tetrahedra with occasional rotations 
of a tetrahedron unit by ~60° around the growth axis. 
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9.5.3 Nanoparticle Assemblies 

Since the ET can reveal the 3D structure of NPs, it can be used to study the 
NP assemblies. As shown in TEM projection images (Fig. 9.32a and b), the 
sample contains large In2O3 octahedral NPs and small spherical Pt NPs 
[69]. Two types of individual In2O3 and Pd structures were observed. In 
Fig. 9.32(a), the In2O3 nanoctahedra are <001>-projected and orientated 
by sitting on their vertices. The Pd NPs are inserted at positions that close 
to four vertices from the four nearest-neighbor In2O3 nanoctahedra. Inter-
estingly, Fig. 9.32(b) reveals the second type of packing arrays. The In2O3 
nanoctahedra, projected in <110> orientation, sit on their edges, that is, 
slightly truncated (110) facets.  

Fig. 9.33(a) presents a 2D binary NP superlattices (BNSL) area se-
lected for the ET. A series of images at different angles are taken and 
they are then reconstructed by the back-projection method using FEI 
Xplore3D program. Fig. 9.33(b) shows a reconstructed volume that was 
rendered using isosurface, indicating NPs that are consistent with those 
observed in the real TEM image in Fig. 9.33(a). Using this reconstruct-
ed volume, it is possible to visualize the pattern at any angles. In order 
to determine the relative positions of Pd NPs to In2O3 nanoctahedra, it 
is necessary to tilt this volume to the edge-on angle (perpendicular to 
the electron beam). Fig. 9.33(c) and (d) are two representative side 
views, near and at the edge-on positions, respectively. It is clear that 
most of the Pd NPs locate on the middle plane of the In2O3 nanoctahe-
dra, apparently well above the substrate surface (support film) rather 
than sitting on it. Note that in this area, few Pd NPs are found on  
another side of the support film, and thus two planes are shown in Fig. 
9.33(c) and (d), depicting the top and the bottom surfaces of the sup-
port film. Supposing the bottom few Pd NPs attach the support film 
due to the absence of charge on this side, the support film thickness is 
estimated as 17 nm. 

Based on experimental observations, the BNSL assembly models are 
proposed in Fig. 9.34(a) and (b), corresponding to the observations in 
Fig. 9.32(a) and (b), respectively. The coordination number of Pd NPs 
around a In2O3 nanoctahedron is ultimately dependent on the packing 
orientation of the In2O3 nanoctahedron. 
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Fig. 9.32 TEM images of binary assembly structures formed between 
In2O3 nanoctahedra and Pd NPs. (a) Type-I assembly, the 
nanoctahedra oriented along <001>, as indicated by the inserted 
model; (b) Type-II assembly, the nanoctahedra oriented along <110>, 
as indicated by the model. 

 

 

Fig. 9.33 3D reconstruction. (a) TEM image; (b) reconstructed 
volume rendering; (c) close to edge-on side view of the volume;  
(d) edge-on side view of the volume. Data bars represent a scale of  
50 nm. 
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Fig. 9.34 Structure models of (a) Type I ([100] oriented) and  
(b) Type II ([110] oriented) 2D BNSL assemblies along plane and 
side views, respectively. 

9.5.4 Nanoparticle Superlattices 

Similar to atoms to form crystals, NPs can assemble into NP superlattices 
(NPSLs). To determine the crystal structures, diffraction and HRTEM 
imaging methods are used. Although it is possible to reach atomic resolu-
tion using ET [63], it is still difficult to reveal unknown crystalline struc-
tures using ET. Since the NPs in NPSLs are much larger than single  
atoms, it is possible to directly visualize the individual NPs within NPSLs 
to clarify the superlattice structures.  

The NPSLs of Pt3Ni octahedral NPs were studied by ET [70]. Fig. 
9.35(a) displays a TEM image, where nanoctahedra marked with solid 
dots were lying on the bottom support film, and with open dots were in 
the top layer according to the ET analysis. A planar unit cell is outlined, 
with a = 15.7 nm along the vertical direction (projection direction), and 
the other direction is about 2 a. Fig. 9.35(b) is a stacking model of the 
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Fig. 9.35 Double-layer stacking structure in a drop-cast superlattice 
studied using a tomography technique. (a) TEM image; (b) stacking 
model of double layers, along the plane and side views; (c) reconstructed 
volume, with two cross-sectional views, with top edges marked as AB 
and CD, respectively, shown on the right side. (d, e) Slice views of 
bottom and top layers, respectively, at the heights as marked in (c). 
Nanoctahedra marked with solid and open dots correspond to those in 
(a); (f) superimposition of (d) and (e), but the intensity is divided by 2. 

double-layer assembly, along the plane and side views. Fig. 9.35(c) illus-
trates the 3D reconstructed volume with three cross-sectional views, and 
two of them, with top edges marked as AB and CD, respectively, are 
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displayed on the right panel. It is evident that this is a double-layered 
structure, and the nanoctahedra of the top layer are located in the gap 
between nanoctahedra of the bottom layer that are the more stable posi-
tions to reduce the surface energy. Fig. 9.35(d) and (e) are the slices of 
bottom and top layers, respectively, at the heights as marked in  
Fig. 9.35(c). Nanoctahedra marked with solid and open dots correspond 
to those in Fig. 9.35(a). Fig. 9.35(f) is a superposition of Fig. 9.35(d) 
and (e), but the intensity was divided by 2. The superposition produces 
two lines of paired bright spots within a unit cell, confirming the bright 
image spots appearing in the TEM image in Fig. 9.35(a) are indeed the 
empty channels along the viewing direction. This can also be seen in the 
plane view model in Fig. 9.35(b).  

In the stacking structure of a triple-layer pattern, Fig. 9.36(a) shows 
a TEM image with an inset of its SAED along [110]. Fig. 9.36(b) illus-
trates a structure model of the bcc packing unit cell, as well as plane and 
side views. The reconstructed volume is shown in Fig. 9.36(c), with two 
cross-sectional views AB and CD showing on the right side. From this 
analysis, three stacked layers are recognizable. Similar to the double-layer 
structure, the nanoctahedra of two neighboring layers are shifted by half 
of the repeat spacing. The nanoctahedra thus form a bcc packing super-
lattice (refer to Fig. 9.36b). Fig. 9.36(d), (e), and (f) show slices of the 
bottom, middle, and top layers, respectively, at the heights as indicated 
in Fig. 9.36(c). With the outlined planar unit cells, the nanoctahedra of 
the top and bottom layers have the same planar positions, whereas 
nanoctahedra in the middle layer are located in the maximum space 
between them. Fig. 9.36(g) is a superimposition of Fig. 9.36(d), (e), and 
(f), but the intensity was divided by 3. The resulting bright image dot 
lines are consistent with the observed TEM image in Fig. 9.36(a).  

ET of a Pt3Cu2 NPSL with five layers was conducted [71]. Fig. 9.37(a) 
presents a TEM image of an area selected for tomography. Circled particles 
are identified to be located underneath the carbon support film  
according to this ET study. Fig. 9.37(b) presents a structural model of a 
bcc superlattice. The 3D reconstructed volume from large tilting angle 
series (from –62° to 64° at 1° interval) is shown in Fig. 9.37(c), and two 
orthogonal views AB and CD are shown in the right side. From the cross-
sectional views, it is apparent that the assembly contained five stacked  
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Fig. 9.36 Triple-layer stacking structure in a drop-cast superlattice 
studied using a tomography technique. (a) TEM image; (b) structure 
models of the bcc packing unit cell, as well as plane and side views; 
(c) reconstructed volume, with two cross-sectional views, with top 
edges marked as AB and EF, respectively, shown on the right side. 
(d–f) Slice view of bottom, middle and top layers, respectively, at the 
heights as marked in (c). (g) Superimposition of (d), (e), and (f), but 
the intensity is divided by 3. 

 
layers, while without the reconstruction, it is almost impossible to iden-
tify the layers from the 2D image in Fig. 9.37(a), even when viewed at 
different tilting angles.  

It is noticed that the bottom of this agglomerate is not flat but 
formed a downward depression of the support film, as marked by the 
broken lines, indicating an effect of gravity, or more likely the surface 
tension of the agglomerate that tends to favor a spherical shape. The 
support film is visible in the cross-sectional views, with a measured 
thickness of 16 nm.  The particle indicated by an arrow under the film 
is the same one indicated by an arrow in the plane view in Fig. 9.37(a). 
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Note that along the z direction, particles are slightly stretched due to a 
tomography artifact.  
 

 

Fig. 9.37 Electron tomographic analysis of superlattice structure.  
(a) TEM image (circled particles are located underneath of the carbon 
support film); (b) superlattice model with bcc structure; (c) 3D 
reconstructed volume, with two orthogonal views labeled as AB and CD 
shown on the right side; (d–h) slice plane views at the heights of z1–z5 
as indicated in (c); (i) averaged intensities of the images (d) through 
(h). Planar 2 × 2 unit cells are outlined in (d–h), with schematic 
structural models showing on the top-right corner of each image. 
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Slice plane views at the height of z1, z2, …, z5 as marked in Fig. 
9.37(c) are shown in Fig. 9.37(d)–(h), indicating the nanoctahedra on 
the 1st to 5th layers, respectively. As summarized by a schematic model 
projection presented in the inset of each corresponding slice-view pat-
tern, the NPs on the same layer formed a near regular, centered rectan-
gular pattern, with 2 × 2 unit cell outlined, and two adjacent layers just 
offset by half the periodicity, suggesting a stacking sequence of ABAB .... 
By summation of Fig. 9.37(d) through Fig. 9.37(h) then followed a di-
vision by 5, an image with white dotted lines is obtained (Fig. 9.37i), 
which has the same image features as observed in the TEM image (Fig. 
9.37a). Superimposing two adjacent model projections produced these 
observed image features with white dotted lines, which are the empty 
channels along the viewing direction. The averaged lattice parameter 
was measured as a = 15.2 nm. 

Fig. 9.38 shows ET results of Pt nanocube (NCb) superlattices as-
sembled from aromatic toluene [72].  The coexistence of monolayer and 
bilayer NCb assemblies in the selected area (Fig. 9.38a) demonstrates 
that NCbs in both regions prefer to contact each other via their (100) 
faces and to have square face-to-face conformation. In the magnified 
bilayer zone, the NCbs on the top layer take the same orientation as the 
bottom ones and have a face-to-face contact between both layers (Fig. 
9.38b). The structure model of simple cubic (SC) structure is presented 
in Fig. 9.38(c). Fig. 9.38(d) illustrates the 3D reconstructed volume 
(left), and two orthogonal cross-sectional views AB and CD on the 
right. It is clear that within this double-layer assembly, the NCbs in the 
top layer (z1) from both slices are directly located on the top surface of 
bottom layer (z2). The corresponding slice views of the top and bottom 
layers, as marked with height labels (z1 and z2) in Fig. 9.38(d), are 
shown in Fig. 9.38(e) and (f), respectively. Their averaged intensity is 
shown in Fig. 9.38(g). From the lateral views of AB and CD shown in 
Fig. 9.38(d), the horizontal length is measured to be 12.2 nm, while the 
vertical height is 11.5 nm with an uncertainty of 5.7%. Considering the 
systematic error along the vertical direction produced in TEM tomogra-
phy, it is reasonable to assume that this is a cubic structure. The meas-
ured lattice constant a = 12.2 nm and an average interparticle spacing is 
2.23 nm. 
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Fig. 9.38 Self-assembly patterns of Pt NCbs generated from a toluene 
solvent. (a) TEM image; (b) magnified image from (a); (c) structural 
model; (d) 3D reconstruction (left) with two orthogonal views AB and 
CD (right); (e, f) slice views of the top and bottom layers at the 
heights of z1 and z2, respectively, as indicated in (d); (g) calculated 
image obtained by averaging (e) and (f). 

When the aromatic toluene solvent was replaced by aliphatic hexane 
while other conditions were kept the same, the TEM image of NCb  
assemblies is shown in Fig. 9.39(a), exhibiting a significant change in the 
packed superstructure. To clearly probe the assembly structure in the mul-
tilayer regions, the part marked with a square in Fig. 9.39(a) was magni-
fied in Fig. 9.39(b), showing the projection of NCbs from several layers. 
The stacking model is illustrated in Fig. 9.39(c). The 3D reconstructed 
volume, together with two delicately chosen cross sections, is shown in 
Fig. 9.39(d). From these images, three different layers are easily recog-
nized. The top and bottom layers locate vertically equivalent positions and  
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Fig. 9.39 TEM and tomographic results of Pt NCb self-assembly 
generated from hexane as the solvent. (a) TEM image; (b) magnified 
image; (c) structural model; (d) 3D reconstruction (left) with two 
orthogonal views AB and CD (right).  

the middle one is horizontally shifted along a certain distance relative to 
them. It can be clearly seen that the average distance between the top and 
bottom layers is much larger than the interparticle distance within the 
same layer. Fig. 9.40(a)–(c) displays their reconstructed slice views at dif-
ferent heights labeled as z1, z2, and z3, respectively, as well as their rela-
tive in-plane coordinates (image insets). As is shown, the NCbs in the 
middle layer have different coordinates from those in the other two layers, 
which may be explained as a result of simultaneous in-plane movements 
along two horizontal directions with a half interparticle distance. The su-
perimposed averaged image is shown in Fig. 9.40(e). The superlattice has 
a body-centered tetragonal (BCT) structure, with a = 12.5 nm and c = 
20.0 nm. Although there is a systematic error associated with the vertical 
height measurement in TEM tomography, if we assume that the error 
along the vertical direction is the same as that indicated in Fig. 9.38 (with-
in ±5.7%), the lattice parameter c will be in the range of 18.9–21.1 nm. 
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Based on a = 12.5 nm and c = 20.0 nm, the interparticle spacing within 
the horizontal layer is determined to be 2.59 nm, which is 16% larger 
than that for the SC superlattice (2.23 nm) in Fig. 9.38. ET directly re-
vealed the superlattice structure type, lattice parameters, component NP 
shape, size, and their spacing. 
 

 

Fig. 9.40 (a−c) Slice views of the top, middle, and bottom layers at 
the heights of z1, z2, and z3, respectively, as indicated in Fig. 39(d); 
(d) image by averaging (a−c). Unit cells are outlined. 
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A Practical Guide to Transmission 
Electron Microscopy, Volume II
Advanced Microscopy

Zhiping Luo

Transmission electron microscope (TEM) is a very powerful 
tool for characterizing various types of materials. Using a 
light microscope, the imaging resolution is at several hundred 
nanometers, and for a scanning electron microscope at several 
nanometers. The imaging resolution of the TEM, however, can 
routinely reach several angstroms on a modem instrument. 
In addition, the TEM can also provide material structural 
information, since the electrons penetrate through the thin 
specimens, and chemical compositional information due to the 
strong electron specimen atom interactions. 

This book provides a concise practical guide to the TEM 
user, starting from the beginner level, including upper-division 
undergraduates, graduates, researchers, and engineers, on how to 
learn TEM effi ciently in a short period of time. Volume I covers the 
instrumentation, sample preparation, fundamental diffraction and 
imaging; and this volume covers advanced diffraction, imaging, 
analytical microscopy, and some newly developed microscopy 
techniques. This book may serve as a textbook for a TEM course 
or workshop, or a reference book for the TEM user to improve 
their TEM skills.

Dr. Zhiping Luo is an associate professor in the department 
of chemistry and physics at Fayetteville State University, North 
Carolina. He started electron microscopy in early 1990s. 
While he was conducting his PhD thesis work on rare earths-
containing magnesium alloys, he encountered with fi ne complex 
intermetallic phases, so he used TEM as a major research 
method. From 1996 to 1997 he was at Okayama University of 
Science, Japan as a postdoctoral researcher to study electron 
microscopy with Professor H. Hashimoto. In 1998, he moved 
to materials science division, Argonne National Laboratory, as 
a visiting scholar and became the assistant scientist in 2001. 
Between 2001 and 2012, he worked as a TEM instrumental 
scientist at the Microscopy and Imaging Center at Texas A&M 
University, where he taught TEM courses and trained many TEM 
users. Dr. Luo has authored over 200 articles in peer-reviewed 
journals, and most of them involved TEM investigations.
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