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AbstrAct

Secondary ion mass spectrometry (SIMS) is a mass spectrometric tech-
nique for solid materials that can provide elemental analysis at parts per 
million sensitivity and lateral resolution of 50 nm. When those capabili-
ties are combined with the ability to provide that analysis as a function 
of depth, SIMS has proved to be a valued technique for a wide range of 
applications. This book was written to explain a technique that requires an 
understanding of many details in order to properly obtain and interpret the 
data. It also will serve as a reference for those who need to provide SIMS 
data. The book has over 200 figures and the references allow one to trace 
the development of SIMS and help understand the technique.
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prefAce

Why this technique? What is the value? This analytical method is not 
marked by sheer numbers of instruments but by the value of the data 
obtained. The impact of a depth profile that shows an unexpected con-
taminant is hard to quantify. In a semiconductor processing facility, the 
identification of a source of iron contamination can resolve a stoppage of 
the process line which can be worth millions of dollars per day. The abil-
ity to obtain parts per million sensitivity for an element and to locate that 
element with good depth resolution provides many applications.

What does it take to understand secondary ion mass spectrometry 
(SIMS)? There are many details and it is necessary to be aware of them. 
This work is intended to provide a current summary of SIMS depth pro-
filing for those who need to understand SIMS data and those who perform 
SIMS analyses. Earlier efforts are outdated, and the Wilson, Stevie, Magee 
book published as a guide is already more than 25 years old. The current 
offering will be available in print and on the web, and it can be updated.

Depth profiling SIMS has been available for about 40 years, and the 
understanding and improvements in instrumentation continue to progress. 
Application examples in this volume include a wide range of materials 
such as semiconductors, insulators, minerals, metals, and catalysts. But the 
applications continue to multiply. Plasma ion sources that provide higher 
ion current density will improve our ability to study interfaces more than 
100 µm deep and will increase our understanding of coatings. With the 
advent of large molecule ion sources such as C60 and argon clusters, the 
method now has progressed into depth profiling of organic materials.

The author has relied on the earlier book for a number of figures. The 
author is indebted to the contributions from other analysts with whom he 
has had the privilege of interacting during his career. Of special mention 
are Bob Wilson and Charles Magee who are the coauthors of our earlier 
book, and Dave Simons who has provided valued comments to both pub-
lications. Dick Brundle and Joe Bennett also reviewed this work and made 
many contributions.





CHAPtER 1

compArison of surfAce 
AnAlyticAl techniques

1.1  COMMOn ELEMEntAL SuRfACE AnALYSiS 
tECHniQuES

There are a limited number of commonly available elemental surface 
analysis techniques. Scanning electron microscopy (SEM) is very widely 
used and is often accompanied by an x-ray analyzer that provides energy 
dispersive spectroscopy (EDS) elemental identification with percent level 
detectability. To categorize the analytical techniques, it is useful to iden-
tify the probe and detected species. In this case electrons are the probe 
and x-rays are detected. Because the electron probe and the analytical 
volume are small, elemental information can be obtained from a small 
area. There are two techniques that use electron detection, Auger electron 
spectroscopy (AES) and x-ray photoelectron spectroscopy (XPS) (also 
referred to as electron spectroscopy for chemical analysis), and have a 
better detection limit than SEM-EDS (0.1 percent atomic compared with 
percent levels). AES uses electron bombardment and detection whereas 
XPS uses x-ray bombardment and electron detection. Secondary ion mass 
spectrometry (SIMS) uses ions for bombardment and detection and has a 
much higher sensitivity (ppma to ppba) than the other techniques and that 
is a major reason for its usage.

In terms of lateral resolution or minimum analysis area, SEM-EDS can 
provide elemental analysis results from less than 50 nm  and transmission 
electron microscopy EDS (TEM-EDS) using current instrumentation can 
identify a single column of atoms [1]. AES can resolve at 3 nm, but XPS 
has the issue of focusing x-rays so the detected area is often  determined 
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by the focusing properties of the electron analyzer. As a result it is difficult 
for XPS to have less than 1 μm lateral resolution and the detected area 
can be on the order of 1 mm for many instruments. SIMS can typically 
provide lateral resolution less than 1 μm and the NanoSIMS50 can achieve 
50 nm lateral resolution. With a liquid metal ion source (LMIS), the beam 
size can be 5 to 7 nm, but the sensitivity of SIMS is limited for probe 
beams such as Ga+. High spatial resolution and ppb sensitivity cannot be 
achieved at the same time. More detail on small area analysis is provided 
in Chapter 5.

Table 1.1 provides a comparison of these four techniques most 
 commonly used in elemental analysis. SIMS holds a valued place in 
the analytical methods, not just because of sensitivity. All elements can 
be detected including the important element hydrogen, which cannot 
be detected with the electron beam or x-ray methods.  Isotope-specific 
 analysis can also be performed. SIMS analysis can be achieved from 
less than one monolayer at the surface; however, for depth profiling 
applications, depth resolution may vary from 2 to 30 nm depending on 
 instrumental  conditions. The dynamic range for SIMS is noteworthy. 
Since this is a mass spectro metric technique, it is possible to have a range 
from 100  percent to ppm or ppb. Note that the dynamic range or a single 
 species in a depth profile is  typically limited to less than 1 × 106 because 
of memory effects.

Table 1.1. Common elemental analysis techniques

AES XPS SIMS SEM-EDS

Probe spe-
cies

Electron X-ray Ion Electron

Detected  
species

Electron Electron Ion X-ray

Information  
depth

2 nm 2 nm 0.3–1 nm 0.1–1 μm

Lateral  
resolution

20 nm 1 μm–1 mm 7 nm–10 μm 50 nm

Elements  
detected

>He >He All >B

Detection  
limit

0.1%–1% 0.1%–1% ppm–ppb 1%

Chemical  
information

Limited Yes Yes No
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1.2 intRODuCtiOn tO MASS SPECtROMEtRY

Mass spectrometry is an analytical technique that uses a mass spectro-
meter to separate ions by their mass to charge ratio. All naturally occurring 
 isotopes will be present in natural abundance (except for extraterres-
trial, ion implanted samples, or those that may have been intentionally 
 separated, such as lithium, boron, and uranium). As shown in Figure 1.1, 
chlorine has two naturally occurring isotopes at mass 35 and 37, with the 
abundances shown. If the Cl dimer ion, Cl2, is detected, then the isotopic 
pattern will be a binary expansion of the Cl monomer isotopic pattern. 
A mass spectrum can be complex because many element combinations 
are possible and ions can be formed with a charge state higher than one. 
This complexity can result in multiple species present at the same mass. 
The species can be resolved if the mass resolution is sufficient as shown in 
Figure 1.2, which highlights just one mass from a complex mass spectrum 
for crude oil. All the positive ions shown in the top part of the figure have 
the same nominal mass 700 [2].

A mass spectrometer block diagram is shown in Figure 1.3. The 
 sample can be inlet as a gas, as vapor from a liquid, or volatilized by 
laser from a solid and then ionized. Ions can also be generated directly 
from a solid by interaction with an energetic beam, such as an ion beam. 
When ions are used they are typically focused in an ion optical column 
with multiple electrostatic lenses and then scanned over the sample sur-
face to be analyzed. An airlock or exchange chamber makes it possible 
to insert samples without bringing the analysis chamber up to air. The 
ions are extracted from the sample interaction region and injected into a 
mass analyzer. Three types of mass analysis are generally available. Ions 
can be separated by their mass to charge ratio using quadrupole, magnetic 

Figure 1.1. Isotopic abundances.
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sector, or time-of-flight (TOF) mass analyzers. The analyzed ions are then 
detected and processed using counting electronics. The overall instru-
ment operation and the data acquisition and reduction are directed with 
a  computer. The ion beam regions must be under vacuum so a vacuum 
pumping system is required with the exception of atmospheric pressure 
ionization systems.

Figure 1.2. High mass resolution mass spectrum of 700 Da.
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Figure 1.3. Mass spectrometer block diagram.
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The material to be analyzed can have many elements and the mass 
of the ion analyzed must be a variable. This means that a mass spectrum, 
or plot of intensity of each ion as a function of mass to charge ratio, will 
be obtained. The mass spectrometer measures the mass to charge ratio of 
the ion of interest. The unit of mass is one Dalton (Da), which is defined 
as 1/12 the mass of 12C (12.00000). A series of mass spectra taken over a 
specific time period can provide information on the presence of elements 
as a function of any parameter that has been varied in the time period. 
For example, if the sample is being heated, the mass spectra obtained as 
a function of temperature provide a record of volatile products from the 
material of interest. If the sample is being sputtered to provide a crater, 
then the result will be an intensity profile of the species monitored as a 
function of depth.

Mass spectrometry has been a very successful analytical technique for 
decades and has been applied to the study of solids, liquids, and gases. It 
has been used to identify unknown compounds, quantify detected  elements, 
and determine chemical composition. A significant reason for this popular-
ity is the dynamic range from 100 percent to ppm or better. Few tech-
niques can match this capability that can exceed eight orders of magnitude 
detection and measure bulk and trace constituents. Detection is possible for 
quantities in the femtogram (10−15 g) range. The ability to not only identify 
elements but also distinguish the isotopes of the elements is a key feature.

1.3  BRiEf HiStORY Of MASS SPECtROMEtRY 
AnD SiMS

The mass spectrometer dates back to experiments by J. J. Thomson  starting 
in 1889. Thomson noted that positive secondary ions were generated in a 
gas discharge tube in 1910 and developed the first mass spectrometer in 
1913 by passing ions through a magnetic field [3]. The first modern mass 
spectrometers are credited to A. J. Dempster in 1918 and F. W. Aston in 
1919, who obtained precise atomic weights for 20Ne and 22Ne in 1920 [4]. 
The double focusing analyzer was developed in 1934 [5]. By 1953 the 
TOF analyzer had been introduced [6] and the quadrupole analyzer had 
also been added to the suite of analyzers [7]. Applications in the 1940s 
were extended from isotope measurements to complex mixtures of hydro-
carbons from petroleum fractions. By the 1950s, high molecular weight 
steroids were analyzed. In the 1960s, gas chromatograph mass spectrom-
etry (GC-MS) was introduced. Many other methods that employ mass 
spectrometry have subsequently been developed.
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The earliest history of SIMS can be traced to Woodcock at the 
 University of Chicago in 1931, who studied negative ions produced by 
bombardment with Li+ ions [8]. In 1949, Herzog and Viebock described 
a SIMS instrument [9]. More SIMS instrumentation began to appear with 
a magnetic sector analyzer by R. E. Honig in 1958 [10, 11], secondary 
ion microscope by R. Castaing and G. Slodzian in 1962 [12], and GCA 
Corporation IMS101 magnetic sector by H. Liebl and R. F. K. Herzog in 
1963 [13]. The magnetic sector by G. Slodzian [14] became the prototype 
for CAMECA magnetic sector instruments starting with SMI-300 (also 
referred to as IMS-300) in 1968 [15]. In 1969 Benninghoven developed 
SIMS analysis of the surface, referred to as static SIMS [16]. In the 1970s, 
a number of commercial magnetic sector SIMS instruments became avail-
able such as the CAMECA IMS-3f in 1978 [15] and the Applied Research 
Laboratories (ARL) IMMA in 1970 [17, 18]. Other instruments such 
as the Sensitive High Resolution Ion Microprobe magnetic sector [19] 
and Cherepin instrumentation [20] were also developed in the 1970s. In 
the same time frame, instruments with quadrupole analyzers were intro-
duced by Wittmaack, Liebl, and Magee [21–25]. Subsequent commercial 
 quadrupole analyzer versions appeared as the Atomika 3000 in 1983, 
Physical Electronics PHI-6300 in 1984, and Riber MIQ 256. TOF analy-
zers developed from early work by scientists such as Poschenrieder. [26] 
The ability to obtain high mass resolution in excess of 10,000 and the 
injection between analysis pulses of electrons for charge neutralization 
[27] and ions for sputtering (dual beam depth profiling) have made the 
TOF-SIMS a highly capable instrument for both the ION TOF [28] and 
Physical Electronics [29] designs.

Ion sources have seen continual improvement with designs such 
as the duoplasmatron plasma source [30]. The utility of SIMS was 
increased  significantly in 1977 when a cesium primary beam was devel-
oped to enhance negative secondary ion yields [31]. The introduction of 
the  liquid metal ion source (LMIS) provided very high brightness with 
 virtually a point source and the ability to obtain high lateral resolution 
ion images [32–35]. Ion sources for analysis of organic materials using 
 TOF-SIMS have shown a progression to beams with ever larger ion clus-
ter size starting with SF5 [36] and continuing with the latest ion sources, 
C60 [37] and Ar clusters [38].

The development of SIMS has been chronicled through a series of 
biennial international conferences fostered by A. Benninghoven that began 
in 1977 [39] and continue to be held. Starting with the second  meeting, a 
proceedings book with peer reviewed articles has been  published [40–50]. 
Since SIMS XIII in 2002, the papers have also been published as journal 
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articles in either Applied Surface Science or Surface and Interface  Analysis 
that can be easily accessed [51–57]. These books and journal articles rep-
resent a significant segment of the early SIMS literature. Unfortunately, 
many of the proceedings books are difficult to obtain. Other sources of 
information for SIMS are found in a number of books [58–64] and book 
chapters [65–71] and at the websites of the American Society for Mass 
Spectrometry, U.S. SIMS Workshop Series, SIMS in Europe, and Inter-
national SIMS Society [72–75].

1.4 tYPES Of MASS SPECtROMEtRY

There is often confusion over the terms mass spectrometry and mass 
 spectroscopy. Spectrometry refers to the method used to acquire a 
 measurement of a spectrum. Spectroscopy is identified with the study of 
incident, emitted, and absorbed spectra of materials. Spectroscopy is used 
to refer to techniques such as AES, and spectrometry is used to identify all 
the mass spectrometric methods.

The mass spectrometer can be coupled with another technique to pro-
duce an instrument with powerful analytical capability. For example, a gas 
chromatograph separates gases as a function of their ability to pass through 
a packed column, usually glass. A gas chromatograph mass spectrometer 
provides a mass spectrometric analysis of each separated portion of the 
gas mixture inlet into the column. The thermogravimetric mass spectro-
meter analyzes the volatile portion of a specimen that is being weighed at 
the same time. Table 1.2 lists several common instrument–mass spectro-
meter combinations for analysis of different types of materials.

Table 1.2. Types of mass spectrometry

Name Sample type

Electron impact (EI-MS) Gas
Inductively coupled plasma (ICP-MS) Gas/liquid
Gas chromatography (GC-MS) Gas
Liquid chromatography (LC-MS) Liquid
Thermal ionization (TIMS) Solid
Thermogravimetric (TG-MS) Solid
Glow discharge (GDMS) Solid
Secondary ion (SIMS) Solid
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Mass spectrometric methods are sorted by the means of ionization. 
There are many fields in mass spectrometry based on the instrumentation 
used. Electron impact ionization mass spectrometry is a common method 
of ionization used for analysis of gases and volatile organic species. The 
mass spectrum obtained from one ionizing method may be quite different 
from that obtained using another method. The electron impact method of 
ionization is very well known and electron impact mass spectra exist for 
a large number of materials. A significant data item for the analysis of 
organic materials is the determination of the parent ion, which occurs at 
the molecular weight of the material. Most ions detected are fragments 
of the species analyzed. Ion bombardment can break bonds and cause 
 rearrangements, so that some of the ions detected are modifications of the 
original structure.

Ions ejected from a sample can be analyzed as a function of their 
location on the sample. By preserving the location, an ion image can be 
obtained that provides lateral information. If a series of ion images can be 
obtained during analysis of a specimen, then a three-dimensional repre-
sentation can be generated.

SIMS utilizes the analysis of detected secondary ions resulting from 
the bombardment of a surface by primary ions. SIMS has matured to 
become an essential characterization technique. The semiconductor indus-
try has driven the development of several analytical methods, including 
SIMS, which has been employed to examine almost every facet of semi-
conductor fabrication. Developments in instrumentation and quantifica-
tion have extended the application of this method to many areas other than 
the semiconductor field.

1.5 RAtiOnALE fOR SiMS

The major advantages of SIMS are sensitivity, depth resolution, and 
 imaging resolution. These capabilities are achievable for all elements, 
including hydrogen, and for all isotopes. SIMS is particularly advanta-
geous for sensitivity and depth resolution. The sensitivity of EDS elemen-
tal analysis is limited to the percent level and that of AES and XPS to 
tenths of a percent. Rutherford backscattering spectrometry can surpass 
AES in sensitivity, especially for higher atomic number elements, but 
SIMS detection limits are typically orders of magnitude lower. SIMS can 
detect from 100 percent to ppm or ppb, which is an impressive dynamic 
range. Parts per trillion detection limits have been obtained under advan-
tageous conditions. The sensitivity of SIMS and the difference between 
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AES and SIMS can be demonstrated by comparing an AES depth profile 
for SiO2/TiN/Al shown in Figure 1.4 with a SIMS depth profile for arsenic 
implanted in silicon shown in Figure 1.5. The AES profile is quantitative 
for the matrix species, and shows two orders of magnitude dynamic range 
plotted with a linear scale. The arsenic in the SIMS profile is plotted with a 
logarithmic y-axis and shows more than four orders of magnitude dynamic 
range. The arsenic in this sample would not be detected at all with AES 
whereas the SIMS detection limit is in the parts per billion atomic range. 
Note that the detected area for the SIMS profile is 30 µm in diameter and 

Figure 1.4. AES depth profile.
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the detected area for AES with a field emission source may be less than 
50 nm. Figure 1.6 shows the low mass range of a SIMS mass spectrum for 
Si plotted with linear and logarithmic y-axis and demonstrates why SIMS 
data are typically shown with a logarithmic display [76].

SIMS quantification is achieved with standards. Inorganic and 
organic depth profiles are possible. Much of the organic profiling has 
been done recently with the availability of cluster ion sources. Table 1.3 

Figure 1.6. SIMS mass spectrum y-axis display.
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Table 1.3. SIMS advantages and disadvantages

Advantages

 All elements and isotopes detected
 Good depth resolution, a few nm typical and can be <1 nm
 ppm to ppb sensitivity over periodic table
 Dynamic range >108 possible
 Quantitative with standards
 Rapid multielement analysis
 Two- and three-dimensional analysis possible
 Little or no sample preparation

Disadvantages

 Destructive technique
 Complex mass spectra—many mass interferences
 Large variation of secondary ion yields over periodic table
 Quantification requires secondary standards
 Quantification difficult for matrix species
 Secondary ion yield varies with matrix
 Charging effects for insulator analysis
 Topography formation can affect depth resolution
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summarizes the advantages and disadvantages of the SIMS technique. 
The chapters that follow provide detailed information on these aspects 
of the technique.

1.6 tYPES Of SiMS DAtA

SIMS data are typically presented in three formats: mass spectra, depth 
profiles, and images. Mass spectra display secondary ion intensity as a 
function of mass to charge ratio. Figure 1.7 shows a mass spectrum of 
zinc oxide obtained with O2

+ primary beam. The spectrum is complex 
because zinc has five naturally occurring isotopes and molecular ions 
that contain zinc and oxygen are easily formed. Depth profiles show 
secondary ion intensity as a function of depth into the sample. For some 
instrument types, such as quadrupole and magnetic sector, the species 
profiled must be chosen in advance. For TOF instruments, the complete 
mass spectrum is obtained at each depth measured and any species in the 
mass spectrum can be displayed in a depth profile. Figure 1.8 shows a 
depth profile of an insulator structure, which is coated with gold to aid in 
charge neutralization. Three layers of borophosphosilicate glass (BPSG) 
can be distinguished. The layers have a constant phosphorus concentra-
tion but a varying boron concentration. Ion images display secondary 
ion lateral distribution.  Figure 1.9 shows carbon ion images from a nio-
bium bicrystal before and after heat treatment. The carbon segregates to 
the interface after heating.

Figure 1.7. Zinc oxide mass spectrum.
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CHAPtER 2

sims technique

2.1 intERACtiOn Of iOnS WitH MAttER

An ion striking the surface of a sample gives rise to many secondary 
species. As shown in Figure 2.1, these species include electrons, x-rays, 
neutrals, and positive and negative secondary ions. Most of the ejected 
species are neutral atoms or molecules. For secondary ion mass spectro-
metry (SIMS) the species of interest are the secondary ions because they 
can be extracted and mass analyzed.

2.2 SPuttERing PROCESS

The basis of SIMS is the sputtering process. Ions are used for sputtering 
since electrons have very limited sputtering capability. The difference in 
mass between an electron and an O2

+ ion is 58,000, which is approxi-
mately the difference in mass between a pellet for a BB gun (0.2 g) and 
an 88 mm artillery shell (9 kg). As illustrated in Figure 2.2, a bombarding 
ion strikes the sample surface, loses charge at impact, and penetrates the 
sample surface. The energy of the bombarding species is dissipated in a 
collision  cascade. The incident species comes to rest within the sample 
at an average depth that matches the projected range of an ion implanted 
atom. Some of the atoms in the collision cascade provide sufficient energy 
close enough to the surface to remove atoms or molecules from the sam-
ple. These ejected or sputtered species, some of which are  ionized, leave 
the surface with an energy distribution with a most probable energy of 
less than 10 eV and the neutral species have line-of-sight  trajectories. 
 Figure 2.3 shows a schematic drawing of the energy distribution of the 
sputtered species, most of which are neutrals [1]. The secondary posi-
tive and negative ions are of interest for the SIMS technique. Other 
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Figure 2.1. Interaction of ions with matter.
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Figure 2.2. SIMS process.
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species (secondary electrons, photons) are also emitted, but they do not 
 significantly affect the secondary ion yield, with the possible exception 
of charging effects on insulating samples due to the loss of secondary 
electrons. Most of the sputtered species arise from the first monolayer [2]. 
The lifetime of a single cascade event is 10−11 to 10−13 s and the extent of 
the cascade is approximately 10 nm, which represents the ultimate lateral 
resolution of the technique.

Two simulation methods have been very useful to aid in understand-
ing sputtering. One is the Transport of Ions in Matter (TRIM) Monte Carlo 
simulation for ion implantation [3] and the other is the molecular dynam-
ics sputtering simulation typified by the work of Barbara Garrison [4]. 
The TRIM simulation program is available to anyone and can generate 
an array of informative plots, particularly the depth distribution of an ion 
implanted species. The software is capable of generating simulations for 
the implantation of any element into a wide range of substrates. Figure 2.4 
shows TRIM calculations for boron implanted into silicon at two ener-
gies. The 50 keV boron implant has a projected range of 173 nm while 
the 10 keV projected range is 42 nm. Note that the SIMS process is very 
similar to the ion implantation process used in the semiconductor process-
ing industry. In fact, the SIMS primary beam has been used to implant a 
known quantity of a species for later analysis as a standard [5, 6].

The Garrison group has long been known for the generation of 
three-dimensional sputtering simulations. The simulations range from 
bombardment of a material with an atomic ion, such as Ar+ into rhodium, 
to bombardment with large molecular ions, such as C60

+. Many of the 

Figure 2.4. TRIM simulation at two impact energies.
Source: www.srim.org
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simulations are available on the Garrison website [4]. Figure 2.5 shows 
a simulation of Ar+ into rhodium [7]. Figure 2.6 shows an example of 
starting conditions for SF5

+ bombardment of biphenyl molecules on Si and 
Cu substrates [8]. It can be inferred that the sputtering rate for silicon is 
less than that for copper because the density of atoms in the near-surface 
region is lower for silicon and fewer interactions near the surface will 
occur. Figure 2.7 shows C60

+ bombardment of silver compared with Ga+ 
bombardment [9].

Figure 2.5. Simulation of particle surface interaction.
Source: Reproduced with permission from R. Webb, University of 
Surrey [7].
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Figure 2.6. Sputtering simulations for SF5
+.

Source: Reproduced with permission from K. Krantzman, College 
of Charleston [8].
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2.3 SPuttERing YiELD

The sputtering yield or number of atoms sputtered per incident ion has 
been measured as a function of incident ion parameters. Figure 2.8 shows 
the sputtering yield as a function of primary ion energy for Ar+ and Ne+ 

Figure 2.7. Sputtering simulation of C60
+ versus Ga+ on Ag(111).

Source: Reprinted with permission from Analytical Chemistry, 
 Copyright 2003 by the American Chemical Society [9].
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Figure 2.8. Sputtering yield versus primary energy.
Source: Sigmund [10], Reprinted with permission from Physical Review, 
Copyright 1969 by the American Physical Society.
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bombardment of copper [10]. The sputtering yield does not change sig-
nificantly with energy, but does show a peak at about 30 keV for Ar+ and 
15 keV for Ne+. The peak can be explained by the deeper penetration of the 
bombarding species at high energy and hence less energy imparted to the 
surface to remove atoms. The energy available to surface atoms continues 
to decrease with increasing bombardment energy. At low energy the impact 
of the ion is diminished, there is less energy available to remove surface 
atoms, and the sputtering yield is reduced. Figure 2.9 shows sputtering 
yield versus incident energy for species most commonly used in SIMS 
[11–17]. Sputtering yield can be increased significantly for some materials 
with the use of cluster beam sources, such as C60 [18]. Figure 2.10 shows  

Figure 2.9. Sputtering yield versus primary energy.
Source: Morgan et al. [11]; Zalm [12]; Wittmaack [13–16].
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Monte Carlo simulations of the collision cascade at two different angles 
of incidence [19]. The normal incidence case shows a deeper distribution 
with fewer collisions next to the surface compared with the 70º incidence 
distribution that has more collisions near the surface. It is evident that the 
off-normal incidence case has a higher sputtering yield and the implanted 
atoms are closer to the surface. Figure 2.11 shows the same figure but 
with an overlay of a Gaussian summation of the implanted species and 
the projected range of the implant. Figure 2.12 is a schematic drawing that 
shows the relationship of sputtering yield with angle of incidence. This 

Figure 2.11. Distribution of implanted species.
Source: Wilson, Stevie, and Magee [19].
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relationship has been found to be similar for O2
+ bombardment of several 

matrixes, such as Ge, Si, and GaAs [20, 21]. All three substrates show 
significant increase in sputtering rate as the angle of incidence is increased 
from normal incidence to 60º from normal. Sputtering yield increases with 
the angle of incidence until about 70º from normal [22]. Note that in SIMS 
the convention is to specify the angle of incidence as the deviation from 
normal, i.e., normal incidence is zero degrees. Figure 2.13 helps summa-
rize the results for energy and the angle of incidence with simulations for 
boron implanted at different energies (1, 3, 5 keV) and incidence angles 
(0°, 30°, 60º) from normal. The angular distribution of sputtered species is 
not uniform [23–25]. Figure 2.14 shows a schematic drawing of sputtered 
species for a sputtering beam of approximately 5 keV at 60º incidence. 

Figure 2.13. Penetration depth versus energy and incidence angle.
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This figure illustrates the importance of detector location with respect to 
the primary beam incidence angle.

It is also important to understand the relationship between the 
 sputtering yield and the bombarding and target species [26]. Figure 2.15 
schematically shows the relationship of the sputtering yield with the 
atomic number of the bombarding ion. The shape of the curve is con-
tinuous with a low sputtering yield for low atomic number, but only a 
gradual increase is seen above atomic number 30. The situation is quite 
different for the target element. Figure 2.16 shows that the sputtering yield 

Figure 2.15. Sputtering yield versus primary ion 
atomic number.
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Figure 2.16. Sputtering yield versus target atomic number.
Source: Wilson and Brewer [27], reprinted with permission from 
John Wiley and Sons.
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varies dramatically over the periodic table and there is a general relation-
ship between increasing sputtering rate and increasing atomic number for 
a row in the table [27]. The difference in sputtering rates for different 
 elements (and different compounds) results in the need for corrections in 
the depth scale for the analysis of multilayer structures. For Kr+ at 45 keV, 
zinc sputters at approximately a factor of seven faster than iron and a 
depth profile through zinc-coated steel would require a significant depth 
axis correction when converting sputtering time to depth.

2.4 PREfEREntiAL SPuttERing

The sputtering of a matrix with more than one component can result in a 
nonstoichiometric removal of the components [28]. This is especially true 
if there is a significant difference in mass between the components. For 
example, in the analysis of tantalum silicide (TaSi2) with O2

+ bombard-
ment, the tantalum is more difficult to remove than the silicon, and at an 
interface between TaSi2 and another layer, the tantalum will show poorer 
depth resolution than the silicon. This effect can also be noted for isotopes, 
especially of low mass elements. For example, the analysis of lithium iso-
topes, 6Li and 7Li, has shown that the initial flux of sputtered species is 
enriched in the lighter isotope [29]. This isotope effect has implications 
for isotope ratio measurements.

2.5 SECOnDARY iOn YiELD

Both positive and negative secondary ions can be formed. We know that 
the positive secondary ion yields are related to ionization potential and 
the negative secondary ion yields are related to electron affinity. There are 
many possible ionization methods (electron impact, ion or atom impact, 
photoionization, surface ionization, charge transfer, thermal ionization) 
and the actual method of ionization in SIMS is still not completely under-
stood [30]. Certain aspects of the ionization can be described. For bom-
bardment using rare gases such as Ar+ and Xe+, the secondary ion yield is 
significantly lower than that for bombardment using reactive species such 
as oxygen or cesium. The secondary ion yield is affected by the chemical 
environment of the substrate. The presence of reactive species such as 
oxygen or cesium at the specimen surface enhances secondary ion yields 
for positive and negative ions, respectively [5, 31]. Oxygen is understood 
to enhance positive secondary ions because the surface is first oxidized 
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and then metal oxide bonds are broken. The use of cesium reduces the 
work function, which affects the ability to add an electron and increase 
negative secondary ion formation. The work function is the difference in 
energy between an electron in the vacuum with no kinetic energy (only 
electrostatic energy) and an electron at the Fermi level inside the solid. 
Electron affinity is the energy gained in taking an electron at rest just 
 outside an atom and placing it in a vacant orbit. The change from Fermi 
level to electron affinity level indicates the formation of a negative ion. 
The amount of cesium on the surface can be affected by bombardment 
conditions (angle of incidence, energy, sputtering rate).

The secondary ion yield (fraction of sputtered atoms that are ion-
ized) is also dependent on primary beam energy and angle of incidence. 
 Figure 2.17 shows that changes in secondary ion yield do not vary signifi-
cantly over the energy range 2 to 12 keV [11–17]. However, Figure 2.18 
shows that both positive and negative secondary ion yields decrease 
 dramatically as incidence angle is varied from 0° to 60º from normal [14, 
20]. This is the opposite of the sputtering yield versus incidence angle plot 
shown in Figure 2.12. As a result, analyses are typically conducted with 
the angle of incidence between 0° and 60º to balance the sputtering yield 
and secondary ion yield.

Some of the models for secondary ion emission:

• Bond-breaking model [32–34]
• Electron-tunneling model [35, 36]

Figure 2.17. Secondary ion yield versus primary energy.
Source: Morgan et al. [11]; Zalm [12]; Wittmaack [13–16].

Silicon secondary ion yield 
dependence on primary ion 
impact energy for various 
primary species at normal 
incidence. 

0
10–7

10–6

Si–×100

Si+×100

Xe+

Ar+

Xe+

Si–

Si+

Silicon
normal incidence

Cs+

O2
+

Ar+

10–5

10–4

10–3

2 4
Primary ion energy (keV/atom)

Se
co

nd
ar

y 
io

n 
yi

el
d 

(io
ns

/s
pu

tte
re

d 
at

om
)

6 8 10 12 14



30  •  SECOnDARY iOn MASS SPECtROMEtRY

• Local thermal equilibrium (LTE) model [37–39]
• Work function model [40]
• Surface-polarization model [41]
• Surface-excitation model [42]

An accurate model can provide a better understanding of the ioniza-
tion process and simplify SIMS quantification. Initially, SIMS analysis 
was regarded as a semiquantitative technique that could provide only com-
parative information between samples. Some of the models were able to 
provide results within a factor of two or three, but this was not sufficiently 
accurate for many applications. The ion implantation method  presented in 
Chapter 6 can routinely provide results within 10 to 20  percent of the actual 
value, and silicon dopant measurements within 1 percent can be achieved 
based on standards from National Institute for Standards and Technology.

2.6  OXYgEn fLOOD (OXYgEn LEAK, OXYgEn 
BACKfiLL)

For O2
+ bombardment, the amount of oxygen available to oxidize the sur-

face is maximized at normal incidence and can totally oxidize the surface 

Figure 2.18. Secondary ion yield versus incidence angle.
Source: Wittmaack [14, 20].
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for moderate sputtering rates. At nonnormal incidence, the oxidation of 
the surface is not complete. Enhancement with oxygen flood (oxygen leak, 
oxygen backfill) has often been used to increase the amount of oxygen 
present at the surface. This is accomplished with the addition of a nozzle 
close to the sample surface. Oxygen is inlet through the nozzle at a rate 
sufficient to aid the oxidation process. The background pressure in the 
analysis chamber will increase and limit the amount of gas that can be 
used. If the analysis chamber pressure is too high then the mean free path 
of ions in the gas will be too short to conduct the analysis. The increase in 
secondary ion yield can be very significant. For 4 keV Ar+ bombardment 
of silicon at normal incidence, 28Si+ increased by at least three orders of 
magnitude when oxygen partial pressure was increased from 10−6 Pa to 
10−4 Pa [43]. Figure 2.19 shows the result of using oxygen flood on an 
ion implant of arsenic through a 50 nm SiO2 layer on silicon [44, 45]. The 
analysis was made using O2

+, and the higher oxygen concentration in the 
oxide resulted in a secondary ion yield enhancement, which is evidenced 
by a discontinuity at the oxide/Si interface. When oxygen flood was added 
to the O2

+ primary beam, the oxygen concentration at the surface was suf-
ficient throughout the profile to remove the yield difference between oxide 
and silicon. The depth profile then showed a constant matrix intensity and 
no discontinuity in the arsenic profile. However, the addition of an oxygen 
flood can affect the sputtering rate, which would require a depth scale 
correction.

Figure 2.19. O2
+ and oxygen flood remove matrix effect. (a) Yield enhance-

ment in SiO2 and discontinuity at interface and (b) added oxygen flood 
removed yield difference between SiO2 and Si.
Source: Stingeder et al. [44]; Wilson, Stevie, and Magee [45].
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2.7 MAtRiX EffECtS

Secondary ion yields for a given element can vary with the matrix. Studies 
of the important combination of silicon and germanium in semiconduc-
tor technology show the importance of this effect [46, 47]. The example 
just discussed for arsenic with oxygen flood displayed the difference in 
secondary ion yield between SiO2 and silicon, and some yield change is 
almost always evident for an oxide layer on a nonoxidized substrate. Ion 
implantation of samples in oxide and substrate can be used to illustrate 
and resolve a matrix effect. Figure 2.20 shows separate implants of 31P in 
silicon and SiO2 and indicates a higher secondary ion yield for 31P in SiO2 
compared with silicon. Figure 2.21a shows a depth profile for 31P through 
a SiO2/Si/SiO2/Si structure and appears to show phosphorus peaks at the 
interfaces of the SiO2 layers with the silicon layer. If we plot the phospho-
rus profile referenced to phosphorus in silicon, as shown in Figure 2.21b, 
and plot phosphorus referenced to SiO2 as shown in Figure 2.21c, the 
peaks still appear but the phosphorus profiles are different because of the 
yield difference between the oxide and silicon. Now if we plot phosphorus 
in silicon as shown by the dashed line in Figure 2.21c, then the composite 
profile referenced to the ion yield for the respective matrixes shows no 
peaks at the interfaces and a phosphorus concentration much higher in the 
silicon layer than in the oxide layers.

A similar result can occur for a material such as a silicide that  contains 
an element that does not oxidize readily. Figure 2.22a shows a depth  profile 
of PtSi/Si analyzed with an O2

+ primary beam [48]. Even though platinum 
does not oxidize readily, PtSi contains silicon, which does  oxidize easily. 
The result is a uniform platinum signal in the PtSi. Figure 2.22b, also 
obtained using O2

+, shows an apparent peak at the interface of a layer 

Figure 2.20. Matrix effect: P in Si versus SiO2.
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Figure 2.21. Matrix effect: P in Si versus SiO2. (a) Raw data: apparent P 
peaks, (b) referenced to P in Si , and (c) referenced to P in SiO2.
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of Pt/Si. The peak occurs because the yield for platinum is low, but as 
the interface between platinum and silicon is reached, the silicon oxidizes 
and increases the secondary ion yield and shows the apparent increase in 
platinum.
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CHAPtER 3

AnAlysis pArAmeters

Secondary ion mass spectrometry (SIMS) is a technique where the details 
matter. There are a number of parameters that need to be considered for 
primary beam, secondary species, and analyzer. This section discusses 
how to optimize these parameters in order to obtain the desired SIMS data.

3.1  PARAMEtERS Of intERESt fOR DEPtH 
PROfiLing

The primary beam polarity, species, energy, current, and angle of incidence
Raster and detected area
Secondary beam polarity, species, energy distribution
Mass resolution

3.2 PRiMARY BEAM POLARitY AnD SPECiES

When the SIMS technique began to blossom in the 1970s, it became 
quickly apparent that positive secondary ion yields for materials such as 
metals showed a dramatic increase in secondary ion yield in the native 
oxide compared with the bulk metal [1]. Table 3.1 shows that positive 
secondary ion yields were typically higher by a factor of 10 to 100 or 
more in the oxide. This caused issues in depth profiling of many materials 
with rare gas beams as there was a large change in secondary ion yield in 
the profile and poor secondary ion yields in the matrix. One conclusion 
from these data was to perform the analysis using an oxygen beam. With a 
duoplasmatron source (described in Chapter 4, instrumentation) a positive 
oxygen beam could be obtained with high current density. It was noted 
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that the species from the positive beam contained significant amounts of 
both O+ and O2

+ but the latter was more intense by about a factor of 10. 
For this reason O2

+ is almost universally used. Another advantage of the 
use of O2

+ is that the energy of the beam is split over the two oxygen 
atoms and that reduces the impact energy for each atom by a factor of two 
and results in shallower penetration into the sample. As will be shown in 
Chapter 5 (depth profiling) lower energy provides better depth resolution. 
A mass filter in the primary column prior to bombardment of the sample 
can  separate the two oxygen ion species (monomer and dimer).

Good secondary ion yields for many elements, especially the elec-
tropositive ones, were obtained using O2

+, but there were many elements, 
such as the halides, that had very poor positive secondary ion yields and 
weak negative secondary ion yields. A study of these elements, which had 
high electronegativity, showed that Cs+ could lower the work function and 
significantly improve negative secondary ion yields [2].

Table 3.1. Absolute positive secondary ion yields

M (element)
SM

+ (clean  
surface)

SM
+ (oxygen- 

covered surface)
Ar+ 3 keV,  

70º incidence

Mg 0.01 0.9
Al 0.007 0.7
Ti 0.0013 0.4
V 0.001 0.3 Most elements show 

greater than × 10  
increase for oxygen  
covered surface  
compared with  
clean surface

Try analysis using  
O2

+

Cr 0.0012 1.2
Mn 0.0006 0.3
Fe 0.0015 0.35
Ni 0.0006 0.045
Cu 0.0003 0.007
Sr 0.0002 0.16
Nb 0.0006 0.05
Mo 0.00065 0.4
Ba 0.0002 0.03
Ta 0.00007 0.02
W 0.00009 0.035
Si 0.0084 0.58
Ge 0.0044 0.02

Source: Benninghoven [1].
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These early studies resulted in the selection of O2
+ and Cs+ as the 

typical beams for depth profiling of inorganic materials. These two spe-
cies provide complementary secondary ion yield enhancement over the 
periodic table. Figures 3.1 and 3.2 show relative sensitivity factors (RSFs) 
plotted versus atomic number in a silicon matrix for the two beams [3]. 
RSFs are obtained from analysis of standards and reflect the difference in 
sensitivity for different elements. The RSFs are inversely proportional to 
secondary ion yields so a low RSF equates to a high secondary ion yield. 
It is readily apparent that species such as the halides have poor positive 
secondary ion yields with O2

+ but have the highest negative secondary ion 
yields with Cs+ bombardment.  An example of the variation of secondary 

Figure 3.1. Positive secondary ion yields for O2
+ impact on Si.

Source: Wilson, Stevie, and Magee [14].
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ion yield with primary ion species was noted in the analysis of GaAs with 
an argon ion beam [4]. Approximately a factor of 1000 higher secondary 
ion yield was obtained for Ga+ compared with As+, and this matches fairly 
well with the difference expected as shown in the RSF plot of  Figure 3.1. 
If polarities are reversed, then As− was larger than Ga− by nearly the same 
factor. These differences in secondary ion yield are important to under-
stand. In a mass spectrum, one might expect that two peaks of equal 
intensity would imply that equal amounts of the species were present. 
However, if the ions detected are Ga+ and As+, the arsenic concentration 
may be about 1,000 times higher than the Ga concentration.

Some elements do not have good secondary ion yields for O2
+ or Cs+ 

bombardment. These elements, particularly zinc, cadmium, and the rare 
gas elements, have shown improved yields with cesium cluster ions. In 
this mode, the bombarding species is Cs+ but secondary positive molecu-
lar ions are detected. The molecular ions of interest contain a cesium atom 
and the atom of interest. Figure 3.3 shows the relative cesium cluster ion 
yields for a number of elements in a plot of RSF versus atomic number [3].

The optimum choice of primary beam for analysis of a particular 
 element is summarized in periodic table format in Figure 3.4 [5]. The  figure 
has been modified from the original source to contain uranium, which is 

Figure 3.2. Negative secondary ion yields for Cs+ impact on Si.
Source: Wilson, Stevie, and Magee [14].
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best detected with an O2
+ primary beam. Note that O2

+ bombardment and 
detection of negative secondary ions is rarely used except in cases where a 
Cs+ source is not available. The elements in white have no stable isotopes.

The choices for primary beam species have expanded, especially 
for the TOF-SIMS instruments. There has been a progression of primary 
 species with increasing mass coupled with increased overall secondary ion 
intensity and increased yield at high mass. This was noted beginning with 
the use of Xe+ instead of Ar+ [6]. Similar improvements were noted for 
comparisons such as Ga+ versus In+ and In+ versus C60

+ [7]. The list includes 
Ar+, Xe+, Ga+, SF5

+, Au+, Au3
+, Bi+, Bi3

+, C60
+, and gas cluster sources such 

as Ar2500
+. This progression to higher mass species has not ended as other 

species, such as charged droplets, are under investigation [8, 9].

3.3 SECOnDARY iOn POLARitY AnD SPECiES

The secondary ion mass spectrum contains more species than just atomic 
ions. Table 3.2 shows the species detected in the secondary ion mass spec-
trum from 0 to 110 Da for analysis of aluminum using an Ar+ primary 

Figure 3.3. Positive secondary Cs-molecular ion yields for Cs+ bombardment 
of Si.
Source: Wilson, Stevie, and Magee [14].
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beam [10]. One might expect to see just Al+ but polymeric ions Al2
+, Al3

+, 
and Al4

+ are present as well as multiply charged species Al2+ and Al3+. For 
a simple monoisotopic material, we have at least six ions detected. If we 
extended the mass range, we would expect to detect aluminum polymeric 
ions greater than Al4

+. When a reactive beam such as O2
+ is used, then not 

only do we observe the types of ions noted for Ar+ bombardment but we 
also observe combinations of the primary species and the analysis mate-
rial. If the material has multiple isotopes then the result can be the species 
tabulated in Table 3.3 where silicon is bombarded with O2

+, and species 

Table 3.2. Secondary ion species for Ar+ bombardment of Al

Species Mass/charge (Da)

Al3+   9
Al2+  13.5
Al+  27
Al2

+  54
Al3

+  81
Al4

+ 108

Table 3.3. Secondary ion species for O2
+ bombardment of Si

Species Mass/charge (Da)

Oxygen isotopes 17 and 18 are 
not included

Si2+ 14, 14.5, 15
16O+ 16
Si+ 28–30
16O2

+ 32
SiO+ 44–46
Si2

+ 56–60
SiO2

+ 60–62
Si2O

+ 72–76
Si3

+ 84–90
Si2O2

+ 88–92
Si3O

+ 100–106
Si2O3

+ 104–108
Si3O2

+ 116–122
Si3O3

+ 132–138
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such as Si2O
+ can have a high secondary ion yield [11]. There are peaks 

at many of the masses in the range shown. One can have a multielement 
sample with a mass spectrum that has a peak at almost every mass. If 
we add less than 3 percent of a high yielding species to a matrix, such as 
aluminum added to GaN, and analyze positive secondary ions, then it is 
possible to detect not just Al+, but molecular ions such as Al2

+, GaAl+, and 
Ga2Al+. This result clearly adds to the complexity of the mass spectrum as 
displayed in Figure 3.5 [12].

The choice of primary and secondary species and polarity is made 
simultaneously. The results summarized in the periodic table display 
of Figure 3.4 were determined by analysis of a large number of sam-
ples from multiple matrixes [3, 5, 13]. Each matrix had on the order of 
50  elements implanted, and atomic and molecular secondary ions were 
monitored for each element analyzed. The determining factor was usu-
ally the set of analysis conditions that achieved the best detection limit. 
Examples of the results are shown in figures 3.6 and 3.7 [14]. Figure 3.6 
displays depth profiles for indium in silicon obtained with O2

+ and Cs+ 
primary beams. The best detection limit for Cs+ is the molecular ion InSi− 
but the result with O2

+ and detection of In+ is significantly better. Molecu-
lar ions are frequently advantageous to monitor. Figure 3.7(a) shows that 
for O2

+ bombardment of dysprosium in GaAs, the best detection limit was 
obtained with a molecular ion that contained the element of interest and 
the primary beam species. Figure 3.7(b) indicates that the best detection 
limit obtained for Cs+ bombardment of germanium in InP was obtained 
with a molecular ion that contained the element of interest and a matrix 
element.

Figure 3.5. AlGaN mass spectrum, 2.8% Al, O2
+ bombardment.

Source: C. Gu, North Carolina State University [12].
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3.4 PRiMARY BEAM EnERgY

Besides the choice of species, the primary beam energy is an important 
parameter. Beam focusing usually improves with increased beam voltage 
and would provide better lateral resolution images. However, the higher 

Figure 3.6. Choice of primary beam for detection limit.
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the primary energy, the deeper the ion beam penetration and mixing 
region. This mixing affects the location of the atoms removed and can 
degrade depth resolution. Depth resolution will be discussed in detail in 
Chapter 5. Sputter yields are energy dependent so primary beam energy is 
also an important consideration for analysis time.

3.5 PRiMARY BEAM AngLE Of inCiDEnCE

Primary beam angle of incidence is significant for several consider-
ations. Sputtering yield, secondary ion yield, and penetration into sam-
ple (depth resolution) are significantly affected by angle of incidence. As 
was  displayed in figures 2.10 and 2.11, an angle of incidence that is more 
oblique will result in less penetration and higher sputtering rate. The angle 
of incidence can also affect the cesium concentration when a Cs+ primary 
beam is used [15].

For instruments such as the magnetic sector where primary beam 
and sample are usually at high voltage, the sample voltage can alter the 
 trajectory of the primary ions and the angle of incidence. For the CAMECA 
IMS series instruments, the mechanical angle of incidence is 30° from 
normal. For a positive primary voltage of 10 keV and a positive sample 
voltage of 4.5 keV (conditions for analysis of positive secondary ions), 
the actual angle of incidence is 42° from normal for older IMS instru-
ments, as shown in Figure 3.8 [16]. For more recent IMS instruments, O2

+ 

Figure 3.8. Angle of incidence dependence on sample voltage.
Source: CAMECA instruments early IMS series operating manual, 
reproduced with permission from CAMECA.
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 bombardment at 10 keV and 5 keV sample voltage will be at 44° from 
normal as shown in Figure 3.9.

3.6 PRiMARY BEAM CuRREnt, RAStER SiZE

Changes in primary beam current and raster size permit variation of the 
sputtering rate. The choice depends on the sample and the rate of analysis 
desired.

3.7  SECOnDARY BEAM EnERgY 
DiStRiButiOn—VOLtAgE OffSEt

In Chapter 2 it was noted that the peak of the secondary ion energy 
distribution was less than 10 eV. However, the secondary ion energy 
distribution does vary with the species detected. The atomic ion has a 
much broader energy distribution than molecular ions [17] as displayed 
schematically in Figure 3.10. The higher energy component can be used 
to reduce the complexity of the mass spectrum [18]. Figure 3.11 shows 
how voltage offset can be used to limit collection of ions in the high 
energy portion of the secondary ion distribution [16]. The figure shows 
the procedure for a CAMECA IMS series instrument where the sample 

Figure 3.9. Angle of incidence dependence on sample voltage.
Source: CAMECA instruments, IMS 7F users guide, reproduced with 
permission from CAMECA.
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Figure 3.10. Secondary ion energy 
distribution.
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Figure 3.11. Voltage offset.
Source: CAMECA instruments IMS series operating manual, 
 reproduced with permission from CAMECA.
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voltage is offset, but the offset method can also be applied to a quadru-
pole instrument. The voltage offset method does not provide adequate 
separation between an atomic ion and a two-atom ion, but works well for 
separation between an atomic ion and any ion that contains at least three 
atoms. Figure 3.12 shows voltage offset applied to analysis of a 75As 
implant in silicon where the mass interference is 29Si30Si16O [19]. The 
voltage offset provides a  significant improvement in detection limit for 
arsenic analyzed with an O2

+ primary beam. However, the offset method 
did not result in significant improvement for analysis with a Cs+ primary 
beam because there was much less oxygen present to provide the mass 
interference.

Figure 3.13 shows the effect of voltage offset on a mass spec-
trum [20]. InSb was analyzed using an O2

+ primary beam and without 
offset, and as shown in Figure 3.13 (a), there are a number of molecular 
ions present. With voltage offset applied as shown in Figure 3.13 (b), 
the only ions that remain are the atomic ions and the molecular ions that 
contain two atoms.

It is not always possible to know in advance the amount of offset to 
be used. The larger the number of atoms in the molecular ion, the easier 
it is to achieve separation from the atomic ion. The typical approach is to 
profile the atomic ion with multiple offset voltages applied in the same 
profile and use the offset that obtains the best detection limit. Note that 
the absolute signal from the atomic ion is reduced by this method, but the 
signal to background is improved.

Figure 3.12. Voltage offset.
Source: Wilson, Stevie, and Magee [14].
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3.8 MASS intERfEREnCES, MASS RESOLutiOn

Mass interferences affect the ability to accurately measure the species of 
interest. Mass interferences occur when two species have the same nom-
inal mass, for example, 28Si and 12C16O both occur at mass 28. However, 

Figure 3.13. Voltage offset on mass spectrum.
Source: Wilson, Stevie, and Magee [14].

Reduction of molecular ion intensities in InSb mass spectrum
with application of voltage offset.

100
100

101

102

103

104

105

106

107

108

109

1010

120 140 160
m/z

Se
co

nd
ar

y 
io

n 
in

te
ns

ity
 (c

ou
nt

s)

180 200

TaO+Ta+

SbO2
+

SbO+

Sb+

InO2
+

In+ Insb
O2

+ primary beam
no offset

100
100

101

102

103

104

105

106

107

108

109

1010

120 140 160
m/z

Se
co

nd
ar

y 
io

n 
in

te
ns

ity
 (c

ou
nt

s)

180 200

Insb
O2

+ primary beam
75 V offset

TaO+
Ta+

SbO+

InO+

InO+

Sb+

In+

(b)

(a)



AnALYSiS PARAMEtERS  •  53

the atomic masses are not exactly the same because of differences in the 
nuclear binding energies that hold the protons and neutrons together in the 
nucleus. If we use exact masses, 28Si has mass 27.977 and 12C16O has mass 
27.995 for 0.018 atomic mass unit difference. Even though this difference 
is small, SIMS instruments with magnetic sector or time-of-flight analy-
zers can separate the two species. The mass resolution required to resolve 
the two is defined as the mass of interest divided by the difference in 
mass between the two interfering species (M/ΔM) and in this case would 
be 28/0.018 or 1556. More than one mass interference can be present at 
the same nominal mass. The species N2 and C2H4 also occur at mass 28. 
Table 3.4 shows the resolution required to separate some common mass 
interferences.

Figure 3.14 shows a representation of two species at the same nom-
inal mass in a mass spectrum for different mass resolution conditions. 
 Figure 3.14 (a) shows complete separation and Figure 3.14 (b) shows 

Table 3.4. Common mass interferences

Species Mass
Mass  

interference Mass ΔM M/ΔM
14N 14.003 12C1H2 14.016 0.013 1077
16O 15.995 12C1H4 16.032 0.037 432
27Al 26.982 12C2

1H3 27.024 0.042 643
28Si 27.977 12C16O 27.995 0.018 1556
28Si 27.997 14N2 28.031 0.034 824
28Si 27.997 12C2

1H4 28.032 0.035 800
31P 30.974 30Si1H 30.982 0.008 3875
40Ar 39.962 40Ca 39.963 0.0002 190476
46Ti 45.953 30Si16O 45.969 0.016 2875
48Ti 47.948 12C4 48.000 0.052 923
48Ti 47.948 30Si18O 47.973 0.025 1920
56Fe 55.935 28Si2 55.954 0.019 2947
63Cu 62.930 35Cl28Si 62.946 0.016 3938
70Ge 69.924 28Si2

14N 69.957 0.033 2121
72Ge 71.922 28Si2

16O 71.949 0.027 2667
74Ge 73.921 30Si2

14N 73.951 0.03 2467
75As 74.922 29Si30Si16O 74.945 0.023 3261
75As 74.922 74Ge1H 74.929 0.007 10714
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partial separation. Separation requires some criterion, such as full width 
at half maximum, or 50 percent valley. The 50 percent valley definition 
refers to the valley height in the sum of the two peaks of equal intensity 
relative to the peak intensities. Figure 3.14 (c) shows the portions of the 
mass spectrum that might actually be monitored in a high mass resolution 
depth profile for the two peaks with the slit settings arranged as shown. 
The entrance and exit slits are adjusted to provide the mass resolution 
desired. As indicated in Figure 3.14 (d) the peak shape can be trapezoidal, 
especially at higher mass for magnetic sector instruments. This is a desir-
able condition because the mass region actually monitored can be located 
on a flat topped peak and a small variation in mass stability will not affect 
the accuracy of the measurement. A flat topped peak is typically achieved 
when the entrance slit of a magnetic sector mass spectrometer is consider-
ably narrower than the exit slit.

Note that when mass resolution is increased, transmission of second-
ary ions is decreased. Thus there is a practical limit to the mass  resolution 
that can be achieved using a particular instrument. Some mass interferences 
require a mass resolution that exceeds the capability of the instrument. For 
example, 75As in a germanium matrix can have mass interference from 
74Ge1H. The difference is only 0.007 amu and the mass resolution required 
is 10714, which may be obtained on a magnetic sector instrument but only 
if the species of interest has sufficient intensity.

Mass interferences are very common in SIMS [21, 22]. Table 3.3 
shows many molecular ions detected for the bombardment of silicon with 

Figure 3.14. Mass resolution. (a) Completely 
separated, (b) partial separation, (c) mass 
regions measured, (d) trapezoidal peak shape.

(a) Completely separated 

(b) Partial separation 

(c) Mass regions measured 

(d) Trapezoidal peak shape 
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O2
+. Figure 3.15 shows the mass range 50 to 100 for analysis of TiSi2 

using an O2
+ primary beam. There are many peaks present because we 

have combinations of the 16O primary beam species, three isotopes for 
 silicon, and five isotopes for titanium. Two elements of frequent interest 
are  copper and arsenic. As shown in Figure 3.15, the 63Cu isotope has 
interference from 16O47Ti+ and the 65Cu isotope has interference from 
16O49Ti+, so use of a different isotope would not help [23]. The 63Cu mass 
interference requires mass resolution of 3706 and the 65Cu mass interfer-
ence requires 4333, so the mass 63 isotope would be preferred for anal-
ysis and it has higher natural abundance than the mass 65 isotope. For 
75As, there is interference from two molecular ions, 28Si47Ti+ and 29Si49Ti+, 
and both require mass resolution of 10714, which would be difficult to 
obtain. Figure 3.16 shows a high resolution mass spectrum for mass 28 
to 31 for a silicon substrate using an O2

+ primary beam [23]. If hydrogen 
is present, and this should be expected for polycrystalline silicon, then 
the dopant 31P will have significant interference from 30Si1H and 29Si1H2 
as shown in the  figure. Figure 3.17 shows how the detection limit for 31P 
would be improved from use of high mass resolution and a Cs+ primary 
beam, which produces much higher secondary ion yield for 31P than an O2

+ 
 primary beam [24].

Some mass interferences can be difficult to detect. Copper has two 
isotopes and the lower mass isotope has higher intensity. Figure 3.18 
shows analysis of copper in a SiO2 layer on silicon. Chlorine has often 

Figure 3.15. Mass interferences.
Source: Wilson, Stevie, and Magee [14].

Mass spectrum of TiSi2 from m/z 50 to 100. Numerous mass
interferences present because of Ti and Si isotopes and low mass
of matrix species. 
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Figure 3.16. High mass resolution separates mass interferences 
in Si.
Source: Wilson, Stevie, and Magee [14].

High mass resolution spectrum of P in amorphous Si analyzed using
O2

+ primary beam. High H content causes strong mass interferences. 
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Source: Wilson, Stevie, and Magee [14].
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been added to SiO2 layers in silicon semiconductor technology in order 
to reduce the mobility of alkali elements that can degrade the insulating 
properties of the oxide. Chlorine also has two isotopes, with the lower 
mass isotope at higher intensity and the ratio of lower mass isotope to 
higher mass isotope similar to that for copper (3.1 for chlorine and 2.2 
for copper). The mass interferences of 28Si35Cl with 63Cu and 28Si37Cl with 
65Cu will therefore have a similar pattern, and for positive secondary ions, 
SiCl+ has higher secondary ion yield than Cl+. This means that in a mass 
spectrum, one may easily detect peaks at mass 63 and 65 and assume 
they are due entirely to copper because there would be very low chlorine 
ion yield. Figure 3.18 shows the analysis of 63Cu at low and high mass 
 resolution and indicates how the mass interference might affect the result 
if not removed.

Information from ion implanted samples can help in determining a 
mass interference. This information may be useful when high mass resolu-
tion cannot be applied or is not available. For example, from O2

+ analysis 
of a sodium implant in silicon, it can be determined that the count level for 
23Na16O+ is 0.002 relative to 23Na+. For analysis of 39K+, one can determine 
the amount of 23Na16O+ that would be present by multiplying 0.002 times 
the 23Na+ count level.

High mass resolution is not the only method to separate mass inter-
ferences. Alternative methods to high mass resolution are the use of 
 different primary beam, molecular ions, other isotopes, or voltage off-
set. The approach to separate a mass interference can be summarized as 

Figure 3.18. Mass interference for Cu in 0.3 µm SiO2 film on Si.
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 follows: identify the interference, check for other isotopes, determine if 
voltage offset can be used, and decide which primary beam is best to avoid 
the interference. If it is necessary to use high mass resolution, determine 
the mass resolution required, and adjust settings on the instrument to 
obtain that resolution.

REfEREnCES

[1] Benninghoven, A. 1976. “Surface Analysis by Means of Ion Beams.” Criti
cal Reviews in Solid State Sciences 6, no. 3, pp. 291–316. doi: http://dx.doi.
org/10.1080/10408437608243561.

[2] Storms, H.A., K.F. Brown, and J.D. Stein. 1977. “Evaluation of a Cesium 
Positive Ion Source for Secondary Ion Mass Spectrometry.” Analyti
cal Chemistry 49, no. 13, pp. 2023–30. doi: http://dx.doi.org/10.1021/
ac50021a034.

[3] Wilson, R.G, F.A. Stevie, and C.W. Magee. 1989. Secondary Ion Mass 
 Spectrometry, Appendix E. New York: Wiley.

[4] Magee, C.W. 1981. “Secondary Ion Mass Spectrometry and Its Relation 
to High-Energy Ion Beam Analysis Techniques.” Nuclear Instruments and 
Methods in Physics Research 191, no. 1–3, pp. 297–307. doi: http://dx.doi.
org/10.1016/0029-554x(81)91019-3

[5] Evans Analytical Group. www.eag.com
[6] Campana, J.E., M.M. Ross, S.L. Rose, J.R. Wyatt, and R.J. Colton. 1983. 

“Mass Spectrometry of Secondary Ions: Polymers, Plasticizers, and Poly-
cyclic Aromatic Hydrocarbons.” In Ion Formation from Organic Solids, ed. 
A. Benninghoven, Vol. 25, Springer Series in Chemical Physics, 144. Berlin, 
Germany: Springer Verlag.

[7] Xu, J., S. Ostrowski, C. Szakal, A.G. Ewing, and N. Winograd. 2003. “ToF-
SIMS Imaging with Cluster Ion Beams.” Applied Surface Science 231–232, 
pp. 159–163.doi: http://dx.doi.org/10.1016/j.apsusc.2004.03.104

[8] Fujiwara, Y., N. Saito, H. Nonaka, T. Nakanaga, and S. Ichimura. 2011. 
“Characteristics of a Charged-Droplet Beam Generated by Vacuum 
 Electrospray of an Ionic Liquid.” Chemical Physics Letters 501, no. 4–6, 
pp. 335–39. doi: http://dx.doi.org/10.1016/j.cplett.2010.11.067

[9] Yamada, I. 2014. “Historical Milestones and Future Prospects of Cluster 
Ion Beam Technology.” Applied Surface Science 310, pp. 77–88. doi: http://
dx.doi.org/10.1016/j.apsusc.2014.03.147

[10] Werner, H.W. 1978. “Introduction to Secondary Ion Mass Spectrometry 
(SIMS).” In Electron and Ion Spectroscopy of Solids, eds. L. Fiermans, 
J. Vennik, and W. Dekeyser, 324. New York: Plenum Press.

[11] Pantano, C.G. 1986. “Secondary Ion Mass Spectroscopy.” In Metals Hand
book Ninth Edition, Vol. 10—Materials Characterization, ed. R.E. Whan, 
610. American Society for Metals, Metals Park.



AnALYSiS PARAMEtERS  •  59

[12] Chunzhi, G. 2005. SIMS Quantification of Matrix and Impurity Species 
in III-Nitride Alloys [ProQuest Dissertations and Theses; Thesis (Ph.D.)]. 
North Carolina State University, Vol. 67–06, Section B, p. 3385, 198.

[13] Wilson, R.G, and S.W. Novak. 1988. “Systematics of SIMS Relative 
 Sensitivity Factors versus Electron Affinity and Ionization Potential for Si, 
Ge, GaAs, GaP, InP, and HgCdTe Determined from Implant Calibration 
Standards for about 50 Elements.” In Secondary Ion Mass Spectrometry, 
SIMS VI, eds. A. Benninghoven, A.M. Huber, H.W. Werner, 57. Chichester, 
United Kingdom: Wiley.

[14] Wilson, R.G., F.A. Stevie, and C.W. Magee. 1989. Secondary Ion Mass 
Spectrometry, 1.6–10. New York: Wiley.

[15] Wittmaack, K. 1985. “Influence of the Impact Angle on the Depth Resolu-
tion and the Sensitivity in SIMS Depth Profiling Using a Cesium Beam.” 
Journal of Vacuum Science & Technology A 3, no. 3, p. 1350. doi: http://
dx.doi.org/10.1116/1.572775

[16] CAMECA Instruments IMS Series Operating Manuals.
[17] Wittmaack, K. 1979. “On the Mechanism of Cluster Emission in Sputtering.” 

Physics Letters A 69, no. 5, 322–25. doi: http://dx.doi.org/10.1016/0375-
9601(79)90421-3

[18] McIntyre, N.S., W.J. Chauvin, J.B. Metson, and G.M. Bancroft. 1984. “Sup-
pression of Molecular Ions in Secondary Ion Mass Spectra.” Le Journal de 
Physique Colloques 45 no. C2, pp. C2-143 to C2-146. doi: http://dx.doi.
org/10.1051/jphyscol:1984232

[19] Wilson, R.G., F.A. Stevie, and C.W. Magee. 1989. Secondary Ion Mass 
Spectrometry, 1.8–5. New York: Wiley.

[20] Wilson, R.G, F.A. Stevie, and C.W. Magee. 1989. Secondary Ion Mass 
 Spectrometry, 1.8–7. New York p: Wiley.

[21] Colby, B.N., and C.A. Evans, Jr. 1973. “Spectral Interferences in Secondary 
Ion Mass Spectrometry.” Applied Spectroscopy 27, no. 4, pp. 274–79. doi: 
http://dx.doi.org/10.1366/000370273774333515

[22] Bakale, D.K, R.N. Colby, and C.A. Evans, Jr. 1975. “High Mass Res-
olution Ion Microprobe Mass Spectrometry of Complex Matrices.” Ana
lytical Chemistry 47, no. 9, pp. 1532–37. doi: http://dx.doi.org/10.1021/
ac60359a037

[23] Wilson, R.G, F.A. Stevie, and C.W. Magee. 1989. Secondary Ion Mass 
 Spectrometry, 2.11–6. New York p: Wiley.

[24] Wilson, R.G., F.A. Stevie, and C.W. Magee. 1989. Secondary Ion Mass 
Spectrometry, 2.11–7. New York p: Wiley.





CHAPtER 4

instrumentAtion

4.1 VACuuM SYStEM

Analytical instruments involving charged particle beams require a vac-
uum environment so that ions can move freely in the chamber and the 
adsorption of residual gas species on the sample surface is reduced. The 
mean free path of a charged or neutral species in a vacuum chamber is 
the average distance the species can travel without colliding with another 
 particle. As the pressure in the volume of interest is increased, the prob-
ability of a collision that will change the intended trajectory of the ion 
increases and the mean free path decreases. The mean free path for air at 
room temperature can be expressed by

 λ = constant/P = 5 × 10−3/P (4.1)

where P is the pressure in Torr and λ has dimension of cm
At 1 × 10−6 Torr the density is 3.25 × 1010 molecules/cm3 and the mean 

free path is 51 m. A typical secondary ion mass spectrometry (SIMS) 
 magnetic sector or time-of-flight (TOF) instrument has a path length of 
about 2 m. At 1 × 10−9 Torr the density is 3.25 × 107 molecules/cm3 and the 
mean free path increases to 51 km.

An important concept concerning vacuum construction and safety is 
the pressure differential across the vacuum chamber wall. The difference is 
the pressure exerted by the atmosphere, which is 14.7 lb/in2 (10.1 n/cm2). 
For example, the force on a six inch (15.2 cm) diameter surface is 415 lb 
(1846 n). This helps explain why vacuum systems are built of sturdy mate-
rials, such as stainless steel. The AVS has publications on vacuum tech-
nology and safety that can be consulted for additional information [1, 2].

Another vacuum consideration is the adsorption onto the sample of 
residual gas species (H, C, N, O) present in the vacuum system. This can 
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cause problems with detection limits for these species. For example, if 
the sticking coefficient is one (every atom that lands is adsorbed on the 
surface), then at 1 × 10−6 Torr one monolayer is adsorbed every second. It 
would be necessary to achieve a background pressure of at least 10−8 Torr 
to have 100 seconds to do the analysis. The sticking coefficient is usually 
less than one, but low analysis chamber vacuum is important for surface 
analysis and typical analysis pressures are in the 10−10 Torr range.

SIMS instruments have employed almost every type of vacuum pump 
to achieve the desired vacuum. Most modern systems use turbo molecu-
lar pumps and dry fore pumps (scroll pumps) where high gas loads are 
expected, such as for sample introduction, and ion pumps for the analy-
sis chamber. If oxygen flood is used in the analysis chamber, then turbo 
molecular pumps will be used instead of ion pumps. The dry fore pumps 
contain no oil and eliminate contamination due to oil back streaming. 
 Titanium sublimators are used to reduce background gases, particularly 
H, which is the dominant gas at ultrahigh vacuum. If residual gas species 
(H, O, C, N) are to be analyzed, then dry or oil-free pumping solutions 
(ion pump, Ti sublimator, cryo-pump) will be preferred.

4.2 OVERALL inStRuMEnt

Figure 4.1 shows a block diagram of a SIMS instrument. One or more 
 primary beam sources are coupled to an ion column. The ion column 
focuses the primary beam and provides the raster. The beam interacts with 
the specimen in the sample chamber. In the secondary ion column the 
secondary ions are extracted and energy and mass are analyzed before 
the ions are detected. Multiple detectors are used to accommodate the 
wide dynamic range for SIMS and a computer controls the operation of 
the system.

Figure 4.1. SIMS instrument block diagram.
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4.3 iOn SOuRCES

The most common primary ion beams are O2
+ and Cs+ because the chemi-

cal effects that occur when these ions bombard the sample surface enhance 
positive and negative secondary ion yields, respectively. Other sources 
have been developed, especially to provide very shallow penetration for the 
analysis of regions close to the surface. For example, use of SF6 to provide 
a SF5

+ ion beam reduces the interaction zone to achieve optimal penetration 
when compared with Ga+, and C60

+ has even shallower penetration.
A commonly used source for ionization of gas species is the duoplas-

matron, which is an arc discharge ion source. Figure 4.2 shows the 
construction of the duoplasmatron, which has an anode, a cathode, an 
intermediate electrode and a coil [3]. The intermediate electrode and coil 
are used to reduce the beam diameter and are the origin of the name of the 
source. The duoplasmatron provides a high ionization efficiency (>80%), 
low energy spread (~30 eV), and high current density 100 mA/cm2). Many 
different gaseous species have been used (Ar, Xe, O2, N2, SF6). Negative 
ions can be obtained by using the edge of the plasma instead of the center. 
O− is often used for the analysis of minerals because the negative primary 
beam aids in charge neutralization. Note that the cathode (typically nickel 
construction) oxidizes over time and, as the oxide powder builds up, the 
duoplasmatron performance will be degraded so that maximum current 
will be reduced and the plasma that generates the primary current will not 
be as well defined. The anode, cathode, and intermediate electrode need to 
be cleaned at regular intervals to remove the oxide.

Figure 4.2. Duoplasmatron.

Gas 

Coil 

Coil 

Hollow 
cathode 

Intermediate 
electrode 

Anode 

- Duoplasmatron with hollow cathode 
- Beam constricted by shape of intermediate electrode and by 
   inhomogeneous magnetic field near intermediate electrode



64  •  SECOnDARY iOn MASS SPECtROMEtRY

Radio frequency (RF) plasma sources have now been adapted to 
SIMS instruments and can be used with oxygen. Both Oregon Physics and 
Orsay Physics (TESCAN) have sources available. Very small beam size 
can be achieved (46 nm at 0.86 pA), with brightness at least 10 times more 
than the duoplasmatron.

Thermal ionization cesium sources consist of a reservoir to contain 
the cesium or cesium compound (cesium carbonate, Cs2CO3, is currently 
being used on CAMECA microbeam sources) and a tungsten frit as shown 
in Figure 4.3 [4]. The reservoir is heated only enough to provide sufficient 
cesium vapor pressure (cesium kinetic energy about 4 eV) to the frit. The 
frit (4.7 eV work function) is kept at 1000°C. As cesium vapor strikes the 
frit, the work function acts to remove an electron and the cesium ion evap-
orates from the tungsten due to high temperature. Cesium leaving the frit 
is essentially completely ionized. An extraction voltage is used to direct 
the Cs+ into the primary column. This extraction voltage must be present 
while the source generates cesium ions otherwise the cesium will coat the 
extraction lens. Subsequent cesium ions striking a cesium-coated surface 
produce a high number of secondary electrons that cause a leakage current 
to the source that can be high enough to prevent operation. Current density 
is approximately 5 mA/cm2.

Liquid metal ion source (LMIS) is used for imaging and for TOF 
analysis. The LMIS uses gallium almost universally for focused ion beam 
(FIB) instruments, but other sources, such as bismuth or composites 

Figure 4.3. Cesium microbeam source.
Source: CAMECA instruments, reproduced with permission from 
CAMECA.
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(gold–beryllium), are used in TOF-SIMS instruments. For the gallium 
source a gallium droplet is heated and gallium flows to wet a tungsten 
needle, as shown in Figure 4.4. The field differential at the tip is very 
high (~108 V/cm) and gallium ions are extracted by field ionization. The 
gallium flow and high electric field cause the formation of an elongated 
conical shape (Taylor cone) [5]. The LMIS column on commercially 
available FIB instruments can provide <10 nm diameter beams. The vac-
uum requirement in the tip region is similar to that for field emission 
electron sources.

C60 is a large molecule that does not penetrate significantly into the 
sample compared with Ga+. The energy of the incident ion is transferred to 
the top few monolayers and generates high sputtering yield and minimal 
damage. This source helps provide high molecular ion yields for many 
TOF-SIMS analyses of organic materials. However, at low energies the 
C60 sputtering yield for silicon decreases to the point where deposition 
occurs instead of sputtering [6]. The source generates C60

+ ions by vapor-
izing a powder and then ionization with low energy electron impact. At 10 
to 20 keV, a current of 2 nA can be achieved [7].

A recent addition to the array of SIMS sources is the argon clus-
ter beam. Ar clusters form as a result of a cooling process when a jet 
of high pressure gas expands into a vacuum. The cluster is ionized by 
 electron bombardment. Sources can provide clusters from two to over 
2000 atoms selected by Wien filter. Beam energy can be 5 to 20 keV. For 
Ar1700 and voltage to provide 2 eV/atom, the impact on the sample is low 
and high secondary ion yields can be achieved with reduced damage to 
the specimen. Water cluster sources with as many as 1,000 H2O mole-
cules in one cluster have shown promise as the latest advance in cluster 
beams [8].

Table 4.1 summarizes the properties of the ion sources in common use.

Figure 4.4. Liquid metal ion source (LMIS).
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4.4 PRiMARY iOn COLuMn

The source is just the first component in the ion column [9] as shown in 
Figure 4.5. A mass separator is used to select the species of interest, such 
as O2

+, and reject unwanted species such as O+ and contaminants. The 
beam is then focused with electrostatic lenses and apertures and rastered 
over the analysis location.

4.5 SAMPLE CHAMBER AnD SAMPLE

The sample chamber is designed to permit the sample to be moved so that 
the region of interest can be bombarded by the ion beam. Electron gun 
and oxygen flood sources are often used and are located in this chamber. 
If available, a rotation capability for the sample holder can help minimize 
topography formation due to nonuniform sputtering of the sample (see 
Chapter 5).

Electron sources for charge neutralization would normally have 
 condenser and objective lenses. Different voltage ranges are used on 
 different instruments and information on analysis of insulators is provided 
in Chapter 8.

4.5.1 SAMPLE REQUIREMENTS

The sample requirements for SIMS analysis can be summarized as vacuum 
compatible and sized to fit the sample holder. If a sample is outgassing or if 
it contains pockets or occlusions of a gas or liquid, it can seriously impact 

Table 4.1. Properties of SIMS sources

Type Beam species
Beam  

diameter
Current  
density

Duoplasmatron O2
+, O-, Ar+, SF5

+ 500 nm 100 mA/cm2

Thermal ionization Cs+ 200 nm 5 mA/cm2

LMIS Ga+ 5–7 nm 1 A/cm2 
MIIS (Au-Ge) Au+, Au2

+, Au3
+ 50 nm

Bi3
2+ 60 nm

Electron impact C60
+ 200 nm

RF plasma O2
+ 50 nm >1 A/cm2
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the vacuum level in the instrument, which will affect static SIMS results 
and the ability to analyze gas elements such as oxygen and carbon. If it is 
necessary to analyze a sample that may have volatile components, the anal-
ysis time must be very limited or the sample can be cooled to reduce the 
vapor pressure. Powder samples present special problems. If particles are 
allowed to freely move in the analysis  chamber, major damage can occur 
because particles can block an aperture or short an electrode. Virtually all 
SIMS instruments can accommodate a sample that is 1 cm × 1 cm × a few 
mm thick. The surface should be flat if  good depth  resolution and uniform 
extraction of secondary ions are desired. Since SIMS  analyses are usually 
obtained from areas less than 500 µm × 500 µm, the samples are often less 
than 1 cm × 1 cm. However, sample chambers have been constructed to 
handle 300 mm diameter wafers for instruments of all three analyzer types 
(magnetic sector, TOF, and quadrupole).

4.6  SECOnDARY iOn COLuMn AnD MASS 
AnALYZERS

The secondary ion column also has multiple components. Secondary ion 
extraction and transfer optics are designed to optimize the number of 
 secondary ions that can be obtained from the analysis region. There are 
three types of analyzers used in SIMS: magnetic sector, quadrupole, and 
TOF. Each analyzer provides different capabilities but all separate ions by 
their mass to charge ratio. The quadrupole uses a set of RF and DC electric 
fields, the magnetic sector an electromagnet, and the TOF a flight tube.

4.6.1 QUADRUPOLE

Ions are injected at low energy (~25 eV) into a quadrupole analyzer 
comprised of four closely spaced circular rods with RF and DC volt-
ages applied to pairs of rods [10]. As shown in Figure 4.6, one pair has 

Figure 4.5. Primary ion column components.
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U+Vcos(ωt) and the other –(U+Vcos(ωt)), where U is a DC voltage and 
Vcos(ωt) an RF voltage. The RF voltages for one pair of rods are 180° 
out of phase with the RF voltages applied to the other pair. For a given 
RF and DC voltage combination, ions with a specific mass to charge ratio 
will undergo stable oscillations and pass through the quadrupole. All other 
ions will have unstable oscillations and will hit the rods. As the voltages 
are scanned, a mass spectrum can be obtained. The alternating frequency 
and the ratio between alternating and DC voltages remain constant. The 
larger the rods, the better the performance will be in terms of transmission 
and mass resolution. Rods on the order of 1 cm diameter with 20 cm or 
longer length are used for SIMS analyzers, but much smaller assemblies 
are often used for residual gas analysis where the mass range may be less 
than 100 amu.

This analyzer is easy to use and has fast mass switching. It is possible 
to analyze positive and negative secondary ions in the same depth profile. 
Because the injection voltage is low, it is possible to use very low energy 
primary beams, which provide good depth resolution. The open geome-
try permits optimum positioning of an electron gun, which permits good 
charge neutralization.

One mass is transmitted at a time. Mass resolution and mass range 
are limited. This analyzer has transmission about a factor of 50 lower than 
other analyzers and transmission drops off more rapidly at high mass. 
The energy band pass is limited to ~10 eV and secondary ions are more 
 susceptible to charging effects.

Figure 4.6. Quadrupole analyzer.
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4.6.2 MAGNETIC SECTOR

Magnetic sector SIMS instruments use an electrostatic sector coupled 
with a magnetic sector to provide a double focusing instrument as shown 
in Figure 4.7. The electrostatic sector provides energy dispersion and the 
magnetic sector mass dispersion as shown in the trajectories for three dif-
ferent energies in Figure 4.8 [11]. The separation of mass to charge ratio is 
accomplished using the relationships of:

potential energy of an ion is equal to kinetic energy after acceleration

 qV = ½ mv2 (4.2)

Figure 4.7. Double focusing magnetic sector analyzer.

Entrance and exit slits adjusted to vary mass resolution 

Ions 

Electrostatic 
sector 

Magnetic 
sector 

Entrance slit 

Exit slit 

Detector 

Figure 4.8. Ion trajectories for magnetic sector.
Source: CAMECA-IMS 6f user guide (1996), reproduced with permission 
from CAMECA.

Trajectories for three different energies 

Entrance slit

Selection slit

Field aperture
Spectrometer

lens

Electrostatic sectors

Magnetic prism



70  •  SECOnDARY iOn MASS SPECtROMEtRY

in a magnetic field, centripetal force is equal to centrifugal force

 Bqv = mv2/R (4.3)

with result

 m/q = B2r2/2V (4.4)

where m/q is the mass to charge ratio, B is the magnetic field, V is the 
accelerating voltage of a secondary ion, r is the radius of curvature for the 
ion to pass through the magnetic field.

For constant r and V, the mass range of interest is scanned by varying 
the magnetic field.

The magnetic sector analyzer provides high mass resolution (10,000 
to 25,000) and has the best sensitivity of all the analyzers. Transmission 
is high and the energy acceptance is large (~120 eV). High quality optical 
gating is employed to reduce crater edge effects that can degrade depth 
resolution and detection limit. Entrance and exit slits are adjusted to vary 
mass resolution.

Magnetic sector analyzers are typically large and expensive instru-
ments. The ions to be analyzed in a depth profile must be selected before 
starting the profile. The analyzer has relatively slow mass switching. The 
extraction field is high with a small gap, which makes it difficult to employ 
a low energy primary beam.

Schematic drawings of the CAMECA IMS-7F and NanoSIMS50L 
instruments are shown in figures 4.9 and 4.10 [12]. Magnetic sectors 
have been primarily used for depth profiling of inorganics; however, 
the high lateral resolution of the NanoSIMS50 series of instruments 
has also been applied to the analysis of a number of organic materi-
als.  Specially designed instruments have been made, especially for the 
analysis of  geological samples or meteorites where measurement of 
the  isotopic abundance is very important. For these instruments, multiple 
detectors are arranged so that all the isotopes of the same element are 
detected at the same time. Current examples are the IMS 1280-HR from 
CAMECA [13] (www.cameca.com) and the Shrimp II from Australian 
Scientific  Instruments [14] (shrimp.anu.edu.au).

There are two imaging strategies: ion microscope, where spatial 
 resolution is determined by stigmatic optics, and ion microprobe, where 
spatial resolution is determined by size of the primary beam.



inStRuMEntAtiOn  •  71

Figure 4.9. CAMECA IMS 7f magnetic sector analyzer.
Source: CAMECA instruments, reproduced with permission from CAMECA.
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Because the magnetic sector sample is held at a high potential in order 
to inject ions into the secondary column, the primary ion beam will be 
deflected as it approaches the sample and the angle of incidence will be 
altered. On the CAMECA IMS series of instruments, the nominal inci-
dence angle is 30° from normal. For a positive primary beam and sample 
voltage, the beam will be slightly repelled and the angle of incidence will 
be higher (about 42° from normal for 10 keV beam and 4.5 kV sample). 
For positive primary and negative secondary voltages, the beam will be 
attracted to the sample and the angle of incidence will be less than 30° 
from normal [15].

It is useful to calculate some of the parameters for primary and 
 secondary beams using a magnetic sector (CAMECA IMS-3f) with sam-
ple at 4500 V and detection of positive secondary ions. For a 10 keV 150 
nA O2

+ primary beam rastered over a 200 μm × 200 μm area on a silicon 
substrate, the O2

+ velocity is

(2qV/m)½ = (2 × 1.6 × 10–19 coul × 10000 V/(32 × 1.67 × 10–27 kg))½

  = 2.45 × 105 m/s (4.5)

and flight time for primary column is 1.12 m/(2.45 × 105 m/s) = 4.6 μs
The O2

+ current density is 150 nA/(200 μm × 200 μm) = 0.38 mA/cm2

The O2
+ flux is 0.38 × 10−3 coul/s/cm2/1.6 × 10–19 coul/ion = 2.3 × 1015 

ions/cm2s
For the 200 μm × 200 μm area, this is 9.2 × 1011 ions/s.
For the secondary ions, with 150 nA primary beam on silicon, 10 to 

20 nA total secondary ions can be measured before entry into the electro-
static analyzer.

The 28Si+ velocity is 1.75 × 105 m/s
28Si+ flight time for secondary column is 1.72 m/1.75 × 105 m/s = 9.8 μs
The material removed from 1 μm deep crater has a volume of 4 × 

10–8 cm3, and with silicon density of 5 × 1022 atoms/cm3 or 2.33 g/cm3, the 
silicon removed = density/volume = 2 × 1015 atoms = 93 ng

For a detected area of 60 μm diameter, the volume = 2.83 × 10–9 cm–3 

(ratio of detected volume to crater volume is 1/14) and the silicon removed 
is 1.4 × 1014 atoms or 6.6 ng

By comparison, for a Ga+ LMIS,

 1 nA Ga+ × (1 ion/1.6 × 10–19 coul) = 6.25 × 109 ions/s (4.6)

The Ga+ current density over a 5 μm × 5 μm area is 4 mA/cm2.
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4.6.3 TIME OF FLIGHT

TOF instruments operate by pulsing the primary beam onto the speci-
men [16]. The analyzer uses the difference in flight time for secondary 
ions through a field free drift region (typically ~2 m long) to separate 
ions of different masses as shown in Figure 4.11. All secondary ions have 
kinetic energy equal to the potential energy of an ion in an electric field

 ½mv2 = qV (4.7)

where q is the charge on the ion, V is the extraction voltage, m is the ion 
mass and v is the ion velocity

v = d/t

where d is the length of the drift tube and t is the time to traverse that distance
Flight time can then be expressed by

 t = d(m/2qV)½ (4.8) 

so that flight time is proportional to the square root of mass
For the same kinetic energy, ions of lighter mass will reach the detec-

tor faster than ions of heavier mass. For a 1000 Da ion, 2.0 m flight path, 
and 2 kV extraction voltage, the flight time would be

t = 2.0 m[(1000 Da) (1.67 × 10–27 kg/Da)/((2)(1.6 × 10–19 coul)(2000 V))]½

   = 102 µs

The pulsing of the primary beam and the cycle time can be varied. 
Common values are 1 through 10 ns for the primary beam pulse width and 

Figure 4.11. Time of flight analyzer.
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a duty cycle (beam on/beam off) of 10−3 to 10−5. Since the duty cycle is 
low, the sputtering rate will be much slower than an instrument that uses 
a continuous primary beam. If a second ion beam is used to sputter the 
specimen during the off time of the cycle, the sputtering rate can be much 
higher. An example of a timing diagram is shown in Figure 4.12. An elec-
tron beam can also be applied between analysis pulses in order to provide 
charge neutralization. LMISs have lateral resolution less than 10 nm but 
with a pulsed beam the lateral resolution is closer to 100 nm. An example 
of a reflectron based instrument (ION-TOF) is shown in Figure 4.13 and 
an electrostatic sector (Physical Electronics) in Figure 4.14.

Parallel detection of all masses permits retrospective analysis. This 
instrument has high transmission (10 to 90%) and high mass resolution 
(>10,000). In addition, it has a high mass range, theoretically unlimited 

Figure 4.12. TOF-SIMS timing diagram.
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with relatively simple mass calibration. TOF-SIMS is ideal for analysis of 
organic or inorganic surfaces and the pulsed electron method works well 
for insulators.

Operation requires a pulsed primary beam. If additional ion and 
electron sources are used, they must also be pulsed. Ions are extracted 
with high field and small gap similar to the magnetic sector. Ion sources 
that use elements with more than one isotope, such as gallium, must be 
monoisotopic.

Properties of the three types of mass analyzers are summarized in 
Table 4.2. Even though mass resolution is limited, the quadrupole pro-
vides good depth resolution because it can easily operate at low impact 
energy. The magnetic sector can analyze with high primary current and 
has the best sensitivity. The TOF has the best transmission and can most 
easily obtain high mass resolution.

4.7 DEtECtORS

To cover the range of secondary ion intensities, more than one secondary 
ion detector is required. Several detectors have been used [17, 18] but 

Figure 4.14. TOF-SIMS electrostatic analyzer.
Source: Physical electronics PHI nano TOF II 
reproduced with permission.
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 Faraday cup and electron multiplier are most often paired. Figure 4.15 
shows how the two detectors can measure secondary ion currents over 
a dynamic range that can exceed nine orders of magnitude. The electron 
multiplier is subject to dead time issues for high current rates [19]. The 
Faraday cup is used for higher ion currents and the electron multiplier for 
count rates down to zero. The performance of the multiplier is remarkable 
since it provides a gain of ~108.

4.8 fOCuSED iOn BEAM SiMS (fiB-SiMS)

The combination of a FIB primary source with the detection of secondary 
ions is referred to as FIB-SIMS and provides the opportunity to acquire 
elemental information from a very small region. This high lateral reso-
lution has been exploited for some time, particularly by the Levi-Setti 

Table 4.2. Comparison of mass analyzers

Type Resolution Mass range Transmission
Mass  

detection
Relative  

sensitivity

Quad <1000 <1000 0.01–0.1 sequential 1
Magnet 10000 >1000 0.1–0.5 sequential 50
TOF 10000 >1000 0.5–0.9 parallel 10000

Figure 4.15. Faraday cup and electron multiplier responses.
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group at University of Chicago [20]. The FIB utilizes the LMIS described 
earlier in this chapter, and sources of this type with beam diameter less 
than 10 nm are commercially available. The secondary ion yields from the 
gallium LMIS are similar to those for an argon primary beam, which are 
about a factor of 50 to 100 less than for an oxygen primary beam. How-
ever, with yield enhancement from an oxygen leak or oxygen or cesium 
beams, FIB-SIMS has the potential to provide isotope-specific elemental 
and impurity microanalyses to the parts per thousand range and below. 
Plasma ion sources and scaled down TOF-SIMS analyzer offer new pos-
sibilities for small area analysis. Initial results with a xenon plasma source 
on a TESCAN instrument show ppm detectability for lithium, sodium, and 
potassium without enhancement by oxygen [21], and use of an oxygen 
plasma source should provide higher secondary ion yields.

4.9 COMPutERS AnD DAtA MAniPuLAtiOn

Computers are used to control the instrument and reduce and transmit 
data. Automatic operation and three-dimensional analysis are possible. 
The amount of memory required for a high resolution mass spectrum 
or image depth profile using TOF-SIMS is no longer an issue with the 
availability of inexpensive terabyte storage.

Some data processing is relatively simple and provides conversion of 
sputtering time to depth and count rate to concentration. However, inter-
pretation and reduction of TOF-SIMS data can require days of time for 
hours of analyses.

4.10 RELAtED inStRuMEntS

For many species sputtered, the ionization probability is low and most 
of the sputtered species are neutrals. High ion yields can be obtained by 
 ionizing the neutral species ejected during sputtering with lasers, elec-
trons, or plasmas. This approach is called postionization or sputtered 
neutral mass spectrometry and can provide better detection limits with 
potentially fewer matrix related ion yield variations than the instruments 
that collect just secondary ions. For example, if 25 percent of the sputtered 
atoms are present in the laser beam zone and 100 percent ionization can 
be obtained, then with 50 percent transmission a useful yield of 10 percent 
can be achieved. Useful yield is defined as the number of ions detected 
relative to the number of atoms present in the analysis area. However, 
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the actual result for many elements is similar  to that for traditional SIMS 
instruments and without a clear advantage, the postionization instruments 
have had limited success [22–29].
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CHAPtER 5

Depth profiling 
(DynAmic sims)

The surface of a sample is important but subsurface information is often 
desired. One may want to investigate a buried layer or an interface 
between a layer and substrate. This requires a controlled removal of mate-
rial. Electrons have very limited sputtering capability and laser ablation 
lacks uniformity of removal. Sputtering with an ion beam is typically used 
because the beam of ions can be precisely controlled. Secondary ion mass 
spectrometry (SIMS) is one of the preferred profiling techniques because 
of depth resolution and sensitivity [1–5]. All SIMS analyzer types can be 
used to obtain depth profiles, and this chapter provides details on this type 
of analysis.

5.1 RAStER AnD gAtE

SIMS depth profiling provides composition versus depth information. 
A depth profile is normally achieved with a selection of the species of 
interest that are monitored as a crater is sputtered. The data are plotted as 
intensity of species versus sputtering time and this can be converted to 
concentration versus depth as shown in Chapter 6, Quantification. This 
is a destructive technique but the amount of material removed is quite 
small. With magnetic sector and quadrupole instruments, one has to 
make the decision in advance as to which species will be monitored. For 
TOF-SIMS, all masses are recorded at each data point so it is possible 
to retrospectively determine the depth profile for a species that was not 
preselected.

Dynamic SIMS is the incidence of ions with enough density to 
remove more than the surface monolayer. The depth profiling mode 
can achieve high sensitivity coupled with excellent depth resolution. 
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 Important  para meters to control in order to obtain good depth resolution 
are the  raster and gate [6]. Figure 5.1 shows a diagram of a profile through 
a layer [7]. The crater bottom is flat, but the sidewalls of the crater are 
sloped. If secondary ions are detected from the entire sputtered region, 
then even though the layer has been removed from the center of the crater, 
the layer will continue to be sputtered at the edge of the crater. Therefore, 
detection of all ions from the crater will provide poor depth resolution. If 
a gate is applied to reduce the area of detection, then only ions from the 
gated region would be detected. A comparison of the depth resolution for 
the two scenarios is shown in the same figure. The profile that is gated is 
more representative of the actual layer in the sample.

The gating method varies for the instrument used. For the CAMECA 
IMS series of magnetic sector instruments, the gating in a depth profile is 
determined by placing a field aperture in the ion optic column. This aper-
ture is variable in size and determines the circular region at the center of 
the crater from which the secondary ions are collected. For example, for a 
CAMECA IMS-6F, a field aperture size of 750 µm diameter at an imaged 
field of 150 µm will provide a detected region of 60 µm diameter.

For most quadrupole instruments, the gating is electronically deter-
mined. The detector is gated on only when the primary beam is resident 
within the desired detected region. The quality of gating is dependent on 
the diameter of the primary beam. As shown in Figure 5.2, if the primary 

Figure 5.1. Raster and gate relationship with depth profile shape.
Source: Wilson, Stevie, and Magee [7].

Reduce sidewall contributions 

by detecting ions from center  

of larger crater 

Raster 

Circular gate (aperture) 

Square gate (electronic) 

0
100

101

102

103

104

105

1 2
Time or depth (arbitrary units)

Se
co

nd
ar

y 
io

n 
in

te
ns

ity
 o

f l
ay

er
 sp

ec
ie

s

Detected region within uniform
penetration region

Detected region over whole crater

Surface

Primary ion
beam

Detected region
Uniform penetration

layer

3 4



DEPtH PROfiLing (DYnAMiC SiMS)  •  83

beam is large, then even when the center of the beam is just inside the 
gated region, secondary ions generated from the part of the beam out-
side the desired detected area will also be detected [8]. Some quadrupole 
instruments also use a field aperture to improve gating.

For TOF-SIMS, depth profiles are achieved with the use of two 
beams, one to sputter the specimen and one to perform the analysis of the 
crater surface at regular intervals. Each pixel contains a mass spectrum 
and the region of interest can be selected after the profile is complete in 
order to optimize the detected region.

5.2 DEPtH RESOLutiOn

Parameters of interest in a depth profile are depth resolution, dynamic 
range, detection limit, and peak concentration as illustrated in the depth 
profile of an ion implant shown in Figure 5.3.

Depth resolution is the ability to discriminate atoms at one depth of 
the sample from atoms in the region immediately below. Good depth reso-
lution is one of the most significant capabilities of SIMS and is dependent 
on a number of factors:

• Crater shape
• Choice of raster and gate
• Penetration depth of primary beam. Less penetration means less ion 

beam mixing of the atoms in the sample and better depth resolution.

Figure 5.2. Beam diameter effect on raster and gate.
Source: Wilson, Stevie, and Magee [8].
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• Knock-on due to head-on collisions with sample atoms.
• Uniformity of removal of material in the crater. This is determined 

by the quality of raster electronics and by sputtering characteristics 
of the material. Some materials do not sputter uniformly.

• Depth of analysis—Depth resolution generally degrades with depth.
• Mobility of certain elements. Some elements, such as Na, Li, and 

K in insulators, are mobile when an electric field is applied (see 
Chapter 8 on insulator analysis).

Knock-on and nonuniform removal are diagrammed in Figure 5.4. 
Proper choice of raster and gate reduces contributions from sidewalls 
and the surface. Nonuniform sputtering and movement of an atom into a 
region below its initial location (ion beam mixing, knock-on) [9] will be 
discussed in more detail later in this chapter.

The raster to gate ratio can be optimized by keeping the detected area 
constant and varying the raster size. In Figure 5.5, profile B obtained with a 
raster near the size of the detected area shows a significantly deeper profile 
than profile A obtained with a raster length and width about three times the 
diameter of the detected area [8]. Figure 5.6 shows a more detailed study 
on another instrument and indicates that the minimum raster size without 
significant distortion is about 100 µm × 100 µm for a 63 µm detected area. 
It is important to understand the scale of the crater depth relative to the 
raster. Figure 5.7 shows the actual scale for a 250 nm deep crater and the 
distorted scale, which is normally shown by the display from a diamond 
stylus profilometer used to measure the crater depth. For very shallow 

Figure 5.3. Depth profile characteristics.
Source: F. Stevie, Analytical instrumentation facility, 
North Carolina State University.
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Figure 5.4. Knock-on and nonuniform sputtering.
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Figure 5.5. Detected area versus raster size.
Source: Wilson, Stevie, and Magee [8].
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profiles, it may be possible to use a smaller raster and not have significant 
edge effects. Proper sizing of the raster to detected area is important to 
optimize depth resolution.

Because of the variety of sample types, more than one metric is used 
to measure depth resolution. For an interface, this parameter can be given 
by the depth interval over which the signal decreases from 84 percent to 
16 percent of maximum (±σ) as illustrated in Figure 5.8 [10]. Another 
term commonly used is decay length in nm/decade. This is the depth 
for a signal to drop by one order of magnitude. There may be separate 
 designations for leading and trailing edges of a layer interface. The lead-
ing edge will usually have a smaller value because this marks the onset 

Figure 5.7. Crater perspective.
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of the layer and is less affected by knock-on than the trailing edge. Note 
that in interpretation of the data, the location of the interface should be at 
50 percent of maximum signal intensity as shown in Figure 5.9 [11]. Yet 
another designation is the depth required to decrease the signal to 1/e of 
maximum and this is expressed as λ. An example of the nm/decade and 
λ depth resolution calculations is shown in Figure 5.10. This profile was 
obtained using TOF-SIMS to analyze a very shallow boron implant. For 
the analysis of layers intended to be very thin or even one monolayer, the 
resolution is often expressed as full width at half maximum (FWHM), 
which is shown for beryllium in GaAs in Figure 5.11 [12].

5.2.1 PRE-EQUILIBRIUM REGION

Because the incident ion has some energy, it will penetrate the surface 
and implant into the specimen. For depth profiles, until the specimen is 
sputtered to the most probable depth (projected range) of the implanted 
primary beam, the concentration of the primary species in the specimen is 
not uniform. This depth is called the pre-equilibrium zone and quantifica-
tion in this region is difficult. Figure 5.12 shows a schematic drawing of a 
depth profile of oxygen using an oxygen primary beam and the variation 

Figure 5.9. Interface location.
Source: Wilson, Stevie, and Magee [11].
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Figure 5.11. Depth resolution for delta layer.
Source: Stevie [12], reprinted with permission from American Institute 
of Physics copyright 1992, American Vacuum Society.
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in oxygen concentration between the surface oxide, the depth required to 
reach oxygen equilibration (pre-equilibrium region), and the rest of the 
profile where equilibrium has been achieved. For bombardment of silicon 
at normal incidence with 8 keV O2

+, the ion dose required to reach equilib-
rium for 30Si+ and 16O+ signals was 6 × 1016 ions/cm2 [13]. The measured 
transition widths are approximately twice the average penetration of the 
primary beam species [14]. The oxygen concentration variation in the sur-
face and near-surface region will affect the composition of the matrix and 
the sputtering rate of the material, so adjustment of the depth scale may 
be necessary [15].

The pre-equilibrium region can be reduced by decreasing the pene-
tration depth of the primary beam. This can be accomplished by the use 
of a primary beam with lower energy, higher mass, or more grazing inci-
dence angle. Many authors have investigated the effects of these param-
eters on depth resolution [16–23]. The effect of primary energy on the 
profile shape is shown in Figure 5.13, where reducing the primary beam 
energy improves the depth resolution of the profile [18]. The difference 
in the profiles is due to knock-on of atoms during the analysis. Knock-on 
occurs when an atom from the beam has a collision with an atom in the 
sample that causes the sample atom to be pushed deeper into the sample. 
This atom will be removed later in the depth profile but will appear to 
have originated from a location deeper than the original site. Figure 5.14 
shows the analysis of a shallow ion implant of antimony in silicon. In 
this case the primary energy and incidence angle were optimized and the 
result on the as implanted and annealed profiles is a dramatic reduction in 
antimony depth. Figure 5.15 shows a table of beam energy and incidence 
angle  conditions for a CAMECA IMS-6F and the penetration range for 

Figure 5.12. Surface equilibration region.
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those conditions in GaN, along with Transport of Ions in Matter (TRIM) 
simulations of three of the bombardment conditions [24]. The penetra-
tion range is expressed as the most probable range of ion penetration plus 
the straggle of that distribution. All distributions were calculated using 
TRIM [25].

Note that for many instruments the incidence angle is fixed so that 
the only practical choice to reduce the pre-equilibrium region for a given 
primary beam is to lower the energy. The sputtering rate also decreases 

Figure 5.14. Effect of primary beam energy and incidence angle on Sb depth 
profile in Si.
Source: Luftman, AT&T Bell Laboratories, Sample from B. G. park.
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rapidly as the incident energy drops below 1 keV, so there is a practical 
limit to the reduction in ion energy.

If the concentration of the primary species is already maximized in the 
sample, for example analysis of silicon oxide using O2

+, then the  species 
monitored will be uniform starting at the surface. The enhancement effect 
of oxygen is not further increased by the additional oxygen from the 
primary beam. Figure 5.16 shows a depth profile using O2

+ of a silicon 
oxide layer on borophosphosilicate glass [26]. The goal was to measure 
the thickness of the oxide. Since the oxygen enhancement of secondary 
ion yield is at maximum starting at the surface of the sample, there is no 

Figure 5.15. Penetration in GaN for CAMECA IMS-6F analyses.
Source: C. Gu, North Carolina State University [24].
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equilibration depth. Other approaches are the use of a normal incidence 
O2

+ primary beam, which can completely oxidize certain materials, such 
as silicon, or with oxygen flood (oxygen leak, oxygen backfill), which 
provides additional oxygen to the specimen surface through a nozzle close 
to the sample surface, as discussed in Chapter 2.

Because of the pre-equilibrium zone, quantitative analysis of species 
at the surface or near surface can be very difficult. In addition, adsorption 
of gaseous species on the surface can complicate the analysis. One method 
that can sometimes be used to improve this type of analysis is to cap the 
surface region with another layer [27–29]. The surface is protected and the 
pre-equilibrium zone is passed by the time the layer of interest is reached 
in the depth profile. Figure 5.17 shows how a capping method was used to 
study the origin of boron on a silicon surface [30]. The source of the boron 
was confirmed by the use of a cap layer to preserve the surface of interest. 
Boron was detected at the surface covered by the cap layer when the sur-
face was exposed to clean room air between depositions, and not detected 
when the second layer was deposited without air exposure. The primary 
boron source was found to be the borosilicate filters used in clean room 
air filters. The cap layer must be the same matrix as the surface of interest. 
The cap should also be flat and incur no significant sample  heating during 
deposition.

5.2.2 ULTRA-SHALLOW ANALYSES

The drive to reduce device size in the semiconductor industry resulted 
in the requirement to analyze dopant profiles in silicon with total profile 
depth less than 50 nm. The information close to the surface is of high 
importance, which meant shrinking the pre-equilibrium region to the 
shortest distance possible to obtain the best depth resolution. This demand 
resulted in an extensive body of work by many researchers and is referred 
to as ultra-shallow analysis [31–42]. A series of meetings  (International 
 Workshop on the Measurement, Characterization, and Modeling of 
Ultra-Shallow Doping Profiles in Semiconductors) was dedicated to this 
topic.

Some of the issues that were encountered were pre-equilibrium 
effects, variation in sputtering rate due to oxide formation, surface rough-
ening during bombardment, surface oxide, analysis time, and validation of 
implanted dose [43]. Even at the lowest bombardment energy used, there 
will always be a pre-equilibrium region unless a cap layer, as described 
previously, is used. However, it is very difficult to place a thin cap layer 
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without contamination or oxidation of the surface and this method is often 
not available. With O2

+ at 100 eV and 40° from normal incidence on sili-
con, the projected range and straggle are 0.7 nm and 0.4 nm, respectively. 
We have to recognize that the typical size of one atom is 0.2 nm and the 
theoretical depth resolution limit is approximately 0.3 nm [44]. A value of 
0.39 nm for λ has been achieved using SF5

+ at 600 eV and 52° from normal 
incidence (see Figure 5.10).

Bombardment of a silicon surface with oxygen at low energy has the 
complication that the surface composition changes from surface oxide to 
pre-equilibrium oxygen concentration to equilibrium concentration. There 
is a difference in sputtering rate for these regions that is negligible for a 
500 nm deep profile but significant for one less than 50 nm. The oxygen 
bombardment actually causes a swelling or expansion of the silicon at the 
start of the profile and this requires a sputtering rate correction to calibrate 
the depth axis [15].

Some analysis conditions produced roughening of the surface and 
loss of depth resolution. This topic will be discussed in more detail later 
in this chapter. As a result, certain bombardment angles were avoided to 
optimize the analysis.

The sputtering rate drops rapidly below 500 eV, and from 250 eV to 
100 eV there is about an order of magnitude decrease in sputtering rate for 
36° from normal incidence [45]. Oxidation of silicon is nearly complete 
with 150 eV O2

+ bombardment [46]. For low energy and normal incidence, 
the sputtering rate becomes a significant issue. Alignment and focusing of 
the primary beam is also problematic at very low energy, and this presents 
a limitation on the minimum area that can be analyzed.

Validation of the implanted dose was achieved by the use of tech-
niques that did not involve sputtering of the surface, such as elastic recoil 
detection analysis and medium energy ion scattering [38]. X-ray photo-
electron spectroscopy (XPS) can also provide information on the concen-
tration at and near the surface for high dose implants.

Several methods were devised and similar results could be obtained 
with the approaches detailed as shown in Figure 5.18. Two approaches 
often used were to analyze at normal incidence without oxygen flood or 
backfill and to analyze at 45 to 60° from normal incidence with oxygen 
flood. Figure 5.18 shows examples of normal incidence analysis and two 
conditions for oblique analysis with similar profiles obtained. Figure 5.19 
shows that small differences in dopant penetration could be detected for a 
profile that covers less than 15 nm, but the first 2 nm had uncertain quanti-
fication because of the pre-equilibration region. Ultra-shallow phosphorus 
and arsenic depth profiles have been obtained using Cs+ at low energy, such 
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as 1 keV. Since Cs+ is significantly more massive than O2
+ and  penetrates 

less into the substrate for the same energy, the Cs+ energy may not have 
to be as low as that for O2

+ to achieve the desired resolution.  Figure  5.20 
shows the analysis of a 3 kV arsenic implant using Cs+ at as low as  

Figure 5.18. Ultra-shallow analysis approaches.
Source: Bennett, SEMATECH, reproduced with permission.
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250 eV [47]. For Cs+ at 250 eV and 40° from normal incidence in silicon, 
the projected range and straggle are 0.18 nm and 0.05 nm, respectively.

5.3 SPuttERing RAtE

The sputtering rate determines the analysis time for the depth profile. 
Sputtering rate is varied by changing the raster size or primary beam cur-
rent. Note that for a multilayer sample, one should expect the sputtering 
rate to be different for each layer. Detection limit is usually improved by 
an increase in the sputtering rate. Usually the fastest analysis is desired but 
one must consider the data density required. If the sputtering rate is too 
high then information may be lost, especially at an interface.

5.4  nOnunifORM SPuttERing, SAMPLE 
ROtAtiOn

Any crater nonuniformity will result in degraded depth resolution [48]. 
Ion bombardment can cause nonuniform sputtering, even for crystalline 
materials. Polycrystalline samples, such as metals, expose grains at varied 
angles to the ion beam. When the atoms in a grain are aligned with the 
beam, the beam penetrates further and there is less sputtering than when the 
atoms are misaligned to the beam. As a result the misaligned grains erode 
faster and leave a nonuniform surface that causes loss of depth resolution.

Figure 5.20. Arsenic ultra-shallow analyses.
Source: Giubertoni, et al. [47].
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Development of microtopography during bombardment can be 
observed optically. The bottom of the crater will become darker with 
 sputtering because the rough surface scatters the light used for observa-
tion. After analysis, the three instruments used to measure roughness, in 
order of increasing sensitivity, are stylus profilometer, scanning electron 
microscope (SEM), and atomic force microscope (AFM).

Several authors noted topography changes under ion bombardment 
even for single crystal specimens [49–52]. As shown in Figure 5.21, for 
single crystal silicon, depth profiles at 5.5 keV O2

+ and 42° from  normal 
showed a change in matrix intensity at about 3 µm into the sample. SEM 
micrographs of a sample after sputtering to depths before, during, and after 
the intensity change showed development of ripple formation correlated 
with the change in ion intensity [53]. The change in Si intensity was not 
observed when a Cs+ primary beam was used. The origin of the ripples 
has been of interest and can degrade depth resolution even for shallow 
profiles [54, 55]. The atomic arrangement of the target material appears to 
determine the nature of the roughened surface [56].

Reduction of roughening due to ion bombardment can be mitigated 
by the choice of primary species, energy and angle of incidence, and by 
sample rotation during analysis. Figure 5.22 shows that roughness is sig-
nificantly higher at bombarding angles in the range of 50 to 65° from 
normal for O2

+ bombardment of silicon [54]. For this reason, analysis in 
the range 40 to 50° would be a better choice. One of the best options for 
removal of microtopography due to sputtering is rotation of the sample 

Figure 5.21. Sputter induced roughness on crystalline Si.
Source: Stevie, Kahora, Simons, and Chi [53], reprinted with permission from 
American Institute of Physics, copyright 1988, American Vacuum Society.
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during analysis. This is also referred to as Zalar rotation [57]. Several 
authors showed the improvement in depth resolution for SIMS depth pro-
files with sample rotation [58–63]. Figure 5.23 shows SEM micrographs 
of the surface of an aluminum layer and after sputtering through the 1 µm 
layer with and without sample rotation [60]. The crater bottom is quite 

Figure 5.22. RMS roughness vs. incidence angle.
Source: Jiang and Alkemade [54], reprinted with permission from 
Applied Physics Letters, copyright 1998, AIP Publishing LLC.
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rough without rotation but no features can be observed with rotation. The 
impact of the rotation on depth resolution is illustrated in Figure 5.24, 
which shows SIMS depth profiles in the same aluminum layer with and 
without sample rotation. With sample rotation the boron at the interface is 
clearly defined and it can be observed that silicon from the Al–Si–Cu layer 

Figure 5.24. Sample rotation during ion bombardment of Al.
Source: Stevie and Moore [60].
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shows movement to the Al/Si interface. Figure 5.25 shows the analysis 
of alternating layers of GaAs/AlGaAs. Without rotation, one can iden-
tify about 17 layer pairs. With rotation, many more layer pairs are distin-
guished without apparent loss of depth resolution [59].

Note that roughening of the sample may occur as a result of adding 
oxygen flood [55]. This can impact the depth resolution in an ultra-shallow 
profile but can be mitigated with the choice of primary angle of incidence.

5.5  DEtECtiOn LiMit, DYnAMiC RAngE, 
MEMORY EffECt

SIMS is a mass spectrometric technique and has the capability to  provide 
data over a concentration range from 100 percent to ppm to ppb. By 
comparison, commonly used techniques such as Auger electron spectros-
copy (AES) and XPS are limited to three orders of magnitude dynamic 
range (see Chapter 1). The detection limit is an important parameter for 
depth profiling. Ion implantation is a method used to place elements 
into a  substrate with control of depth and concentration. This method is 
used extensively in semiconductor wafer processing, especially to insert 
 dopants such as boron, phosphorus, and arsenic into silicon substrates. 

Figure 5.25. Sample rotation for multilayer analysis. (a) Without 
rotation, (b) with rotation.
Source: Cirlin, et al. [58], reproduced with permission from American 
Institute of Physics, copyright 1990, American Vacuum Society.
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Ion implantation has proven to be very useful in SIMS depth profiling. 
With ion implants, it is possible not only to quantify the species of interest 
but also to measure the detection limit. Figure 5.26 shows an implant of 
potassium in silicon and a detection limit of 10 ppta for potassium [64]. 
Potassium has very high secondary ion yield for O2

+ bombardment, and 
a high yield is important to achieve a good detection limit. Figure 5.27 

Figure 5.26. K detection limit in Si.
Source: Stevie, Wilson, McKinley, and Hitzman [64], reprinted with 
permission from John Wiley and Sons.
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shows an excellent detection limit of 5 × 1013 atoms/cm3 for phosphorus in 
silicon. This is notable since high mass resolution was required to separate 
31P from 30Si1H mass interference.

One cannot simultaneously optimize detection limit and depth reso-
lution. The best detection limit is achieved with high sputtering rate and 
large detected area, which provides higher count rate. The high sputtering 
rate is achieved with high primary voltage and current. The best depth 
 resolution is obtained at low impact energy, which results in less penetra-
tion into the sample, and low sputtering rate and small detected area. The 
small area minimizes the effect of variations on the sample surface.

A limiting factor for detection limit in an ion implant has been 
the sidewalls of the crater. An analysis made on a specimen where the 
 surrounding material was removed showed an extended dynamic range. 
It may be possible to improve the dynamic range with sample preparation 
[65]. Sidewall contributions can be mitigated by the use of a specimen that 
has been pretreated to provide a mesa structure. The mesa is obtained by 
sputtering a trench around the region of interest. This can be accomplished 
with a focused ion beam (FIB) instrument or with an ion beam available 
on the analysis instrument. The mesa sample is analyzed by placing the 
raster in the trench. With this approach, there are no crater walls and no 
contributions to background from the walls. This method may provide 
as much as an order of magnitude improvement in the dynamic range. 
Figure 5.28 shows a comparison of depth profiles with and without mesa 
structure [66]. Mesas were prepared over a range of 100 µm × 100 µm to 
200 µm × 200 µm within a raster range of 400 µm × 400 µm to 700 µm × 

Figure 5.28. Mesa analysis to reduce sidewall contributions.
Source: Gillen [66], reprinted with permission from John Wiley and Sons.
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700 µm. A dynamic range of almost six orders of magnitude has been 
achieved for boron implanted in silicon [67]. In this study, neutral sput-
tering was suppressed by insertion of a bend in the primary beam near 
the sample. The use of background subtraction can additionally improve 
this range.

Previously analyzed samples can affect the detection limit for a sub-
sequent analysis. For the magnetic sector instrument the close proxi mity 
of the sample and immersion lens cover plate permits resputtering of 
material previously analyzed. Figure 5.29 displays the magnetic sector 
geometry and indicates the sequence where a material is sputtered, a new 
material is then inserted and analyzed, and material from the first sample 
is sputtered off of instrument components and onto the second sample and 
then detected during analysis. This would appear to be a low probability 
event, but it does occur at about one part in 104 to 105 below the matrix 
density of the material of interest [68, 69]. Since the SIMS dynamic range 
can exceed that value, the contaminant will be detected. For example, 
prior analysis of InP will put significant amounts of phosphorus into the 
sample chamber. Subsequent analysis for phosphorus in silicon will show 
background phosphorus due to the InP starting at approximately 5 × 1018 
to 5 × 1017 atoms/cm3. This memory effect can be reduced by sputtering 
the new material for sufficient time to coat the instrument surfaces.

The quadrupole instrument has a much more open geometry as shown 
in Figure 5.30 and memory effect background is less than that for mag-
netic sector but can be present [70]. The TOF-SIMS has close proximity 
elements similar to the magnetic sector, but low sputtering rate and low 
counts reduce this effect.

Figure 5.29. Magnetic sector geometry.
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5.6  COunt RAtE SAtuRAtiOn—DEtECtOR 
DEAD tiME

SIMS data are often obtained with a high sputtering rate and the detected 
count rates can be high enough to affect the linearity of the response of an 
electron multiplier and even a Faraday cup. As count rates are increased, 
an electron multiplier reaches a level where dead time affects the count 
rate. The output becomes more nonlinear as the input count rate increases. 
A typical electron multiplier may have the ability to measure 3 × 106 
counts/s with only small count losses due to detector dead time [71]. It is 
important to understand that for a given raster and gate, the count rate 
during the gated time is not the average count rate shown on the detector 
but the count rate shown times the ratio of the rastered to detected area. 
This high instantaneous count rate can easily be 20 times the measured 
rate as shown in Figure 5.31 [72]. Count rate saturation can be overlooked. 
Figure 5.32 shows that for a depth profile of an ion implant, which is dis-
played on a logarithmic scale, it may not be obvious that profile B has a 
significant error compared with profile A [73]. This effect can occur for all 
three types of analyzers. Figure 5.33 shows silicon mass spectra obtained 
with two gating settings. Both spectra show an incorrect ratio for 28Si and 
30Si [74]. In cases where high count rates may be an issue, it is useful to 
monitor more than one matrix isotope in a depth profile. One can check 
the isotope ratio for correct value and use the lower intensity isotope for 
analysis if needed. For this reason, analysis of a silicon matrix species is 
often made with 30Si instead of 28Si.

Figure 5.30. Quadrupole geometry.

Sample 

Ground 

250 V 

1 

2 3 

Primary 
beam 

Extraction 

1–2 cm 

Sequence: 
1. Primary beam 
2. Sputter and deposit 
3. Resputter and deposit
    on sample

Quadrupole geometry limits chance for redeposition  



DEPtH PROfiLing (DYnAMiC SiMS)  •  105

5.7 SMALL AREA AnALYSiS

The amount of material analyzed in a SIMS depth profile is microscopic. 
Figure 5.34 helps illustrate the dimensions. For a sample size of 1 cm × 
1 cm, a sputtered crater of 100 µm × 100 µm, analysis area 30 μm in 

Figure 5.31. Dead time issues (count rate saturation).
Source: Wilson, Stevie, and Magee [72].
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 dia meter, and a 1 μm deep crater, the analysis volume is 7.1 × 10−10 cm3. 
For a silicon matrix, the amount sampled is:
Silicon density × analysis volume = 5 × 1022 atoms/cm3 × 7.1 × 10−10 cm3

  = 3.6 × 1013 atoms × 28 g/6.02 × 1023 atoms
  = 1.7 ng
This is a very small value and supports the need to obtain more than 

one analysis per sample.

Figure 5.34. Analysis region.
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Figure 5.33. Count rate saturation.
Source: Wilson, Stevie, and Magee [74].
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Depth profiling is designed to provide good sensitivity and depth 
 resolution by rastering an ion beam to sputter over a region and then 
detecting ions from a small area at the center of the raster. Small areas can 
be analyzed, but at a sacrifice of sensitivity and depth resolution. As the 
detected region is reduced, fewer atoms are available for analysis.

Useful yield is the ratio of ions detected to number of atoms present 
and a number of 0.1 percent might be expected for boron in silicon under 
O2

+ bombardment. For silicon with density 5 ×1022 atoms/cm3 and 1015 
atoms/cm2 in one monolayer, a 100 nm × 100 nm detected area has only 
1 × 105 atoms in one monolayer. For a sputtering rate of 1 nm/s (or approx-
imately 5 monolayers/s), we have 5 × 105 atoms/s. With a useful yield 
of 0.1 percent and a detection capability of 2 ions/s, the detection limit 
would be only 2 × 1020 atoms/cm3 or 0.4 percent atomic. If useful yield is 
increased to 1 percent, the detection limit improves to 2 × 1019 atoms /cm3, 
which is only marginally better than that for AES. This shows that there 
is a crossover point between SIMS and AES for sensitivity as the analysis 
region is decreased.

There is a practical limit to the analysis area. With modern SIMS 
instrumentation, it is usually fairly routine to perform a SIMS analysis 
on a region at least 100 µm × 100 µm in size. The detected area would 
typically be about 30 µm in the center of a raster over that area. As the 
analysis size is decreased, it becomes more difficult to align and conduct 
the analysis and the number of atoms available is reduced so the detection 
limit will not be as low [75].

For samples such as semiconductor wafers, the device features are less 
than 100 nm and are much smaller than the typical SIMS analysis detected 
area. Surface topography distorts profiles obtained from a small area [76], 
and even though some studies have been made in on-chip areas [77], the 
size of the features precludes direct SIMS analysis. One approach has 
been to design dedicated SIMS analysis patterns in the space between the 
chips and these have been in use for some time [78–80]. The size of the 
pattern is constrained to be on the order of 100 µm in one dimension but 
can be longer in the other dimension, so that rectangular or square patterns 
can be available. The advantage of the rectangular pattern is that there is 
enough space to sputter for alignment and analysis on the same structure. 
Since the semiconductor wafer has a high degree of repetition, patterns 
may be available across the wafer so that analyses can be made that test 
one area of the wafer versus another. Layers of interest can be deposited 
on SIMS patterns at the same time the layers are deposited on the rest of 
the wafer to produce semiconductor devices. This approach provides a 
duplicate of the small transistor structures, but on a scale that can be easily 
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analyzed with SIMS. Figure 5.35 shows an example of a SIMS pattern 
layout on a semiconductor wafer. Figure 5.36 shows a diagram of comple-
mentary metal oxide semiconductor structures with analysis sites of inter-
est marked with arrows. Figure 5.37 shows two profiles obtained from 
dedicated SIMS analysis areas for those sites on a 0.35 µm technology 
wafer. PTOX refers to PTHINOX, which represents the p type source and 
drain profile. NCHAN refers to n type channel and shows doping of the 
polycrystalline silicon and the gate oxide in the channel region. It might 
also include a silicide over the polycrystalline silicon. Detection limits 
at or below 1 × 1016 atoms/cm3 could be obtained for boron, phosphorus, 
and arsenic dopant elements. For larger chips, some on-chip patterns have 
been designed and utilized.

Figure 5.35. SIMS patterns on silicon patterned wafers.
Source: F. Stevie, AT&T Bell Laboratories.
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5.8 nOnunifORM DiStRiButiOn

For a depth profile, the secondary ions detected represent a lateral aver-
age over the detected region. If the species of interest is laterally nonuni-
form on the surface or at any depth, the detected species will sum those 
nonuniform regions (often due to particles) and the surrounding area. 
Figure 5.38 shows a schematic drawing of a region where the species 
of interest is nonuniform. Figure 5.39 shows a SIMS depth profile and a 
transmission electron microscopy  micrograph of an annealed chromium 
ion implant region containing microscale nonuniformities at a depth just 
past the  projected range of the original ion implant. The small chromium 
concentrations average to the same value for a relatively large detected 
area. If the nonuniformities are small and evenly distributed, multiple 
depth profiles will provide similar results. Figure 5.40(a) shows a profile 
typical for a region with a large particle. The shape of the profile usually 
shows a sharp drop in concentration until the particle has been sputtered 
away [81]. Figure 5.40(b) shows a boron profile in silicon with a dynamic 
range not as large as expected. A repeat analysis taken adjacent to the 
first measurement shows the anticipated profile. The difference was due 
to a boron particle. A simple way to check for nonuniformities is to take 
a second depth profile. It is almost impossible for two depth profiles to be 
identical if the sample has large particulates or a significant nonuniform 

Figure 5.37. Dopant profiles from SIMS test areas.
Source: F. Stevie, AT&T Bell Laboratories.
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distribution of an element. Another approach is to obtain a secondary ion 
image of each  species at each measurement. This image depth profile can 
be examined after the analysis has been completed and selected regions 
chosen to eliminate the contributions of nonuniform regions.

Figure 5.38. Nonuniform distribution.
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Figure 5.39. Nonuniform distribution—diffusion of implanted Cr in Si.
Source: H. Francois Saint Cyr and F. Stevie, University of Central Florida.
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5.9  iMAgE DEPtH PROfiLE—LAtERAL 
RESOLutiOn

As noted, an image depth profile is a preferred way to obtain SIMS data 
because it is possible to do retrospective analysis. With this capability, 
nonuniform regions can be removed during data reduction to obtain a 
 profile more representative of the material. The signal can also be maxi-
mized by observation of the signal that can be included near crater edges 
where it might otherwise be rejected [82, 83]. Figure 5.41 shows an image 
depth profile of FIB implants of gallium into silicon [84]. The result can 
be displayed in a three-dimensional figure, and in this case, because the 
implant dose is known, the gallium can be quantified. Note that the inter-
action region for an ion that bombards the surface of a sample is on the 
order of 10 nm in diameter and sets a practical limit for lateral resolution.

5.10  MOVEMEnt Of SPECiES DuE tO CHEMiCAL 
EffECt

Movement of certain species is possible due to chemical effects.  Gibbsian 
segregation is the tendency of one species in a multielement solid to 
increase concentration at the surface because the chemical potential is 
lower than the rest of the solid. A strong chemical gradient can be  produced 
at the surface by adsorption of oxygen [85]. Use of an oxygen primary 

Figure 5.40. Particulates or nonuniform distributions. (a) Depth profile of B 
implant in Si. Profile shape of Al particle shown. (b) Distortion of first profile 
due to localized B source, second profile adjacent to first.
Source: Wilson, Stevie, and Magee [81].
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beam can produce a similar effect, referred to as ion beam induced seg-
regation. If copper implanted in silicon is analyzed at normal incidence, 
total oxidation of the silicon occurs during the depth profile. The primary 
beam generated electric field across that oxide layer can cause the copper 
to move away from the oxide/silicon interface and an implant shape will 
be severely distorted [86–90]. In this case bombardment at less oxidizing 
angle of incidence, such as 64° from normal, will provide a more accurate 
profile. This effect has also been observed for silver and cesium [91].
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CHAPtER 6

quAntificAtion

6.1 nEED fOR SECOnDARY StAnDARDS

For elemental analysis, the first question asked is “What elements are 
present?” and the second question is “How much?” The secondary ion 
mass spectrometry (SIMS) technique is not self-quantitative and requires 
secondary standards. As was shown in Chapter 2, secondary ion yields 
can vary over five to six orders of magnitude for the periodic table and can 
also vary from matrix to matrix. Therefore one cannot reliably  estimate 
quantity based on relative intensities. Other techniques used for elemen-
tal analysis, such as Auger electron spectroscopy (AES) or x-ray photo-
electron spectroscopy (XPS), show most elements with about a factor of 
20 variation in sensitivity. The secondary ion emission models discussed 
in Chapter 2 did provide methods to estimate quantitative data but the 
results were not sufficiently accurate. More accurate results could be 
obtained by the use of ion implanted or bulk doped standards [1, 2].

6.2  DEPtH PROfiLE QuAntifiCAtiOn—
RELAtiVE SEnSitiVitY fACtORS

Relative sensitivity factors (RSFs) derived from ion implanted or bulk 
doped samples have been widely used for SIMS depth profile quantifi-
cation. The RSF converts secondary ion intensity to concentration:

 ρi = (Ii/Im)(RSF) (6.1)

where ρi is the impurity concentration (atomic density) in atoms/cm3

Ii is the impurity isotope secondary ion intensity in counts/s
Im is the matrix isotope secondary ion intensity in counts/s
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RSF has units of atoms/cm3, and the RSF of the matrix element is 
equal to the atomic density of the matrix (for example, the RSF for silicon 
in a silicon matrix is 5 × 1022 atoms/cm3).

The RSF calculation for a depth profile of an ion implanted standard 
is relatively simple. Most of the information is obtained from the depth 
profile.

 RSF = (ΦCImt)/(zIs) (6.2)

where Φ is the implanted dose (fluence, areal density) in atoms/cm2

C is the number of data cycles
Im is the matrix isotope secondary ion intensity in counts/s
t is the count time/cycle for species of interest (usually 1s)
z is the depth of crater in cm
Is is the summation of secondary ion intensity of species of interest 

in counts
The calculation has two important assumptions: Implanted dose 

is correct (or, for a bulk standard, dopant concentration is correct) and 
 sputtering rate (crater depth/analysis time) is uniform.

If it is possible to subtract a background count rate from the profile, 
then the RSF equation becomes

 RSF = (ΦCImt)/(zIs − zIbC) (6.3)

where Ib is the background secondary ion intensity in counts/s
Note that the background count rate may be subtracted in the anal-

ysis of an ion implanted standard but this approach can be question-
able for the sample of interest that might contain a constant low level 
of impurity.

Accurate SIMS quantification of an element in a matrix can be 
obtained with ion implanted standards. A depth profile of an ion implanted 
sample provides not only quantification but also sensitivity in the form 
of a detection limit. Figure 6.1(a) shows a raw data depth profile for ion 
implanted 58Ni in silicon in the form of counts versus time or data cycles. 
One cycle is one measurement of secondary ion counts on each species. 
Figure 6.1(b) shows the reduced data plot of the same data in the form 
of concentration or atomic density versus depth. The concentration is 
 determined by knowledge of the implanted dose and calculation of RSF. 
The conversion to concentration is made on a point-by-point basis using 
Equation (6.1). The depth axis was converted by measurement of the 
 crater depth. If a uniform sputtering rate is achieved in a homogeneous 
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material, scaling of the depth axis will be linear. For multilayer structures, 
the  sputtering rate will not be uniform and corrections are required for 
each layer.

The crater depth is normally measured after the analysis using a 
 diamond stylus profilometer. These instruments are specified with less 
than 1 percent error and can measure features less than 20 nm in depth. 
The performance of these instruments is remarkable since repeatabil-
ity can be 1 nm, which is equivalent to only five atomic layers. Optical 
 measurements of crater depth can be obtained during the analysis with-
out removing the sample from the instrument. However, this method is 
 difficult to calibrate for multilayer samples.

Small variations in height over a sample holder can affect extraction 
of secondary ion species, particularly for instruments such as a magnetic 
sector where 4500 V extraction is often used over a distance of 4.5 mm. 
Normalization to a matrix species is used to account for differences due 
to different sample holder positions and sample holders. Figure 6.2 shows 
three normalization methods: measurement of matrix species at the end of 
profile, average matrix intensity, and point-by-point reference to a matrix 
profile. The point-by-point method has the advantage of correcting for 
small variations that can occur within a single depth profile as well as 
between profiles.

Note that where an unknown sample has been measured and quan-
tified, it is possible to determine the equivalent dose. In this case 
 Equation (6.2) is used to solve for dose, Φ. This calculation is commonly 

Figure 6.1. Conversion of raw to reduced data. (a) Raw data. 
(b) Reduced data.
Source: F. Stevie, Analytical Instrumentation Facility, North Carolina 
State University.
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performed for checks on ion implantation and for analyses of alkali 
 element contamination in insulators (see Chapter 8).

6.3 iOn iMPLAntED StAnDARDS

The typical method for quantification of SIMS depth profiles has been the 
use of ion implantation, by which the element of interest can be placed in 
the matrix under study. The dose of the ion implant is obtained from the 
ion implanter and allows an accurate determination of concentration in 
the sample. The success of this approach is perhaps demonstrated by the 
amount of RSF data from ion implants accumulated by various research-
ers. Tables of RSF values can be found in the literature [3–18].

The quantification sequence for the element of interest is:

• Obtain ion implant of the element in the same matrix as the material 
of interest

• Depth profile through the implanted region of the standard
• Calculate RSF (and determine detection limit)
• Use RSF to quantify element in depth profile of the material under 

study

Figure 6.2. Normalization.
Source: F. Stevie AT&T Bell Laboratories.
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Even though an ion implant is required for each species quantified, 
the use of ion implanted standards has great versatility and has dominated 
quantification of depth profiles. There are several reasons for this:

• All elements and isotopes can be implanted
• Depth can be varied with implant energy
• Peak concentration can be varied with dose
• All substrates and structures can be implanted
• Multiple elements can be implanted into a single substrate
• Detection limit can be calculated

The variation of implant energy, dose, and detection limit on an ion 
implant profile is illustrated in Figure 6.3, which displays an ion implant 
of 24Mg in GaN. It is possible to implant multiple elements in the same 
sample. This provides several RSFs from one analysis. Figure 6.4 shows 
depth profiles of boron, phosphorus, and arsenic implants in silicon and 
permits quantification of all three dopants.

The implant standard can be made for one isotope and the RSF gener-
ated can be applied to the measurement of another isotope in the sample by 
applying a correction for the isotopic abundance. This is necessary when 
10B is used (this is the isotope chosen by National Institute for Standards 
and Technology (NIST) to develop a boron standard) to quantify a profile 
that contains only 11B. The simplest approach is to calculate the RSF for 
all the isotopes and then determine the 11B RSF.

Figure 6.3. Versatility of ion implanted standards.
Source: F. Stevie, Analytical Instrumentation Facility, 
North Carolina State University.
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For samples where the species of interest is not implanted and con-
tains normal isotopic abundance, then the RSF for all isotopes would be 
used to determine total concentration of the element in the sample.

For calculations where it is necessary to convert from atomic percent 
to weight percent:

For a two-component (x,y) material, the weight percent of x is

wt%x = (at%x) (atomic wtx) (100%)/((at%x)(at wtx) + (at%y) (at wty)) 
 (6.4)

6.3.1 EXISTING STANDARDS

There are only three traceable standards, which are the dopant species 
boron, arsenic and phosphorus in a silicon matrix. They are certified 
 reference materials (standard reference material [SRM] 2137 for 10B, 
SRM 2134 for 75As, SRM 2133 for 31P) available through NIST [19, 20]. 
All three standards are based on ion implantation of the dopant with 
approximately 1 × 1015 atoms/cm2 dose and have been extensively verified 
by other analytical methods. Figure 6.5 shows a SIMS depth profile for 
 arsenic in SRM 2134.

Some standards, particularly in silicon, can be obtained from a major 
analytical company [21]. However, most standards in use were created to 
quantify specific elements for the matrix of interest.

6.3.2 CREATION OF STANDARDS

Preparation of ion implanted standards does require some work to ensure 
that the desired standard is obtained. Normally the most intense isotope is 

Figure 6.4. Multiple implants in the same sample.
Source: F. Stevie, Analytical Instrumentation Facility, North 
 Carolina State University.
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chosen but a check should be made for possible mass interferences. Most 
implanters use relatively low mass resolution so one should avoid possible 
mass interferences by selection of another isotope if possible [22]. For 
example, implantation of 28Si can have 12C16O mass interference and 29Si 
may be a better choice. When multiple species are implanted the selection 
of species should avoid mass interferences with each other. For example, 
if 11B and 27Al are implanted together, then there is possible mass inter-
ference of 27Al from 11B16O. Multiple species are often grouped to match 
the primary beam used for analysis. For example, hydrogen, carbon, nitro-
gen, and oxygen are commonly implanted together because they all have 
best secondary ion yields with Cs+ bombardment.

The depth can be varied with implant energy and should be matched 
if possible with the expected depth of the analysis. If the implant is too 
deep, it may take too long to sputter if low energy analysis conditions are 
used. If the depth is too shallow, then the projected range, RP, may be too 
close to the surface. As a result the implant peak may not be well defined 
and could be difficult to quantify because it would lie within the equilibra-
tion depth discussed in Chapter 5. Residual gas species such as hydrogen, 
carbon, nitrogen, and oxygen should be implanted deep enough to achieve 
separation of the implant peak from possible contamination at the surface.

Since the SIMS instrument is essentially an ion implanter with 
attached mass analyzer, it is possible to use the SIMS instrument to obtain 
some standards. Since many instruments have a mass analyzer on the 

Figure 6.5. NIST standard reference material for As in Si.
Source: Evans East [21], reproduced with permission from Evans 
analytical group.
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 primary column, a beam of ions, such as oxygen or carbon, can be used to 
expose a region of the sample for a specific amount of time and ion cur-
rent. This will provide a known dose of that species [23, 24].

If you are implanting into a thin layer, care must be taken to ensure 
that enough of the implant is in the layer to make an accurate quantification. 
For thin layers it will be difficult to determine the detection limit. Transport 
of Ions in Matter (TRIM) [25] can be used to determine the projected range 
and straggle for the implant. Note that most implants in (100) silicon are 
made at 7° from normal incidence to minimize channeling. Figure 6.6(a) 
shows an example of too low implant energy [26]. Since tin has a rela-
tively high mass compared with boron, phosphorus, and arsenic dopants in 
 silicon and since InP has a higher density than a matrix such as silicon, the 
energy chosen for the implant was insufficient to place the peak well below 
the surface. As a result it would be problematic to use this implant for 
quantification. Figure 6.6(b) shows an implant energy that was too high to 
keep the beryllium from penetrating beyond the SiO2 layer. The beryllium 
in the silicon does not have the same yield enhancement as the beryllium 
in the oxide and use of this implant for quantification is  compromised. 
Figure 6.7 shows iron implanted at the same energy and dose into three 
different substrates [27]. The penetration range of iron is quite different 
for the three matrixes and reflects differences in matrix density.

Proper choice of implant dose is also very important. Where possible 
the implant dose for the standard should produce a peak concentration 

Figure 6.6. Implant energy considerations. (a) Implant energy too 
low for Sn → InP. Dose error near surface. (b) Implant energy too 
high for Be → SiO2 layer on Si, much of the Be is beyond the SiO2.
Source: Wilson, Stevie, and Magee [26].
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that is matched with the expected concentration in the sample of interest. 
If the dose is too high, then it may be necessary to use different analysis 
conditions for the standard and the sample. For example, a high count rate 
on the standard might require a Faraday cup measurement when the sam-
ple of interest is measured with an electron multiplier. If the implant dose 
is too low then the profile can be affected by contaminants in the sample. 
A typical dose for SIMS standards is 1 × 1014 to 1 × 1015 atoms/cm2, which 
will provide a peak concentration of approximately 1 × 1019 to 1 × 1020 
atoms/cm3.

When samples are sent for ion implantation, it is often worthwhile to 
include other matrixes. Since the ion implant beam will place the same 
dose into every sample, additional standards can be acquired at the same 
time. There are several companies that will provide implantation services 
and they can be found with an internet search. If the ion implanter has the 
capability to rotate the sample during implantation, this will help provide 
a uniform distribution across the sample.

It is necessary to verify the dose and check the isotopic distribution. 
The implanted dose is based on a measurement of collected charge and is 
not an absolute measurement for the species of interest. The mass resolu-
tion of the implanter may not be sufficient to remove interferences. If the 
sample is an insulator, sample charging can affect the measured dose. 

Figure 6.7. Fe depth profiles in TiW, TiN, and TiSi2.
Source: Lux, Stevie, Kahora, Wilson, and Cochran [27], reprinted with 
permission from American Institute of Physics, copyright 1993, American 
Vacuum Society.
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If the element is at a mass that exceeds that of the matrix, then analysis 
using Rutherford backscattering spectrometry (RBS) can verify the dose 
of the element present in the sample. For low atomic number elements, a 
cross check of dose can be difficult and the best method is often compari-
son with other standards. For this reason, it is suggested to always implant 
a piece of silicon with the material of interest. Implants in silicon are prob-
ably the easiest to obtain and can be used to verify the dose. For implants 
of Si, the GaAs matrix is a reasonable choice because Si is a dopant in 
this material and this standard should not be too difficult to obtain. The 
isotopic distribution can be verified with a SIMS profile. Figure 6.8 shows 
a depth profile of an ion implant of molybdenum in silicon [28]. The intent 
was to implant only 98Mo. However, some of the dose was implanted into 
96Mo and 97Mo. The results of the SIMS profile were applied to the total 
dose and the correct dose could then be calculated.

Multiple elements can be implanted into one substrate as shown 
in  Figure 6.4 for boron, phosphorus, and arsenic in silicon. If the total 
implanted dose is too high then the implanted species will be at matrix 
 levels and accuracy will be affected. The total dose should not exceed 
2 × 1016 atoms/cm2, which would have a peak concentration of approxi-
mately 4 percent atomic in silicon. Note that even a relatively low implanted 
dose may amorphize a crystalline substrate. If several elements are to be 
implanted, it can be advantageous to implant one that will  amorphize the 

Figure 6.8. Isotope check.
Source: Stevie, Wilson, Simons, Current, Zalm [28], reprinted 
with permission from American Institute of Physics, copyright 
1994, American Vacuum Society.
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material first, followed by the others. This will minimize channeling of 
the second and subsequent implants and provide a shallower distribution.

Peak concentration can be estimated from the implanted dose. 
Because the implant shape is roughly Gaussian, the concentration profile 
can be approximated by

 n(x) = n0 exp(−(x − Rp)
2/2ΔRp

2) (6.5)

where n0 = Φ/(√(2π) ΔRp) or approximately 0.4 Φ/ΔRP

 Φ = dose
 ΔRP = straggle

For typical ΔRp = 0.01 to 0.1µm
n(Rp) = 0.4 Φ/(0.1 to 1 × 10–4 cm)

 = 0.4 × 105 to 4 × 105 Φ cm–3

For P implanted in Si at 100 keV, ΔRp = 0.04 µm = 0.04 × 10–4 cm
n(Rp) = 0.4 Φ/0.04 × 10–4 = 1 × 105 Φ cm–3

For example, the 24Mg implant in Figure 6.3 has an implanted dose 
of approximately 1 × 1014 atoms/cm2. The peak concentration should be 
~105 × dose or ~1 × 1019 atoms/cm3 and this is what is observed. This 
approximation becomes less accurate when the implant is very shallow 
or very deep.

6.4 BuLK StAnDARDS

Bulk standards can be quite useful. A bulk standard can be obtained with a 
substrate that is uniformly doped during fabrication. For example, in sili-
con technology, the silicon boule is made with a constant concentration of 
a dopant to provide a p-type or n-type material. Figure 6.9 shows analysis 
comparison of bulk and implanted standards for B in silicon. Bulk stan-
dards provide constant concentration with depth.

Calculation of RSF for a bulk doped sample is made by rearrange-
ment of Equation 6.1:

 RSF = ρi(Im/Ii) (6.6)

and in this case the concentration is known.
Layers can also be uniformly doped and be used as a standard. Even 

though the substrate does not contain the element of interest, as long as 
the concentration is uniform and can be verified by some method, the layer 
would be suitable as a standard.
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One characteristic of bulk doped standards is that the RSF can be 
determined quickly by sputtering until the secondary ion yield is  constant 
and there is no need to measure the crater depth. This can be very useful for 
quantification of elements at or near the surface. The number of  elements 
available is limited and may be difficult to obtain other than boron, phos-
phorus, and arsenic in a silicon substrate or boron and phosphorus in SiO2 
when borophosphosilicate glass is used.

6.5 MAtRiX AnD tRACE QuAntifiCAtiOn

Counts versus concentration should be linear for SIMS quantification 
from the ppt level up to at least 1 percent atomic at which the trace spe-
cies must be treated as a matrix element and can affect secondary ion 
yields [1].  Figure 6.10 shows an ion implant where peak concentration 
is at 10 percent atomic [29]. It can be observed that in the implant peak 
region the silicon matrix signal decreases. This is shown on a logarithmic 
scale and would be even more evident on a linear plot.

SIMS is used to quantify more for trace than for matrix levels. It 
is preferred to use other techniques such as AES or energy dispersive 
 spectroscopy for higher levels. However, SIMS can also be used for high 
concentration measurements with proper standards.

Layers of SiGe at various germanium fractions are used extensively in 
semiconductor fabrication. Since the germanium is a matrix species, it is 
necessary to account for matrix effects. In order to provide a  calibration 

Figure 6.9. Comparison of implant and bulk standards for B in Si.
Source: F. Stevie AT&T Bell Laboratories.
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curve, it is necessary to analyze samples of SixGe1-x for a range of x  values. 
This can be achieved with one sample as shown in the multilayer analy-
sis of Figure 6.11 [21, 30]. The secondary ion yield can be affected by 
the SiGe variations and accurate quantification requires implants of the 

Figure 6.10. Nonlinear region.
Source: Wilson, Stevie, Magee [29].
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Source: C. Magee, Evans analytical group, reproduced with permission 
from Evans analytical group.
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 species of interest. An example of boron, phosphorus, carbon, and oxygen 
impurity quantification in SiGe is shown in Figure 6.12. These implants 
were made into all of the x values for SixGe1-x used in the calibration curve. 
Proper matrix and trace quantification as displayed in these two figures 
requires significant effort but is necessary for accurate measurements.

If a layer standard is made with a constant concentration, it is helpful 
if it can be at least 100 nm thick to avoid any variations at the start and end 
of the layer formation or deposition.

6.6 uSEfuL YiELD

Useful yield (τ) can be described as the ratio of secondary ion counts 
detected to the number of atoms that were present in the detected area of 
the sample. For an ion implant,

 τ = ΣIi/(Φ A) (6.7)

where ΣIi = sum of detected counts
Φ = implant dose in atoms/cm2

A = detected area in cm2

Since the useful yield incorporates the transmission and detection 
capability of the instrument, it can be used to compare the performance 

Figure 6.12. Analysis of SiGe impurity elements.
Source: C. Magee, Evans analytical group, reproduced with 
permission from Evans analytical group.
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of different instruments. Useful yields for CAMECA IMS-f series instru-
ments have been reported for varied instrument conditions [31].

6.7 PRECiSiOn AnD ACCuRACY

With the assumption that the dose of an ion implanted standard is accu-
rate, typical depth profile measurements are quoted to be within 10 to 
20  percent of true value for concentration and within 5 to 10 percent for 
depth. Compared with some analytical techniques, this accuracy may not 
seem that notable, but it is actually very useful since it is valid over many 
orders of magnitude of concentration. With careful work, it is possible 
to have dose repeatability of less than 5 percent [32] and this has been 
achieved for all three analyzer types. This quality of work is routinely 
accomplished where it is necessary to analyze semiconductor dopant dose 
for product wafers. The dose is a critical parameter for the semiconductor 
processing industry.

An example of precision or reproducibility is provided in Figure 6.13, 
which shows depth profiles from multiple analyses of the NIST boron 
standard obtained with a magnetic sector analyzer [19]. The results are so 
similar that they are indistinguishable. This quality of data permits very 
accurate results, such as peak depth and concentration, to be obtained. As 
noted above, the measurement of dose is especially of interest when the 

Figure 6.13. Precision (reproducibility).
Source: Simons et al. [19], reproduced with permission from American 
Institute of Physics, copyright 2007, American Vacuum Society.
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species is a  dopant. Figure 6.14 shows less than 1 percent relative standard 
deviation for a set of 18 measurements of a 5 keV 11B implant obtained 
with a quadrupole instrument. Figure 6.15 shows excellent dosimetry 
accuracy obtained for a 1 keV 11B implant, also with a quadrupole instru-
ment. This figure indicates that dosimetry measurement can be precise and 

Figure 6.15. Precision (reproducibility) and accuracy.
Source: Evans analytical group, reproduced with permission from 
Evans analytical group.
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accurate using a NIST SRM and nuclear reaction analysis, but this is not a 
guarantee that the profile shape is correct [33].

Isotope fractionation can occur. It is possible that not all isotopes of a 
particular element will be detected with the same sensitivity. The heavier 
isotopes are often underrepresented [34–36]. This is important for isotope 
abundance measurements and for transferring RSFs from one isotope to 
another, for example 10B to 11B.

6.8  QuAntifiCAtiOn in MuLtiPLE MAtRiXES—
CESiuM CLuStER iOnS

Chapter 2 indicated that secondary ion yields can vary with the matrix. 
Many technologies use multiple layers in their products. Not just 
 semiconductors but items as common as bathroom fixtures and projector 
lamps often have layers with very different composition and properties. 
Conductors, semiconductors, insulators, metals, and ceramics can be adja-
cent. Since SIMS has excellent depth profiling capability it is important 
to address the quantification of a profile through multiple layers, each of 
which may contain multiple matrix elements. It would appear that so many 
standards would be needed that quantification would be almost impossi-
ble. For a multilayer sample with layers where composition may not be 
well established, SIMS should not be the first technique to be used. Depth 
profiling with a technique such as AES would establish the matrix com-
position for the layers and then SIMS could be of much more use. SIMS 
also is best suited for trace analysis. If there were two or three elements of 
importance, then quantification in a multilayer system can be established 
if a set of samples can be obtained that have each layer of interest as the 
top layer. All those samples can be implanted at the same time to obtain 
the standards desired.

The use of cesium cluster ions (MCs+, where M is the element of 
interest) can provide a reduced matrix effect [37, 38]. This approach is 
also called cesium attachment. The secondary ion formation for bombard-
ment with Cs+ and detection of cesium molecular ions is different from 
that for detection of negative secondary ions. The cluster ions offer the 
possibility of trace element detection but for some species show direct 
correlation with matrix concentration. Figure 6.16 shows a profile of a 
sample with layers that contain varying concentrations of InGaAsP [39]. 
The species CsZn+ shows the trace concentration for the dopant Zn, but 
CsIn+, CsGa+, CsAs+, CsP+ show accurate atomic fractions for indium, 
gallium, arsenic, and phosphorus, respectively.



138  •  SECOnDARY iOn MASS SPECtROMEtRY

Cesium cluster ions have shown increased usage for analysis of 
rare gases and elements such as zinc and cadmium that have moderate 
secondary ion yields with O2

+ or Cs+ bombardment [40–44]. A cesium 
 neutral beam has also been successfully employed to enhance secondary 
ion yields, particularly for MCs+, with the use of any other beam for anal-
ysis [45]. Note that low energy (less than 500 eV) cesium bombardment 
has the potential to have so much cesium implanted in the material that the 
cesium cluster ion yields may be affected.

6.9 StAtiC SiMS QuAntifiCAtiOn

Static SIMS can provide an analysis of only a fraction of the top mono-
layer by limiting the dose in atoms/cm2 to be significantly less than one 
atomic layer (1 × 1015 atoms/cm2 for silicon). It is possible to achieve some 
measure of quantification starting at the surface. Ion implantation provides 
a simple approach to quantify a depth profile; however, the implant is 
not well defined at the surface. The peak concentration of an ion implant 
can be accurately determined. If the implant is made through a removable 
layer that has the thickness of the implant projected range, then when the 

Figure 6.16. Matrix and impurity element quantification.
Source: Wilson, Stevie, and Magee [39].
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layer is removed we have a known surface concentration [46]. Figure 6.17 
schematically displays this approach and analyses have demonstrated this 
method [47]. Measurements have been made primarily using TOF-SIMS 
and an example of that data is shown in Table 6.1.

Figure 6.17. Implant through removable layer.
Source: Stevie et al. [46], reproduced with permission from American 
Institute of Physics, copyright 2000, American Vacuum Society.
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Table 6.1. TOF-SIMS of implants through SiO2

Quantified with existing standards

Species
Energy  
(keV)

Total  
dose  

(at/cm2)

Calc  
dose  
1 nm

Meas  
dose  
1 nm

31P 74.5 1E14 1E12 9.1E11 0.1 µm SiO2  
layer removed75As 160 1E14 1E12 1.0E12

24Mg 56 1E14 1E12 8.6E11
27Al 62 1E14 1E12 6.9E11 Results within  

factor of 2 for  
11 elements

39K 96 1E14 1E12 1.2E12
58Ni 141 1E14 1E12 5.6E11
40Ca 100 1E14 1E12 6.8E11
59Co 137 1E14 1E12 7.2E11
48Ti 110 1E14 1E12 6.3E11
56Fe 131 1E14 1E12 8.9E11
63Cu 147 1E14 1E12 1.7E12

Source: Reich et al. [47]



140  •  SECOnDARY iOn MASS SPECtROMEtRY

For materials such as organics, quantification can be established 
from a set of samples analyzed using techniques such as XPS to obtain a 
 calibration curve and then analyzed with SIMS [48].

6.10  RSf RELAtiOnSHiP WitH iOniZAtiOn 
POtEntiAL AnD ELECtROn AffinitY

In Chapter 2 it was noted that secondary ion yields varied widely across 
the periodic table. Figure 6.18 shows a compilation of positive secondary 
ion RSF data for 80 elements implanted into a silicon matrix, and it is 
 evident that variations of five orders of magnitude can be noted between 
elements [10, 16, 49]. However, if positive secondary ion yields are  plotted 
versus ionization potential, as shown in Figure 6.19, systematic trends are 
observed [50]. Most of the elements lie on a single line. This figure shows 
similar results for eight matrixes, which include conductors, insulators, 
and semiconductors. With implants into only three elements (as shown by 
the circles in this figure), it would be possible to determine the slope of 
the line and provide some measure of quantification to the other elements. 
A reasonable estimate is that those other elements would be accurate to 
about a factor of three.

Similarly, if negative secondary ion yields are plotted versus electron 
affinity as shown in Figure 6.20, systematic trends are also observed [51]. 
As was noted for the positive secondary ions, the trends are similar for the 
eight matrixes shown. This indicates that the results are relatively inde-
pendent of the material analyzed [4, 8, 14, 49].
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Figure 6.19. RSF patterns for secondary positive ions.
Source: Wilson, Stevie, and Magee [50].
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Source: Wilson, Stevie, and Magee [51].
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CHAPtER 7

surfAces, interfAces, 
multilAyers, bulk

7.1 SAMPLE COnSiDERAtiOnS

Secondary ion mass spectrometry (SIMS) analysis is primarily applied 
to solid samples, which need to be vacuum compatible. It is possible to 
use cryogenic sample holders to freeze samples that would otherwise 
have a high vapor pressure, but this capability is not available on most 
SIMS instrumentation. Sample cleanliness is very important and is crit-
ical for analysis of the surface. This means that attention must be paid 
to sample storage. Sample containers must not outgas, and Fluoroware 
and glass are good choices. Aluminum foil is typically very clean but 
may have an organic material on the surface. Plastic bags are laden with 
polydimethyl siloxane (PDMS), which is a mobile lubricant. Sample size 
must also be considered. Samples of approximately 1 cm × 1 cm and no 
more than a few mm thick provide easy sample handling for almost any 
analytical instrument. As sample size is decreased below a few mm per 
side, mounting can become a challenge. Many instruments are limited to 
about 25 mm dia meter samples, but some have been constructed to  handle 
300 mm wafers. When the analysis region is reduced below 100 µm × 
100 µm, more time is required to align the sample and the instrument. 
Samples should be flat if possible. Rough surfaces can be problematic for 
 secondary ion extraction and depth resolution will be degraded.

7.2 SuRfACE—StAtiC SiMS

SIMS is a destructive analytical method. However, the technique can 
provide useful information before even the surface monolayer has been 
removed. The concept of static SIMS is to analyze secondary ions from 
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locations that have not experienced a sputtering event. Since a surface 
monolayer, using silicon as an example, contains about 1015 atoms/cm2, 
the static SIMS limit has typically been stated as a primary ion dose of 1013 
atoms/cm2 or 1 percent of the surface area [1]. Note that a lower dose of 
5 × 1012 atoms/cm2 is considered the limit by some researchers. The ability 
to obtain information from the surface has proven to be of great value in 
the study of organic materials. A good vacuum is essential to this analysis 
to prevent the absorption of material on the surface of interest. Most sam-
ples can be analyzed with little or no sample preparation. Overlayers, such 
as insulators, may sometimes be removed with chemical etching before 
analysis to prevent sample charging.

Table 7.1 illustrates the differences between static and dynamic SIMS. 
For a static SIMS limit of 1 × 1013 ions/cm2 in a silicon matrix,
1 nA beam into 1000 μm × 1000 μm raster,

1 nA/(1000 μm × 1000 μm) = 6.25 × 1011 ions/cm2-s
48 s to reach static limit

For 10 pA beam we have 6.25 × 109 ions/cm2-s
4800 s to reach static limit

By comparison, for dynamic SIMS with 100 nA into 250 µm × 250 μm 
raster

100 nA/(250 µm × 250 μm) = 1 × 1015 ions/cm2-s
Less than 1 s to exceed static limit
Static SIMS analysis is typically achieved by acquisition of positive 

and negative secondary ion mass spectra and interpretation of the ion 
 patterns to identify the material under study. The fragmentation pattern 
will typically show many segments of the molecule under study but may 

Table 7.1. Static vs. dynamic conditions

Parameter Static Dynamic

Residual pressure 10–10 Torr 10–7 Torr
Primary current density 10–3 - 10–1 µA/cm2 10 - 103 µA/cm2

Analyzed area 10–1 - 10–2 cm2 5 × 10–4 cm2

Atomic layer erosion rate 10–5 - 10–3/s 10–1 - 10/s
Primary current 1 nA 100 nA
Raster 1000 × 1000 µm2 250 × 250 µm2

Primary current density <1 nA/cm2 0.16 mA/cm2

Sputtering rate 0.5 nm/hr 3.6 µm/hr
Atoms in Si monolayer 1015 atoms/cm2 or 107 atoms/µm2
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not include the parent ion. Quadrupole instruments have often been used 
for static SIMS analysis because the mass range could be scanned quickly 
and the simplicity of the instrumentation is conducive to excellent vac-
uum levels. However, the quadrupole is limited when compared with TOF 
 analyzers because the mass range is not as extensive and mass resolution 
is limited to less than 1,000, defined by M/ΔM, whereas several thousand 
is needed for most applications. The available magnetic sector instruments 
scan slowly and are not designed for mass analysis in the thousands of 
Daltons. TOF-SIMS is typically used for this analysis because this ana-
lyzer has the ability to provide parallel detection of all the secondary ion 
species and because these data can be obtained at high mass resolution 
over an extensive mass range. Figure 7.1 shows an example of TOF-SIMS 
analysis in static SIMS mode. The mass spectrum shown is for an adhe-
sive film that is essentially completely covered with PDMS. PDMS is a 
silicon based organic polymer found as a very common contaminant. The 
chemical formula is CH3[Si(CH3)2O]nSi(CH3)3 and the major peaks in the 
figure correspond to fragments from this polymer. Chemical mapping can 
also be obtained on the TOF with lateral resolution less than 500 nm.

As discussed in Chapter 5, characterization of the surface and near- 
surface region in a depth profile is complicated by the pre- equilibrium 
region. Before the penetration depth of the primary beam is reached, the 
concentration of the beam species used to enhance secondary ion yields 
will not be constant [2]. Several approaches have been used to minimize 
this effect. One approach is to use a cap layer to cover the sample and 
then analyze with a depth profile. This was discussed in Chapter 5 and is 
illustrated in Figure 7.2, which shows how boron at the surface of an oxide 
layer can be identified and quantified with the deposition of another oxide 
layer [3]. The oxide layers were deposited using tetraethylorthosilicate. 
Other approaches to the study of surfaces with dynamic SIMS instruments 
include use of oxygen flood, low energy ion bombardment, and normal-
ization to a matrix species [4–6].

7.3 intERfACES

Interfaces are often of interest because the presence of contaminants can 
indicate a problem with a particular process or help provide an explana-
tion for a layer adhesion problem. Mass spectra obtained at an interface 
( usually with TOF or quadrupole analyzers) can provide very important 
information. Figure 7.3 shows an example for an interface between a MoSi2 
film and a silicon substrate. The depth profile shows an  accumulation of 



152  •  SECOnDARY iOn MASS SPECtROMEtRY

Fi
gu

re
 7

.1
. 

Po
ly

di
m

et
hy

ls
ilo

xa
ne

 (P
D

M
S)

.
So

ur
ce

: C
. Z

ho
u,

 A
na

ly
tic

al
 In

st
ru

m
en

ta
tio

n 
Fa

ci
lit

y 
N

or
th

 C
ar

ol
in

a 
St

at
e 

U
ni

ve
rs

ity
.

M
as

s 
(u

)
10

20
30

40
50

60
70

80

3
x1
0 1.02.03.04.05.0

Intensity (counts)

M
as

s 
(u

)
10
0

11
0

12
0

13
0

14
0

15
0

16
0

17
0

3
x1
0 0.51.0

Intensity (counts)

M
as

s 
(u

)
18
0

19
0

20
0

21
0

22
0

23
0

24
0

25
0

2
x1
0 1.02.03.0

Intensity (counts)

M
as

s 
(u

)
26
0

27
0

28
0

29
0

30
0

31
0

32
0

33
0

2
x1
0 0.20.40.60.81.0

Intensity (counts)

28
 

43
 

59
 

73
 

11
7 

13
1 13

3 

14
7 

17
7 

20
7 

22
1 

27
9 28

1 

32
3 32

5 

IO
N

 T
O

F 
TO

F-
SI

M
SV

 
B

i 3+  p
rim

ar
y 

be
am

 
50

0
µm

 ×
 5

00
µm

 ra
st

er
 

Se
co

nd
ar

y 
po

si
tiv

e 
io

ns
 

 M
as

s (
D

a)
  A

ss
ig

nm
en

t
27

.9
76

 S
i+

43
.0

01
 S

iC
H

3+

59
.0

36
 S

iC
2H

7+

73
.0

58
 S

iC
3H

9+

10
3.

00
6

 S
i 2C

2H
7O

+

11
7.

02
2

 S
i 2C

3H
9O

+

13
1.

03
6

 S
i 2C

4H
11

O
+

13
3.

01
4

 S
i 2C

3H
9O

2+

13
3.

05
6

 S
i 2C

4H
13

O
+

14
7.

07
5

 S
i 2C

5H
15

O
+

17
6.

98
2

 S
i 3C

3H
9O

3+

20
7.

03
8

 S
i 3C

5H
15

O
3+

22
1.

10
3

 S
i 3C

7H
21

O
2+

27
9.

08
0

 S
i 4C

8H
23

O
3+

28
1.

06
5

 S
i 4C

7H
21

O
4+

32
3.

00
8

 S
i 5C

7H
19

O
5+

32
4.

99
2

 S
i 5C

6H
17

O
6+



SuRfACES, intERfACES, MuLtiLAYERS, BuLK  •  153

Figure 7.2. Capping layer to analyze and quantify surface 
species.
Source: Stevie et al. [3], reproduced with permission from 
American Institute of Physics, copyright 1991, American 
Vacuum Society.
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fluorine at the interface. It is important to locate the interface  correctly on 
a depth profile. Figure 7.4(a) shows the interface between a Si3N4 layer 
and a silicon substrate and appears to indicate the presence of aluminum 
at the interface between the layer and the substrate. The expanded x-axis 
in Figure 7.4(b) shows that the aluminum is located at the bottom of the 
Si3N4 layer and not at the interface.

Quantification at an interface can be difficult because the interface 
is often very thin and typically marks the proximity of two different 
matrixes, which can have very different secondary ion yields [7–9]. The 
sputtering rate of the two matrixes would also be expected to be different. 
Figure 7.5 shows a fluorine profile through a SiO2 layer on silicon [10]. 
The fluorine profile has a discontinuity at the interface between the oxide 
and the substrate because the secondary ion yield for fluorine is higher in 
the oxide. The discontinuity can be removed if corrected for the difference 
in secondary ion yields between the oxide and the substrate.

Quantification of a thin interfacial layer at an interface between two 
layers of the same material can be achieved for species such as a thin oxide 
between polysilicon and a silicon substrate. In this case, depth resolution 
is not an advantage. Analysis under degraded depth resolution conditions 
will broaden the layer and quantification will be more accurate than for 

Figure 7.4. Interface region. (a) Possible Al at the interface, (b) Al is at 
the bottom of the Si3N4 layer, not at the interface.
Source: F. Stevie, Analytical Instrumentation Facility, North Carolina 
State University.
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a high depth resolution analysis [11]. As shown in Figure 7.6, an oxide 
is present at the interface between polycrystalline silicon and the silicon 
 substrate [10]. The oxide thickness can be calibrated with an ion implant 

Figure 7.5. Quantification at the interface.
Source: Wilson, Stevie, and Magee [10].

- F implant through 50 nm SiO2 layer in Si 
- SiO2/Si interface shown by discontinuity in F+ profile 
- F+ secondary ion yield higher in oxide 
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standard of oxygen in silicon. It is possible to determine an equivalent 
dose for the oxygen at the interface and convert to thickness [12]. As an 
example,

1 monolayer of Si = 1 × 1015 atoms/cm2

0.1 nm of Si = 4.7 × 1014 atoms/cm2

Measured 2.07 × 1015 atoms/cm2 oxygen = 0.44 nm SiO2 [13]

7.4 MuLtiLAYERS

Multilayers are samples where SIMS excels in terms of analytical value. 
A depth profile through a structure can show the entire history of a com-
plicated process. Many samples, particularly semiconductors, are quite 
stable and can be used as a control sample for decades. Depth resolution 
is very important for multilayer analysis and good depth resolution can 
provide dramatic results. Figure 7.7 shows that 64 pairs of AlGaAs/GaAs 
layers could be resolved [14]. It is possible to evaluate the quality of each 
layer.

Quantification and sputtering rate issues become more complicated 
when many layers are present. If a species such as a dopant must be 
 monitored in many layers, then standards must be obtained for each layer 
[15, 16]. As discussed in Chapter 6, if all the matrixes of interest can be 

Figure 7.7. Multilayer analysis.
Source: Wilson, Stevie, and Magee [14].
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accumulated, then they can all be implanted at one time. The sputter rate 
for each layer can be determined when the depth profiles on the standards 
are obtained.

7.5 BACK SiDE AnALYSiS

There are cases where analysis from the front of the sample is problem-
atic. The region of interest may be buried under a thick layer that would 
degrade depth resolution if sputtered in a depth profile. It is difficult 
to obtain trace analysis of an element after sputtering through a high 
 concentration of that same element. It is almost impossible to perform 
the analysis from the top of the sample to determine if a matrix spe-
cies in a layer has diffused into a layer below. That problem is made 
even more difficult if the covering layer does not sputter evenly, such 
as would occur for a polycrystalline metal layer. The solution is to turn 
the sample over and remove enough material from the back to perform 
the analysis. The method is shown schematically in Figure 7.8. The 
sample is usually attached with epoxy on a holder that can be mounted 
on the polishing unit. Otherwise the thinned sample would break if 
removed. The sample is thinned with a series of gradually finer sized 
polishing media.

Figure 7.8. Back side analysis method.

•  Remove most of sample from back by polishing or etching 
•  Analyze from back side 

Layer of interest 

Glue 

~200 nm remaining substrate 

Substrate 

Polishing holder 

Overlayer 
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An example of a polishing sequence for silicon:

• Polish with a series of diamond lapping films (15 µm to 1 µm) until 
~3 µm thick

• Interference fringes observed under illumination of red light when 
the sample is a few micrometers thick provide a sensitive gauge of 
depth

• Polish with 1 µm diamond film until remaining silicon is ~0.5 µm
• Final polish performed with 0.02 µm colloidal silica and velvet 

cloth
• Entire procedure may require four hours of time.

After substrate removal, the resulting surface should be highly 
 polished and parallel to the layer of interest. Roughness of less than a few 
nanometers has been achieved. If an overlayer is an insulator, it is impor-
tant to provide a conductive path from the polished sample surface to the 
sample holder.

The initial back side analyses were made on GaAs- or InP-based 
materials and incorporated some polishing, but the final material removal 
was with a chemical etch [17–20]. Figure 7.9 shows good depth resolution 
with back side analysis of a sample that had metal contacts to GaAs [17].

Back side analysis has been applied to resolve issues in silicon semi-
conductor technology [21]. Diffusion of copper through barrier layers is 

Figure 7.9. Back side analysis: metal contacts on GaAs.
Source: Palmstrom et al. [17], reprinted with permission from 
 Cambridge University Press.
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of particular interest and provided incentive for some of the polishing 
development [22]. Another major application is the analysis of high-k 
 dielectric layers used to make an insulator layer, such as a gate oxide, 
thicker and easier to manufacture, yet having the same physical properties 
as a thinner layer. There were many issues such as diffusion of the high-k 
 elements into adjacent layers and sputtering of high atomic number spe-
cies that were resolved with back side analysis [23–26]. Figure 7.10 shows 
a front side analysis of hafnium silicate and exhibits poor depth resolution. 
 Hafnium appears to be present in the silicon substrate but the lack of depth 
resolution makes this an uncertain conclusion. The interface between 
 silicate and the substrate is not defined sufficiently to identify any possible 
interlayer. Figure 7.11 shows a back side analysis of the same HfxSiyO2 on 
silicon sample [25]. The hafnium is not present in the substrate, and the 
existence of an interlayer between the layer and the substrate is visible and 
was confirmed with TEM analysis. The depth resolution of the hafnium 
leading edge is 1.3 nm/decade.

Site-specific back side analyses can be obtained. For a substrate such 
as silicon, when the polishing has removed all but a few micrometers of 
substrate, the silicon becomes transparent and it is possible to make sure 
that the region of interest is in an area that is uniformly thin and to locate 
the analysis with the precision necessary [27]. The polishing process 
requires significant time and advanced training. Application of a milling 
machine used to deprocess semiconductor devices has shown success in 
the effort to make the substrate removal an automated procedure [28].

Figure 7.10. Front side analysis of 25 nm hafnium silicate.
Source: Gu et al. [25], reprinted with permission from Applied 
 Surface Science, copyright 2006, with permission from Elsevier.
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7.6 BuLK AnALYSiS

Bulk analysis measurements for trace impurities can be made using SIMS 
depth profiling, but it is important to understand the sampling volume. As 
we saw in Chapter 5, for an analysis volume of 30 µm diameter and 1 μm 
deep, the amount of material removed in a silicon matrix is less than 2 ng. 
In order to have a valid analysis of the sample, it is common to obtain 
at least two measurements. Since depth resolution is not important, the 
measurements can be made with high primary beam current to analyze 
a larger volume. The result is a depth profile with degraded depth reso-
lution. The data from the different locations are checked for differences. 
To avoid surface contamination, it is useful to sputter clean the sample 
by first sputtering with a larger raster and then making the analysis at the 
same location with a smaller raster. This method is useful if the impuri-
ties are uniformly distributed. For nonuniformly distributed species in a 
bulk material, another mass spectrometric technique, glow discharge mass 
spectrometry, uses a much larger sampling volume and would provide a 
more accurate result.

If a sufficient set of relative sensitivity factor (RSF) data can be 
obtained for a matrix, then it is possible to quantify the elements obtained 
in a mass spectrum as a bulk analysis. Figure 7.12 shows a mass spectrum 
of HgCdTe [29] obtained under analysis conditions for which RSFs were 

Figure 7.11. Back side SIMS analysis of 25 nm HfxSiyO2.
Source: Gu et al. [25], reprinted with permission from Applied Surface 
Science, copyright 2006, with permission from Elsevier.
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available for the elements detected [30]. Table 7.2 shows how the calcu-
lation of concentration or atom density would be made for each element. 
The corrected intensity is obtained by applying the RSF values to the raw 
intensity.

Figure 7.12. Bulk analysis of HgCdTe.
Source: Wilson, Stevie, and Magee [29].
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Table 7.2. Calculation of atom densities in HgCdTe

Element

Raw  
intensity  
(counts/s) RSF (cm-3)

Corrected  
intensity  
(counts/s)

Impurity/ 
Te ratio

Impurity/ 
Te (ppm  

or %)

C 9 1.1 × 1023 60 5 × 10-7 0.5
O 3000 2.4 × 1022 4200 3.5 × 10-5 35
F 70 7.2 × 1020 29 2.4 × 10-8 0.02
Al 7 2.6 × 1024 1100 9 × 10-6 9
Si 18 8.8 × 1023 940 8 × 10-6 8
Cl 2000 2.7 × 1020 32 2.7 × 10-7 0.3
Br 15 4.4 × 1020 0.39 3.3 × 10-9 0.003
Te 1.2 × 108 1.7 × 1022 1.2 × 108 ~1 ~100%

Source: Cs+ bombardment, negative secondary ions, CAMECA IMS-3f, 
75V sample offset RSF values from Wilson [30].
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CHAPtER 8

insulAtors

8.1 SAMPLE CHARging

Insulators represent a large segment of the materials of potential inter-
est for surface analysis. However, since secondary ion mass spectrometry 
(SIMS) utilizes an ion beam for analysis, the application of this charged 
beam to an insulating material can cause a charge buildup on the  surface 
of the insulator [1]. In general, the SIMS ion beam will cause the  sample 
to charge positively because the primary beam is usually positive and the 
primary ion current is significantly larger than the secondary ion current. 
The ejection of secondary electrons from the sample surface also causes an 
increase in positive charge [2]. For positive secondary ions and a  sample 
biased with positive voltage, the secondary electrons will be attracted to 
the sample and will not be a factor. However, for secondary negative ions 
and a sample biased negative, the secondary electrons can be a factor 
especially for Cs+ bombardment, which can generate a high number of 
secondary electrons.

Positive sample charging is shown schematically in Figure 8.1. The 
amount of charge buildup can be sufficient to distort the extraction fields 
for the secondary ions and reduce or extinguish the detected secondary 
ion current. Figure 8.2 shows depth profiles for a fluorine implanted SiO2 
layer on silicon with and without charge neutralization. The depth profile 
without neutralization does not have a constant matrix signal in the insu-
lating layer and has a fluorine distribution that is quite distorted from the 
expected Gaussian shape for the implanted fluorine as shown in the profile 
with charge neutralization. Charging of the sample can even reach the 
voltage required to cause electrical breakdown and result in an electrical 
discharge within the vacuum system. This discharge can produce signi-
ficant damage to the sample and even damage the instrument. Figure 8.3 
shows discharge tracks that occurred during analysis of a 1.3 μm layer of 
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SiO2 on silicon. The sample was analyzed using a cesium primary beam 
on a magnetic sector instrument with insufficient charge neutralization for 
secondary negative ion detection. Sample charging may not always be 
obvious. Figure 8.4 shows the analysis of a SiO2 layer on Si with and 

Figure 8.1. Positive primary beam and ejection of 
secondary electrons cause sample surface to charge 
positive.
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Figure 8.2. Depth profiles of F implanted 
into 500 nm SiO2/Si with and without 
 neutralizing electron beam.
Source: Wilson, Stevie, and Magee [3].
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 without an electron beam. The analysis without the electron beam appears 
to show the presence of a layer with low boron and silicon concentra-
tion on top of a SiO2 layer. The sample becomes conductive as the SiO2/
Si interface is approached, possibly due to penetration of positive pri-
mary ions into the conductive substrate. With charge neutralization, the 

Figure 8.3. Discharge on sample due to Cs+ 
bombardment of SiO2 layer on Si.
Source: F. Stevie, Analytical Instrumentation 
Facility, North Carolina State University.

Damage due to discharge 

100 µm

Figure 8.4. Analysis without electron beam appears to show additional layer 
at surface.
Source: F. Stevie, Analytical Instrumentation Facility, North Carolina State 
University.
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 intensities of the boron and silicon are restored to their correct levels and 
the presence of a single layer of SiO2 is clear. Figure 8.5 shows the depth 
profiles of an AlGaN sample with and without neutralization, and the two 
matrix  species monitored indicate that charging can result in a decreased 
but constant intensity over a certain depth. Especially with a new set of 
samples, it is recommended to try analyzing at least one sample with and 
without neutralization and check for a difference in profiles.

8.2 CHARgE COMPEnSAtiOn MEtHODS

Several methods have been devised to reduce sample charging. The sample 
can be coated with a conductive material, analyzed with a negative ion 
beam, or charge compensated with an electron beam [3] or even a laser [4].

A conductive coating provides a path for charge to leak away from 
the surface to the sample holder [5, 6]. The sample surface should have 
sufficient overall coating so that part of the coated surface is in direct 
contact with the sample holder. Typical coating materials are gold, gold–
palladium, or carbon, but several other metals, such as chromium, have 
been used. Note that mass interferences from the coating material can be 
an issue. For this reason gold is often the material of choice because it is 
monoisotopic and occurs at a high mass. Carbon has the disadvantages of 
low mass and having more than one isotope. This means additional peaks 
from species such as carbon polymeric ions (C2, C3, …) can be present in 

Figure 8.5. Sample charging on Au coated 2% Al in AlGaN.
Source: C. Gu, Analytical Instrumentation Facility, North Carolina State 
University.
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the mass spectrum and appear in the depth profile until all the C has been 
removed. Gold has the disadvantage in that a relatively thick layer may 
need to be deposited to produce a continuous film because gold does not 
deposit evenly. The coating is usually obtained by sputtering a layer on the 
sample using a plasma sputter coater. The thickness of any coating layer 
needs to be known and corrected for if the depth profiles require accurate 
depth scales. Another method is to place a conductive grid, such as copper, 
over the surface of the sample and analyze between the grid lines. The grid 
can be one used for transmission electron microscopy, which is 3 mm in 
diameter, and selected to provide a wide spacing between grid lines. This 
approach is successful for some samples but may be insufficient for a thick 
insulating layer or a material that is a bulk insulator.

The O− approach uses the negatively charged primary beam to negate 
the tendency of the sample to charge positively [7]. The sample is  usually 
coated with a conductor or covered with a mask or a conductive grid 
placed on the surface, with analyses made between the grid lines [8]. Use 
of a negatively charged beam, O−, was successful for the analysis of a gold 
coated bulk insulator with the use of a magnetic sector instrument from 
Applied Research Laboratories [9]. The O− primary beam is available on 
CAMECA magnetic sector instruments with a duoplasmatron and is pro-
vided by shifting the position of the cathode so that the negative species 
at the edge of the cathode predominate in the ion beam. This method uses 
the same duoplasmatron used to provide O2

+ and has been successfully 
employed, particularly for the analysis of glasses or minerals [8, 10]. An 
example of this method for mineral analysis is shown in Figure 8.6, which 
is a study of silver in sphalerite. The samples were implanted with  silver 
and the baseline for the two samples shows a significant difference in 
 silver content. This method provides an in situ calibration of the bulk level 
of  silver in the samples. Use of a conductive grid is shown in Figure 8.7, 
where a gold grid was placed on a bulk glass sample and 100 µm × 100 µm 
craters located between grid lines. The sample is lithium aluminum sili-
cate (Zerodur), which is an inorganic nonporous material with crystalline 
and glass phases and has essentially no thermal expansion.

8.3 ELECtROn BEAM nEutRALiZAtiOn

The most common method employed for charge neutralization is the 
 application of an electron beam coincident with the ion beam analysis 
region. Since the sample charges positively, the negative electrons provide 
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charge compensation. A wide range of electron energies and currents have 
been used as will be discussed later. A conductive coating is often applied 
to the surface to assist the electron beam in the removal of  surface charge. 
The electron beam can generate secondary electrons, and  Figure 8.8 shows 

Figure 8.6. SIMS depth profiles of two samples of sphalerite bulk 
 insulator using O−.
Source: Wilson, Stevie, and Magee [3].
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a generic plot of secondary electron emission versus electron energy. 
Electron energy for charge neutralization is usually  chosen to be above 
or below the voltage range where total electron emission exceeds incident 
electron current. The peak may be as high as 5 to 20 times the incident 
electrons [11].

The interaction of an electron beam with an insulator causes forma-
tion of electron hole pairs that can make that region conductive by electron 
beam induced conductivity (EBIC) (Figure 8.9). If the insulator is a thin 
layer on a conducting substrate, then use of an electron beam with suffi-
cient energy to penetrate the layer allows EBIC to provide a conductive 

Figure 8.8. Electron yield versus primary electron 
energy.
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path from the surface to the substrate [12]. The electron penetration or 
range can be estimated from the Kanaya-Okayama equation [13].

R
WE

ZKO =
0 0276 0

1 67

0 89

. .

. ρ

Where RKO is the range in µm, E0 is the incident beam energy in keV, W is 
the average atomic weight in g/mol, Z is the average atomic number, and 
ρ is the average density in g/cm3. The electron beam is at normal incidence 
to the sample.

Only a few electron volts are required to create an electron hole pair, 
so a few kV electron beam will create a significant number of these pairs. 
Figure 8.10 shows an example of good neutralization for  positive sec-
ondary ions achieved when the energy of the electron beam is adjusted to 
match the penetration required for the thickness of an insulator layer [12]. 
Repeat analyses in adjacent areas could be made without significant 
change in the alkali element profile. Creation of a surface EBIC region 
with the use of a high electron flux on a coated sample has been demon-
strated [14]. Another approach is to match the penetration depth of the 
electron beam to the penetration depth of the primary ion beam. This has 
been successful for a glass substrate where positive secondary ions were 
analyzed [15].

Figure 8.10. Example of EBIC analysis.
Source: McKinley et al. [12], reproduced with permission from American 
Institute of Physics, copyright 2000, American Vacuum Society.

Two successive potassium SIMS depth 
profiles for a sample with Li, 
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8.3.1 QUADRUPOLE

The electron beam approach to charge neutralization varies for the dif-
ferent SIMS analyzers. The quadruple mass analyzer has a relatively 
open geometry in which the specimen can be at ground and the extractor 
at only a few hundred volts. Therefore it is relatively easy to deploy an 
electron beam at almost any angle of incidence relative to the specimen, 
and to accurately aim the electron beam. Figure 8.11 shows a schematic 
drawing of quadrupole analyzer geometry. The grounded sample allows 
low energy electrons to be used without acceleration or retardation by a 
 sample potential. Typically the electron beam is coincident with the ion 
beam sputtered area.

Low energy electron beam neutralization has been employed at an 
early point in SIMS development using an electron beam coincident 
with the ion beam and the electron current density on the order of the ion 
 current density [16–18]. Figure 8.12 shows the ion intensity of GdO+ as a 
function of electron current and indicates that a minimum electron current 
was required for neutralization and that excess electron current had little 
effect on the ion intensity [18]. Note that even low energy electrons have a 
short interaction time with a molecule. For a molecule 0.5 nm in diameter 
and with a range of interaction of 1 nm, a 70 eV electron travels at 6 × 106 
m/s, and the range of interaction would be traversed in 2 × 10-16 s.

Higher energy electron neutralization has also been successful. 
 Figure 8.13 shows a schematic example of quadrupole analysis using 
2 keV electrons. This example is for a PHI-6300 quadrupole analyzer 
with 1,000 µm diameter electron impact area and 400 µm × 400 µm ion 

Figure 8.11. Quadrupole geometry.
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beam raster. A typical quadrupole electron beam energy was 2 kV and 
60° from normal. The electron beam was unrastered and centered on the 
ion beam raster, with the beam defocused to exceed the ion beam raster. 
Ions were O2

+ at 6 keV and 60° from normal, with the electron to ion cur-
rent density ratio greater than a factor of five for SiO2 [3, 19]. The ratio 

Figure 8.12. GdO+ intensity versus electron 
beam current.
Source: Wittmaack [18], reprinted with 
permission from Journal of Applied Physics, 
copyright 1979, AIP Publishing LLC.
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 varied for  different materials and was higher for Si3N4 than for SiO2. This 
approach was  viable for a wide range of insulators. Examples are provided 
for the glass industry where oxides may be added to SiO2 to obtain desired 
properties.  Figure 8.14 shows mass spectra for quartz watch glass and 
Pyrex [20]. The mass spectra show the presence of many elements but 
B is absent in the watch glass and is an important additive in Pyrex. It is 

Figure 8.14. Quadrupole bulk insulator mass spectral analysis. (a) Watch 
glass and (b) Pyrex.
Source: Stevie [20], reprinted with permission from John Wiley and Sons.
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important to characterize the glass surface and the near- surface region. 
Figure 8.15 shows depth profiles in red actinic glass, which is used to 
 protect the contents from  certain light wavelengths [20]. Copper in par-
ticular is significantly lower in the near-surface region but has a high and 
gradually decreasing level in the bulk. Note that because of the high con-
centration of oxygen in the oxide, the secondary ion yield is not affected by 
the pre-equilibrium region that would be present if silicon were analyzed.

Analyses can be made at high sputtering rate if the electron current 
density is sufficient. Figure 8.16 shows the analysis of titanium diffused 

Figure 8.15. Quadrupole actinic Pyrex analysis. (a) Low actinic Pyrex and 
(b) expanded view of the surface region.
Source: Stevie [20], reprinted with permission from John Wiley and Sons.
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Figure 8.16. LiNbO3 bulk insulator analyzed with PHI-6300 
quadrupole.
Source: Stevie et al. [19], reproduced with permission from 
American Institute of Physics, copyright 1988, American 
Vacuum Society.

>15 µm deep
in good insulator 

1017

1018

1019

1020

1021

1022

1023

Ti

A
to

m
 d

en
si

ty
 (a

to
m

s/
cm

3 )

LiNbO3
6 keV O2

+ primary beam

Depth (µm)
0 5 10 15 20



inSuLAtORS  •  177

into LiNbO3 to a depth beyond 15 μm. Titanium doping of this material 
affects the ability to switch at high speeds but the titanium diffusion depth 
can be relatively deep for SIMS analysis.

8.3.2 MAGNETIC SECTOR

Charge neutralization using a magnetic sector analyzer is complicated by 
the dimensions of the region where the ion beam interacts with the sample. 
This region is small and makes deployment of an electron gun difficult. 
Secondary ion extraction is through a grounded cover plate only 4.5 mm 
from the sample surface. The initial design for electron gun neutralization 
for positive secondary ions was achieved by a 30° from normal electron 
source with voltage adjustable from −300 V to −2500 V. The sample at 
4,500 V results in an electron impact energy from 4800 to 7000 V and a 
penetration range in SiO2 of approximately 500 nm. This was a limitation 
to electron penetration of a layer, and bulk insulators were very difficult to 
analyze. However, good results were obtained for certain materials such 
as Al2O3 [21].

A normal incidence electron gun (NEG) was developed (Figure 8.17) 
that provides electrons to the sample along the optical path of the sec-
ondary ions, but in the opposite direction [22]. For positive secondary 
ions, the electron impact energy will be the energy of the electron plus the 
accelerating potential of the sample holder. For negative secondary ions, 
the electron energy of this normal incidence electron source can be set to 
just below the value for the sample potential so that the electrons approach 
but do not actually impact the sample. Once the sample starts to charge, 

Figure 8.17. CAMECA NEG.
Source: CAMECA instruments, reproduced with permission from 
CAMECA.
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electrons in the cloud just above the surface will be used to compensate 
the sample as shown in Figure 8.18 [23]. Alignment of the NEG can be 
difficult but the use of a sample that exhibits cathodoluminescence can 
assist in this procedure [24].

For positive primary beams, the electrons typically strike at high 
impact energy because the electron gun high voltage is added to the sam-
ple potential. If the insulating layer is not too thick and the substrate is 
conductive, then the electron energy may be sufficient to penetrate the 
layer into the substrate. As described previously, the generation of electron 
hole pairs due to the interaction of the electron beam with the insulator 
causes the insulator to be conductive in this region. This EBIC has made 
possible the analysis of alkali elements in thin insulating films [12]. This 
type of SIMS analysis is difficult because of the motion of alkali elements 
in the film if any net charge is applied [25]. More details on this analysis 
are provided later in this chapter.

Typical NEG analysis conditions for secondary positives on a 
CAMECA IMS-6F would be 9 keV electrons at 40 µA into a 1400 µm 
diameter circle. This represents an electron current density of 0.0025 A/cm2 
and 0.36 watts of power applied to the sample.

For layers too thick to use the electron penetration method and for 
bulk insulators, analysis using positive primary ions on a magnetic sector 
has been problematic. One method is to reduce the sample and electron 
voltages to about 1 to 2 keV each. Analyses of bulk insulators without a 
conductive coating have been made using this method [15]. An adjacent 
electron method was developed that has simplified this analysis [26–28]. 
In this method the electron beam is aligned to impact a coated region that 
is adjacent to the ion beam analysis area. Some combination of second-
ary electrons, backscattered electrons, or EBIC provides a neutralization 

Figure 8.18. Magnetic sector negative secondary ion neutralization.
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capability that is self-regulated. The charging region will only use the 
electron compensation that is required. For certain samples, such as GaN, 
cathodoluminescence can indicate the electron impact area. Figure 8.19 
shows the size and location of the electron beam for two different electron 
beam energies and a sample potential of 4.5 kV for detection of positive 
secondary ions. For the CAMECA NEG, the electron beam size and cur-
rent density vary with electron energy because of immersion lens focus-
ing. Figure 8.20 shows the relationship of the adjacent electron region 

Figure 8.19. Cathodoluminescence indication of electron beam 
irradiation.
Source: F. Stevie and J. McKinley, Lucent Technologies.
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Source: Pivovarov, Stevie, and Griffis [26], reprinted from Applied 
Surface Science, copyright 2004, with permission from Elsevier.

•  Au coated sample ~20 nm thick 
•  Electron beam must adjoin or
    just touch ion beam raster
•  Electron beam over ion beam
   raster–partial success

2 kV e–, 4.5 kV sample, Cu implanted SiO2

250 µm x 250 µm
Ion raster 

e– beam 

Neutralization self-regulating over large range: 
•  Electron sample current from 2.5 to 70 µA
•  10 kV O2

+ 100 to 400 nA, 230 µm × 230 µm raster (5.5 keV impact
    energy) 



180  •  SECOnDARY iOn MASS SPECtROMEtRY

with the ion beam raster. Figure 8.21 shows the analysis of an implant of 
9Be into crystalline Al2O3 analyzed with the adjacent electron method. The 
mass resolution required to separate 9Be from 27Al3+ is 750 and is beyond 
the capability of the generally available quadrupole SIMS analyzers. The 
detection limit with a quadrupole analyzer was 5 × 1016 atoms/cm3 and has 
been improved to 1 × 1015 atoms/cm3 with high mass resolution analysis on 
a magnetic sector instrument. The adjacent electron method can be used to 
provide sufficient electron current for high sputtering rate analysis of insu-
lators. Figure 8.22 shows 2.2 nm/s sputtering rate analysis of B implanted 

Figure 8.21. Magnetic sector analysis of Be in crystalline Al2O3.
Source: F. Stevie, Analytical Instrumentation Facility, North Carolina 
State University.
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into bulk SiO2. With a high current electron beam, the wattage applied to 
the sample holder can be significant and if the holder is removed directly 
after analysis it can be too hot to hold in your hand. This means that if a 
sample can be affected by low level heating, the analysis may have to be 
at low sputtering rate and low electron beam current.

8.3.3 TIME OF FLIGHT

The time of flight (TOF) analyzer uses pulses of electrons between the 
pulses of extracted ions. The time in which the analysis beam is turned on 
is normally a small fraction of the total time, so it is possible to employ 
the electron beam during the time the analysis beam is off. Figure 8.23 
shows a timing diagram for charge neutralization on a TOF-SIMS. For 
TOF-SIMS analysis of a surface, the total sputtering rate is much lower 
than that for depth profiling applications, and some of the charge at the 
surface can leak off between sputtering pulses, therefore less electron 
neutralization is required. This is usually accomplished with low energy 
electrons, on the order of 20 eV. Many charge neutralization effects are 
not dramatic and may need to be confirmed by analyzing with and without 
charge neutralization. In general, neutralization for TOF-SIMS has been 
very successful.

Figure 8.23. TOF analysis for insulator.
Source: C. Zhou, Analytical Instrumentation Facility, North Carolina State 
University.
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8.3.4 ELECTRON BEAM DEGRADATION OF SAMPLE

Some materials degrade with electron impact. For organic materials, such 
as low-k dielectrics used in semiconductor technology, use of electron 
beams for charge neutralization can affect the analysis because the elec-
tron beam can degrade the specimen [29, 30]. The specimen will show a 
decrease in thickness where the electron beam has impacted the sample. 
The low energy electrons used by TOF-SIMS will have less impact on 
the sample than the keV electron sources. If the magnetic sector electron 
cloud method is used for neutralization, the electron impact on the sample 
should be minimal.

8.4  SPECiES MOBiLE unDER iOn 
BOMBARDMEnt

Certain species, particularly lithium, sodium, and potassium, but also 
hydrogen in some cases, can be mobile in an insulator when an electric 
field is applied [25]. Analysis of these elements is important because the 
application of electric fields causes these elements to move and therefore 
reduces the effective insulating capability of the layer. It can be difficult 
to analyze these species using SIMS and provide an accurate depth profile 
because the SIMS analysis provides a voltage to the sample if sample 
charging causes a net voltage to be present. Figure 8.24 shows a schematic 
drawing of analysis of sodium implanted into SiO2 on a silicon substrate. 

Figure 8.24. Schematic of Na profiles in SiO2/Si 
for Na implanted and analyzed using 16O− and 16O+ 
primary beams.
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When analyzed with an 16O+ primary beam, the sodium does not have the 
expected Gaussian shape but has been pushed to the SiO2/Si interface. 
When analyzed with an 16O− primary beam, the sodium has been moved to 
the surface. This figure demonstrates why SIMS depth profiles of mobile 
insulator species must be performed under very well balanced charge 
compensation conditions, as shown in Figure 8.25 [31]. A sample with 
lithium, sodium, and potassium implanted into 1 µm SiO2/Si provided 
quantification for all three alkali elements in one profile but proved to be 
a very difficult sample to analyze. Examples are shown for the analysis 
of an uncoated sample with a quadrupole analyzer (Figure 8.26) and for a 
gold-coated sample with a magnetic sector analyzer (Figure 8.27). Anal-
ysis of the same sample was also achieved using TOF-SIMS. Figure 8.28 
shows the analysis with dual beam interleaved mode.

There is another approach to this analysis. By the use of a magnetic 
sector analyzer with a Cs+ bombardment and NEG, detection of negative 
secondary ions was successful [32]. The species monitored was 23Na− for 
sodium. The negative secondary ion yield was sufficient for a detection 
limit in the 1016 atoms/cm3 range. More recent work shows similar results 
on a gold coated sample [33].

Figure 8.25. Quadrupole insulator analysis of mobile ion species.
Source: Magee and Harrington [31], reprinted with permission from Applied 
Physics Letters, copyright 1978, AIP Publishing LLC.
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Figure 8.27. Magnetic sector analysis of Li, Na, K implanted 1 µm SiO2/Si 
coated with 50 nm Au.
Source: Wilson, Stevie, and Magee [3].
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8.5 BuRiED inSuLAtORS

Buried insulator layers present a special problem for analysis. The sur-
face layer and substrate are typically conductive but the insulating layer 
is located below the surface layer. A successful analysis approach is to 
sputter into the insulating layer, establish charge balance conditions, and 
then perform the analysis. One example of this type of structure is used in 
semiconductor technology and is referred to as silicon on insulator. This 
layer can be created by implanting a high dose of oxygen (critical dose to 
form SiO2 is 1.2 × 1018 atoms/cm2) and then annealing (1350°C for 2.5 h) 
to form the oxide. This method is referred to as separation by implantation 
of oxygen (SIMOX). Typically impurities will move from the layer as 
it is formed and any nitrogen that is present will move to the interfaces. 
Figure 8.29 shows an example of SIMOX analysis [34]. Note that certain 
impurities are concentrated at or adjacent to the Si/SiO2 interfaces.

8.6 ELECtROn StiMuLAtED DESORPtiOn

The use of an electron beam for charge neutralization can affect analysis 
of certain species, particularly halides in conductors [5]. The profile in 
the insulating region will be correct but the profile in the conductor will 

Figure 8.28. 1 µm SiO2/Si implanted with Li, Na, K.
Source: Physical Electronics, reproduced with permission.
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be distorted. Electron stimulated desorption (ESD) is the cause and can 
produce high background levels in conductors for halide positive ions, but 
also for H+, O+, and OH+ [35]. Profiles with and without an electron beam 
are recommended to check for this effect, and analysis with detection of 
negative ions such as F− should avoid the problem. ESD ions typically 
have a very narrow energy distribution and can be removed with an energy 
offset. Figure 8.30 shows an example of analysis with and without charge 
neutralization for fluorine implanted in silicon and analyzed using O2

+ 
with detection of positive secondary ions.

8.7 SuMMARY

For most analyses, charge neutralization is accomplished with the use of an 
electron beam. The type of analysis to be performed dictates the optimum 
choice of SIMS analyzer. If analysis of the surface is desired, the TOF 

Figure 8.29. SIMOX analysis.
Source: Wilson and Hitzman [34], 
reprinted with permission from John 
Wiley and Sons.
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analyzer is the preferred choice. If a layer or bulk sample requires anal-
ysis and low mass resolution is sufficient, then the quadrupole analyzer 
will provide a good result. For best sensitivity and high mass resolution, 
the magnetic sector analyzer is preferred. The electron beam arrangement 
varies with each analyzer. A summary of electron bombardment neutral-
ization methods is provided:

Electrons applied to analysis crater—quadrupole
Electron penetration of thin film—magnetic sector positives
Electrons adjacent to crater—magnetic sector positives
Electron cloud—magnetic sector negatives
Electron pulses—TOF
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CHAPtER 9

resiDuAl AnD rAre gAs 
elements

9.1  RESiDuAL gAS ELEMEntS, RAStER 
REDuCtiOn

The elements hydrogen, carbon, nitrogen, and oxygen are commonly 
referred to as residual gas elements because they are present as gas  species 
in the vacuum system even after pump down. These elements are of 
 particular interest because they are present in almost every material, and 
hydrogen is not detected by most common analytical techniques. Analysis 
of these species requires special attention because their presence in the 
vacuum system results in redeposition on the region of interest during 
analysis. Analysis is additionally complicated by the presence of native 
oxide or surface contamination of these elements.

There are several methods to improve residual gas detection limits. 
Increased sputtering rate reduces the impact of redeposition. Improve-
ment of vacuum also reduces redeposition. Use of a minor isotope or a 
molecular species may provide an improvement. Another method that has 
been successful is raster reduction (raster collapse) [1–3]. Material is first 
removed with a larger raster, then the raster is reduced but the primary 
current is kept constant. As diagrammed in Figure 9.1, a 150 µm × 150 µm 
surface raster is applied at the start of the profile followed by raster col-
lapse to 75 µm × 75 µm at depth A. For a constant current this would result 
in an increase in the sputtering rate by approximately a factor of four. 
The matrix species should be monitored and as seen in the figure would 
show an increase in count rate. If the impurity species shows a similar 
increase, then the impurity is present at a constant level in the specimen. 
If the impurity level increases at raster collapse but not by a factor of four, 
then there is some impurity present but it is near the detection limit. If the 
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impurity level remains constant at raster collapse, then the impurity has 
not been detected and the detection limit will be a factor of four  better 
than that before raster collapse was employed. The impurity secondary 
ion intensity from a sample should have a linear relationship with the 
 primary current density. Images of craters after analysis with and without 
raster reduction are also shown in Figure 9.1. In general, removal of a sur-
face region with high concentration of the species of interest followed by 
higher sputtering rate in a reduced area should improve the detection limit. 
This technique can also be used to reduce memory effect on a magnetic 
sector instrument [4].

9.1.1 HYDROGEN

An early study showed that the detection limit for hydrogen was directly 
related to the vacuum level in the analysis chamber [5]. The hydrogen 
detection limit in silicon improved with improved vacuum. Figure 9.2 
shows a hydrogen implant in silicon analyzed at different analysis cham-
ber pressures. Lower vacuum leads to reduced redeposition on the sample. 
The detection limit can be additionally improved with faster sputtering 
rate. In Figure 9.2, the gradual leading edge and sharp trailing edge are, for 
a light element such as hydrogen, indicative of backscattering of hydro-
gen from the silicon sample atoms during implantation. Any difference 

Figure 9.1. Raster reduction to improve detection limit.
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in response of the mass spectrometer to hydrogen and deuterium (isotope 
fractionation) can be determined by analysis of a sample implanted with 
HD+ [6].

For the analysis of deuterium, a mass resolution of 1220 is required to 
separate H2 from 2H. Analysis with Cs+ and detection of negative secondary 
ions has two advantages. The negative secondary ion yield for deuterium 
is higher than the positive secondary ion yield, and the mass interference 
from H2

-
 is at a low level, which means analysis can be  conducted at low 

mass resolution. For one study with samples that contained a high level 
of hydrogen, the background due to H2

- was less than 0.5 percent of the 
2H- signal [7]. Materials can be ion implanted or plasma treated with 
 deuterium to study effects that may be difficult to discern when the high 
background for hydrogen can be a limiting factor [6, 8].

Hydrogen is known to have a high mobility in metals, and hydrogen 
embrittlement of steel can cause structural failures. However, the mobility 
of hydrogen complicates secondary ion mass spectrometry (SIMS) analy-
sis. Hydrogen measurements in metals are often made using bulk analysis 
or nuclear methods.

It can be important to monitor hydrogen content in an insulator. 
Hydrogen in a semiconductor SiO2 layer that is 0.8 μm thick was mea-
sured for three different conditions as shown in Figure 9.3. The hydrogen 
concentration was quantified with the analysis of hydrogen ion implanted 
in SiO2. The profiles in Figure 9.3 show a significant decrease for two 

Figure 9.2. H detection limit versus instrument vacuum.
Source: Magee [5], reproduced with permission from American Institute of 
Physics, copyright 1983, American Vacuum Society.
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types of anneals. Hydrogen mobility in an oxide can be quite different 
from the mobility in a metal. Niobium is used in high energy accelerator 
modules since it is the highest temperature superconducting metal and 
has other properties useful for this application [9]. Significant amounts 
of hydrogen were observed in the accelerator modules but accurate depth 
profiles of hydrogen in niobium are compromised by the very high mobil-
ity of this element [9]. However, hydrogen and deuterium are not mobile 
in niobium oxide, Nb2O5. Figure 9.4 shows a layer of Nb2O5 on a niobium 
substrate implanted with hydrogen, deuterium, and 18O. The hydrogen and 

Figure 9.3. Effect of heat treatments on H in SiO2.
Source: F. Stevie, AT&T Bell Laboratories.
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oxygen implant energies were chosen to place the implant peak in the 
oxide, and expected implant peaks for both are observed. The implant dose 
of 18O was sufficient to show a peak above the constant level of 18O in the 
oxide. The energy of the deuterium implant was chosen to place the peak 
at the interface between the oxide and the substrate. The deuterium profile 
shows half of the implant shape in the oxide and then a sharp decrease at 
the interface. The matrix signal 93Nb- does not show a significant change 
from oxide to substrate so the decrease is not a secondary ion yield effect. 
The absence of a profile shape for deuterium in the substrate is due to 
the high mobility. The implanted deuterium atoms have moved from the 
 original implant location.

9.1.2 CARBON

Carbon is another element of high interest. Many materials are carbon 
based and carbon contamination can affect material properties, especially 
at interfaces. A complicating factor is that carbon is almost universally 
found on the surface of a sample. Analysis of background contributions 
shows that memory effect and the type of residual gas species present are 
significant contributors to background [10].

A combination of two methods, molecular species and minor isotope, 
can provide significant improvement in detection limit. Figure 9.5 shows 
a very low detection limit of 2 × 1014 atoms/cm3 for carbon in GaAs [11]. 
In this case a minor isotope, 13C, is analyzed as part of a molecular ion, 

Figure 9.5. C in GaAs.
Source: Lum et al. [11], reprinted from J. Crystal Growth, copyright 1988, with 
permission from Elsevier.
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13C75As- [11, 12]. Use of a molecular species shows a different profile 
near the surface than 12C and is less dependent on surface contamination. 
Use of the 13C ion implant in the top layer allows direct quantification of 
 carbon in the layers below.

9.1.3 NITROGEN

Analysis of nitrogen presents a special problem as the secondary ion yield 
for N+ is low and the secondary ion yield for N− is essentially zero. As a 
result nitrogen is usually analyzed by means of a molecular species. For 
silicon samples, the species SiN− and Si2N

− have high secondary ion yields. 
For a substrate that contains carbon, the molecular ion CN− can have a very 
high intensity. For ZnSe and ZnTe, good detection limits can be obtained 
by monitoring SeN− and TeN−, respectively, with a Cs+  primary beam [13].

The raster reduction method has been applied to obtain detection 
 limits below 1 × 1016 atoms/cm3 for N in epitaxial SiC [3]. In Figure 9.6 the 
dependence of the secondary ion intensity of (12C15N + 13C14N)−, 12C11B−, 
and 12C13C− as a function of the sputtering time is presented. Raster reduc-
tion with fixed primary current results in equal increase of the molecular 
species used to monitor the matrix (C2

−) and boron concentration (CB−) 
but no increase in the species used to monitor N (CN−). This indicates that 
the boron signal must result from boron in the bulk of the sample and the 
nitrogen is due to redeposition from the vacuum system. The result is an 
improvement in the nitrogen detection limit.

Figure 9.6. Raster reduction to improve detection limit for N in SiC.
Source: Pivovarov et al. [3], reproduced with permission from American 
Institute of Physics, copyright 2003, American Vacuum Society.
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Measurement of nitrogen in semiconductor SiON gate oxides has 
been of significant interest. Analyses have been achieved with oxygen [14] 
and cesium beams [15]. Nitrogen in oxide layers has also shown anoma-
lous diffusion during analysis [16]. This effect is important for studies of 
nitride gate oxides used in semiconductor technology. Analysis using a 
Cs+ primary beam with detection of molecular positive secondary ions and 
back side analysis (see Chapter 7) have been helpful to show the diffusion 
and resolve the uncertainty in the analysis.

9.1.4 OXYGEN

This is an important element to analyze yet a good detection limit can be 
difficult to achieve. Memory effect due to redeposition and adsorption of 
oxygen from the residual vacuum are significant contributors to the oxy-
gen background. Many analyses are made at a very high sputtering rate 
with small detected area to achieve the detection limit desired. Heating 
the sample holder can also be beneficial [17]. Since 16O2

+ is often used as 
the primary beam, the background for this isotope may be high. Implan-
tation of a minor isotope, 18O, can be of use. Figure 9.7 shows profiles of 
16O and 18O and a much improved detection limit with 18O [18]. However, 

Figure 9.7. Use of rare isotope.
Source: Wilson, Stevie, and Magee [18].

Improved detection limit for O in 
float zoned Si using 18O as the 
implanted species 

0
1014

1015

1016

1017

1018

1019

1020 16

18
16O–

O → Si (float zoned)
Cs+ primary beam

18O–

1021

0.5 1.0

Depth (µm)

A
to

m
 d

en
si

ty
 (a

to
m

s/
cm

3 )

1.5 2.0



198  •  SECOnDARY iOn MASS SPECtROMEtRY

the abundance is 99.762 percent for 16O and 0.200 percent for 18O, which 
is a difference of a factor of approximately 500. This means a detection 
limit improvement greater than 500 for 18O is needed to improve the actual 
elemental oxygen detection limit.

It is not uncommon to desire a low detection limit for oxygen in a 
layer under an oxide. In this case it can be very useful to chemically etch 
away the oxide, presputter the surface, or use raster reduction to remove 
the oxide.

9.1.5 MULTIPLE ELEMENT PROFILES

Since the residual gas species are typically best analyzed using a Cs+ 
 primary beam, multiple elements are commonly analyzed in one  profile. 
Multiple element standards are also very useful and it is possible to 
 combine hydrogen, carbon, nitrogen, and oxygen in one standard. Since 
residual gas elements often have to be detected above significant contam-
inant levels, the implanted doses often exceed 1 × 1015 atoms/cm2

 for each 
element. As a result it is necessary to be aware that if the total dose is too 
high the dilute limit of a few percent atomic may be exceeded. Figure 9.8 
shows a profile of hydrogen, carbon, and oxygen in GaN where the total 
implanted dose is less than 1 percent atomic.

Figure 9.8. Multiple residual gas element implants into GaN.
Source: F. Stevie, Analytical Instrumentation Facility, North 
 Carolina State University.
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9.1.6 SURFACE CONTAMINATION

Samples typically have residual gas elements on the surface, which can 
be pushed in (knock-on effect) by energetic bombardment. Reducing the 
bombardment energy provides better depth resolution and reduces the 
effect of contamination at the surface. Figure 9.9 shows carbon, nitro-
gen, and oxygen implanted in niobium to permit quantification of all three 
 elements. Because of contamination at the surface, analysis with high 
energy, 14.5 keV, Cs+ shows that some of the carbon, nitrogen, and  oxygen 
at the surface have been pushed deeper into the material during  analysis 
and the near-surface region is not well characterized. Reduction of the Cs+ 
impact energy to 6 keV shows a more rapid decrease of the  surface 
 contamination and better resolution of these elements in the near-surface 
region. However, note that the secondary ion count levels were not as high 
with the lower energy bombardment.

Figure 9.10 shows more significant surface contamination in the anal-
ysis of carbon and oxygen in a polysilicon layer on a silicon substrate 
structure [19]. The interface between the layer and the substrate is of 
interest. In the depth profile on the contaminated surface, some  significant 

Figure 9.9. Depth resolution. Cs+ bombardment of Nb.
Source: P. Maheshwari, Analytical Instrumentation Facility, North Carolina 
State University.
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sputtering is needed to remove the contamination, and the carbon and oxy-
gen profiles show tails through the polysilicon layer. The result is poor 
depth resolution and a lack of clarity at the interface. When the sample 
is analyzed in a relatively clean region, the carbon and oxygen drop off 
 rapidly at the surface and the interface can be properly analyzed.

9.2 RARE gAS ELEMEntS

Rare gas elements helium, neon, argon, krypton, and xenon are a  special 
case for SIMS as detection sensitivity using O2

+ is very low. High dose ion 
implant standards and high sputtering rate analysis have made it possible 
to obtain depth profiles of elements such as helium in silicon shown in 
 Figure 9.11 [20]. Discovery of improved yields with Cs+ bombardment 
and detection of cesium molecular positive ions provides a different 
approach [21, 22]. Analysis of helium using CsHe+ molecular ions is able 
to overcome the very high first ionization potential of helium, and a detec-
tion limit of 5 × 1018 atoms/cm3 or 60 ppma could be achieved [22]. This 
level is sufficient to monitor helium diffusion in materials such as that 
used in nuclear technology.

Argon is important because it is an element with a significant con-
centration in air (0.9 percent by volume) and is used in many processing 
applications, such as for sputtering. If present at an interface, it can cause 
delamination. Argon entrapped in the near surface during sputtering can 
move to the surface after anneal and cause separation of an overlayer. 
This element is difficult to analyze because it has the same nominal mass 
as  calcium, and high mass resolution will not resolve the two elements 

Figure 9.10. Effect of contamination at the surface.
Source: Wilson, Stevie, and Magee [19].
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because the mass resolution needed is 193,000. It may be helpful to first 
analyze for mass 40 with an O2

+ primary beam and detection of secondary 
positive ions. If a high count rate is detected then the species is probably 
calcium. Use of other techniques such as x-ray photoelectron spectro-
scopy and Rutherford backscattering spectrometry can be very useful.

Xenon is only found in trace amounts in air, but even though much 
more expensive than argon, it is also used for sputtering.
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CHAPtER 10

ApplicAtions

Secondary ion mass spectrometry (SIMS) has been utilized to characterize 
a very wide range of materials. Many examples have already been shown 
in the preceding chapters to demonstrate specific aspects of the technique. 
The purpose of this section is to provide some indication of the range of 
applications for this technique.

10.1 SEMiCOnDuCtORS

10.1.1 SILICON

The semiconductor industry has been a major driver for the development of 
SIMS instrumentation and analysis. Depth profiling in particular has been 
extensively used. SIMS has provided support to research, development, 
and production for almost every part of the semiconductor manufactur-
ing process. Table 10.1 contains a listing of typical silicon semiconductor 
process steps and the use of SIMS to characterize them. Examples will be 
presented for a number of these steps to show the versatility of the SIMS 
technique.

Some useful parameters for characterization of Si:

Si density = 5 × 1022 atoms/cm3

Areal density for 1 monolayer = 1 × 1015atoms/cm2

Atoms in 1 µm3 = 4.9 × 1010

Figure 10.1 shows a complementary metal oxide semiconductor 
(CMOS) structure for 0.35 µm technology. This technology is dated but 
the figure demonstrates the basics of semiconductor fabrication. Metal 
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oxide semiconductor (MOS) transistors operate by applying a voltage to 
the source and drain regions, which are doped either n or p type, and then 
controlling the conduction between the source and the drain by applying 
a voltage to the gate. The gate is insulated from the substrate with a thin 
oxide. TiN is used as a barrier layer for the aluminum metallization. To 
match the increased complexity of current technology, change the metal 
to copper, add several more layers of metal, and reduce feature size to less 
than 50 nm.

10.1.1.1 Contaminants in Substrate

The purity of the substrate is very important, and elements such as 
iron, nickel, copper, sodium, lithium, and potassium should be at very 
low  levels. SIMS detection limits for these elements can be in the parts 
per  billion atomic (ppba) range [1]. Oxygen is also intentionally added 
to  silicon at approximately 1 × 1018 atoms/cm3. SIMS can measure the 
 oxygen concentration and determine any oxygen out-diffusion from the 
surface of the wafer.

Table 10.1. Si semiconductor processing steps and related SIMS analyses

Crystal growth—O, C contaminants
Epitaxy—B, P, As dopants, O, C contaminants, layer thickness
Surface cleans—contaminants
Oxidation—Li, Na, K, Cl, N
Inter Level Dielectric deposition—e.g.,Tetraethylorthosilicate (TEOS)  
H, Li, Na, K, C

Polycrystalline silicon deposition—O, C contaminants, dopant  
concentration 

Ion implantation—B, P, As, In dopants F, Al, Cr, Fe, Cu contaminants
Diffusion—B, P, As
Lithography—B, P, As penetration, Na contaminant
Dry etch—O, C, F, Cl, Al, Cr, Fe, Cu
Metallization—Al, Si, Cu, Ti, W, N, O, C
Process simulation—B, P, As
Process integration and failure analysis—analysis using SIMS patterns
Packaging—Au, Ni, Cu, Tl
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10.1.1.2 Epitaxial Layer

The deposition of an epitaxial layer can be very difficult to characterize. 
The interface between the layer and the substrate can be undetectable even 
using transmission electron microscopy (TEM). Figure 10.2 shows a SIMS 
depth profile of an undoped epitaxial layer of silicon on a boron doped 
silicon substrate. Not only can the thickness of the layer be clearly deter-
mined, but the dopant concentration can also be measured. The 7 × 1018 
atoms/cm3 (140 ppm atomic) boron concentration is below the detection 
limit for energy dispersive spectroscopy, Auger electron spectroscopy, and 
x-ray photoelectron spectroscopy techniques. It should be noted that this 
analysis was made with a CAMECA magnetic sector instrument using a 
Cs+ primary beam because of surface roughening that occurs about 2 to 
3 µm deep in silicon when O2

+ is used [2].

10.1.1.3 Ion Implantation

SIMS and ion implantation are very closely related. The SIMS instrument 
is an ion implanter with a secondary ion analyzer. SIMS has been used 
extensively to monitor the amount and distribution of dopant present after 
ion implantation and subsequent heat treatments [3]. Figure 10.3 shows an 
example of dopant profiles for arsenic and boron in a bipolar transistor [3]. 
With careful work, the areal density of a dopant can be obtained within 
less than 1 percent atomic concentration based on National Institute for 

Figure 10.2. SIMS depth profile analysis of epitaxial Si layer.
Source: F. Stevie, AT&T Bell Laboratories.
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Standards and Technology standards [4]. This accuracy has been achieved 
using quadrupole, magnetic sector, and time of flight instruments.

It is also important to detect cross-contamination [5]. Ion implant-
ers are very expensive and are often used to implant both n and p type 
dopants. If an implanter has just been used to implant boron and is then 
used to implant arsenic, it is possible to have some boron implanted with 
the arsenic implant. This is a concern because boron is a faster diffuser 
than arsenic. Phosphorus will also diffuse faster than arsenic. The pres-
ence of phosphorus, arsenic, or antimony at 1 percent of the boron dose 
can cause as much as a 5 percent shift in sheet resistance. Another issue is 
implantation of metallic contamination. Iron, copper, sodium, aluminum, 
molybdenum, and tungsten are among the elements checked frequently. 
Fast diffusers such as iron and copper are always a concern because they 
can collect in active transistor sites and affect performance.

10.1.1.4 Gate Oxide

The gate oxide between the gate conductor and the silicon substrate is 
an especially sensitive area of a CMOS transistor. The drive to smaller 
technologies has resulted in the development of oxides that are not just 

Figure 10.3. Dopant profiles.
Source: F. Stevie, AT&T Bell Laboratories.
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SiO2. Figure 10.4 shows a SIMS depth profile of a nitrided gate oxide. The 
addition of nitrogen changes the dielectric constant, k, so that the insulator 
can be physically thicker and simpler to manufacture but will have the 
dielectric equivalent of a thinner oxide. High k dielectric materials have 
been extensively studied for this purpose. The gate oxide is also very sus-
ceptible to alkali element contamination since a small amount can affect 
the insulating property of the layer. Figure 10.5 shows a depth profile of 
K in SiO2 and a detection limit of 7 × 1013 atoms/cm3 or 1.4 ppb atomic 
concentration.

10.1.1.5 Barrier Layers

The use of barrier materials to prevent a high diffuser from moving to 
other areas of the device is especially important because copper is now 
used as a metallization material for conductors. One approach to check 
the viability of a barrier layer is to ion implant the diffuser into a layer of 
the barrier material and to monitor the diffusion after a series of heat treat-
ments. Figure 10.6 shows the SIMS depth profiles of copper ion implanted 
into a 0.5 µm thick layer of low pressure chemical vapor  deposition 

Figure 10.4. Nitrided gate oxide.
Source: ION-TOF TOF-SIMS IV reproduced with permission.
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(LPCVD) Si3N4 [6]. No significant copper diffusion was noted after 300°C 
and 500°C anneals. Some diffusion was observed after a 700°C anneal, 
and diffusion through the entire layer was noted after 900°C and 1000°C 
heat treatments.

Figure 10.5. K in gate oxide.
Source: F.A. Stevie and J.M. McKinley, Agere Systems.
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10.1.1.6 Photoresist

Even though the photoresist is removed from the structure, it is impor-
tant to know the penetration of the implanted dopants into the photo-
resist and whether the dopants show movement during processing before 
 photoresist removal. The goal is to minimize photoresist thickness but 
avoid  penetration by ion implantation. This has been investigated using 
SIMS [7, 8]. Analyses were made with gold (100 nm) or carbon (35 nm) 
coating to minimize sample charging. The carbon coated samples showed 
less  surface roughening and carbon coating was primarily used.

10.1.1.7 Insulators for Metal Layers

The multiple levels of metal are separated with insulating layers. The 
addition of certain elements, such as boron and phosphorus, was found 
to change the properties of silicon oxide so as to promote flow at a 
lower anneal temperature. The flow process would make the surface 
of the structure more uniform. This borophosphosilicate glass (BPSG) 
could be characterized using SIMS. Depth profiles of a BPSG layer 
with three composite layers that have different concentrations of boron 
and  phosphorus were verified with the use of Rutherford backscatter-
ing spectrometry [9]. Figure 10.7 shows that SIMS could determine the 
 penetration depth of additional phosphorus obtained from PBr3 treatment 
so that the top portion of the layer would flow faster than the remainder 
of the film [10].

10.1.1.8 Small Areas

The actual semiconductor device structures are too small to analyze 
directly using SIMS and obtain ppm sensitivity (see Chapter 5). Cur-
rent development is for 14 nm technology. However, the ability to obtain 
 analyses from as small a region as possible is desired. Focused ion beam 
columns have lateral resolution of less than 10 nm and can be attached 
to SIMS instruments but the liquid metal ion sources used are typically 
 gallium. The secondary ion yields for Ga+ bombardment are low com-
pared with those of O2

+ and Cs+ bombardment but can be enhanced with 
the use of an oxygen flood or a low energy oxygen ion beam [11]. The 
introduction of plasma ion sources offers new possibilities for reduction 
of the analysis area. Secondary ion profiles for implanted alkali elements 
with a xenon plasma source are shown in Figure 10.8 [12].
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10.1.1.9 Entire Structure

Despite the complications of analysis of a multilayer structure comprised 
of semiconductors, metals, and insulators, it is possible to simultaneously 
employ the methods of sample rotation and charge neutralization in a 

Figure 10.7. Borophosphosilicate glass.
Source: Rana et al. [10], reproduced with permission from the 
 Electrochemical Society.
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depth profile. The sample rotation reduces the topography formation due 
to the sputtering of a polycrystalline material and the charge neutralization 
is necessary to prevent sample charging for analysis of SiO2 and Si3N4. 
Figure 10.9 shows a depth profile through a three-level metal structure 
from surface passivation Si3N4 layer to gate oxide [13]. It was possible to 
locate etch back points for the oxide layers by monitoring boron contami-
nation as shown by the locations marked E. The data were obtained using 
a PHI-6300 quadrupole instrument, which has limited mass resolution. 
There is a mass interference with 30Si due to 46Ti14N++, which affects the 
30Si profile where noted.

10.1.1.10 Packaging

Once the semiconductor chip has been manufactured and tested, it is 
 devastating to then lose the chip due to packaging issues. The device 
may be covered with a polymer [14]. However, the presence of halide 
elements such as F at a polymer interface can cause delamination of the 
poly imide. Figure 10.10 shows a SIMS depth profile obtained with a 
CAMECA  magnetic sector (both IMS-3F and 5F were used in the study). 
The  primary beam was O2

+ at a mass resolution of 2500 on a gold coated 
sample with sputtering rates of 2 to 5 nm/s. Layers up to 40 μm thick were 
analyzed and it was shown that the delamination observed at 13 μm depth 
was due to the presence of fluorine contamination.

The hardness of gold plating used in the package can be affected 
by impurities. Figure 10.11 shows depth profiles for gold plating, which 
was deposited over a nickel layer and the diffusion of nickel into the gold 
layer resulted in poor bonding [15]. The good bonding sample showed a 
much lower concentration of nickel in the gold. Certain elements, such as 
 thallium, can affect gold hardness at ppm levels and may be intentionally 
added to the gold to obtain the hardness desired. Figure 10.12 shows the 
SIMS analysis of gold implanted with thallium, which permitted thallium 
quantification [15].

10.1.1.11 Soft Memory Errors

Soft or random errors in dynamic random access memory can occur 
because the amount of stored charge for one bit of memory has decreased 
with feature size to the point where external radiation can change the 
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Figure 10.11. Au plating: Ni diffusion.
Source: Wilson, Stevie, and Magee [15].
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memory state. External radiation can be from packaging material or 
from some of the materials, such as silicides, used in semiconductor 
manu facturing. Alpha particles typically have about 5 MeV energy 
and can  penetrate about 30 µm. Packaging material can be screened to 
remove the uranium and thorium radiation sources or a coating of 70 µm 
of polyimide can be added to the die as a protective cover. However, 
some materials used in semiconductor fabrication were found to have 
trace amounts of uranium or thorium. SIMS has been used to check for 
this  contamination, and  uranium and thorium ion implants at low dose 
levels have been obtained to quantify the results. From the secondary 
ion yield plots shown in Chapter 3 the bombardment choice should be 
O2

+ and detection of positive secondary ions. Figure 10.13 shows the 
analysis of thorium implanted in silicon with a detection limit of 1 × 
1015 atoms/cm3 and also shows the effect of a high temperature anneal 
on the thorium distribution. Thorium shows movement to the surface 
and a peak at the interface between amorphous and damaged silicon 
(about 0.18 µm deep). Results for uranium were similar and a detection 
limit of approximately 5 × 1014 atoms/cm3 was obtained. The uranium 
and thorium results show the utility of the high sensitivity of the SIMS 
technique.

Figure 10.12. Au plating: Thallium concentration.
Source: Wilson, Stevie, and Magee [15].
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10.1.1.12 Current Technologies

The latest silicon technology, FinFet, uses structures where the features 
can be described as fins protruding from a central feature. For some time, 
semiconductor structures have been too small to analyze directly using 
SIMS because there was not enough surface area to obtain depth profiles 
with the desired sensitivity. FinFet characterization is additionally difficult 
because of the shape and even smaller size of the features but SIMS has 
been used to probe the dopant concentration on FinFeT top and sidewall 
regions [16]. Characterization can be improved by the use of additional 
techniques such as atom probe technology [17] and TEM. Traditional 
SIMS depth profiling can be of use through dedicated patterns on the 
wafers (Chapter 5).

10.1.2 InP AND GaAs

InP and GaAs are technologies that have been extensively characterized 
using SIMS. Combinations of varying amounts of indium, gallium, arse-
nic, and phosphorus complicate quantification and require many standards 
to account for matrix effects. Figure 10.14 shows a SIMS depth profile of 
an InP laser structure where the active region consists of In0.52Ga0.48P [18]. 
The complexity of the analyses often encountered in GaAs technology is 
shown in Figure 10.15. Region 1 contains a GaAs/AlGaAs silicon doped 

Figure 10.13. Diffusion of Th in Si.
Source: F. Stevie, AT&T Bell Laboratories.
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multiquantum well (MQW) structure, which consists of 30 repetitions of 
14.2 nm GaAs/1.3 nm Al0.3Ga0.7As/3.8 nm AlGaAs doped with 2 × 1018 
atoms/cm3 Si /1.3 nm AlGaAs. Region 2 is 442 nm GaAs, region 3 has 

Figure 10.14. InP laser structure.
Source: Wilson, Stevie, and Magee [18].
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10 repetitions of 4 nm GaAs/ 4 nm Al0.5Ga0.5As, and region 4 is the GaAs 
substrate [19]. The depth resolution and sensitivity attributes of SIMS 
are fully utilized in these analyses. Figure 10.16 displays a GaAs laser 
 structure with Si as a dopant species. C, O, and Si are quantified.

10.1.3 GaN AND AlN

Gallium nitride (GaN) has been used as a matrix for the development of 
light-emitting diodes. The dopants are typically magnesium for p type and 
silicon for n type. Indium and aluminum are used with the gallium to pro-
vide the laser-producing structure, which may contain alternating layers 
of AlGaN or AlGaInN with GaN. Aluminum nitride (AlN) can be used 
as an intermediate layer to reduce the lattice mismatch between GaN and 
a substrate that is SiC, Al2O3, or silicon. Figure 10.17 shows a GaN laser 
structure and indicates that many layers are present but can be resolved 
by monitoring profiles of aluminum and indium with a Cs+ primary beam.

AlN is another optical technology material, and SIMS has been 
instrumental in characterizing impurity and dopant profiles. Analysis is 
complicated by the insulating nature of this material. Figure 10.18 shows 
the difference in C, O, and Si between the top homoepitaxial layer grown 
at 1100°C and the AlN substrate [20]. Figure 10.19 shows AlN success-
fully doped with magnesium at different concentrations.

10.1.4 LITHIUM NIOBATE (LiNbO3  )

LiNbO3 is used as a high speed switch for lightwave applications.  Titanium 
is of particular interest as it is used to provide conductive regions in the 

Figure 10.16. GaAs based LED structure.
Source: CAMECA instruments, reproduced with permission from CAMECA.
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niobate. Figure 10.20 shows implanted titanium and indium in LiNbO3 
analyzed using a quadrupole with an O2

+ primary beam. The detection 
limit for indium is limited by a mass interference for 115In due to 93Nb16O6Li 
with a mass difference (ΔM) of 0.0226 which requires M/ΔM 5088 mass 
resolution, which is not possible to achieve with a quadrupole analyzer. 
A better detection limit might be achieved with the weaker isotope 113In.

There are other semiconductor technologies, such as HgCdTe based 
structures, that have multiple layers and have been characterized using 
SIMS. The ability to obtain a depth profile with high sensitivity and depth 

Figure 10.17. AlGaN/InGaN LED structure.
Source: CAMECA instruments, reproduced with permission from 
CAMECA.
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Figure 10.19. AlN structure.
Source: R. Collazo, Materials Science, North Carolina State 
University.
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resolution has made SIMS a major technique for characterization of 
semiconductors.

10.2 ORgAniC MAtERiALS

Organic materials can be depth profiled, but analysis has been complicated 
due to sample charging and the degradation of the material when exposed 
to an electron beam for charge neutralization. Some materials could be 
analyzed without neutralization. Figure 10.21 shows depth profiles of 13C 
in polystyrene, which was used as an alternative to deuterium labeling [21].

Sputtering with typical sources such as O2
+, Cs+, and Ga+ causes 

 damage to the molecular structure and results in poor molecular depth 
 profiles [22]. Organic depth profiling developed rapidly with the intro-
duction of cluster beam sources that can remove material without normal 
molecular damage due to sputtering [23]. In particular, C60

+ and argon 
cluster beams have the capability to avoid changes in chemical state 
during profiling. Figure 10.22 shows the increase in secondary ion yield 

Figure 10.21. 13C labeling in polystyrene analyzed with O2
+ and Cs+ beams.

Source: Harton, Stevie, and Ade [21], with kind permission from Springer 
Science + Business Media.
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at high mass using C60
+ versus Ga+ [24]. Trehalose is just one example 

of an organic material that has been successfully depth profiled using a 
C60

+ primary beam [25]. Many of the lessons learned from the analysis 
of semiconductors, such as sample roughening during bombardment, 
have shown applicability to organic depth profiling. Figures 10.23 and 
10.24 show how sample rotation and sample cooling may improve depth 

Figure 10.23. Depth resolution improved with sample rotation.
Source: Sjovall et al. [26], reprinted with permission from  Journal 
of Physical Chemistry, copyright 2010 American Chemical 
Society.
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 resolution [26]. The introduction of gas cluster beams such as Ar2500
+ has 

further enhanced the ability to obtain depth profiles in organic mate rials. 
Figure 10.25 shows the argon cluster beam analysis of two 100 nm organic 
layers [27]. Figure 10.26 shows the argon cluster beam analysis of an 
entire optical light-emitting diode structure.

Note that nondepth profiling applications of SIMS, such as imaging 
analyses of organic materials, have been made for some time. Examples 
of analyses include freeze fracture of cells [28, 29], mapping of chromo-
somes [30], and analysis of fluorine in teeth [31]. The improved lateral 

Figure 10.25. Ar cluster depth profiling.
Source: Matsuo et al. [27], reprinted with permission from John Wiley 
and Sons.
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resolution on instruments such as the CAMECA NanoSIMS50 makes 
 possible high resolution elemental analysis [32].

10.3 MinERALS, CERAMiCS, CAtALYStS

The mineral specimens found in nature are typically not homogeneous, 
and contain many regions of different composition. In order to resolve 
species in these regions, it is almost essential to have the advantage of 
high mass resolution because there are commonly a very large number 
of mass interferences [33–35]. Minerals are also usually nonconductive 
and require charge neutralization for analysis. Take for example the min-
eral labradorite in the mass region 54 to 57, which contains iron isotopes 
and manganese. Each iron isotope has significant mass interferences as 
shown in Table 10.2. A mass resolution of 3000 would be sufficient to 
resolve the mass interferences in this example.

Ion implantation of an element into the actual sample to be  measured 
makes possible a direct measurement of the concentration of the element 
of interest. Figure 10.27 shows calibration of gold in arsenopyrite with 
an ion implant [36]. This analysis is made using a Cs+ primary beam 

Figure 10.26. Organic light emitting diode.
Source: ION TOF, reproduced with permission.
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and it is important to be aware of the mass interference of 133Cs32S2
- 

with 197Au-, which requires a mass resolution of approximately 1700 
for  separation [37, 38]. Implantation of many elements of interest for 
 mining has been made for quantification [39]. High energy implantation 
is required to place the peak of ion implanted heavy elements far enough 

Table 10.2. Mass interferences in Fe region of labradorite

Species of interest Mass interference Mass resolution required
54Fe 12C4

1H6 500
54Fe 27Al2 2250
55Mn 12C4

1H7 466
55Mn 27Al28Si 2619
55Mn 39K16O 2619
56Fe 12C4

1H8 434
56Fe 40Ca16O 2735
57Fe 12C4

1H9 416
57Fe 40Ca16O1H 1834

Figure 10.27. Minerals quantification.
Source: Wilson, Stevie, and Magee [36].
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into the specimen to exceed the equilibration depth. Isotope measure-
ments and geochronology of materials such as U–Pb in zircon have been 
made extensively using the sensitive high resolution ion microprobe 
magnetic sector instrument [40] and the CAMECA IMS 1270 and IMS 
1280 instruments.

Extraterrestrial materials have been a fruitful area of analysis for 
SIMS. This type of analysis often consists of isotope ratio measurements 
made at high precision [41]. TOF-SIMS instruments have also been 
employed for this work [42].

Catalysts are an important class of material. A major use of  catalysts 
is in the petroleum industry. The determination of good versus bad 
 catalysts can be made using SIMS. Zeolite catalysts have been charac-
terized with this technique [43]. Figure 10.28 shows an example of high 
spatial resolution analysis of silicon in zeolite [44].

10.4 MEtALS

The use of SIMS to study metals is complicated by the uneven sputtering 
of polycrystalline materials. Rotation of the sample during analysis can 
reduce or remove this effect. The earliest instrument designed for sample 
rotation was developed for analysis of coatings on steel [45]. Sensitivity 
factors for quantification have been obtained for over 50 elements [46]. 
High resolution imaging of materials such as Al–Si–Mg–Cu has been 
demonstrated [47].

Figure 10.28. Silicon regions in zeolite.
Source: Lamberti, Horn, and Keenan [44], 
reprinted with permission, Cambridge University 
Press.
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CHAPtER 11

AnAlysis ApproAch

11.1 initiAL COnSiDERAtiOnS

When you have analyzed a series of samples and now have one more to 
analyze, the conditions for analysis have been determined and the required 
data can be obtained very quickly. However, if you have a sample type 
you have never analyzed previously and some of the information about 
the sample, such as layer thickness, cannot be guaranteed, then is there a 
procedure that would be helpful?

You should have some information about the sample such as  substrate, 
layers, and elements of interest. Secondary ion mass spectrometry (SIMS) 
is more effective if some initial information is available. If the sample 
is totally unknown, it may be best to perform scanning electron micro-
scopy (SEM) with energy dispersive spectroscopy (SEM-EDS) elemental 
analysis first. This would provide information regarding the major species 
present.

Based on the elements of interest, select a primary beam species for 
best detection limit for the most important elements. This choice will also 
include secondary ion polarity and the initial secondary ions to be profiled. 
Sometimes all the elements of interest cannot be properly analyzed with 
one primary beam and two analyses will be required.

The next decision level regards the primary beam parameters: volt-
age, angle of incidence, current, and the analysis choices of raster and 
gating. If depth resolution is important, then the primary voltage will be 
low and you may consider bombardment at high angle of incidence from 
normal. Note that for some materials, topography formation can occur at 
certain incidence angles (see Chapter 5). The current and raster size are 
the two most important parameters to determine sputtering rate, and if you 
have information on the depth to be analyzed, then you should arrange a 
sputtering rate that can complete the profile in a reasonable time, such as 
15 to 30 min.
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If there is an overlayer that can be removed before analysis, then this 
will improve depth resolution. If the sample or one of the layers is an insu-
lator, then one needs to have a plan for charge neutralization.  Chapter 8 
provides information on insulator analysis. A nonconductive sample 
would often be coated with a conductor, such as gold, before analysis.

If quantification is required, determine whether the standards, typi-
cally ion implanted samples of the same matrix, are available and if not, 
use Transport of Ions in Matter (TRIM) to calculate the implantation 
energy needed and assess what standards could be fabricated. Quantifi-
cation methods are described in Chapter 6.

11.2 AnALYSiS SEQuEnCE

A depth profile should be made through the region of interest. This will 
show if the depth resolution is adequate and how long it takes to sputter 
through individual layers. One can now profile into each layer, one at a time 
and take mass spectra. This is very important because the mass spectrum 
will show the presence of any significant unexpected species, which may 
cause mass interferences. The spectrum will also show if another species 
would be a better choice for the depth profile. If the depth axis needs to be 
accurately determined, then profiles can be made in a sequence where the 
profile is stopped at the interface between layers. If this is done separately 
for each layer, then the sputtering rate can be calculated for each one.

With this information, one can perform the analysis as intended for 
the sample and the species of interest. Because the analysis area is quite 
small, two profiles should be obtained and checked to see if they match. 
If they do not match and a third profile shows yet another variation, then it 
is likely that the species of interest is nonuniform on the sample.

To summarize:

Choose primary beam species, polarity
Choose secondary beam species, polarity
Choose primary beam parameters (angle of incidence, voltage, raster, 

current)
Sample preparation if necessary (remove overlayers)
For insulators, prevent sample charging (coat sample, use electron beam)
Decide if quantification needed, determine if standards can be made
Depth profile to determine sputtering rates, identify layers
Mass spectra to check for unexpected elements, mass interferences, 

and interfacial contaminants
Depth profiles to obtain at least two matching analyses
If profiles do not match, check for nonuniform distribution
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As an example, Figure 11.1 shows a drawing of a structure with two 
layers. It is important to determine the information that is desired. Since 
SIMS has excellent sensitivity, it is very common to detect a trace amount 
of an element that may not be of importance. For this theoretical two-
layer structure, it would be very helpful to know the past history, such 
as whether there were issues at an interface. One should also remember 
that one technique may not provide all the answers. Much value has been 
obtained from analysis with two techniques, such as SIMS and TEM, 
SIMS and SEM-EDS, or SIMS and AES.

Figures 11.2, 11.3, and 11.4 illustrate the importance of the details in 
SIMS. In Figure 11.2, we note two boron profiles on the same sample. The 
overall shape for each is similar and is reasonable since this is a sample 
with both shallow and deep boron implants. However, the depth scales are 
significantly different. The answer is in the raw data for the two samples 
shown in figures 11.3 and 11.4. The matrix species was monitored for both 

Figure 11.1. Quantification regions.
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profiles but the matrix in profile 1 was not constant. The problem was a 
fluctuation in power supply for the primary beam mass filter used on the 
CAMECA IMS-3f. Profile 2 shows a constant matrix signal and the cor-
rect sputtering rate.

Figure 11.3. Matrix measurement (profile 1).
Source: F. Stevie, AT&T Bell Laboratories.
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Figure 11.4. Matrix measurement (profile 2).
Source: F. Stevie, AT&T Bell Laboratories.
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AppenDiX

A.1  iSOtOPiC ABunDAnCES, iOniZAtiOn 
POtEntiALS, ELECtROn AffinitiES  
fOR ELEMEntS

Table A.1. Mass, abundance, ionization potential, electron affinity

Atomic  
number Element

Integer  
mass

Exact  
mass

Abundance  
(%)

IP  
[eV]

EA  
[eV]

1 H 1   1.007825032  99.9885% 13.6 0.75
2   2.014101778   0.0115%

2 He 3   3.016029319   0.0001% 24.59
4   4.002603254  99.9999%

3 Li 6   6.015122795   7.5900%  5.39 0.62
7   7.01600455  92.4100%

4 Be 9   9.0121822 100.0000%  9.32
5 B 10  10.012937  19.9000%  8.3 0.28

11  11.0093054  80.1000%
6 C 12  12  98.9300% 11.26 1.26

13  13.00335484   1.0700%
7 N 14  14.003074  99.6360% 14.53 0

15  15.0001089   0.3640%
8 O 16  15.99491462  99.7570% 13.62 1.46

17  16.9991317   0.0380%
18  17.999161   0.2050%

9 F 19  18.99840322 100.0000% 17.42 3.4
10 Ne 20  19.99244018  90.4800% 21.56 0

21  20.99384668   0.2700%
22  21.99138511   9.2500%

11 Na 23  22.98976928 100.0000%  5.14 0.55

(Continued)
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Atomic  
number Element

Integer  
mass

Exact  
mass

Abundance  
(%)

IP  
[eV]

EA  
[eV]

12 Mg 24  23.9850417  78.9900%  7.65 0
25  24.98583692  10.0000%
26  25.98259293  11.0100%

13 Al 27  26.98153863 100.0000%  5.99 0.44
14 Si 28  27.97692653  92.2230%  8.15 1.39

29  28.9764947   4.6850%
30  29.97377017   3.0920%

15 P 31  30.97376163 100.0000% 10.49 0.75
16 S 32  31.972071  94.9900% 10.36 2.08

33  32.97145876   0.7500%
34  33.9678669   4.2500%
36  35.96708076   0.0100%

17 Cl 35  34.96885268  75.7600% 12.97 3.62
37  36.96590259  24.2400%

18 Ar 36  35.96754511   0.3365% 15.76 0
38  37.9627324   0.0632%
40  39.96238312  99.6003%

19 K 39  38.96370668  93.2581%  4.34 0.5
40  39.96399848   0.0117%
41  40.96182576   6.7302%

20 Ca 40  39.96259098  96.9410%  6.11
42  41.95861801   0.6470%
43  42.9587666   0.1350%
44  43.9554818   2.0860%
46  45.9536926   0.0040%
48  47.952534   0.1870%

21 Sc 45  44.9559119 100.0000%  6.54 0.19
22 Ti 46  45.9526316   8.2500%  6.82 0.08

47  46.9517631   7.4400%
48  47.9479463  73.7200%
49  48.94787   5.4100%
50  49.9447912   5.1800%

23 V 50  49.9471585   0.2500%  6.74 0.53
51  50.9439595  99.7500%

24 Cr 50  49.9460442   4.3450%  6.77 0.67
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52  51.9405075  83.7890%
53  52.9406494   9.5010%
54  53.9388804   2.3650%

25 Mn 55  54.9380451 100.0000%  7.44 0
26 Fe 54  53.9396105   5.8450%  7.87 0.16

56  55.9349375  91.7540%
57  56.935394   2.1190%
58  57.9332756   0.2820%

27 Co 59  58.933195 100.0000%  7.86 0.66
28 Ni 58  57.9353429  68.0769%  7.64 1.16

60  59.9307864  26.2231%
61  60.931056   1.1399%
62  61.9283451   3.6345%
64  63.927966   0.9256%

29 Cu 63  62.9295975  69.1500%  7.73 1.23
65  64.9277895  30.8500%

30 Zn 64  63.9291422  48.2680%  9.39 0
66  65.9260334  27.9750%
67  66.9271273   4.1020%
68  67.9248442  19.0240%
70  69.9253193   0.6310%

31 Ga 69  68.9255736  60.1080%  6 0.3
71  70.9247013  39.8920%

32 Ge 70  69.9242474  20.3800%  7.9 1.2
72  71.9220758  27.3100%
73  72.9234589   7.7600%
74  73.9211778  36.7200%
76  75.9214026   7.8300%

33 As 75  74.9215965 100.0000%  9.81 0.81
34 Se 74  73.9224764   0.8900%  9.75 2.02

76  75.9192136   9.3700%
77  76.919914   7.6300%
78  77.9173091  23.7700%
80  79.9165213  49.6100%
82  81.9166994   8.7300%

35 Br 79  78.9183371  50.6900% 11.81 3.36
81  80.9162906  49.3100%

(Continued)
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Atomic  
number Element

Integer  
mass

Exact  
mass

Abundance  
(%)

IP  
[eV]

EA  
[eV]

36 Kr 78  77.9203648   0.3550% 14 0
80  79.916379   2.2860%
82  81.9134836  11.5930%
83  82.914136  11.5000%
84  83.911507  56.9870%
86  85.91061073  17.2790%

37 Rb 85  84.91178974  72.1700%  4.18 0.49
87  86.90918053  27.8300%

38 Sr 84  83.913425   0.5600%  5.7
86  85.9092602   9.8600%
87  86.9088771   7.0000%
88  87.9056121  82.5800%

39 Y 89  88.9058483 100.0000%  6.38 0.31
40 Zr 90  89.9047044  51.4500%  6.84 0.43

91  90.9056458  11.2200%
92  91.9050408  17.1500%
94  93.9063152  17.3800%
96  95.9082734   2.8000%

41 Nb 93  92.9063781 100.0000%  6.88 0.89
42 Mo 92  91.906811  14.7700%  7.1 0.75

94  93.9050883   9.2300%
95  94.9058421  15.9000%
96  95.9046795  16.6800%
97  96.9060215   9.5600%
98  97.9054082  24.1900%

100  99.907477   9.6700%
43 Tc 97 no naturally occurring isotopes  7.28 0.55
44 Ru 96  95.907598   5.5400%  7.37 1.05

98  97.905287   1.8700%
99  98.9059393  12.7600%

100  99.9042195  12.6000%
101 100.9055821  17.0600%
102 101.9043493  31.5500%

104 103.905433  18.6200%
45 Rh 103 102.905504 100.0000%  7.46 1.14
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46 Pd 102 101.905609   1.0200%  8.34 0.56
104 103.904036  11.1400%
105 104.905085  22.3300%
106 105.903486  27.3300%
108 107.903892  26.4600%
110 109.905153  11.7200%

47 Ag 107 106.905097  51.8390%  7.58 1.3
109 108.904752  48.1610%

48 Cd 106 105.906459   1.2500%  8.99 0
108 107.904184   0.8900%
110 109.9030021  12.4900%
111 110.9041781  12.8000%
112 111.9027578  24.1300%
113 112.9044017  12.2200%
114 113.9033585  28.7300%
116 115.904756   7.4900%

49 In 113 112.904058   4.2900%  5.79 0.3
115 114.903878  95.7100%

50 Sn 112 111.904818   0.9700%  7.34 1.15
114 113.902779   0.6600%
115 114.903342   0.3400%
116 115.901741  14.5400%
117 116.902952   7.6800%
118 117.901603  24.2200%
119 118.903308   8.5900%
120 119.9021947  32.5800%
122 121.903439   4.6300%
124 123.9052739   5.7900%

51 Sb 121 120.9038157  57.2100%  8.64 1.07
123 122.904214  42.7900%

52 Te 120 119.90402   0.0900%  9.01 1.97
122 121.9030439   2.5500%
123 122.90427   0.8900%

124 123.9028179   4.7400%
125 124.9044307   7.0700%
126 125.9033117  18.8400%

(Continued)
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Atomic  
number Element

Integer  
mass

Exact  
mass

Abundance  
(%)

IP  
[eV]

EA  
[eV]

128 127.9044631  31.7400%
130 129.9062244  34.0800%

53 I 127 126.904473 100.0000% 10.45 3.06
54 Xe 124 123.905893   0.0952% 12.13 0

126 125.904274   0.0890%
128 127.9035313   1.9102%
129 128.9047794  26.4006%
130 129.903508   4.0710%
131 130.9050824  21.2324%
132 131.9041535  26.9086%
134 133.9053945  10.4357%
136 135.907219   8.8573%

55 Cs 133 132.9054519 100.0000%  3.89 0.47
56 Ba 130 129.9063208   0.1060%  5.21

132 131.9050613   0.1010%
134 133.9045084   2.4170%
135 134.9056886   6.5920%
136 135.9045759   7.8540%
137 136.9058274  11.2320%
138 137.9052472  71.6980%

57 La 138 137.907112   0.0900%  5.58 0.5
139 138.9063533  99.9100%

58 Ce 136 135.907172   0.1850%  5.47
138 137.905991   0.2510%
140 139.9054387  88.4500%
142 141.909244  11.1140%

59 Pr 141 140.9076528 100.0000%  5.42
60 Nd 142 141.9077233  27.2000%  5.49

143 142.9098143  12.2000%
144 143.9100873  23.8000%
145 144.9125736   8.3000%
146 145.9131169  17.2000%
148 147.916893   5.7000%
150 149.920891   5.6000%

61 Pm 145 no naturally occurring isotopes  5.55
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62 Sm 144 143.911999   3.0700%  5.63
147 146.9148979  14.9900%
148 147.9148227  11.2400%
149 148.9171847  13.8200%
150 149.9172755   7.3800%
152 151.9197324  26.7500%
154 153.9222093  22.7500%

63 Eu 151 150.9198502  47.8100%  5.67
153 152.9212303  52.1900%

64 Gd 152 151.919791   0.2000%  6.14
154 153.9208656   2.1800%
155 154.922622  14.8000%
156 155.9221227  20.4700%
157 156.9239601  15.6500%
158 157.9241039  24.8400%
160 159.9270541  21.8600%

65 Tb 159 158.9253468 100.0000%  5.85
66 Dy 156 155.924283   0.0560%  5.93

158 157.924409   0.0950%
160 159.9251975   2.3290%
161 160.9269334  18.8890%
162 161.9267984  25.4750%
163 162.9287312  24.8960%
164 163.9291748  28.2600%

67 Ho 165 164.9303221 100.0000%  6.02
68 Er 162 161.928778   0.1390%  6.1

164 163.9292   1.6010%
166 165.9302931  33.5030%
167 166.9320482  22.8690%
168 167.9323702  26.9780%
170 169.9354643  14.9100%

69 Tm 169 168.9342133 100.0000%  6.18
70 Yb 168 167.933897   0.1300%  6.25

170 169.9347618   3.0400%
171 170.9363258  14.2800%
172 171.9363815  21.8300%

(Continued)
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Atomic  
number Element

Integer  
mass

Exact  
mass

Abundance  
(%)

IP  
[eV]

EA  
[eV]

173 172.9382108  16.1300%
174 173.9388621  31.8300%
176 175.9425717  12.7600%

71 Lu 175 174.9407718  97.4100%  5.43
176 175.9426863   2.5900%

72 Hf 174 173.940046   0.1600%  7.0
176 175.9414086   5.2600%
177 176.9432207  18.6000%

178 177.9436988  27.2800%
179 178.9458161  13.6200%
180 179.94655  35.0800%

73 Ta 180 179.9474648   0.0120%  7.89 0.32
181 180.9479958  99.9880%

74 W 180 179.946704   0.1200%  7.98 0.82
182 181.9482042  26.5000%
183 182.950223  14.3100%
184 183.9509312  30.6400%
186 185.9543641  28.4300%

75 Re 185 184.952955  37.4000%  7.88 0.12
187 186.9557531  62.6000%

76 Os 184 183.9524891   0.0200%  8.7 1.12
186 185.9538382   1.5900%
187 186.9557505   1.9600%
188 187.9558382  13.2400%
189 188.9581475  16.1500%
190 189.958447  26.2600%
192 191.9614807  40.7800%

77 Ir 191 190.960594  37.3000%  9.1 1.57
193 192.9629264  62.7000%

78 Pt 190 189.959932   0.0140%  9.0 2.13
192 191.961038   0.7820%
194 193.9626803  32.9670%

195 194.9647911  33.8320%
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196 195.9649515  25.2420%
198 197.967893   7.1630%

79 Au 197 196.9665687 100.0000%  9.23 2.31
80 Hg 196 195.965833   0.1500% 10.44 0

198 197.966769   9.9700%
199 198.9682799  16.8700%
200 199.968326  23.1000%
201 200.9703023  13.1800%
202 201.970643  29.8600%
204 203.9734939   6.8700%

81 Tl 203 202.9723442  29.5200%  6.11 0.3
205 204.9744275  70.4800%

82 Pb 204 203.9730436   1.4000%  7.42 0.37
206 205.9744653  24.1000%
207 206.9758969  22.1000%
208 207.9766521  52.4000%

83 Bi 209 208.9803987 100.0000%  7.29 0.95
84 Po no naturally occurring isotopes  8.42 1.9
85 At no naturally occurring isotopes  9.5 2.8
86 Rn no naturally occurring isotopes 10.75 0
87 Fr no naturally occurring isotopes
88 Ra no naturally occurring isotopes  5.28
89 Ac no naturally occurring isotopes  6.9
90 Th 232 232.0380553 100%  7.0
91 Pa no naturally occurring isotopes
92 U 234 234.0409521   0.0054%  6.1

235 235.0439299   0.7204%
238 238.0507882  99.2742%

Source: National Institute of Standards and Technology (NIST) database, 
www.nist.gov
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A.2 SPuttERing RAtES RELAtiVE tO SiLiCOn

Table A.2. Relative sputtering rates

Matrix O2
+ Cs+

Al 0.51 1.07
Al2O3 0.34
Au 1.38 4.42
Be 0.35 0.95 O2

+ 8keV 38º incidence
Cr 0.69 1.26 Cs+ 14.5keV 26º incidence
GaAs 1.99 3.2
GaP 1.74 3.2 CAMECA IMS series magnetic  

sector instrumentsGaSb 2.8 2.9
Ge 1.71 2.3
HgCdTe 5.6 16
InP 3.04 6.6
InSb 3.36 6.5
LiNbO3 0.36
Si 1 1
αSi 0.94 0.92
Si3N4 0.82 0.98
SiO2 0.95 0.94
SnPb 4.3
Ti 0.54 1.03

Source: Wilson et al. [1], data 
obtained using CAMECA IMS series 
magnetic sector instruments with O2

+ 
8 keV 38° incidence and Cs+ 14.5 
keV 26° incidence.
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A.3 SiLiCOn RSfS

Table A.3. Si RSFs

Element E+ EO+ ESi+ ECs+ E- ESi-

H 6.0E+24 4.E+26 1.4E+25 4.8E+23
He 3.6E+27
Li 6.0E+20 1.5E+24 2.4E+23 1.4E+21 5.9E+24
Be 3.2E+22 5.E+23 1.6E+24 8.E+21 5.1E+23
B 7.E+22 3.2E+25 4.E+24 5.E+22 2.4E+24
C 7.E+24 1.3E+25 6.E+24 6.E+23 4.8E+22

N 2.9E+25 3.7E+24 4.E+23 2.0E+22
O 8.E+25 1.8E+26 9.E+25 1.4E+24 2.4E+22
F 4.E+23 2.6E+26 8.E+22 7.6E+21
Ne 1.5E+27 4.7E+24
Na 4.E+20 1.0E+24 1.1E+23 1.4E+22 6.E+25
Mg 2.8E+21 2.6E+23 2.1E+23 4.E+21 5.3E+23
Al 1.4E+21 6.E+23 4.0E+23 1.6E+21 1.2E+25
Si [5.0E22] 2.2E+23 2.7E+23 [5.0E22]
P 1.1E+24 1.8E+24 4.E+24 1.1E+23 1.2E+23
S 6.E+24 2.9E+25 1.4E+24 8.0E+21
Cl 6.E+24 1.1E+26 4.E+23 6.9E+21
Ar 2.E+26 4.E+25 3.5E+23
K 4.E+20 2.1E+24 1.8E+23 1.6E+21 1.1E+25

Ca 1.3E+21 1.9E+23 1.1E+21 1.1E+24
Sc 1.3E+21 9.0E+21 4.E+21 9.E+23
Ti 4.E+21 2.9E+22 2.4E+23 7.E+21 9.E+25
V 4.E+21 2.2E+23 2.7E+23 8.E+21 1.4E+25
Cr 7.E+21 8.E+23 2.5E+23 2.8E+22 3.8E+24
Mn 1.3E+22 1.6E+24 5.E+23 2.0E+23 1.3E+24
Fe 2.7E+22 4.E+24 2.8E+23 6.E+21 5.3E+25
Co 5.E+22 5.E+23 1.3E+22 2.0E+24
Ni 4.E+22 1.5E+25 4.E+23 3.4E+22 5.3E+23
Cu 3.1E+22 5.0E+25 6.E+23 6.E+22 4.2E+23
Zn 1.1E+24 1.0E+26 7.E+24 4.E+21 8.2E+24

(Continued)
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Element E+ EO+ ESi+ ECs+ E- ESi-

Ga 1.4E+21 2.9E+23 3.1E+22 1.6E+26
Ge 1.5E+23 1.7E+25 1.4E+24 3.1E+22 1.5E+23

As 2.2E+24 8.E+24 5.E+24 5.E+22 4.6E+23 1.2E+22
Se 6.E+24 6.E+25 3.4E+24 2.4E+23 7.2E+21
Br 1.6E+25 1.1E+26 7.E+23 7.0E+21
Kr 1.6E+26 6.E+26
Rb 8.E+20 5.E+24 7.E+23
Sr 8.E+20 2.4E+22 1.2E+23
Y 1.7E+21 1.1E+22 2.2E+23 1.4E+24
Zr 2.4E+21 4.E+21 8.E+22 1.0E+25
Nb 1.0E+22 6.E+22 1.3E+23 4.6E+24
Mo 2.3E+22 3.2E+23 2.2E+23 2.1E+22 2.0E+25
Ru 3.5E+22 3.0E+23 5.E+24 5.E+23
Rh 2.7E+22 6.E+25 9.E+22 1.2E+24 2.7E+23
Pd 1.4E+23 6.E+23 4.9E+24
Ag 7.E+22 1.1E+26 1.4E+24 1.4E+22 1.1E+23
Cd 8.E+23 2.2E+26 6.E+24 1.6E+22 1.3E+25
In 1.5E+21 1.6E+25 4.E+23 2.4E+21 1.8E+26
Sn 3.0E+22 4.0E+24 9.E+23 1.9E+22 1.8E+23
Sb 6.E+23 5.0E+24 4.E+24 9.0E+21 2.7E+23 3.0E+22
Te 1.5E+24 4.0E+25 2.2E+24 1.5E+23 8.4E+21
I 3.1E+24 7.E+23 7.2E+21
Xe 1.6E+26 1.9E+26
Cs 3.4E+20 3.1E+24 7.E+23

Ba 1.5E+21 4.0E+22 1.8E+23 1.6E+26 4.4E+24

La 2.8E+21 4.5E+21 3.E+23 8.6E+24

Ce 3.3E+21 3.5E+21 8.E+22

Pr 1.7E+21 3.7E+21
Nd 1.2E+21 6.E+21 2.8E+23 4.E+24

Sm 2.4E+21 1.2E+22 1.9E+23 2.9E+24

Eu 1.6E+22 2.5E+23 2.0E+23 3.8E+25 6.5E+25
Tb 2.1E+21 9.E+21 2.7E+23 1.4E+24
Dy 2.0E+21 1.4E+22 2.7E+23 2.8E+24
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Ho 2.2E+21 1.2E+22 4.E+23 1.5E+27 5.E+24

Er 2.5E+21 1.8E+22 9.E+23 4.E+26 1.8E+24
Tm 2.8E+21 2.4E+22 1.9E+23 1.9E+24
Yb 2.2E+21 3.E+22 2.0E+23 5.E+26 3.5E+24
Lu 3.E+21 2.5E+22 2.7E+26 3.1E+24
Hf 1.5E+22 6.E+22 2.0E+24 7.E+26 6.7E+22
Ta 6.E+22 1.2E+23 3.3E+23 1.E+26 3.E+23
W 6.E+22 6.E+23 8.E+23 6.5E+24 3.6E+23
Re 4.6E+24 8.E+21 3.E+25 2.7E+27 4.E+24
Os 2.5E+23 6.E+24 2.8E+23 2.2E+24 3.6E+22
Ir 8.E+23 5.E+25 2.2E+23 8.E+22 1.0E+23
Pt 1.0E+24 9.E+25 1.5E+23 1.6E+23
Au 2.5E+24 1.0E+26 7.E+23 1.0E+22
Hg 2.9E+24 6.E+25 5.6E+25
Tl 4.E+21 6.E+25 2.E+24 3.4E+26
Pb 7.E+22 4.E+25 5.E+24 3.2E+25
Bi 1.4E+23 3.0E+25 6.E+24 5.1E+23 1.0E+23
Th 1.4E+22 9.E+21 1.4E+24 4.9E+25 3.3E+23
U 4.E+22 5.E+22 6.E+23 6.3E+25 3.4E+24

Source: Wilson, Stevie, and Magee [2]; Stevie, and Wilson [3]; and 
 Wilson et al. [4], data obtained from bombardment of silicon substrate 
with O2

+ for E+, EO+, ESi+, and ECs+, and with Cs+ for E and ESi, where 
E is the element. 28Si was used for matrix species.
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Polishing sequence for silicon, 158
Polydimethylsiloxane (PDMS), 

151, 152f
Postionization instruments, 77–78
Precision, 135–136
Pre-equilibrium zone, 87–92
Preferential sputtering, 28
Primary beam angle of incidence 

in SIMS, 48–49, 48f–49f
Primary beam current and raster 

size in SIMS, 49
Primary beam energy in SIMS, 

47–48
Primary beam polarity, 39
Primary column, 40, 64, 128

Q
Quadrupole analyzer, 67–68, 

151. See also Analytical 
instrumentation

analysis of titanium diffused into 
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LiNbO3, 176–177, 176f
charge neutralization in, 173–177
geometry, 104f, 173f
ion intensity of GdO+, 173–174, 

174f
Li, Na, K implanted SiO2/Si, 

analysis of, 184f
mass spectra for quartz watch 

glass and Pyrex, 175f–176f
mobile ion species, analysis of, 

183f
Quantification

analysis of high-k dielectric 
layers, 159

analysis of SiGe elements, 
132–134

back side analysis, 157–160, 
157f–158f, 160f

bulk analysis measurements, 
160–161

bulk standard, 131–132, 132f
of depth profiles, 125
dose precision, 136
front side analysis of hafnium 

silicate, 159–160, 159f
implant energy, 125, 128f
interfaces, 151–156, 153f–155f
ion implantation, 124–131, 

125f–129f
isotopic distribution, 129–130
of matrix and trace elements, 

132–134
of minerals, ceramics, catalysts 

using SIMS, 227–229, 227f
multilayer analysis, 156–157, 

156f
need for secondary standards, 

121
nonlinear region, 132–133, 133f
peak concentration, 131

of an ion implant, 138–139
precision and accuracy, 135–137, 

136f
preparation of ion implanted 

standards, 126–131
regions, 237f
relative sensitivity factors 

(RSFs), 121–124, 123f–124f, 
140–142

sample considerations, 149
sequence for the element of 

interest, 124
site-specific back side analyses, 

159
species mobile under ion 

bombardment, 182–185
static, 138–140
total concentration of the 

element, 126
useful yield, 134–135
using cesium cluster ions, 

137–138, 138f
using multiple matrixes, 137–138

R
Radio frequency (RF) plasma 

sources, 64
Rare gas elements, depth profiles 

of, 200–202
argon, 201–202
helium, 201, 201f
xenon, 202

Raster, and gate, 81–83
Raster reduction method, 191, 

192f, 196, 198
Raster size, 49, 84–85, 96
RBS. See Rutherford 

backscattering spectrometry 
(RBS)

Relative sensitivity factors (RSFs), 
41–43, 121–124, 126, 140–142

for a bulk doped sample, 131
for a depth profile of an ion 

implanted standard, 121–124
of HgCdTe, 161t
patterns for secondary negative 

ions, 142f
for positive secondary ion, 141
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relationship with ionization 
potential and electron affinity, 
140–142

for secondary positive ions, 142
Residual gas detection limits

for carbon, 195–196
effect of contamination and, 

199–200, 200f
for hydrogen, 192–195
for multiple elements, 198
for nitrogen, 196–197
for oxygen, 197–198

Residual gas elements, 191, 198
RF plasma sources. See Radio 

frequency plasma sources
Riber MIQ 256, 6
RSF. See Relative sensitivity 

factors
Rutherford backscattering 

spectrometry (RBS), 8, 130, 
212

S
Sample chamber, 66
Sample requirements, 66–67
Sample rotation, 97–100
Scanning electron microscopy 

(SEM), 1, 97
analysis sequence, 236–238

Secondary beam energy 
distribution–voltage offset in 
SIMS, 49–52, 50f–52f

Secondary beam polarity [not 
found]

Secondary ion column, 67
Secondary ion mass spectrometry 

(SIMS), 1, 2t, 7. See also 
Analytical instrumentation; 
Applications of SIMS; Mass 
spectrometry; Quantification

advantages of, 8, 10t
analysis sequence, 236–238
block diagram of instrument, 62f
brief history of, 6–7

depth profile
vs AES depth profile, 8, 9f
of BPSG layers, 11–12

detection limits, 8
differences between static and 

dynamic, 150t
disadvantages of, 10t
dynamic range for, 2
interaction of ions with matter, 

19
literature on, 6–7
mass spectrum y-axis display, 

10f
matrix effects, 32–34
oxygen flood (oxygen leak, 

oxygen backfill), 30–31
parameters (see Analysis 

parameters of SIMS)
preferential sputtering, 28
sample requirements for analysis, 

66–67
secondary ion yields, 28–30
sensitivity of, 8
sources of information for, 7
sputtering process, 19–22
sputtering yield, 23–28
static, 6
types of data, 11–12
utility of, 6, 8
vacuum system of, 62

Secondary ion yields in SIMS, 
28–30

for Ar+ bombardment of silicon 
at normal incidence, 31

with C60 cluster source, 223–225, 
224f

due to oxygen or cesium, 28–29
due to primary beam energy and 

angle of incidence, 29f–30f
models for, 29–30

SEM. See Scanning electron 
microscopy

Sensitive High Resolution Ion 
Microprobe magnetic sector, 6
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Separation by implantation of 
oxygen (SIMOX) method, 
185–186, 186f

Si. See Silicon
Silicon (Si)

barrier layers, 210–211, 211f
contaminants in, 206
detection of boron, 93f
effect of primary beam energy 

and incidence angle on Sb 
depth profile in, 90f

epitaxial layer, deposition of, 
208, 208f

GaAs/AlGaAs doped, 218–220
gate oxide of, 209–210, 

210f–211f
as insulator for metal layers, 212
ion implantation in, 208–209
mass interferences, 56
parameters for characterization 

of, 205
photoresist of, 212
processing steps and related 

SIMS analyses, 206t
regions in zeolite, 229f
secondary ion yields, 29f–30f, 

41f–43f, 45t, 46, 141f
SIMS patterns on, 108f

SIMOX method. See Separation 
by implantation of oxygen 
method

SIMS. See Secondary ion mass 
spectrometry

Small area analysis, 105–109
Small areas, 105
Soft memory errors, 214–218
Species mobile under ion 

bombardment, 182–185
analysis of sodium implanted 

into SiO2 on a silicon substrate, 
182–183, 182f

Spectrometry, defined, 7
Spectroscopy, defined, 7

Sputtered neutral mass 
spectrometry, 77

Sputtering process, 19–22
energy distribution of sputtered 

particles, 20f
interaction of ions with matter, 

20f
method, 19–21
simulation methods used, 21
simulation of Ar+ into rhodium, 

22f
sputtering rate for silicon, 22
sputtering simulation of C60+ 

versus Ga+ on Ag, 23f
sputtering simulations for SF5+, 

22f
three-dimensional sputtering 

simulations, 21–22
Sputtering rate, 96
Sputtering yield, 23–28

angular distribution of sputtered 
material, 26f

impact of oxygen flood, 31
peak calculation, 24
penetration vs incidence angle, 

24f, 25–26, 26f
vs primary ion atomic number, 

27
vs primary ion energy, 23f–24f
relationship with bombarding 

ion, 27
vs target atomic number, 27f

Static SIMS, 138–140
Sticking coefficient, 62
Surface-excitation model, 30
Surface-polarization model, 30
Surface–static SIMS, 149–151

T
Tantalum silicide (TaSi2) with O2+ 

bombardment, analysis of, 28
TEM. See Transmission electron 

microscopy
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TEM-EDS. See Transmission 
electron microscopy EDS

TG-MS. See Thermogravimetric 
mass spectrometry

Thermal ionization (TIMS) mass 
spectrometry, 7

Thermogravimetric (TG-MS) mass 
spectrometry, 7

Time-Of-Flight (TOF) mass 
analyzer, 4, 43, 73–75, 73f, 
151, 181f, 183. See also 
Analytical instrumentation

depth profile of thin MoSi2 film 
on silicon, 153

depth resolution, 88f
electron beam neutralization in, 

181
electrostatic analyzer, 75f
expression of flight time, 73
of implants through SiO2, 139t
pulsing of primary beam and 

cycle time, 73–74
reflectron analyzer, 74f
reflectron based, 74
timing diagram, 74f

TIMS. See Thermal ionization 
mass spectrometry

TOF–SIMS. See Time-of-flight 
(TOF) mass analyzer

Transmission electron microscopy 
EDS (TEM-EDS), 1

Transmission electron microscopy 
(TEM), 208

Transport of Ions in Matter 
(TRIM), 128, 236

Transport of Ions in Matter 
(TRIM) Monte Carlo 
simulation, 21

for boron implanted into silicon, 
21f

of collision cascade at two 
different angles of incidence, 
24–25

distribution of implanted species, 
25f

at two impact energies, 21f
Trehalose, 225
TRIM. See Transport of Ions in 

Matter; Transport of Ions in 
Matter Monte Carlo simulation

U
Ultra-shallow analysis, 92–96
Useful yield, 77, 134–135

V
Vacuum systems, 61–62
Voltage offset, 49–52

W
Work function model, 30

X
XPS. See X-ray photoelectron 

spectroscopy
X-ray photoelectron spectroscopy 

(XPS), 1, 2t, 94, 140

Z
Zinc oxide mass spectrum, 11f
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