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ABSTRACT

Most energy systems are suboptimized. Businesses and consumers are so 
focused on initial costs that they underestimate the effect of operating the 
energy system over its life. This suboptimization creates a fantastic oppor-
tunity to not only make a wise decision financially but also reduces the 
environmental impact of energy systems. There are three simple tools, 
known to all mechanical engineers, that when added to traditional thermo-
dynamics enable an engineer to find the true optimum of an energy sys-
tem. In this concise textbook, you will be equipped with these tools and 
will understand how they are applied to cooling systems. 

The target audiences for this textbook are mechanical engineering stu-
dents in their first semester of thermodynamics all the way to engineers 
with up to 20 years of experience. First semester thermodynamic students 
will benefit the most from Appendices A and C in Chapter 1. The rest of 
Chapter 1 is written at a level where any undergraduate mechanical engi-
neering student who is taking heat transfer will be able to quickly assimi-
late the knowledge. The textbook also has the depth to handle the latent 
load, which will provide the practicing engineer with the tools necessary to 
handle the complexity of real cooling systems. 
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PREFACE

While I was in graduate school at the University of Illinois at Urbana-
Champaign, I wondered what set the system pressure in the condenser and 
evaporator of an air-conditioning system. I began to look at system models 
and evaluate the variables and tried to understand cause and effect. I 
would end up spinning in circles always seeming to chase my tail as I 
traveled around the cycle from compressor to condenser to expansion 
valve to evaporator and back again. It was not until over 10 years later 
after I had been teaching thermodynamics for 5 years that I understood the 
system effects. 

The conductance form of the heat transfer equation was a key tool in 
understanding the relationship between the heat transfer surface area in the 
heat exchanger and its effect on the system. Without the conductance equa-
tion, the connection cannot be made. The conductance form of the heat 
transfer equation is the first of three tools to help you understand this sys-
tem effect along with how to design and optimize energy systems. 

The second tool is engineering economics. Since energy costs occur in 
the future and future dollars are not as valuable as today’s currency, engi-
neering economics provides a way to accurately discount future dollars. 
This discounting of future currency allows you to directly compare today’s 
expenditures with future expenditures. It is not possible to optimize most 
energy systems without considering the cost. 

The third and final tool is parameter optimization. This third tool is 
primarily used to connect the design variable to the initial cost. Parameter 
optimization is also essential in the development of an accurate model 
based on fundamental principles. The empirical parameters in both the 
convective heat transfer coefficient correlation and the mass transfer are 
highly dependent on the geometry of the application. Therefore, these 
empirical parameters often need to be tuned to the experimental data col-
lected for the energy system.  
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In addition to the tools for optimization, you will be introduced to a 
new method to solve open-ended problems. If you are an engineer you are 
by definition a problem solver. Most problems you face in industry are 
open-ended, which is different from the problems you solved in your train-
ing. The deductive problem-solving strategy provides the structure you 
need to solve problems when you are not sure what inputs are necessary. 

Once an optimum is found, the question becomes how to handle the 
uncertainty in all the variables that contribute to the solution. A nondi-
mensional sensitivity analysis is developed and demonstrated for each 
example in each chapter. The nondimensionalization allows you to com-
pare one variable to the next and determine which one has a greater influ-
ence on the result. Then you can prioritize which variables need to be 
more accurate. 
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CHAPTER 1 

OPTIMIZATION OF COOLING 

SYSTEMS 

INTRODUCTION 

This concise textbook will improve the way you think about the design of 
cooling systems. If energy systems are the forest, then cooling systems are 
a tree in the forest. The scope of this work is to focus on cooling systems 
and, in particular, the most common cooling systems based on the vapor-
compression cycle. One of the occupational hazards of being an engineer 
is to get caught up in the branches of the tree through detailed analysis. 
There are many great textbooks that cover the details of cooling systems. 
The goal of this work is to show how all the branches fit together, to form 
the tree, in a systematic way. This systematic approach is missing in tradi-
tional thermodynamic textbooks. As a matter of fact, the current textbooks 
on thermodynamics do not equip the students with the tools they need to 
optimize, much less design, the vapor-compression cycle. This work 
bridges the gap between the textbook and reality, in a concise way. 

“Design,” like the word “love,” is overused to the point where it has 
lost its meaning. When design is used in the context of cooling systems 
typically what is understood is that the size of the cooling system is to be 
determined. Sizing the system is an important first step. But design is 
more, much more, than sizing. When you design a cooling system, you 
want the best cooling system for the application. This leads you to another 
overused and misapplied word, “optimization.” In any optimization  
process, one needs to determine the objective function. This is a function 
that has a minimum or maximum. The best objective function for most 
designs is the total life-cycle costs. Figure 1.1 demonstrates when initial 
costs  and the present worth of the operating costs are combined to form the 
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Figure 1.1. Cost as a function of evaporator surface area. Analysis based on an 
effectiveness-NTU model of direct-expansion air conditioner with a dry evapo-
rator (basic model described in detail in this chapter). The optimum condenser 
area of 6.5 m2 and compressor efficiency of 79.5 percent are kept constant as 
the evaporator area is varied. The air conditioner serves an envelope with an 
annual cooling load of 20,000 kw-hr in a location where the average tempera-
ture is 30°C. The space within the envelope is maintained at 20°C. The average 
rate of cooling over the season is 10 kW. The remaining input variables are 
specified in Table 1.2. (EES, 2014) 

total life-cycle costs then a distinct minimum occurs. Before these costs 
can be determined three simple tools need to be added to the traditional 
presentation of thermodynamics. 

The first and most important tool to be added to traditional thermody-
namics is the conductance equation, Equation 1.14, for heat exchangers 
which relates the heat transfer surface area to the difference in temperature 
between the two fluids. Focusing on the evaporator, the heat transfer rate 
is known for a given application. It is based on the cooling load, ,loadQ�  at 

average operating conditions. The load is fixed once the location, orienta-
tion, and building envelope have been designed (see Figure 1.2). Assume 
the overall heat transfer coefficient, U, is fixed. Therefore, the overall 
conductance (UA) in kilowatt per Kelvin of the heat exchanger is only a 
function of the heat transfer surface area.  

Consequently, the conductance equation provides a relationship  
between the design variable (heat transfer surface area) and the tempera-
ture difference between the refrigerant and the other fluid (water for chill-
ers and air for direct-expansion air conditioners). So as the area increases, 
the temperature difference will decrease. As the temperature difference 
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decreases, the irreversibility decreases. Less irreversibility translates (cov-
ered in greater detail later) to a higher coefficient of performance (COP) 
which lowers the power consumption for a given application. 

The application sets the rate of cooling energy which can be determined 
using standard heat transfer analysis, which is described well in other air 
conditioning design textbooks (American Society of Heating Refrigerating 
and Air-Conditioning Engineers, Inc., 2013; Kuehn, 1998; Stoecker, 1982). 
So following the progression from the conductance form of the heat transfer 
equation through the COP, the power requirements in kilowatts can be related 
to the design variable, heat transfer surface area in meters squared. 

Lower power consumption provides lower operating costs. But the op-
erating costs occur in the future. Since future currency is less valuable than 
today’s, you will need the second tool added to traditional thermodynamics. 
That tool is engineering economics, which discounts future currency from 
an annual distribution to its present worth. Now you can compare the pre-
sent worth of the operating costs with the initial costs. 

To determine the initial cost, use the third tool added to traditional 
thermodynamics. The third tool will relate the design variable to the initial 
cost. This relationship is determined by obtaining quotes from the supplier 
for heat exchangers of different sizes. From the quotes a parameter opti-
mization, the third tool, can be performed to determine the empirical rela-
tionship between the design variable and the initial cost. 

In summary, to perform an optimization of a cooling system three 
tools need to be added to traditional thermodynamics. Putting these three 
tools together in a systematic way, makes it possible to see how the design 
variable affects both the initial and operating costs. 

The design process for a cooling system contains three main steps. 
The first step is to determine the cooling load based on the building enve-
lope, its orientation, and location (see Figure 1.2). The cooling load is then 
used to design the fluid, typically water or air, distribution system 
(pump/pipe or fan/duct). Finally, the last step is to design the components 
of the vapor-compression cycle. Chapter One will focus on the design of 
the vapor-compression cycle. You have been introduced to the design of 
the evaporator which will be explored in greater detail. Additionally, you 
will also understand how thermal sciences and economics affect the de-
sign of the compressor and condenser.  

Before you begin with the optimization though there is a new way to 
solve problems, you will find useful. Most likely, you were trained in 
school to solve problems where all the inputs needed to solve the problem 
were specified. This allowed you to use inductive reasoning, connecting ob-
servations with theory, as you match the inputs with  some laws or  definitions  
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Figure 1.2. Overall schematic of a cooling systems. This schematic pre-
sents the key components in the design process for cooling systems. loadQ�  

is the rate of heat transferred to the conditioned space. Under steady-state 
conditions the evaporator must remove this same rate of heat transfer

( ).eQ� To remove this heat the compressor requires power ( ).inW�  Finally 

all the energy transferred to the refrigerant in the evaporator and compres-

sor is rejected in the condenser ( ).eQ�  

which were just covered in the previous week. It is quite a shock then when 
you begin your first employment and your supervisor does not tell you 
what inputs you need to solve the problem. Often, you are fortunate if the 
objective is clearly defined. The deductive problem-solving strategy 
(Zietlow, 2006) will provide you the structure you need to tackle open-
ended problems. For this reason, the equations for optimizing the vapor-
compression cycle will be developed using the deductive problem-solving 
strategy. This strategy is designed to guide you from the objective back to 
the inputs to be specified. Once you master this strategy, you will be able to 
solve open-ended problems with greater ease. 
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To illustrate the difference between inductive and deductive reasoning, 
consider a simple example where you have a rigid container of a gas. Your 
objective is to find the specific volume, ,v  of the gas. As a student you 
would have just covered the ideal gas law, ,Pv RT=  and the textbook prob-

lem would specify the type of gas along with its temperature, T, and pres-
sure, P. Armed with these specific observations, as a student you would use 
your short-term memory to recall the ideal gas law which relates the two 
known properties with the unknown property. This is inductive reasoning 
where you go from the specific observations to a general theory which ties 
the observations together. 

Now fast forward to today, you covered the ideal gas law several 
months or years ago. Your supervisor would like you to determine the 
specific volume of the gas. Armed with this objective you ask if there are 
any theories which relate this variable to other variables which could be 
measured or specified. Using your long-term memory, you think of the 
ideal gas law. Then you evaluate the ideal gas law deductively by going 
from the theory to the particulars. You recognize that the pressure and 
temperature can be measured and if the gas is known, the value for the gas 
constant, R, can be found in a table. 

Many other problem-solving strategies confirm the benefits of solving 
open-ended problems. The McMaster Problem Solving Program (Woods et al., 
1997) found the most effective way to teach problem-solving skills to students 
is to use a workshop approach. The key components to the workshop are an 
introduction, pretest, application, and immediate feedback. Students are then 
asked to reflect on what they learned in a journal. In the McMaster program 
they had four different workshops. The first two helped the students develop 
the analytical skills they needed to solve well-defined, typical homework 
problems. The third workshop concentrated on team problem-solving. The 
fourth and final workshop dealt with solving open-ended problems. The de-
ductive problem-solving strategy presented here is a tool which is most appli-
cable to this fourth workshop in the solution of open-ended problems.  

Suliman (2004) introduces a new format to teaching engineering based 
on problems as opposed to a lecture format. Small groups of students are 
given a problem each week. A faculty tutor is assigned to guide the stu-
dents to identify the key issues related to the problem. Rather than have the 
faculty provide the facts to the students through a lecture, the students need 
to learn on their own the content at the appropriate breadth and depth. The 
deductive strategy will provide the students with the structure needed to 
succeed with the open-ended nature of this problem-based format. 

Problem-solving is a key to a holistic approach presented by Jordan et al. 
(2000). They present the importance of open-ended problems to assist 
future teachers in understanding the connection between the principles of 
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science and math and the physical world. The deductive problem-solving 
strategy is a valuable tool that can be used to systematically solve a wide 
variety of science and math problems. 

Hill (1998) discusses how creativity can be developed through open-
ended problem-solving. Unfortunately in these problems both order and 
disorder coexist. The deductive strategy presented here can provide a 
framework to channel the disorder associated with open-ended problems. 

Systematic Innovative Thinking (SIT) is a method that provides a bal-
ance between order and disorder that is essential in fostering creativity. 
Barak (2002) provides a brief overview of this method and how it was ap-
plied to produce valuable product innovation. Unfortunately, current text-
book problems are too structured and do not provide the students with the 
level of disorder they will face in the workplace. The deductive problem-
solving strategy helps the student deal with the higher disorder associated 
with problems where the inputs are not specified. Therefore, open-ended 
problems expose the students to higher disorder which fosters creativity.  

OPTIMIZATION OF THE BASIC VAPOR-
COMPRESSION CYCLE 

The introduction has provided you with an overview of the tree without 
getting caught up in the branches. With the background provided you will 
now be presented with the details of the relationships discussed. To assist 
you on your exploration of the branches, the instructions are given in bold 
font while the associated explanations are in normal font. The bold num-
bers preceding each instruction corresponds to the summary of the deduc-
tive problem-solving strategy given in Appendix A. The summary of the 
deductive problem-solving strategy was derived from the one provided by 
Zietlow (2006). As discussed previously, the best objective function for 
the optimization of cooling systems is the total life-cycle costs. The goal is 
to minimize the total costs as a function of the design variables which in 
this case are the heat transfer surface areas of the evaporator and conden-
ser and the isentropic efficiency of the compressor.  

The first key step, in solving any engineering problem, is to [1] draw 
a schematic of the system as shown in Figure 1.3. In this schematic, the 
heat exchangers are represented by two right triangles. Each side of  
the right triangle represents the inlet or outlet for the fluid passing through 
the heat exchanger. The hypotenuse represents the heat transfer surface 
area. In the schematic,  all  energy and fluid flows are identified along with 
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Figure 1.3. Schematic of the vapor-compression cycle. 
This schematic contains the four major components of the 
vapor-compression cycle along with any significant energy 
transfers. The vapor-compression cycle is general enough 
to represent either direct-expansion air conditioning, refrig-
eration or an air-to-air heat pump. The expansion device 
could be a thermal expansion valve, capillary tube or ori-
fice tube. The heat exchangers (i.e., evaporator and conden-
ser) are typically cross-flow in configuration. 

the hardware. The numbers identify physical locations between the com-
ponents of the system which correspond to thermodynamic state points 
used in the analysis. 

Another key step, in the solution of thermodynamic problems, is to 
[2] construct a property plot based on refrigerant properties as seen in 
Figure 1.4. [2a] Mark all state points between each of the components. 
The numbers in the property plot correspond to the physical location  
between the components identified in the schematic (Figure 1.3). To un-
derstand the influence of the heat exchangers, it is useful to [2b] super-
impose the inlet temperature of the other fluid (e.g., air or water) on 
this plot. Having both temperatures on the same plot illuminates the tem-
perature difference between the fluids, which is related to the heat transfer 
surface area through the conductance form of the heat transfer equation. 
The pressure versus specific enthalpy diagram is useful in illustrating how 
each of the components of the system performs. After learning the paths 
for isothermal processes and isentropic processes it is easy to see how  
far each of the components performs from its ideal process.  The compressor  
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Figure 1.4. Property plot of the vapor-compression cycle (EES, 2014). 
The processes of the vapor-compression cycle with heat exchangers of two 
different sizes (i.e., large and small) are displayed on pressure and enthalpy 
coordinates for the refrigerant (R410a). Superimposed on the plot are iso-
therms representing the inlet temperatures (Taci and Taei) of the heat transfer 
fluids on the other side of the heat exchangers. The temperature differences 
between the other fluids and the refrigerant in the condensing (Tsat,c) and 
evaporating (Tsat,e) regions, respectively, graphically illustrate the degree of 
irreversibility in the heat exchangers. As the surface area of the heat ex-
changer increases, this temperature difference and associated irreversi-

bilites decrease. The directions of heat transfer for both the condenser ( )cQ�  

and evaporator ( )eQ�  are also indicated. 

performance is referenced to the isentropic process while the heat exchang-
ers are referenced to the temperature of the thermal reservoir which is the 
inlet temperature of the fluid other than the refrigerant. The closer the re-
frigerant temperature is to the thermal reservoir provided by the other fluid, 
the more reversible the heat transfer and the more efficient the cycle. 

Now that you have a firm understanding of the vapor-compression  
cycle by formulating the schematic and property plot, you are ready to 
begin formulating the solution. [3] First, identify the objective function. 
In this case, as discussed previously, the objective function is the total life-
cycle cost. [4a] Formulate the first equation. When using the deductive 
strategy, the first equation needs to contain the objective function. Finding 
the appropriate equation is the most challenging part of the deductive prob-
lem-solving strategy. To assist you in finding an equation use one of the 
five possible sources for equations identified in Table 1.1. 
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Table 1.1. Possible sources for an equation 

1. [4b.i] A law of science or math such as conservation of energy, 
addition, area of a circle, etc. 

2. [4b.ii] A definition such as efficiency, specific volume, COP, 
heat exchanger effectiveness, etc. 

3. [4b.iii] A property relationship using the state postulate. This 
postulate states; for a simple, compressible substance the state 
can be determined with two independent, intensive properties. 
Once the state is known any other intensive thermodynamic 
property can be found as a function of two intensive properties 
as long as they are independent. 
Caution: When a refrigerant is in the mixture region, typically at 
the inlet to the evaporator, temperature and pressure are de-
pendent on one another. Therefore, another independent inten-
sive property is needed to define the state. Typically, specific en-
thalpy is used in the case of the evaporator inlet. 

4. [4b.iv] A regression analysis that is typically used for finding the 
relationship between the initial cost of a component and its rel-
evant design variable. 

5. [4b.v] Knowledge of the process such as isobaric, isentropic, etc. 

 
[4b.i] Use a law of math, specifically addition, for the first equa-

tion. Here the two components {initial cost (IC) and present worth of op-
erating cost (PWOC)} are summed to form the total life-cycle costs (TC)  
as shown in Equation 1.1. None of these three variables can be specified so 
you will need to develop at least two more independent equations before 
you can solve for the total cost. As an aid to solving the problem, circle 
each variable that will need an independent equation [4.c.ii]. Other 
graphical aids to the deductive approach are a parallelogram for the de-
pendent variable and a rectangle for variables that can be specified. Draw 
a parallelogram [4c.iii] around and circle total cost since it is the de-
pendent variable of the first equation. As you proceed through the equa-
tion development, move from left to right through the circled variables. If 
new variables are circled in future equations, develop those equations first 
and then return to previous equations after satisfying the latest equation. 
Having a systematic way to process the circled variables will prevent you 
from missing any equations or variables.  

 = + OCTC IC PW  (1.1) 
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[4d] Moving from left to right in Equation 1.1, the next variable 
that requires an equation is the initial cost. For the initial cost, [4b.i] 
sum the initial costs of each of the components affected by a design 
variable {evaporator (evap), condenser (cond) and compressor (comp)} of 
the vapor-compression cycle as shown in Equation 1.2.  

 = + +evap cond compIC IC IC IC  (1.2) 

[4c][4d][4b.iv] Use parameter optimization on cost quotes from 
the evaporator supplier to determine the parameter, cost per unit ar-
ea (Cuae). Then multiply this parameter by the heat transfer surface 

area ( ) eA to determine the initial cost for the evaporator. There are two 

different areas you need to consider, especially when air is used as one of 
the heat transfer fluids. First consider, the primary surface area of the 
channels for the refrigerant and second the fins. For ease of calculation 
you will use the exterior (or air-side) surface areas. The sum of these areas 
is the design variable that influences both initial and operating costs. For 
the time being, assume this area is specified as the design variable. You 
will see later, from a convergence standpoint, it is better to specify the 
saturation temperature of the refrigerant as the design variable and then 
calculate the area. For equation development and system understanding, it 
is more intuitive to specify the area. Obtain quotes from the evaporator 
supplier to determine the cost per unit area for the channels and fins. [4c.i] 
Place a rectangle around variables you can specify. 

 = ×evap e uaeIC A C  (1.3) 

Use the same reasoning, [4.b.iv] develop an equation to determine the 
initial cost for the condenser as seen in Equation 1.4. 

 = ×cond c uacIC A C  (1.4) 

[4.b.iv] Formulate a parameter optimization to relate the isen-
tropic efficiency (�) of the compressor to its initial cost. The design 
variable for the compressor is the isentropic efficiency. For a particular 
compressor, the isentropic efficiency is typically provided by the supplier. 
Price quotes for compressors with different efficiencies enable the devel-
opment of a parameter optimization as shown in Figure 1.5. 

An example of parameter optimization for the initial cost of compres-
sors with power input of 1.0 [kW] is provided in this figure. The solid line 
is the model equation in the form of Equation 1.5 with a cost coefficient 
(CCcomp) of 30 [$] and an exponent (e) of 1.5. The symbols are sample 
quotes for the compressor at different isentropic efficiencies. 
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Figure 1.5.  Parameter optimization of compressor cost as a function of  
isentropic efficiency 

The parameter optimization provides you with the empirical parame-
ters, that is, cost coefficient (CCcomp) and exponent (e), you need to deter-
mine the initial cost of the compressor as shown in Equation 1.5. The form 
of Equation 1.5 was chosen to handle the limiting case of an ideal com-
pressor, for which the isentropic efficiency is 1, where it becomes increas-
ingly more expensive to manufacture. 

 ( )1

×
=

−

�comp
comp e

CC WIC
�

 (1.5) 

[4.h.] Check if all the variables circled in Equation 1.2 have equa-
tions, which allow these variables to be determined. Once all the design 
variables and cost coefficients are specified, the initial cost of the heat 
exchangers can be determined. At this point in the presentation of the de-
ductive problem-solving strategy, it is useful to step back and review our 
location in the process (Figure 1.6).  

Except for the compressor, the initial cost of each heat exchanger can 
be determined from specified variables [4.h.]. Note how the equations as-
sociated with the circled variables in Equation 1.2 are all at the same level 
of indentation [4.e.]. Indenting equations is a useful housekeeping tactic to 
help insure you return to the correct equation after satisfying a variable. 
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Figure 1.6. Review of equations through to initial costs 

Up until now the engineers have been feeling left out of the analysis, 
but that will end since an equation is needed to find the actual power re-
quired by the compressor. Now there are two equations which have the 
compressor power in them. The definition of isentropic efficiency and con-
servation of energy applied to the real compressor. Save the conservation of 
energy to determine the actual enthalpy at the exit of the compressor, if 
needed. Therefore, [4.b.ii] apply the definition of isentropic efficiency )(�

since it relates the ideal rate of work ( ) ,
s

�
inW  to the actual rate of work 

( ) �
inW as displayed in Equation 1.6. Important tip for finding the right equa-

tion: Use the simplest form of the equation. For example there is a form 
where the isentropic efficiency is given in terms of enthalpies. To develop 
this form the conservation of energy is applied to both the ideal and real 
compressors. Therefore, in the single equation one definition and one law of 
science are mixed together. The more complicated form of the equation is 
harder to understand and therefore, for clarity sake, is not recommended. 

 =
�
�

sW
�

W
 (1.6) 

The ideal rate of work is the power required for the ideal compressor, 
where no disorder or entropy (s) is created in the process. This can only 
occur in an isentropic process (s = constant) which is frictionless and 
without the transfer of heat (adiabatic). The isentropic efficiency was 
specified earlier when determining the initial cost of the compressor and 
Equation 1.6 will be used to solve for the actual compressor power. This 
power is the shaft power driving the compressor. This basic model as-
sumes the electric motor driving the shaft is 100 percent efficient. A more 
accurate model would add the definition of efficiency for an electric motor 
to account for the losses in the electric motor. 

To find the rate of work into the ideal compressor, [4.b.i] apply the 
conservation of energy to it. Before this is done, it is useful to review the 



OPTIMIZATION OF COOLING SYSTEMS • 13 

 

most general form of the conservation of energy, in rate form, as shown in 
Equation 1.7.  

 Δ = −� � �
system in outE E E  (1.7) 

Here it is shown that the change in energy stored within the control 

volume with respect to time )( �
systemEΔ  equals the rate of energy transfer 

entering the control volume ( )�
inE  minus the rate of energy transfer leav-

ing the control volume ( ).�
outE  When the system is at “steady-state steady-

flow” the energy stored within the system does not change with respect to 
time. Therefore, the left-hand side of the equation is zero and the conser-
vation of energy becomes the rate of energy into the control volume 
equals the rate of energy out as shown in Equation 1.8. 

 =� �
in outE E  (1.8) 

The rate of energy transfer can be in the form of heat ( )�Q  or work 

( )�W  or the result of mass ( )�m  crossing the boundary of the control vol-

ume. For a mass crossing the boundary, the energy transfer can be ac-
counted by multiplying the mass flow rate ( )�m  by the sum of the specific 

enthalpy (h), kinetic (ke) and potential energies (pe) as shown in Equation 
1.9. Keep in mind, each mass crossing the boundary needs to be included. 
For heat and work, the direction shown in the schematic determines 
whether the energy transfer is entering or leaving the control volume. If 
the wrong direction is assumed, then the conservation of energy will re-
veal this by producing a negative number for the heat and/or work.  

 ( )= + +� �E m h ke pe  (1.9) 

When applying the conservation of energy to a component, in this 
case the ideal compressor, it is useful to refer to the schematic in Figure 
1.3 and the property plot in Figure 1.4. Assuming steady-state steady-
flow, apply Equation 1.8 to the ideal compressor. Also, because you have 
significant power entering the ideal compressor, you are assuming the 
change in specific kinetic and specific potential energy of the fluid is neg-
ligible relative to the change in specific enthalpy of the fluid. Therefore, 
the kinetic and potential energy terms for the inlet and outlet flows cancel 
each other.  

 
1 2+ × = ×� � �s r r sW m h m h  (1.10) 
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Since you are assuming steady-state, steady-flow conditions, then the 
conservation of mass yields the change of mass, stored within the control 
volume, relative to time is zero. Therefore, the rate of mass entering the 
compressor at the inlet, state-point one, equals the rate of mass leaving  
the compressor at the outlet, state-point two which you will represent by 
the symbol ( ).� rm  Equation 1.10 will be used to solve for the power re-

quired by the ideal compressor.  
At this point it is useful to provide a tip on how to [4.c.] determine if 

a variable can be specified or if it needs an equation. One question to 
ask is, “Can the variable be easily measured?” Now the mass flow rate of 
refrigerant can be measured, but not easily. It would require the installa-
tion of an expensive flow meter in the refrigerant circuit. This is a rare 
measurement, usually reserved for research applications and prototype 
validation. Additionally, enthalpy is a derived thermodynamic property 
based on the internal energy and flow work of a fluid. There is no direct 
way to measure it. Since the mass flow rate and enthalpies cannot be spec-
ified directly, you will need equations for these variables.  

To provide an equation to determine the mass flow rate refer back to 
Figure 1.3, and consider how cooling systems are designed. For a given 
application, the cooling load is fixed once the building’s envelope, orien-
tation, and location are specified. At steady-state conditions the cooling 

load is equal to rate of energy the evaporator ( )�
eQ  needs to remove from 

the space. Since this heat transfer rate is known, it would be useful to have 
an equation with both heat transfer rate and mass transfer rate. Use a law 
of science [4.b.i], more specifically, the conservation of energy applied 
to the evaporator as seen in Equation 1.11. The conservation of energy 
may be applied once for each component, real or ideal, and still be an in-
dependent equation. Again you may assume steady-state steady flow with 
negligible changes in kinetic and potential energies. 

 4 1+ × = ×� � �e r rQ m h m h  (1.11) 

The specific enthalpy at state-point four ( 4 )h  is difficult to find using 

property relationships because pressure and temperature, the least expen-
sive measurements to make, are not independent in the mixture region (see 
Figure 1.4). Therefore, [4.b.i] use the conservation of energy around the 
expansion device to find the specific enthalpy at state-point four ( 4 )h  as a 

function of the specific enthalpy at state-point three ( 3 ).h  As a matter of  

 



OPTIMIZATION OF COOLING SYSTEMS • 15 

 

fact, they are equal to each other as long as the expansion device is adia-
batic and there is no work crossing its control volume. 

 4 3=h h  (1.12) 

Since the specific enthalpy cannot be measured directly [4.b.iii.] use 
a property relationship to find the specific enthalpy at state-point three. 
Assuming the refrigerant has a single chemical composition; it can be 
treated as a simple substance. For a simple, compressible (where Pdv 
work is the only relevant work mode) substance, the state postulate con-
cludes: two independent, intensive properties will define the state. The 
quantity of refrigerant in the vapor-compression system determines the 
degree of subcooling at the entrance to the expansion valve. To minimize 
complexity, assume the system contains the amount of refrigerant to pro-
vide a saturated liquid condition at the inlet to the expansion device. One 
of the independent, intensive properties is the temperature at state-point 
three ( , )  .sat cT  The other property is quality or vapor mass fraction ( )x  

since it is assumed the liquid is saturated. Consequently, Equation 1.13 is 
the result of applying the state postulate and its associated property rela-
tionship to determine the specific enthalpy at state-point three. 

 ( )3 ,410 , 0= =sat ch f R a  x,T  (1.13) 

The condenser, shown in Figure 1.3, can be divided into two different 
sections; de-superheating and condensing. Each of these will be treated as 
a separate heat exchanger. The inlet temperature to the de-superheating 
section is set by the outlet condition of the compressor through the con-
servation of energy. On the other hand, the inlet pressure is set by the size 
of the condenser. Keep in mind, the pressure drop due to friction is not 
addressed in this work. Therefore, the pressure is related to the saturation 
temperature of the refrigerant as it condenses. The conductance form of 
the heat exchanger equation shows how the saturation temperature is in-
fluenced by the area of the condenser. Focus on the condensing region of 
the condenser since the majority of the heat transfer surface area is used 
for condensing. In other words, assume the influence of the saturation 
temperature on the heat transfer surface area used to de-superheat the re-
frigerant is negligible. 

Before advancing to the details of the heat exchanger analysis, look at 
an important relationship that is typically overlooked in three traditional 
courses, namely thermodynamics, heat transfer, and advanced HVAC  
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design. This interesting relationship occurs between the saturation temper-
ature of the refrigerant and the size of the heat exchanger or heat transfer 
surface area. In traditional thermodynamics (Cengel and Boles, 2015), the 
heat transfer rate is either specified or determined from the conservation of 
energy. In traditional heat transfer (Holman, 2009), the heat exchanger is 
considered as a stand-alone component, separated from the system which it 
serves. Many of the HVAC design textbooks (Kuehn, 1998) follow this 
same pattern of isolating the heat exchanger from the system. Therefore, 
either the area or the temperature difference is specified for a given heat 
exchanger which then overly constrains the design to one particular size of 
heat exchanger. To avoid overly constraining the problem, it is important to 
understand how the surface area affects the saturation temperature. 

The conductance form of the heat exchanger equation (Equation 1.14) 
will help you understand the relationship between area and temperature. It 
is easiest to understand the relationship when the conductance form of the 
equation is applied to the evaporator. For the evaporator, the heat transfer 
rate  ( )eQ�  and inlet temperature of air ( )aeiT  are fixed. The conductance 

form of the heat exchanger equation provides a key insight into this often 
overlooked system effect. As the area increases, so does the saturation 
temperature of the refrigerant. Assume proper changes are made to the 
fluid flow rate and geometry of the heat exchanger so both the heat trans-
fer rate and overall heat transfer coefficient (U) are kept constant. 

 

 ( ),e aei sat eQ U A T T= −�  (1.14) 

This is significant in the performance of the vapor-compression cycle 
because the saturation temperature in the evaporator sets the “apparent” 
temperature of the low temperature reservoir ( ).LT  The actual temperature 

of the low temperature thermal reservoir is the inlet temperature of the air 
to the evaporator. This equivalency between the two temperatures can be 
seen by looking at Figure 1.4. In the case of reversible heat transfer, the 
saturation temperature approaches this inlet temperature as the area in-
creases. In the figure the only difference between the two process plots are 
the sizes of the heat exchangers. The saturation temperatures are closer to 
the inlet air temperatures for the system with large heat exchangers. Since 
the limited heat transfer surface area sets the saturation temperature, treat-
ing this temperature as the “apparent” temperature of the thermal reservoir 
then accounts for the irreversibility of the heat transfer.  
  



OPTIMIZATION OF COOLING SYSTEMS • 17 

 

Recall for the Carnot cycle the ideal COP (COPs) is the temperature 
of the low temperature reservoir ( )LT  divided by the temperature differ-

ence between the high and low temperature reservoirs.  

 

 =
−
L

s
H L

T
COP

T T  (1.15) 

Therefore, as the saturation temperature in the evaporator rises from 
an increase in heat transfer surface area the value of the denominator in 
Equation 1.15 decreases. Also the numerator increases both of these con-
tribute in the same direction to improve the ideal COPs. Based on the def-
inition of COP (see Equation 1.16), as the COP increases, the rate of work 

into the compressor ( )inW� decreases for a given application. Since for a 

given application the amount of heat to be removed by the evaporator 
( )eQ�  is fixed.  

Earlier, in Equation 1.14, the inlet temperature of the air for the evap-
orator was fixed. Once the application of the cooling system is deter-
mined, the temperature set point of the control system dictates the inlet 
temperature of the air for the evaporator. The last variable to consider in 
Equation 1.14 is the overall heat transfer coefficient (U). Its value is de-
termined by the velocity of the fluids on both sides of the heat exchanger, 
the fluids themselves, and the dimensions and materials for the heat ex-
changer channel and fins. In a comprehensive optimization, all of these 
would be design variables. In order to avoid getting tangled up in the 
branches, the optimization of these variables will be presented in a future 
work. Presently assume these design variables are specified to keep both 
the heat transfer rate and overall heat transfer coefficient constant as area 
is varied. The constant heat transfer rate assumes the envelope surround-
ing the conditioned space has already been optimized based on minimum 
total life cycle costs (see Chapter Two).  

 =
�
�

e

in

Q
COP

W   
 (1.16) 

For the conductance form of the equation to accurately quantify the 
heat transfer rate, assume the mass flow rate of the air ( ),am�  which is typi-

cally the fluid on the other side of the evaporator, is high. With a high 
flow rate, the air side of the evaporator becomes a thermal reservoir.  
Remember the definition of a thermal reservoir is where you can transfer a 
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finite quantity of heat without affecting a substance’s temperature. At a 
high mass flow rate, the conservation of energy applied to the air side of 
the evaporator (Equation 1.17) will support this conclusion. As the mass 
flow rate of air increases the temperature of the air at the outlet (Taeo)  
approaches that of the inlet (Taei). 

  

 ( )e a p aei aeoQ m c T T= −� �   (1.17) 

Now that you have an overall appreciation for the system effects 
[4.d.] return to searching for an equation that will provide the satura-
tion temperature in the condenser ( , ).sat cT  There are two common 

methods to analyze the performance of heat exchangers; the log mean 
temperature difference and the effectiveness-NTU method. Since the ef-
fectiveness-NTU method provides more robust convergence in numerical 
solutions, use it in this analysis. Recall the definition of effectiveness is 
the actual heat transfer rate divided by the maximum possible heat transfer 

rate which is based on the maximum temperature difference ( ),max cTΔ in 

the heat exchanger, in this case, the condensing region of the condenser.  
[4.b.i] Use the math law of subtraction to determine this tempera-

ture difference as seen in Equation 1.18. 

 , ,Δ = −max c sat c aciT T T  (1.18) 

Where, aciT  is the temperature of the air at the condenser inlet. Next 

multiply the minimum heat capacitance fluid ( ),min cC  by this maximum 

temperature difference to find the maximum heat transfer rate ( ), .max cQ�  

 , , ,= ×Δ�
max c min c max cQ C T  (1.19) 

The maximum heat transfer rate ( , )max cQ�  can be determined from the 

definition of heat exchanger effectiveness for the condensing section of 
the condenser ( )cε  as seen in Equation 1.20. 

 
,

=
�

�
c

c
max c

Q
�

Q   (1.20)



OPTIMIZATION OF COOLING SYSTEMS • 19 

 

For all heat exchangers where the rate of minimum heat capacitance 
to maximum heat capacitance is zero Equation 1.21 may be used to calcu-
late the effectiveness of the heat exchanger. In condensers and evaporators 
the maximum heat capacitance is infinity, because the heat capacitance is 
the product of the specific energy Cp and the mass flow rate and the spe-
cific energy is infinite. The definition of specific energy is the change in 
specific enthalpy divided by the change in temperature. When condensing 
or evaporating, there is a finite change in specific enthalpy with no change 
in temperature assuming the pressure is constant in the heat exchanger. 

 1 −= − cNTU
c� e   (1.21) 

Equation 1.21 is a result of integrating the conductance form of the 
heat exchanger equation along the length of the heat exchanger channels 
and is contained in any traditional heat transfer textbook (Holman, 2009). 
The integration is required for improved accuracy because the temperature 
difference varies along the length of the flow path when the air flow rate is 
at a practical level. cNTU  is the number of transfer units for the conden-

ser. Using its definition yields Equation 1.22. 

 
,

×
= c c

c
min c

U A
NTU

C  (1.22) 

This is a place in the analysis where it is easy to get caught up in the 

branches of the analysis. Hold the overall heat transfer coefficient ( )cU  

constant, in order minimize complexity and to focus on the system analy-
sis of the vapor-compression cycle. Recall, the product of overall heat 

transfer coefficient and the condenser heat transfer surface area ( )cA  is 

called the conductance of the heat exchanger. The conductance of the heat 
exchanger is one over the sum of the thermal resistances from transferring 
heat from the refrigerant to the air. The derivation of thermal resistances 
result from Ohm’s analogy and the basic constitutive equations; Newton’s 
Law of Cooling and Fourier’s Law of Conduction. Refer to any of the 
traditional heat transfer textbooks (Bergman, 2011; Cengel and Ghajar, 
2015; Holman, 2009) for the derivation of the thermal resistances. 

At this point you may be asking yourself how Equations 1.18 to 1.21 
relate to the conductance form of the heat exchanger equation. To answer 
this question there are two ways to approach it. One way would be to  
go back to the differential element of the heat exchanger and integrate the 
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conductance equation along the length of the heat exchanger. This is cov-
ered well in existing textbooks and is rather involved. A simpler way to 
answer this question is to substitute the definition of maximum heat transfer 
rate, Equation 1.19, into effectiveness, Equation 1.20. Then this result is 
substituted along with Equation 1.22 for NTUs into Equation 1.21. Solving 
for the heat transfer rate in the condenser ( ),cQ�  results in Equation 1.23. 

 ,

, ,1

� �×
� �−� �
� �

� 	

 �= − × × Δ

 �
� 


�
c c

min c

U A
C

c min c max cQ e C T  (1.23) 

Equation 1.23 illustrates the relationship, like the conductance form 
of the heat exchanger equation, between the heat transfer surface area 

( )cA  and the temperature difference ( ),max cTΔ  of the fluids on each side 

of the heat exchanger. 
For the area of the condenser you can choose any relevant area used 

in the calculation of the overall heat transfer coefficient. For convenience, 
use the sum of the exterior surface area of the channels and fins. 

The surface areas of the channels and fins are already specified; there-
fore the total area of the condenser can be calculated. This in turn can be 
used in Equation 1.22 to find the number of transfer units. But most of you 
are saying, wait a minute; I cannot calculate the number of transfer units 
without the minimum heat capacitance. Here is where you need to trust 
the deductive problem-solving method. Refer to Figure 1.7. The minimum 
heat capacitance was circled in Equation 1.19 and you will develop the 
equation for it when you return Equation 1.19 after finding the maximum 
heat transfer rate for the condenser. For now you will assume you have 
that equation and can calculate the minimum heat capacitance.  

You have everything you need to determine the effectiveness for the 
condenser (�c) even though you have yet to calculate the minimum heat 
capacitance (Cmin,c). In the deductive problem-solving strategy you circle a 
variable requiring an equation only once. The equation for minimum heat 
capacitance will be provided later in Equation 1.26 when you return to 
Equation 1.19 to handle the next circled variable. 

Once the number of transfer units is known, use Equation 1.21  
to solve for the effectiveness of the condenser. This then leads, using step 
[4.g], to the actual heat transfer rate in the condenser ( ).cQ�  To find this 

heat transfer rate, apply the conservation of energy to the condenser. 
You have not used this law yet on this component, therefore it is an inde-
pendent equation. Using the rate form of the conservation of energy  applied 
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Figure 1.7. Review of equations 1.19 to 1.22 

to the control volume of the refrigerant side of the condenser yields Equa-
tion 1.24. In the property plot (Figure 1.4) this equation takes you from a 
saturated vapor at the entrance of the condenser to state-point three at the 
exit of the condenser.  

 
, 3× = + ×�� �r g c c rm h Q m h  (1.24) 

A previous equation, Equation 1.11, provides the mass flow rate. 
Next use a property relation to find the specific enthalpy of a saturated 
vapor at the inlet to the condensing section ( , ).g ch  The two independent 

intensive properties known at this point are the saturation temperature in 
the condenser ( , )sat cT  from Equation 1.18 and the vapor mass fraction 

( ),x  which is one, since the refrigerant is a saturated vapor. 

 ( ), ,410 , , 1= =g c sat ch f R a T x  (1.25) 

This then completes all the equations you need to satisfy the unknown 
variables in Equation 1.24, the conservation of energy for the condenser, 
which allows you to calculate the heat transfer rate in the condensing sec-
tion of the condenser. Now Equation 1.20, the definition of effectiveness, 
has all it needs to determine the maximum possible heat transfer rate in 
the condensing section of the condenser. The next variable that needs an 
equation is the minimum heat capacitance ( , )min cC  which is circled in 

Equation 1.19, the definition of maximum rate of heat transfer. Use the 
definition of heat capacitance which is the product of the specific energy 

,( )p acC  and the mass flow rate (  )acm� for the minimum heat capacitance 

fluid, which is air in this case. Note: “Specific energy” is used in place of 
the more common designation of “specific heat” because heat is not a 
property of a substance. 

 , ,= × �min c p ac acC C m  (1.26) 
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Assume the water vapor in air does not change phase when passing 
through the condenser, so treat the fluid as dry air. Dry air is a simple, 
compressible substance. Therefore, only two independent, intensive prop-
erties are needed to define the state. The temperature will be determined 
by the average climate for the location of the condenser. For more robust 
convergence evaluate the specific energy (Cp) at the inlet temperature 
(Taci). For improved accuracy this can be replaced with the average tem-
perature of the air passing through the condenser. The second independ-
ent, intensive property is the atmospheric pressure ( ).aciP  

 , ( , , )=p ac aci aciC f air  T P  (1.27) 

For this next section, you may find it helpful to refer to Appendix B 
where the entire set of equations for the basic model is contained. With the 
minimum heat capacity, the maximum temperature difference can be cal-
culated using Equation 1.19. With the maximum temperature difference, 
the saturation temperature in the condenser can be calculated using Equa-
tion 1.18. The saturation temperature allows you to calculate the specific 
enthalpy at state-point three.  

With the specific enthalpy at state-point three, you know the specific 
enthalpy at state-point four based on the conservation of energy applied to 
the expansion valve shown in Equation 1.12. The specific enthalpy at four, 
allows you to determine the mass flow rate of refrigerant using the con-
servation of energy applied to the evaporator in Equation 1.11. Wait, what 
about the specific enthalpy at state-point one? An equation has not been 
developed to determine this quantity yet. This is a valid point and you 
need to make sure you have been applying the deductive problem-solving 
strategy and each variable requiring an equation is circled once and only 
once. The specific enthalpy at state-point one was circled in Equation 1.10 
when the conservation of energy was applied to the ideal compressor. 
Therefore, since an equation will be developed for the specific enthalpy at 
state-point one once you reach that circled variable, you will assume you 
have its value for any subsequent equations.  

Now that you have the mass flow rate of refrigerant using the conser-
vation of energy applied to the evaporator shown in Equation 1.11 you are 
ready to return to Equation 1.10. The mass flow rate was the first of three 
variables requiring an equation when the conservation of energy was ap-
plied to the ideal compressor. The next variable which requires an equa-
tion is your beloved specific enthalpy at state-point one ( 1),h  which you 

were so concerned about just one paragraph ago. You realize you have 
used all the possible applications of the conservation of energy where the 
specific enthalpy at state-point one could be determined, namely; the 
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evaporator, and the ideal compressor. The conservation of energy for the 
actual compressor is reserved to find the actual enthalpy at the compressor 
outlet. You may be tempted to use the definition of enthalpy (h = u + Pv) 
at this point but that would defeat the purpose of why the property enthalpy 
was developed in the first place. Therefore, use a property relationship 
since one has not yet been applied to determine this specific enthalpy. 
CAUTION: Keep in mind, only one property relationship can be used for 
each independent property, at each state point, to maintain independent 
equations. Otherwise, a dependent equation would be formed if the same 
three variables were simply rearranged. For example h = f(T,x) and T = 
f(h,x) use the same equations and therefore are not independent. 

 1 ,( 410 , , 1)= =sat eh f R a T x  (1.28) 

In order to keep this first system analysis simple, assume saturated 
vapor exits the evaporator. A practical example of this occurs in systems 
where the expansion device is an orifice or capillary tube in combination 
with an accumulator. Therefore, the temperature at state-point one is the 
saturation temperature in the evaporator. This saturation temperature, like 
that in the condenser, is primarily a function of the size of the evaporator 
in terms of heat transfer surface area.  

Also, to keep this first system analysis simple, assume the temperature of 
the exterior surface of the evaporator is above the dew point of air. Therefore, 
the mass of water vapor in the air remains constant throughout the cooling 
process. This limits the applicability of the model but it will greatly simplify 
the model. Since sensible heat transfer is the only type occurring you can use 
the effectiveness-NTU method to model the evaporator. In the next section of 
this chapter you will account for the latent heat transfer. Assuming the pres-
sure is constant along the direction of refrigerant flow the saturation tempera-
ture is also constant as shown in the property plot in Figure 1.4. Therefore, use 
the maximum temperature difference ( , )max eTΔ  to find the saturation tempera-

ture of the refrigerant ( , )sat eT  in the evaporator. 

 , ,Δ = −max e sat e aeiT T T  (1.29) 

To find the maximum temperature difference, apply the definition of 

maximum heat transfer rate ( , )max eQ�  to the evaporator, as shown in Equation 

1.30. 

 , , ,= × Δ�
max e min e max eQ C T  (1.30) 
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Next, use the definition of effectiveness ( )eε  to find the maximum 

heat transfer rate.  

 
,

=
�

�
e

e
max e

Q
�

Q   (1.31) 

To find the effectiveness, the conductance form of the heat transfer 
rate is integrated along the refrigerant flow path to yield Equation 1.32. 

 1 −= − eNTU
e� e  (1.32) 

The number of transfer units (NTUe) by definition is the overall con-
ductance of the heat exchanger divided by the minimum heat capacitance 
fluid , ).( min eC   

 
,

×
= e e

e
min e

U A
NTU

C  (1.33) 

The overall conductance is the product of the overall heat transfer co-
efficient and the relevant heat transfer surface area ( );e eU A×  the exterior 

surface of the channels and fins. Just as with the condenser the overall 
heat transfer coefficient is assumed to be fixed. With the NTUs you can 
find the effectiveness and the maximum heat transfer rate.  

Next the minimum heat capacitance ,( )min eC  is needed before the max-

imum temperature difference is calculated. By definition it is the product of 
the mass flow rate ( )aem�  and the specific energy for the fluid with the min-

imum heat capacitance. Since the specific energy ( )pC  of the refrigerant is 

infinity as the refrigerant passes from the inlet to the outlet of the evapora-
tor, the air becomes the fluid with the minimum heat capacitance.  

 , ,= × �min e p aei aeC C m  (1.34) 

Determine the specific energy of the air entering the evaporator 
( , )p aeiC  with a property relationship. Since you are assuming the water 

vapor does not change state from inlet to outlet in the direction of air flow, 
air can be treated as a simple, compressible substance. Therefore, based on 
the state postulate only two independent, intensive properties are required 
to define the state and determine any other thermodynamic property. Here, 
use temperature ( )aeiT  and pressure ( ).aeiP  

 , ( , , )=p aei aei aeiC f air T P  (1.35) 
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This allows you to find the minimum heat capacitance which was 
needed to find the maximum temperature difference in the evaporator. 
With the temperature difference you are able to use Equation 1.29 to de-
termine the saturation temperature which is the same as the temperature at 
the outlet of the evaporator. This gives you the information needed to find 
the specific enthalpy at state-point one using Equation 1.28. This specific 
enthalpy was circled in Equation 1.10 where the conservation of energy 
was applied to the ideal compressor. You may find it helpful to refer back 
to Appendix B to follow this progression of the deductive strategy. 

The next variable which requires an equation is the specific enthalpy at 
state-point two assuming an ideal compressor ( ,2 ).sh  Use a property rela-

tionship (Equation 1.36) to find the specific enthalpy leaving the ideal com-
pressor. Here it is useful to refer back to the property plot in Figure 1.4 to 
select the two independent, intensive properties. The first property is the 
pressure ( 2 )P  since the exiting pressure is the same between the real and 

ideal compressors. The second comes from the fact that the compressor is an 
ideal compressor. An ideal compressor is reversible and adiabatic and there-
fore isentropic. Since you know the thermodynamic state at state-point one, 
the inlet to the compressor, you can find the specific entropy at state-point 
one. Since the process is isentropic that means the specific entropy at state-
point two is known as well. Therefore, the second independent, intensive 
property for determining the specific enthalpy is the specific entropy ( ,2 ).ss  

 ,2 2 ,2( 410 , , )=s sh f R a  P s  (1.36) 

The pressure at state-point two ( 2 )P  is the same as the pressure at 

state-point three ( 3 ),P  which is the saturation pressure in the condenser 

( , ),sat cP  since you are assuming constant pressure heat rejection in the 

condenser [4.b.v.]. The saturation pressure can be found using a property 
relationship as a function of the saturation temperature ( , ).sat cT  

 ( )2 , ,410 ,= sat c sat cP P R a T  (1.37) 

As discussed previously, the specific entropy at state-point two for the 
ideal compressor ( ,2 )ss  is equal to the specific entropy at state-point one 

( 1 )s  since the ideal compression process is isentropic [4.b.v.]. 
 

 ,2 1=ss s  (1.38) 

  



26 • OPTIMIZATION OF COOLING SYSTEMS 

 

To find the specific entropy at state-point one ( 1 )s  Equation 1.39 us-

es a property relationship [4.b.iii.] based on the two independent, intensive 
properties known at state-point one, namely, temperature and quality. 

 1 ,( 410 , , 1)= =sat es f R a T x  (1.39) 

You may find it helpful to refer to Appendix B to follow the next 
chain of events. With the pressure and specific entropy at ideal state-point 
two you are able to use a property relationship to find the ideal specific 
enthalpy. Now you have everything you need to calculate the ideal rate of 
work into the compressor using Equation 1.10. Next, calculate the actual 
rate of work into the compressor using the definition of isentropic effi-
ciency given in Equation 1.6. The deductive strategy takes you back to 
Equation 1.5 where you calculate the initial cost of the compressor. Once 
that is calculated you are able to finish calculating the initial cost of the 
system using Equation 1.2.  

[4.g.] Return to Equation 1.1 and identify the next circled varia-
ble, in this case, the present worth of the operating cost.  

To better understand the relationship between initial cost and operat-
ing costs recall a useful schematic from microeconomics; the cash flow 
diagram as shown in Figure 1.8.  

The annual operating costs are assumed to be uniformly dispensed 
throughout the lifetime (n) of the vapor-compression cycle. Engineering 
economics are used to determine the equivalence of the uniform series in 
today’s dollars or the present worth of the operating costs. 

From the cash flow diagram, you observe that the energy costs asso-
ciated with the cooling system occur in the future. Conservatively, it is 
assumed these costs are uniform over the life of the system. In actuality, 
these costs are most likely to increase due to fuel price escalation, heat 
exchanger fouling and compressor deterioration. [4.b.i] Determine the 
present worth of a uniform series, in this case, the annual operating 
costs ( ),ocPW  by multiplying the annual operating costs (OC) by the 

series present worth factor (PA). 

 = ×ocPW OC PA   (1.40) 

[4.b.i.] Multiply the annual energy consumption with the cost per 

unit of energy ( )  ,elecCost  in this case electricity, to determine the annual 

operating costs (OC). 



OPTIMIZATION OF COOLING SYSTEMS • 27 

 

 

Figure 1.8. Cash flow diagram for a uniform series 

 = × ueOC AE C  (1.41) 

Calculate the annual energy consumption by multiplying the power 

into the compressor ( )  �
inW  with its operating time ( ) .OT  

 �
inAE W OT= ×  (1.42) 

Determine the operating time ( )OT  of the compressor from the 

annual cooling load (CL) and the definition [4.b.ii.] of heat transfer rate 

( )�
eQ  at the average operating conditions specified in the analysis. Equation 

1.43 assumes you have already determined the optimum envelope for the 
conditioned space. Optimizing the envelope is the topic of Chapter Two in 
this work. Energy simulation, either an hour by hour or bin analysis, may be 
used to determine the annual cooling load of the optimized envelope. 

 =�
e

CLQ
OT

 (1.43) 

With the operating time, the annual operating costs can be calculated 
which takes you back to Equation 1.40 for the present worth of the operat-
ing costs. The next variable which needs an equation is the discount factor 
for a uniform series or series present worth factor ( ).PA  Equation 1.44 

comes from any microeconomics textbook (Blank and Tarquin, 2013) for 
a uniform series of expenditures which need to be brought to its present 
worth, where (marr) is the client’s minimum acceptable rate of return. 
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 (1.44) 

You now have a complete set of equations [4.h.] to determine the to-
tal life cycle costs for a simple direct-expansion cooling system for a dry 
evaporator. To do this, it required 36 equations for the 36 variables with 
17 inputs requiring specification and 3 design variables. The data required 
for specification does not require any measurements of variables within 
the refrigerant loop. Additionally, the values for the specified variables 
can be determined prior to fabricating the actual cooling system. 

Since you have a set of independent algebraic equations, an equation 
solver can be used to determine the solution to this set of equations. You 
have developed this set of equations assuming the heat transfer surface areas 
are specified. There are two practical drawbacks to specifying the areas: first, 
19 of the 36 equations will need to be solved simultaneously and second 
there are significant difficulties with convergence. To overcome both these 
issues, specify the saturation temperatures of the refrigerant in the condenser 
and evaporator as the independent design variable in place of the areas. This 
will minimize the effects of both of the previously mentioned difficulties. 

Fortunately, specifying saturation temperatures does not present an 
insurmountable obstacle to the solution of the set of equations. As you 
have seen there is an exclusive relationship between the area of the heat 
exchangers and the corresponding saturation temperature of the refriger-
ant. So if the saturation temperature of the refrigerant is specified, there is 
only one value of heat transfer surface area corresponding to that tempera-
ture. Therefore, when a saturation temperature is specified, you are essen-
tially specifying the design variable, heat transfer surface area. 

The current set of equations is useful for accurately modeling a direct-
expansion air conditioning cycle with sensible cooling only. However, 
when you assume the air flow rates are high a simpler set of equations 
emerge which allow you to better perceive the system effects of the design 
variables, especially the area of the heat exchangers. This simplest system 
model was developed by Zietlow (2014) is presented in Appendix C.  
It contains only 23 equations with 13 specified variables along with the 
three design variables. The high air flow rates allow you to replace the 
effectiveness-NTU heat exchanger analysis with the conductance form of 
the heat transfer equation.  

Now that the total life cycle cost can be determined for any set of isen-
tropic efficiencies, and heat transfer surface areas for the evaporator and con-
denser the next step is to find the optimum. There are several multivariate 
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optimization algorithms that will work for this set of equations and it is be-
yond the scope of this text to cover the details of these algorithms. Basically, 
the optimization algorithm will start with an initial guess for the independent 
(design) variables, calculate the value for the objective function (total cost), 
then generate new guesses for the design variables in an effort to lower the 
total cost. It will continue to iterate until a minimum is found.  

The values for the specified variables for a base case for cooling a 
residence are given in Table 1.2. Ideally, the most likely values for these 
variables at the average operating condition over a year are selected for 
the base case. The sensitivity analysis will then show which of these vari-
ables require the most attention in regards to accuracy. 

For the base case the optimum values for the design variables are 4.5 
m2 for the evaporator, 6.6 m2 for the condenser and an isentropic efficien-
cy of 79.5 percent for the compressor. This yields a total cost of $3,070 in 
today’s dollars. 

Table 1.2. Specified variables for air conditioning system analysis at base 
case conditions 

Variable Name Value Units Source 

compCC  10 $ Compressor Supplier Quotes 

ueC  0.1 $/kW-hr Energy Supplier Rates 

uacC  80 $/m2 Condenser Supplier Quotes 

uaeC  100 $/m2 Evaporator Supplier Quotes 

CL 20,000 kW-hr Based on Annual Cooling Load 

e 2 - Compressor Supplier Quotes 

marr 0.2 - Client or Owner 

acm�  2.0 kg/s Mass flow rate measurement 

aem�  1.0 kg/s Mass flow rate measurement 

n 15 yrs ASHRAE Handbook 

aciP  100.0 kPa Air Pressure Reading at Inlet 

aeiP  100.0 kPa Air Pressure Reading at Inlet 

(Continued)
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Variable Name Value Units Source 

eQ�  10 kW Annual Energy Analysis 

aciT  30 °C Thermocouple in Inlet Airstream

aeiT  20 °C Thermocouple in Inlet Airstream

cU  0.20 kW/m2-˚C Thermal Resistance Analysis 

eU  0.30 kW/m2-˚C Thermal Resistance Analysis 

 
One of the challenges for engineers is the uncertainty of all the speci-

fied variables given for the base case in Table 1.2. For example, no one 
knows what is going to happen to energy prices or weather in the future. 
There is also uncertainty in the actual thermal performance of the building 
envelope. One way to handle these uncertainties is to perform a sensitivity 
analysis. In order to compare the importance of each variable it is useful to 
normalize the independent variable by calculating the percent change from 
the base case using Equation 1.45. 

 
( )

100%
−

= ×b

b

variable variable
%variable

variable  (1.45) 

Vary each of the independent variables, over the range from 50 per-
cent below their base case values to 40 percent above. For each value of 
the independent variable, determine the minimum total life cycle cost. 
This parametric analysis provides a relationship showing how the inde-
pendent variable affects the dependent variable. Since the independent 
variables are normalized they can be presented on the same plot. The top 
six variables producing the greatest slope on this plot (Figure 1.9) are the 
ones which require extra effort to secure accurate information. Therefore, 
for this example you will want to make sure the temperature of the air at 
the inlet to the condenser, the cost per unit of electricity, the cooling load, 
the minimal acceptable rate of return, the heat transfer rate to the evapora-

tor ( )eQ�  and the temperature of the air at the evaporator inlet are accurate 

because they have the greatest influence on the result. The remaining input 
variables located in Table 1.2 have less influence and therefore are not 
included on the plot for sake of clarity. 
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Figure 1.9. Sensitivity analysis. Plot based on output from a basic model  
(effectiveness-NTU) of a direct-expansion air conditioning system assuming a 
dry evaporator. The base case was determined from the values of the variables 
listed in Table 1.2. (EES, 2014) 

ACCOUNTING FOR CONDENSATION OF WATER 
VAPOR 

With this introduction to modeling the air conditioning cycle you can ac-
curately determine the optimum heat transfer surface areas of the heat 
exchangers and the isentropic efficiency of the compressor. The most lim-
iting assumption, from a practical standpoint, for the basic system model 
is no water vapor has condensed from the air stream onto the outside sur-
face of the evaporator. For most applications the latent load is between  
5 and 35 percent of the total load. This section will present a method to 
account for this latent load on the evaporator. You need to be warned 
however you will need to venture into the woods. You will risk entangle-
ment in the branches as you properly account for the latent load. First, go 
back to the basic system model of a dry evaporator starting with Equation 
1.31 or the definition of evaporator effectiveness.  

When water vapor condenses, there are two different mechanisms for 

transferring heat. The first is called sensible heat transfer rate ( ),e sQ�  

where the temperature is the driving potential. This is the heat transfer rate 
that was calculated in the basic system model. The definition of effective-

ness ( )eε  is then used to find the maximum sensible heat transfer rate 

, ).( max eQ�  
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Please note that Equation 1.46 only calculates the sensible portion of 
the heat transferred in the evaporator therefore you need to circle the heat 
transfer rate and find an equation to relate it to the total heat transfer rate. 
But first you need to find the effectiveness. This is the same as with the 
dry coil where the conductance form of the heat transfer rate is integrated 
along the refrigerant flow path to yield Equation 1.47 which is the same as 
Equation 1.32. 

 1 −= − eNTU
e� e  (1.47) 

The number of transfer units (NTUe) by definition is the overall con-
ductance of the heat exchanger divided by the minimum heat capacitance 
fluid as shown in Equation 1.48 which is the same as Equation 1.33 but is 
repeated here for continuity.  

 
,

×
= e e

e
min e

U A
NTU

C  (1.48) 

The overall conductance is the product of the overall heat transfer co-
efficient and the relevant heat transfer surface area, the exterior surface of 
the channels and fins. The overall heat transfer coefficient is assumed to 
be fixed. For the wet evaporator though the overall heat transfer coeffi-
cient needs to account for the effect of the liquid water which has now 
condensed on the surface. The effect of water will be covered in the next 
section. The minimum heat capacitance was circled in Equation 1.30 and 
will be determined at the appropriate place in the analysis. With the NTUs 
you can find the effectiveness.  

Next, the analysis deviates significantly from the dry coil analysis. 
First, find the relationship between the sensible heat transfer rate and the 
total heat transfer rate. This comes from the fact; heat is transferred when 
energy is removed from some of the water vapor in the air stream causing 
it to condense. This is called latent heat transfer and the physical mecha-
nism differs significantly from the sensible heat transfer since the tempera-
ture does not change during the condensation process. Equation 1.49 

shows the total heat transfer rate ( )eQ�  is the sum of the latent ( , )e lQ�  and 

sensible heat transfer rates. 



OPTIMIZATION OF COOLING SYSTEMS • 33 

 

 

Figure 1.10. Control volume for a wet evaporator—air side only. 

Both the sensible ( , )e sQ�  and latent ,( )e lQ�  rates of cooling are repre-

sented as the moist (dry air am� plus water vapor ,invm� ) air entering 

the evaporator loses water vapor to condensation. The condensation 

results in liquid water ( )lm�  leaving the control volume. 

 , ,= +� � �
e e s e lQ Q Q  (1.49) 

The total heat transfer rate is specified so you need to determine the 
latent heat transfer rate next using the conservation of energy for the con-
densing water vapor as it travels through the evaporator as given in Equa-
tion 1.50. Figure 1.10 shows the new control volume for the air side of the 
evaporator including the water vapor and liquid. 

 , , ,× = + ×�� �l g v e l l f lm h Q m h  (1.50) 

The driving potential for the latent heat transfer is the difference between 
the humidity ratio of air at the inlet ( )aeiω  and the humidity ratio at saturated 

conditions ( )ωsat  evaluated at the saturation temperature of the refrigerant. 

Since mass transfer is analogous to convective heat transfer substitute the 
mass transfer rate ( )m� l  for the heat transfer rate, the convective mass transfer 

coefficient ( )l�  for the convective heat transfer coefficient and the difference 

in humidity ratio for the temperature difference in Newton’s law of cooling to 
obtain Equation 1.51. 
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 ( )= −� l l e aei aei satm � A � � �  (1.51) 

The mass transfer coefficient can be determined using an empirical 
correlation similar to the convective heat transfer coefficient where the 
thermal conductivity is replaced with the mass diffusivity ( ),aeDi  and the 

Prandtl number is replaced by the Schmidt number ( ).aeSc  The character-

istic length is the hydraulic diameter of the spacing between the fins, which 
are assumed to be infinite plates (2 x Spefi). This yields Equation 1.52. 

 ( ) ( )
� �

= � �� �×� �2
Re Scmt mtl l

l

e eae
l mt ae ae

Di
� C Re Sc

efiSp
 (1.52) 

The mass diffusivity ( )aeDi  is determined from a property relation-

ship for a mixture of air and water vapor as shown in Equation 1.53 evalu-
ated at its inlet state entering the evaporator ( ).aeiT  Once convergence is 

obtained the mean temperature of the air can be determined and used in 
place of the inlet temperature for improved accuracy. The mass diffusivity 
can be obtained from the Journal of Physical Chemistry (Marrero, 1972). 

 ( ) ( ) ( )= + ×ae aeiln Di ln A S ln T  (1.53) 

Where, A = 0.00000187 and S = 2.072 for gaseous air and water for 
temperature between 287 K and 450 K. Equation 1.53 yields a mass diffu-
sivity in cm/s when given a temperature in Kelvin.  

The spacing of the evaporator fin is determined by Equation 1.54. 

 
1= −efi efi
efi

Sp th
�   (1.54) 

The Reynolds number ( ),aeRe  which is the dimensionless ratio of the 

momentum forces to the viscous forces, is given in Equation 1.55. It is the 
product of the density of air ( ),aeiρ  velocity ( )aeV  and characteristic 

length divided by the dynamic viscosity of the air ( ).aeiμ  Evaluate the 

fluid properties at the inlet state of the air entering the evaporator.  

 
2× × ×

= aei efi ae
ae

aei

� Sp V
Re

�
 (1.55) 
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Use the definition of volumetric flow rate ( )aeiV�  in Equation 1.56 to 

determine the velocity ( ).aeV  The free flow area ( ),ffeA  needs to account 

for the obstruction from the liquid water which has condensed onto the 
surfaces of the evaporator. 

 = ×�
aei ae ffeV V A  (1.56) 

In the basic model, it was assumed the mass flow rate was measured. 
So to convert mass flow to volumetric flow rate use the definition of den-
sity as shown in Equation 1.57. Since it is less expensive to measure vol-
umetric flow rate, the definition for density would typically be used the 
other way around, to convert the volumetric flow rate to mass flow rate. 

 =
�
�

ae
aei

aei

m
�

V  (1.57) 

It is important to note, all the measurements for finding the density 
need to be made at the same location in the flow stream where the volu-
metric flow rate is required, in this case the inlet to the evaporator. The 

easiest way to calculate the free flow area ( )ffeA  for the wet evaporator as 

shown in Equation 1.58, is to subtract three cross-sectional areas normal 

to the air flow from the face area ( ):efA  

1. Refrigerant channels or tubes ( ),ecA   

2. Fins ( ),efiA  and  

3. Liquid water on the surfaces ( ).lA  

 = − − −ffe ef ec efi lA A A A A  (1.58) 

The evaporator face area ( )efA  is found using Equation 1.59 by mul-

tiplying the height of the evaporator ( )eH  by its width ( )eWi  as shown in 

Figure 1.11. The end tanks or manifolds and return bends have been omit-
ted from Figure 1.11 since they are not typically exposed to the air flow. 

 = ×ef e eA H Wi  (1.59) 
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Figure 1.11. Section view of a cross-flow evaporator normal to air flow 

View of a column of evaporator channels and associated fins where 
the cutting plane slices through the center of the channels. The overall 
height (He) is indicated as well as the overall width (Wie) of the active heat 
transfer surface. The mass flow rate of refrigerant ( )rm�  is in the horizon-

tal direction while the volumetric flow of air ( )aeiV�  is perpendicular to it, 

also in the horizontal direction into the plane of the section view. The 
channels are characterized by their outside diameter (Dec,o) while the fins 
by their height (Hefi) and thickness (thefi). 

The cross-sectional area of the refrigerant channels ( )ecA  is found in 

Equation 1.60 by multiplying the outside diameter (or height for noncircu-

lar channels) of an individual channel ,( )ec oD  by the width of the evapora-

tor ( ),eWi  assuming the channels are oriented in the horizontal direction, 

and then by the number of rows of evaporator channels ( )ecrN  in the same 

vertical plane. This assumes for multiple rows that the refrigerant channels 
are aligned with one another in the direction of flow. If they are in a stag-
gered arrangement then the minimum free flow area may occur in the di-
agonal between channels of adjacent rows. Most standard heat transfer 
textbooks show how to account for the minimum flow area for staggered 
channels. 

 ,( )= × ×ec ec o e ecrA D Wi N  (1.60)
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Equation 1.61 is used to determine the cross-sectional area of the fins 

normal to the air flow ( )efiA  by multiplying the height of the fin between the 

refrigerant channels ( )efiH  by the thickness of the fin ( )efith  by the fin density 

( )efiρ  by the width of the evaporator ( )eWi  by the number of rows of channels 

( )ecrN  plus one. The one is added since there typically is one more row of fins 

than refrigerant channels so all the channels have fins on both sides. 

 ( ) ( 1)= × × × × +efi efi efi efi e ecrA H th � Wi N  (1.61) 

The final area ( )lA  that needs to be subtracted from the face area to de-

termine the free flow area is based on the thickness of the liquid water on 
the fins as shown in Equation 1.62. This is similar to the equation for fin 
area with one exception. The fin thickness is replaced by two times the liq-
uid film thickness since there will be liquid water on both sides of the fin. 

 2 ( 1)= × × × × × +l efi l efi e ecrA H th � Wi N  (1.62) 

There are several forces which affect the thickness of the liquid film 
as shown in Figure 1.12. In the vertical direction surface tension forces 
tend to increase the thickness of the water film while gravitational forces 
decrease the thickness of the film.  

 

Figure 1.12. Relevant forces affecting the thickness of liquid water on the 
air side of cross-flow evaporators 
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Figure 1.12 illustrates the four forces [inertial (Finertial), viscous (Fμ), 
surface tension (F�), and gravity (Fg)] which influence the thickness of the 
liquid film (thl). Characteristics of the fin (thefi) and channel (Dec,o) along 
with fouling (thfo) of the surface are also displayed. 

The dimensionless Bond number ( )lBo  can be used to account for the 

trade-off between surface tension and gravitational forces. The Bond num-
ber is defined as the ratio of gravitational to surface tension forces. In the 
flow direction, the inertial forces of the air traveling between the fins will 
decrease the thickness of the film while the viscosity of the water will tend 
to increase the thickness of the film. The dimensionless Reynolds number 
( )lRe  is used to account for trade-off between inertial and viscous forces. 

Combining these dimensionless numbers into an empirical relationship 
yields Equation 1.63 where the forces that increase the film thickness (sur-
face tension and viscosity) are in the numerator and the forces that decrease 
the film thickness (gravity and inertia) are in the denominator. Therefore 
the dimensionless numbers need to be in the denominator. Note: For the 
sake of clarity the boxes around the exponents were omitted. 

 =
×

l

Bo Reth thl l

th
l e e

l l

C
th

Bo Re
 (1.63) 

Determine the constant ( )
lthC  and exponents ( )

thl
Boe  and ( )

thl
Ree  from 

experimental data. The definition of Bond number is used in Equation 
1.64. It is the density of the water ( )lρ  multiplied by the acceleration due 

to gravity ( )g  multiplied by the height of the fin ( )efiH  squared divided 

by the surface tension of water ( )lσ  and the constant of proportionality 

from Newton’s second law (gc). 

 

2
× ×

=
×

l efi
l

l c

� g H
Bo

� g
 (1.64) 

Evaluate the density ( )lρ  and the surface tension ( )lσ  of liquid wa-

ter at the saturation temperature of the refrigerant ,( )sat eT  in Equations 

1.65 and 1.66, respectively. 

 ,( , , 0)= =l sat e� f water  T x  (1.65) 

 ,( , , 0)= =l sat e� f water  T x  (1.66) 
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The Reynold’s number ( )lRe  needs the inertial properties of air and 

the viscous properties of liquid water as shown in Equation 1.67. The rea-
son for this it is the inertia of the air which thins the liquid but it is the 
viscosity of the liquid that resists the thinning. 

 
2× × ×

= aei efi ae
l

l

� Sp V
Re

�
 (1.67) 

The inertial properties of air were determined previously while the 
dynamic viscosity of water ( )lμ  is evaluated at the saturation temperature 

of refrigerant as given in Equation 1.68. 
 

  

 ,( , , 0)= =l sat e� f water  T x  (1.68) 

Now the thickness of the liquid can be calculated using Equation 
1.63, which in turn allows for the free flow area of the evaporator to be 
calculated, using Equation 1.58, which in turn yields the velocity of air 
traveling between the fins in Equation 1.56. Now in order to calculate the 
Reynolds number in Equation 1.55 the next variable you need is the dy-
namic viscosity of air ( )aeiμ  which is determined using a property rela-

tionship. It is evaluated at the inlet temperature, pressure and relative hu-
midity of the air as shown in Equation 1.69. 

 ( , , )=aei aei aei aei� f T P RH  (1.69) 

With the calculation of Reynolds number you are led back to empiri-
cal correlation for the convective mass transfer coefficient or Equation 
1.52 where you need the Schmidt number ( )aeSc  

 = aei
ae

ae

	
Sc

Di  (1.70) 

The momentum diffusivity ( )aeiν  is the ratio of dynamic viscosity 

( )aeiμ  to density for the liquid water ( )aeiρ  as shown in Equation 1.71.  

 = aei
aei

aei

�
	

�  (1.71) 

Now you have everything you need to calculate the mass transfer co-
efficient given in Equation 1.52. Next, Equation 1.51 shows you will need 
to calculate the density of air at the evaporator inlet. 
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For the basic system model you assumed the air is dry. Here you ac-
count for the changes in water vapor as the air as it passes through the 
evaporator. Therefore, you need an additional property, specifically rela-
tive humidity, to define the state. As a result, the density is a function of 
temperature ( ),aeiT  pressure ( )aeiP  and relative humidity ( )aeiRH  as 

shown Equation 1.72.  

 ( , , )=aei aei aei aei� f T P RH  (1.72) 

The next unknown is the humidity ratio of air entering the evaporator 
( ).aeiω  This is determined using the properties of moist water in Equation 

1.73. 

 
2

( , , , )=aei H O aei aei aei� f air T P RH  (1.73) 

Again going back to Equation 1.51, you see you need to determine 
the humidity ratio of air at saturation conditions ( ).satω  You will do this 

using a property relationship for moist air evaluated at the saturation tem-
perature of the refrigerant in the evaporator as shown in Equation 1.74. 

 
2 ,( , , , 1.0)= =sat H O sat e aei� f air  T P RH  (1.74) 

Typically in mass transfer, the concentration gradient is used as the 
driving potential. The next two equations show how the humidity ratio pro-
vides this information starting with its definition as shown in Equation 1.75. 

 = v

a

m
�

m  (1.75) 

Where, (mv) is the mass of water vapor and (ma) is the mass of dry air. 
Assume an ideal gas and know the sum of the partial pressures of dry air and 
water vapor equal the total pressure. Derive the relationship shown in Equa-
tion 1.76 from the definition of humidity ratio given in Equation 1.75. This 
derivation is presented in most thermodynamic textbooks. Finally, you know 
that for an ideal gas the partial pressure is directly proportional to the concen-
tration of a gas, in this case water vapor. Since Equation 1.76 shows that the 
humidity ratio is a function of the partial pressure of water vapor in dry air 
then it shows that the humidity ratio is also a function of concentration. 
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= � �−� �
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v

P
�

P P
 (1.76) 

Figure 1.13 demonstrates how the difference in humidity ratio drives 
the mass transfer of water vapor condensing on the cold surface. 

The driving potential (�aei-�sat) for mass transfer is illustrated on this 
property plot for moist air. Warm moist air with a dry bulb temperature of 
35°C and relative humidity of 37 percent comes in contact with a surface 
whose temperature is 0.2°C.  

With Equation 1.51 satisfied you are ready to return back to the con-
servation of energy for the condensing water given in Equation 1.50. The 

saturation enthalpies for vapor ( , )g vh  and liquid ,( )f lh  need to be deter-

mined in Equations 1.77 and 1.78 using property relations for water evalu-
ated at the inlet temperature of air and saturation temperature of refrigerant, 
respectively. 

 , ( , , 1)= =g v aeih f water T x  (1.77) 

 , ,( , , 0)= =f l sat eh f water T x  (1.78) 

Now that you have the latent rate of heat transfer, you are able to pick 
up where you left off in the basic system model by finding the minimum 
heat capacitance using Equation 1.30 so the maximum temperature differ-
ence can be found.  

 

 

Figure 1.13. Psychrometric chart-driving potential for condensation of water 
vapor (EES, 2014)  
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To upgrade the basic, dry evaporator model with the new wet evaporator 
model, replace Equations 1.31 through 1.33 with Equations 1.46 through 1.78. 
Now you have a more complex system but a much more practical model since 
you are able to account for the water vapor that condenses on the cold surfaces 
of the evaporator. Perform a sensitivity analysis on this new system model to 
determine how the variables related to the condensation of water influence the 
optimum. 

DETERMINATION OF THE OVERALL HEAT 
TRANSFER COEFFICIENT (U) 

Both the simple and basic models allow you to determine the optimum 
heat transfer surface area. To keep these system models as simple as pos-
sible the overall heat transfer coefficient was assumed to be fixed and 
specified as an input. This section is designed to allow you to determine 
the overall heat transfer coefficient as a function of geometry and flow. 
These details will allow you to accurately determine the reduction in flow 
rate required to keep the heat transfer rate constant. Making the connec-
tion between flow and overall heat transfer coefficient will allow you to 
also take the next step toward finding the optimum velocities of the fluids, 
diameter and spacing of flow channels and fins.  

Up to this point in your understanding of the system model keeping U 
constant has kept you from getting tangled in the branches of the analysis. 
In order to relate the value for this coefficient to the geometry of the heat 
exchanger and velocities you will need to venture into the branches of the 
tree. First, assume one-dimensional heat transfer between the refrigerant 
and the other heat transfer fluid. Then continue the analysis with the most 
general form of the overall conductance equation including a liquid film 
of water condensing on the outside surface and fouling of the heat transfer 
surfaces. Assuming a cylindrical channel for the refrigerant flow the 
cross-section of a typical refrigerant channel is shown in Figure 1.14. 

With the typical cross-section there are six thermal resistances. Starting 

with the refrigerant, the first resistance is a convective resistance ( )rR  be-

tween the flow of the refrigerant and the inside surface of the fouled refrig-

erant channel. Second, is the conductive resistance ( ),fo iR  of any fouling of 

the inside surface of the channel. Third, is the conductive resistance ( )ecR  

of the channel material.  Fourth, is the conductive resistance ( ),fo oR  of the  
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Figure 1.14. Typical cross-section of a refrigerant channel for an air-to-
refrigerant evaporator 
Illustrates the cross-section of a circular evaporator channel with refrigerant 
flowing on the inside and moist air in cross-flow on the outside. Characteristics 
of the interior fouling (thfo,i), channel material thickness (thec) and radius (rec,o), 
outside fouling (thfo,o), and liquid condensate (thl) are identified.  

fouling on the outside surface. Fifth, is the conductive resistance ( )lR  of the 

liquid film of water which will condense in an evaporator when the surface 
temperature is below the dew point temperature of the air. Last, is the con-

vective resistance ( )aR  of the other heat transfer fluid whether it is air, wa-

ter, a glycol mixture, etc.  
Use the deductive problem-solving strategy to find the overall heat 

transfer coefficient ( ) .eU  Equation 1.79 originates from the definition of 

overall conductance for a series of thermal resistances.  

 
, ,

1× =
+ + + + +e e

r fo i ec fo o l a

U A
R R R R R R   (1.79) 

You have already specified the outside heat transfer surface area ( ) eA

since this is the easiest area to calculate given the geometrical data for the 
heat exchanger. Equations will be needed for each of the individual  
resistances. Use the constitutive relationship based on the mode of heat 
transfer to find the thermal resistance. So for conduction, use Fourier’s law 
of conduction and for convection use Newton’s law of cooling to construct 
the thermal resistance. Starting from left to right, using Equation 1.79 as 
your guide, apply the appropriate thermal resistance relationship to find 



44 • OPTIMIZATION OF COOLING SYSTEMS 

 

each term. The first variable is the convective resistance on the inside of 
the heat transfer channel ( )rR  shown in Equation 1.80 where two phases 

(liquid and vapor) of refrigerant exist. 

 
,

1=
×r

r ecs i

R

 A  (1.80) 

Technically, you need to circle the inside surface area of the evapora-

tor channels ( ),ecs iA  but since this is a thermal science textbook and not a 

geometry textbook, it is assumed you can determine the inside surface 
area given the exterior geometry of the heat exchanger. To find the con-
vective heat transfer coefficient ( )rα  use the definition of Nusselt number 

( )rNu  as displayed in Equation 1.81.  

 
,

,

×
= r ec i

r
r l


 D
Nu

k  (1.81) 

The Nusselt number can then be found using an empirical correlation 
for the geometry and refrigerant for the given application. Please note that if 
the geometry or fluid varies from those under which the correlation was 
developed then there could be significant errors in determining the Nusselt 
number and consequently the convective heat transfer coefficient. There is, 
however, a parameter optimization technique covered in the next section of 
this chapter which can be used to adapt any model to a specific application. 
Use this technique with experimental data or manufacturer’s data at different 
refrigerant flow rates or cooling loads. Convective heat transfer, in two-
phase flow, is a challenging topic because of the interaction between the 
liquid and vapor. Typically, in a direct-expansion evaporator, the inlet quality 
or vapor mass fraction is high enough so the predominate flow regime 
throughout the evaporation process is annular flow. Also, the liquid velocity 
is high enough to suppress nucleate boiling, so the primary mechanism for 
heat transfer is the convective transfer as opposed to nucleate boiling trans-
fer. Therefore, use the convective transfer term from the Chen (1966) corre-
lation as given in Equation 1.82 (Kuehn, 1998). Although the exponents in 
this correlation are specified they have not been boxed for the sake of read-
ability. 

( ) 1
1 1

1
2

+� �= × × × + ×� �
� �

Pr NurXttNurRe Pr XttNu Nu Nur r r

r

eee e e r
r Nu r r tt

Pr
Nu C Re Pr X  (1.82) 
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For two-phase flow, Chen uses a different formulation of the defini-
tion of Reynolds number as shown in Equation 1.83. In place of the prod-
uct of density and velocity, the mass flux is used.  

 
,

,

(1 )× × −
= ec i r e

r
r l

D G x
Re

�  (1.83) 

If there are more than one circuit (the number of parallel refrigerant 
channels) in the evaporator, then the total mass flow rate of the refrigerant 
needs to be divided by the number of circuits. The total mass flux is mul-
tiplied by the quantity one minus the vapor mass fraction ( ).ex  The prod-

uct of these two terms then provides the liquid mass flux. So in essence 
the Reynolds number is based on the liquid mass flux.  

The total mass flux ( )rG  is defined as the mass flow rate of refriger-

ant ( )rm�  flowing through the channel divided by the cross-sectional area 

,( )ecs iA  of the refrigerant channel as seen in Equation 1.84. Assume the 

area is specified in order to focus on the thermal science development. 

 
,

=
� r

r
ecs i

m
G

A  (1.84) 

The vapor mass fraction is the average between the inlet and outlet of the 
evaporator as given in Equation 1.85. The vapor mass fraction of the outlet is 1. 

 ( )4 1
2

+=e
xx  (1.85) 

The vapor mass fraction at the inlet can be determined using a property 
relationship as a function of the specific enthalpy and temperature as 
shown in Equation 1.86. 

 ( )4 , 4, ,= 410 sat ex f R a  T h   (1.86) 

Equation 1.87 shows the dynamic viscosity ( , )r lμ  is evaluated at the 

saturated liquid properties using a property relationship.  

 , ,( , , 0)= =410r l sat e� f R a T x   (1.87) 

Referring back to the empirical relationship for Nusselt number 
( )rNu  given in Equation 1.82, the Prandlt number ( )rPr  is determined 
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based on its definition as shown in Equation 1.88. Again, as with the 
Reynolds number, all properties are evaluated for a saturated liquid at the 
saturation temperature of the refrigerant in the evaporator. 

 
, , ,

,

×
= p r l r l

r
r

C �
Pr

k l
 (1.88) 

The only property left to find for the Prandlt number is the specific 

energy of the refrigerant liquid , , ).( p r lC  Equation 1.89 uses a property 

relationship to find this value. 

 , , ,( , , 0)= =410p r l sat eC f R a T x  (1.89) 

The next variable in Equation 1.82, or the empirical correlation for 
the Nusselt number ( ),rNu  is the Lockhardt–Martinelli parameter ( )ttX  

which is defined in Equation 1.90. This parameter attempts to account for 
the differences between single- and two-phase flow by using three com-
ponents: the ratio of liquid to vapor on the basis of mass, the ratio of vapor 
density to liquid density, and the ratio of liquid dynamic viscosity to vapor 
dynamic viscosity. Since the Chen correlation has a negative exponent for 
the Lockhardt–Martinelli parameter, the physical meaning of these com-
ponents are inverted. Therefore, the convective heat transfer coefficient 
will increase as the mass of the vapor increases, as the density of the liq-
uid relative to the vapor increases and as the viscosity of the vapor relative 
to the liquid increases.  

 , ,

, ,

1 � � � �� �−
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� �xe e ee
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e r l r v

� �x
X
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 (1.90) 

Determine the exponents to each term from experimental data and pa-
rameter optimization. Use property relationships for the liquid and vapor 

densities , ,,( )r l r vρ ρ  and the vapor viscosity of refrigerant ,( )r vμ  as show 

in Equations 1.91, 1.92, and 1.93, respectively. 

 , ,( , , 0)= =410r l sat e� f R a T x  (1.91) 

 , ,( , , 1)= =410r v sat e� f R a T x  (1.92) 

 , ,( , , 1)= =410r v sat e� f R a T x  (1.93) 
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Now you have all the variables to satisfy Equation 1.82. This takes 
you back to Equation 1.81 where you need the thermal conductivity of 
refrigerant liquid. Use the property relationship in Equation 1.94 to deter-
mine the conductivity. 

 , ,( , , 0)= =410r l sat ek f R a T x  (1.94) 

The next thermal resistance in Equation 1.79 is due to fouling of the in-

side surface of the refrigerant channel ,( ).fo iR  Assuming the fouling is uni-

formly distributed throughout the inside surface of the channel model it as a 
conduction resistance in the same way the channel wall is modeled. Integrate 
Fourier’s law assuming cylindrical coordinates which yields Equation 1.95. 
For noncircular cross-sections use the hydraulic radius in place of the radius. 
The inside radius of the fouling material is determined by subtracting the 

thickness of this material ,( )fo ith  from the inside radius of the channel ,( ).ec ir  
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 (1.95) 

The inside radius of the channel ,( )ec ir  is calculated in Equation 1.96 

by subtracting the thickness of the channel wall ( )ecth  from the outside 

radius ,( ).ec or  

  , ,= −ec i ec o ecr r th  (1.96) 

Find the thermal conductivity of the fouling material ,( )fo ik  by using 

a property relationship for the material, limestone in this case. Evaluate 
the thermal conductivity at the temperature of the refrigerant as shown in 
Equation 1.97. 

 , ,(' ', )= −fo i sat ek f Rock limestone T  (1.97) 

For the channel wall Fourier’s law of conduction is integrated from 
the inside surface to the outside surface assuming a cylinder to yield Equa-
tion 1.98 for the thermal resistance of the channel wall ( ).ecR  
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 (1.98) 
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The thermal conductivity of the channel ( )eck  is provided in Equation 

1.99 by a property relationship for the channel material evaluated at the 
temperature of the refrigerant. 

 ,(' , )=ec sat ek f Aluminum'  T  (1.99) 

Next, account for the exterior fouling of the channel ,( ).fo oR  The ex-

terior radius of the fouling material is found by adding the thickness of 

this material ,( )fo oth  to the exterior radius of the channel. This will be 

handled in a similar manner as the interior fouling as given in Equation 
1.95. 
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 (1.100) 

Use a property routine, Equation 1.101 to determine the thermal con-

ductivity of the exterior fouling material ,( )fo ok  at the temperature of the 

refrigerant. 

 , ,(' , )= −fo o sat ek f Rock limestone' T  (1.101) 

On the outside of the fouling material, the water vapor in the air will 
condense if the surface temperature is below the dew point temperature of 
the air. When condensation occurs, a liquid film will form on the outside 
surface. Find the exterior radius of the liquid film by adding the thickness 
of the water ( ),lth  which was found in Equation 1.63, to the exterior radi-

us of the fouling material. This thermal resistance will be treated as a con-
duction resistance ( )lR  as shown in Equation 1.102. 
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 (1.102) 

Use a property routine, Equation 1.103 to determine the thermal con-
ductivity of the water ( )lk  at the temperature of the refrigerant. 

 ,( , , 0)= =l sat ek f water T x  (1.103) 
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The final thermal resistance is the convective resistance on the air 
side of the direct-expansion evaporator. Use Newton’s law of cooling to 
determine this resistance. Wait a minute, not so fast you say. What about 
the fins? If you are going to apply Newton’s law of cooling and you in-
clude the area of the fins, then you need to assume that the fins are at the 
base temperature along their entire length. You know this is not true for 
fins of any practical length because the fin’s temperature approaches that 
of the air as heat is transferred to the fin. 

A great way to account for this reduction in heat transfer is to use the 
definition of fin efficiency. Fin efficiency is the actual heat transfer rate 
divided by the heat transfer rate if the fin were at its base temperature along 

its entire length. So you can modify the fin area ,( )efi htsA  by multiplying it 

by the fin efficiency ( )efiη  yielding an equivalent area which can be used 

directly in the thermal resistance equation as given in Equation 1.104. 

 
1

( )
=

× + ×a
a ec efi efi

R

 A � A  (1.104) 

Use the definition of Nusselt number to find the convective heat 
transfer coefficient ( )aα  as shown in Equation 1.105. Assuming fins are 

infinite plates, use two times the spacing between the fins ( )efiSp  for the 

hydraulic diameter. 

 
2× ×

= a efi
a

a


 Sp
Nu

k
 (1.105) 

Provide an empirical correlation, Equation 1.106 in this case Dittus–
Boelter, to determine the Nusselt number ( ).aNu  Choose Dittus–Boelter 

because of its simple form and the fact the fins form a channel. 

 = × ×Re PrNu Nua a

a

e e

a Nu ae aNu C Re Pr  (1.106) 

The constant and two exponents are empirical parameters which are 
found using experimental data and parameter optimization for the geometry 
and fluids similar to the application. They are assumed to be known for this 
model and are therefore enclosed with a rectangle. The Reynolds number for 
the air flow ( )aeRe  is already determined in Equation 1.55. Please note this 

is where the overall heat transfer coefficient (U) is connected to the air flow. 
This is the level of detail required to accurately account for the influence of 
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air flow on overall heat transfer coefficient. So when the area of the heat ex-
changer changes you can determine more accurately how much the satura-
tion temperature is affected. 

Next use the definition of Prandlt number ( )aPr  in Equation 1.107 to 

determine this value for air. Evaluate all the properties at the temperature 
of the air at the evaporator inlet. 

 
, ×

= p aei aei
a

a

C �
Pr

k
 (1.107) 

The dynamic viscosity of the air ( )aeiμ  is already determined in Equa-

tion 1.69. The thermal conductivity of the air ( )ak  will be determined when 

you come back to the definition of Nusselt number ( )aNu  in Equation 

1.105. Therefore, the only variable you need an equation for at this time is 

the specific energy of air , ).( p aeiC  Equation 1.108 uses a property relation-

ship evaluated at the temperature of the air at the inlet to the evaporator.  

 , ( , , , )= 20p aei aei aei aeiC f AirH T RH P  (1.108) 

Returning to the definition of Nusselt number in Equation 1.105 leads 
you to find the thermal conductivity of air. Use a property relationship for 
air Equation 1.109 to find this conductivity at the temperature of air at the 
evaporator inlet. 

 ( , , )=a aei aeik f Air T P  (1.109) 

The deductive strategy takes you back to Equation 1.104 for the 
thermal resistance on the air side where the fin efficiency is needed. You 
have already accounted for the fouling on the outside of the channel but 
you need to account for the fouling on the outside of the fins as well. Cur-
rently, no other air conditioning textbook addresses fouling of the fins. 
Figure 1.15 illustrates the key variables which influence the heat transfer 
through the fouling layer. 

Illustrated in Figure 1.15 is an isometric drawing of a plane fin with foul-
ing. A control volume of length �x is identified showing relevant heat transfer 
rates. Heat enters the control volume through the fouling material ( )convQ�  by 

means of convection and exits through the fin material ( )finQ�  and associated 

fouling ( )foulQ�  by means of conduction. Characteristics of the fin width 

(Wiefi) and thickness (thefi) along with the fouling thickness (thfo) are identified. 
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Figure 1.15. Fin with fouling 

The expression for fin efficiency ( )efiη  given in Equation 1.110, which 

is developed in heat transfer textbooks, assumes one-dimensional heat trans-
fer along the length of the fin ( /2). efiH  This formulation of fin efficiency 

assumes a rectangular fin attached to a plane wall. This would effectively 
model a flat refrigerant flow channel with fins. However, there will be some 
error using Equation 1.108 for a tube-and-fin geometry. A two-dimensional 
heat transfer analysis would be necessary to quantify the error. 

 
( )tanh /2
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×
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m H
�

m H
 (1.110) 

The intermediate variable m is defined in Equation 1.111. 
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You have already determined the convective heat transfer coefficient. 

The perimeter ,( )fo efiPe  needs to be modified to include the dimensions of 

the fouling material as shown in Equation 1.112. 

 , ,2 ( 2 )= × + × +fo efi efi fo o efiPer th th Wi  (1.112) 
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Use Fourier’s Law of Conduction and set the rate of heat entering the 
refrigerant channel equal to the sum of rate of heat leaving the fouling and 
fin materials. Assuming one dimensional heat transfer the temperature gra-
dient ( T/ X)Δ Δ cancels from each term and you are left with Equation 1.113. 

 , , , i= × + ×fo efi fo efi fo o fo fiA k k A k efA  (1.113) 

Where, Afo, efi is the cross sectional area normal to heat transfer of the 
fin and fouling material. kfo, efi is the equivalent thermal conductivity. The 
conductivity of the fin ( )fik  can be found using a property relationship, 

evaluated at the temperature of the air at the evaporator inlet, as specified 
in Equation 1.114. 

 ( ),=fi aeik f 'Aluminum' T  (1.114) 

Equation 1.115 shows the cross-section area is the sum of the fin and 
fouling areas normal to the flow of heat. 

 , = +fo efi efi foA A A  (1.115) 

This completes the set of equations needed to find the overall heat 
transfer coefficient which allows you to determine the optimum heat trans-
fer surface area given the geometry of the evaporator along with its inlet 
states and flow rates for the refrigerant and air. This is done by adding 37 
equations (Equations 1.79 to 1.115) and 37 unknowns (circled variables) 
to the system model previously developed. 

Next, determine the overall heat transfer coefficient for the condenser. 
This is less complicated than the evaporator since you do not have a liquid 
film of water condensing on the surface. The thermal resistance related to 
the liquid film is eliminated, so you are left with five thermal resistances 
as shown in Equation 1.116. 

 
, , , , , ,

1=
+ + + +c c

r c fo i c cc fo o c a c

U * A
R R R R R  (1.116) 

The developments of these thermal resistances are similar to that of the 
evaporator except you are using the geometry of the condenser. You have 
just completed what is considered by industry as a theoretical model of a 
direct-expansion vapor-compression cycle. Nothing but the inlet conditions 
of the two air streams entering the evaporator and condenser, the geometric 
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details of each heat exchanger, and the isentropic efficiency of the com-
pressor are needed to determine the performance of the system. With the 
proper economic data, the minimum total life cycle costs can be found as a 
function of the heat transfer surface areas and the efficiency of the com-
pressor. Test the robustness of the results of the optimization of this theo-
retical model with a sensitivity analysis. 

EMPIRICAL PARAMETER OPTIMIZATION 

Even though you have what is considered a theoretical model in industry, 
the equations for convective heat and mass transfer coefficients as well as 
the liquid film thickness rely on empirical correlations. Whenever the ge-
ometry or operating conditions are outside the range of the experiments 
for which the empirical parameters were determined the empirical correla-
tions lose accuracy. For this reason you may be required to determine the 
empirical parameters using experimental data and optimization tech-
niques. The objective function for parameter optimization is to minimize 
the error between the model and the experiment as shown in Figure 1.16.  

The flow chart in Figure 1.16 shows the key steps in optimizing any 
empirical correlation. The dependent variable could be convective heat 
transfer coefficient, convective mass transfer coefficient, liquid film thick-
ness, or initial cost of a component. Conventional optimization routines are 
used to generate new guesses for the parameters. A multivariate optimiza-
tion routine is needed if more than one parameter is being determined.  

The empirical correlations that may require parameter optimization 
include the following: 

• Convective heat transfer coefficients 
o Air side of the evaporator and condenser 
o Refrigerant side of the evaporator and condenser 

• Convective mass transfer coefficient for water vapor condensing 
on outside surface of the evaporator 

• Thickness of the film of liquid water on the outside surface of the 
evaporator 

• Cost coefficients for the initial cost of the evaporator, condenser, 
or compressor 
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Each of these correlations will influence the following variables, re-
spectively, in the system: 

• Heat transfer surface areas for the evaporator and condenser. The 
air-side coefficient will have a greater influence since air has a 
higher thermal resistance. 

• Latent rate of heat transfer 
• Thermal resistance of the liquid film on the air side of the evapo-

rator 
• Initial cost of the system 
 

 

Figure 1.16. Flow chart for optimizing parameters 
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CHAPTER SUMMARY 

In this chapter you were able to see how all the individual tools you 
learned in your undergraduate mechanical engineering program can be 
used in a systematic way to optimize direct-expansion vapor-compression 
cycles. You were first exposed to some simple models where the system 
effects could easily be observed. Then you were equipped with details that 
allow you to model realistic systems. Some of the key concepts of this 
chapter are as follows: 
 

• The proper objective function for optimizing the vapor-
compression cycle is total life-cycle costs. The optimum occurs 
at the minimum total costs.  

• For a given application when you increase the surface area of the 
heat exchanger the saturation temperature of the refrigerant ap-
proaches the inlet temperature of the heat transfer fluid on the 
other side of the heat exchanger. This increases the COP which 
lowers the power required to cool the space. Superimposing the 
inlet temperature of the other fluids on the pressure-specific en-
thalpy diagram for the refrigerant provides a useful visual of this 
important relationship. 

• Deductive problem-solving provides a structured approach to 
handling the open-ended problems you face once you leave the 
classroom. Appendix A contains a summary of the deductive 
problem-solving strategy. Appendix B contains a concise formu-
lation of the basic system model of the vapor-compression cycle 
with a dry evaporator. An even simpler model (Zietlow, 2014), 
which assumes high air flow rates through the heat exchangers, 
can be found in Appendix C. 

• Since water vapor condenses on the surface of most direct-
expansion evaporators you were provided with a physics-based 
method to account for the latent energy transfer. The latent load 
was calculated based on the convective mass transfer coefficient 
with a driving potential based on the concentration gradient of 
the water vapor. This is analogous to the sensible heat transfer 
rate using Newton’s law of cooling. 

• The thickness of the liquid water film on the evaporator surfaces 
is predicted based on relevant forces acting on the film. The sur-
face tension and viscosity of the liquid increase this thickness 
while the inertia of the air and gravity decrease the thickness. 
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These forces are accounted for using the dimensionless Bond and 
Reynolds numbers as independent variables in an empirical cor-
relation. 

• Since scale builds up on most heat transfer surfaces over the life 
of the system, a means to account for this fouling on the channels 
and fins is provided. 

• Sensitivity analysis gives you insight into which variables have 
the greatest influence on the optimum. More time should be spent 
on decreasing the uncertainty in the variables which produce the 
greatest slopes, thus making the optimum design more certain. 

PROBLEMS 

Use the deductive problem-solving strategy for each of the following 
problems. 
 
1.1 Determine the mass of air in a room 3 m × 10 m × 20 m with a 

temperature of 20°C, pressure of 100 kPa. 
1.2 Determine how long it would take to fill a cylindrical fuel tank 

with a diameter of 1 m and length of 3 m. The fuel pump produc-
es a flow rate of 4 liters per minute. 

1.3 Determine the mass flow rate of air through a condenser that  
rejects 15 kW to the environment. The air at the inlet has a tem-
perature of 30°C and a pressure of 100 kPa. At the outlet the 
temperature of the air rises to 40°C. What is the volumetric flow 
rate assuming it is measured at the inlet? What would the volu-
metric flow rate be at the outlet?  

1.4 Determine the actual power into the compressor of an air condi-
tioning system where 1.0 kg/s of R134a enters the compressor as 
a saturated vapor at 10°C. The isentropic efficiency of the com-
pressor is 80 percent. How much does the power change if the re-
frigerant enters with 10°C of superheat? Tip: Use Engineering 
Equation Solver (EES, 2014) or a textbook on thermodynamics, 
for example (Cengel and Boles, 2015), to determine the refriger-
ant properties. 

1.5 Determine the mass flow rate of refrigerant R134a for an evapora-
tor with a heat transfer rate of 100 kW. The refrigerant leaves the 
condenser as a saturated liquid at 50°C and leaves the evaporator 
as a saturated vapor at 5°C. Tip: Use Engineering Equation Solver 
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(EES, 2014) or a textbook on thermodynamics, for example (Cen-
gel and Boles, 2015), to determine the refrigerant properties. 

1.6 Repeat the previous problem except the condenser has 5°C of 
subcooling and the evaporator has 5°C superheat at their outlets. 
Determine the error in the flow rate if the subcooling and super-
heat are neglected? 

1.7 Determine the heat transfer surface area for the condensing re-
gion of a condenser. The saturation temperature of R134a is 
45°C. Air enters the condenser at 40°C and 100 kPa and leaves at 
44°C with a flow rate of 2.0 kg/s passing through the condensing 
region. The overall heat transfer coefficient in the condensing re-
gion is 0.3 kW/m2-°C. Assume a cross-flow heat exchanger. 

1.8 Determine the heat transfer surface area to remove the superheat 
from the refrigerant for the condenser in the previous problem. A 
compressor with an isentropic efficiency of 70 percent supplies re-
frigerant to the inlet of the condenser where the saturation tempera-
ture is 45°C. The refrigerant enters the compressor at 20°C with a 
corresponding saturation temperature of 10°C. Assume the same 
ratio of air flow rate to the heat transfer surface area as in problem 
1.3. Assume a cross-flow heat exchanger where the minimum heat 
capacitance fluid is mixed and the other fluid is unmixed. Tip: Use 
a textbook on heat transfer, for example (Cengel and Ghajar, 
2015), to select the appropriate effectiveness-NTU relationship. 

1.9 Determine the heat transfer surface area of the subcooling region 
for the condenser operating under the same conditions as the pre-
vious problem except the refrigerant has 10°C of subcooling at 
the exit and the overall heat transfer coefficient is 0.1 kW/m2-°C. 
Compare the subcooling area to the area required to condense the 
refrigerant. Assume the same ratio of air flow rate to the heat 
transfer surface area as in problem 1.3. Assume a cross-flow heat 
exchanger where the minimum heat capacitance fluid is mixed 
and the other fluid is unmixed. Tip: Use a textbook on heat trans-
fer, for example (Cengel and Ghajar, 2015), to select the appro-
priate effectiveness-NTU relationship. 

1.10 Use the deductive strategy to rearrange the equations for the sim-
ple (UA) model assuming the saturation temperatures of evapora-
tor and condenser are specified rather than the heat transfer areas. 

1.11 Use the deductive strategy to rearrange the equations for the 
basic (effectiveness-NTU) model assuming the saturation tem-
peratures of evaporator and condenser are specified rather than 
the heat transfer areas. 
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1.12 Determine the optimum surface area for heat transfer for a dry 
evaporator serving a vapor-compression cycle (simple system mod-
el) where the saturation temperature of the refrigerant in the con-
denser is 50°C and the compressor has an isentropic efficiency of 
75 percent. The remaining operating and cost data are supplied in 
Table 1.3. Plot the processes for a vapor-compression cycle with a 
small, optimum, and large evaporator on a pressure-enthalpy dia-
gram. Plot the initial, operating costs (in today’s currency) and total 
life-cycle costs as a function of heat transfer surface area. Perform a 
sensitivity analysis with respect to all specified variables and deter-
mine the top five variables which have the greatest effect on the op-
timum. Explain any differences from the sensitivity analysis given 
in the text EES tips. 
1. Tip 1: Use the minimum–maximum function in Engineering 

Equation Solver (EES, 2014). 
2. Tip 2: In EES, provide a subscript for the enthalpies and pres-

sures using square brackets, [ ], for example h[1] and P[1]. 
Overlay these state points on the property plot. Include the iso-
therm for the inlet air temperature to the evaporator. 

3. Tip 3: Use the parametric table in EES to generate the data for 
the cost and sensitivity analysis plots. 

1.13 For the evaporator of the previous problem plot both COP and 
temperature difference (T_aei-T_sat_e) as a function of heat 
transfer surface area. Use these plots to explain why COP and ir-
reversibility are not realistic objective functions for optimizing 
the evaporator. Back up your explanation with equations. 

1.14 Determine the optimum surface area for heat transfer for a conden-
ser serving a vapor-compression cycle (simple system model with 
dry evaporator) where the saturation temperature of the refrigerant 
in the evaporator is 10°C and the isentropic efficiency of the com-
pressor is 75 percent. The remaining cost and operating data are 
contained in Table 1.3. Plot the processes for a vapor-compression 
cycle with a small, optimum and large condenser on a pressure-
enthalpy diagram. Include the isotherm for the inlet air temperature 
to the condenser. Plot the initial, operating costs (in today’s currency) 
and total life cycle costs as a function of heat transfer surface area. 
Perform a sensitivity analysis with respect to all specified variables 
and determine the five variables which have the greatest effect on 
the optimum. Explain any differences from the sensitivity analysis 
given in the text. Tip: See EES tips in problem 1.12  
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Table 1.3. Specified variables for air conditioning system problems 

Variable 
Name Value Units Source 

compCC  15 $ Compressor Supplier Quotes 

ueC  0.07 $/kW-hr Energy Supplier Rates 

uacC  90 $/m2 Condenser Supplier Quotes 

uaeC  120 $/m2 Evaporator Supplier Quotes 

CL 5,000 kW-hr/yr Based on Annual Cooling Load 

e 2 - Compressor Supplier Quotes 

marr 0.05 - Client or Owner 

acm�  2 kg/s Mass flow rate measurement 

aem�  1 kg/s Mass flow rate measurement 

n 15 yrs ASHRAE Handbook 

aciP  100 kPa Air Pressure Reading at Inlet 

aeiP  100 kPa Air Pressure Reading at Inlet 

eQ�  10 kW Annual Energy Analysis 

aciT  40 °C Thermocouple in Inlet Airstream 

aeiT  20 °C Thermocouple in Inlet Airstream 

cU  0.25 kW/m2-°C Thermal Resistance Analysis 

eU  0.30 kW/m2-°C Thermal Resistance Analysis 

 
1.15 For the condenser of the previous problem plot both COP and 

temperature difference (T_sat_c-T_aci) as a function of heat 
transfer surface area. Use these plots to explain why COP and ir-
reversibility are not realistic objective functions for optimizing 
the condenser. Back up your explanation with equations.
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1.16 Determine the optimum isentropic efficiency for a compressor 
serving a vapor-compression cycle (simple system model with a 
dry evaporator) where the saturation temperature of the refrigerant 
is 10°C in the evaporator and 50°C in the condenser. Plot the pro-
cesses for a vapor-compression cycle with a low, optimum and 
high efficiency compressor on a pressure-enthalpy diagram. Plot 
the initial, operating costs (in today’s currency) and total life-
cycle costs as a function of heat transfer surface area. Perform a 
sensitivity analysis with respect to all specified variables and de-
termine the top five variables which have the greatest effect on the 
optimum. Explain any differences from the sensitivity analysis 
given in the text. Tip: See EES tips in problem 1.12 

1.17 Determine the optimum heat transfer surface areas for the evapo-
rator and condenser and the optimum isentropic efficiency for the 
compressor for the vapor-compression system (simple system 
model with a dry evaporator) given in Table 1.3. Plot the pro-
cesses for a vapor-compression cycle on a pressure-enthalpy dia-
gram. On three separate plots show how the initial, operating 
costs (in today’s currency) and total life-cycle costs vary as a 
function of heat transfer surface area of the evaporator (plot 1), 
condenser (plot 2) and isentropic efficiency of the compressor. 
Perform a sensitivity analysis with respect to all specified varia-
bles and determine the five variables which have the greatest ef-
fect on the optimum. Explain any differences from the sensitivity 
analysis given in the text. Tip: See EES tips in problem 1.12 

1.18 Repeat previous problem using the basic (effectiveness-NTU) 
model with a dry evaporator. Determine the error in optimum 
surface areas of the heat exchangers and isentropic efficiency of 
the compressor from using the simple (UA) model. 

1.19 Given the following cost quotes for evaporators determine the cost 
parameter(s) using regression analysis. Plot both the results of the 
regression equation and the quote data as a function of heat transfer 
surface area. Also, plot the difference between the regression equa-
tion and the quote data as a function of heat transfer surface area. 

 

Heat Transfer 
Surface Area (m2) Cost ($)

5 575

10 1,200

15 1,850
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1.20 Given the following cost quotes for condensers determine the cost 
parameter(s) using regression analysis. Plot both the results of the 
regression equation and the quote data as a function of heat transfer 
surface area. Also, plot the difference between the regression equa-
tion and the quote data as a function of heat transfer surface area. 

 

Heat Transfer  
Surface Area (m2) Cost ($)

10 900

25 2,200

40 3,650

 

1.21 Given the following cost quotes for compressors determine the 
cost parameter(s) using regression analysis. Plot both the results 
of the regression equation and the quote data as a function of isen-
tropic efficiency. Also, plot the difference between the regression 
equation and the quote data as a function of isentropic efficiency. 

 

Isentropic  
Efficiency (%) Cost ($)

60 95

75 250

90 1,450

 

1.22 Find the overall heat transfer coefficient for a tube-and-fin evap-
orator with the following geometric and operating data. 

 

Variable 
Value with 
units Description 

eQ�  10.5 kW Rate of heat transfer 

Taei 24°C Temperature of air at the evapora-
tor inlet 

Do 0.008 m Outside diameter of cylindrical 
channels 
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Variable 
Value with 
units Description 

Wie 0.6 m Width of evaporator 

Ncpc 14 [-] Number of channels per circuit 

Nc 4 [-] Number of circuits 

CNu,o 0.023 [-] Multiplier for Dittus–Boulter cor-
relation 

eRe,o 0.8 [-] Empirical exponent for Dittus–
Boulter correlation 

ePr,o 0.3 [-] Empirical exponent for Dittus–
Boelter correlation for cooling of 
the fluid 

Vo 3 m/s Velocity of outside fluid 

fluido Air Outside fluid specification 

Paei 101 kPa Pressure of air at the evaporator 
inlet 

rhofi 472 1/m Fin density 

thfi 0.0001 m Fin thickness 

He 0.72 m Height of the evaporator 

fin material Aluminum  

�r 50000  
W/m2-°C 

Convective heat transfer coeffi-
cient for evaporating refrigerant 

thec 0.002 m Thickness of channel 

channel 
material 

Copper  

 
1.23 Determine the empirical parameter (multiplier) for the convective 

heat transfer coefficient correlation for a heat exchanger under the 
following set of operating conditions. Assume the temperature is 
constant throughout the six experiments. Tip: Use the minimum–
maximum function in Engineering Equation Solver (EES, 2014) 
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to minimize the RMS error between the model and the experi-
ment. Plot Nu vs. Re and also plot error vs. Re. 

 

Experiment Re [-] Nu [-]

1 15000   78 

2 16000   79 

3 18000   88 

4 20500   99 

5 28000 105 

6 28500 110 

REFERENCES 

American Society of Heating Refrigerating and Air-Conditioning Engineers, Inc. 
(2009). 2009 ASHRAE Handbook of Fundamentals. Atlanta, GA: American 
Society of Heating Refrigerating and Air-Conditioning Engineers, Inc. 

Barak, M. (2002). “Fostering Systematic Innovative Thinking and Problem Solv-
ing: Lessons Education Can Learn from Industry.” International Journal of 
Technology and Design Education. Vol. 12. pp. 227–247. 

Bergman, T.L. (2011). Fundamentals of Heat and Mass Transfer. New York, NY: 
Wiley. 

Blank, L., and Tarquin, A. (2013). Basics of Engineering Economy. New York, 
NY: McGraw-Hill Education. 

Cengel, Y.A. and Ghajar, A.J. (2015). Heat and Mass Transfer, Fundamentals and 
Applications. New York, NY: McGraw-Hill. 

Cengel, Y.A. and Boles, M.A. (2015). Thermodynamics an Engineering 
Approach. New York, NY: McGraw-Hill. 

Chen, J.C. (1966). “Correlation for Boiling Heat Transfer to Saturated Fluids in 
Convective Flow.” Industrial & Engineering Chemistry Process Design and 
Development. Vol. 5. pp. 322–329. 

EES. (2014). Engineering Equation Solver. Academic Commercial Version 9.710. 
[Software for the Thermal Sciences]. Madison, WI: F-Chart Software. 
www.fChart.com. 

Hill, A.M. (1998). “Problem Solving in Real-Life Contexts: An Alternative for 
Design in Technology Education.” International Journal of Technology and 
Design Education. Vol. 8. pp. 203–220. 

Holman, J.P. (2009). Heat Transfer. New York, NY: McGraw-Hill. 



64 • OPTIMIZATION OF COOLING SYSTEMS 

 

Jordan, W., Elmore, B., and Silver, D. (2000). “Creating a Course in Engineering 
Problem Solving for Future Teachers.” St. Louis, MO. American Society for 
Engineering Education Conference. pp. 1601–1607. 

Kuehn, T.H. (1998). Thermal Environmental Engineering. Upper Saddle River, 
NJ: Prentice Hall. 

Marrero, T.R. (1972). “Gaseous Diffusion Coefficients.” Journal of Physical 
Chemistry. Vol. 1. pp. 3–119. 

Stoecker, W.F. (1982). Refrigeration and Air Conditioning. New York, NY: 
McGraw-Hill Book. 

Suliman, S.M.A. (2004). “Towards Problem-Based Engineering Education.” In-
ternational Journal of Continuing Engineering Education and Lifelong 
Learning. Vol. 14. pp. 167–175. 

Woods, D.R., Hrymak, A.N., Marshall, R.R., Wood, P.E., Crowe, C.M., Hoffman, 
T.W., Wright, J.D., Taylor, P.A., Woodhouse, K.A., and Bouchard, C.G.K. 
(1997). “Developing Problem Solving Skills: The McMaster Problem Solving 
Program.” Journal of Engineering Education. Vol. 86. pp. 75–91. 

Zietlow, D. (2006). “Deductive Problem Solving Strategy Applied to the Optimi-
zation of Wall Insulation.” Chicago, IL: American Society of Engineering 
Education Conferences. 

Zietlow, D. (2014). “Optimization of a Vapor-Compression Cycle.” Indianapolis, 
IN: American Society of Engineering Education Conferences. 

 

 �



 

 

APPENDIX A

SUMMARY OF THE  
DEDUCTIVE PROBLEM-

SOLVING STRATEGY 

This strategy starts with the objective of the problem and then works its 
way to the inputs needed to solve the problem. The key question to ask is 
which relationship will provide the bridge between what is needed (the 
dependent variable) and what can be specified or measured (the independ-
ent variables). The deductive approach will assist you when you face 
problems that are not well defined such as the ones you will face in indus-
try. If you discipline yourself to follow all these steps, even for easy prob-
lems, you will have a tool to help you when you face a problem where you 
have no idea where to begin.  
 

1. Draw a system schematic. The schematic is essential to the defini-
tion of the problem. In the schematic, identify the system bounda-
ries, all energy interactions (i.e., heat and work) which cross the 
boundaries, identify any relevant reference frames (e.g., position) 
and the positive direction and any other significant variable. 
a. Use descriptive variable names (e.g., Pi rather than x1 for ini-

tial pressure). 
b. Provide references or sources for all equations (e.g., conser-

vation of energy, definition of efficiency). 
c. Summarize any assumptions used when applying the equa-

tions. Justify the relevance of the assumptions to the prob-
lem (e.g., ideal gas because the compressibility factor (Z) is 
near 1). 
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2. Construct property plots (e.g., P vs. v, P vs. h, T vs. length, etc.). 
a. Mark all state points between each component. 
b. For heat exchangers, superimpose the inlet temperature of 

the other fluid. 
3. Find: Determine the dependent variable(s). Start with the ob-

jective or goal of the problem. For optimization problems identify 
the objective function (a dependent function that has a maximum or 
minimum as the independent variable(s) are varied over their 
range(s)). One useful objective function for design problems is the 
total life-cycle cost or present worth of a system. Another objective 
for comparisons between alternatives is percent difference. 

4. Solution: 
a. Determine a relationship (or equation) which contains the 

dependent variable. The relationship needs to move the solu-
tions toward something that can be measured or specified. Vari-
ables which can often be measured directly with instruments in-
clude length, time, flow rate, temperature, force, and pressure. 
Variables which can be specified often include the isentropic  
efficiency or heat exchanger geometry. 

b. Choose from one of the following five basic types of rela-
tionships. Tip: Choose the simplest form of a relationship. For 
example, the simplest form of the definition of isentropic effi-
ciency for a compressor is the ratio of ideal power input to ac-
tual power input. Some authors combine the conservation of 
energy with the definition to express the isentropic efficiency 
in terms of enthalpies. The enthalpy form of the equation is 
less straightforward and therefore should be avoided. 
i. The first relationship is a law of science or math. For 

thermal science problems the following laws may be rele-
vant to the problem: conservation of mass, momentum, 
and energy. For heat transfer the following laws may be 
relevant: Fourier’s law for conduction, Newton’s law of 
cooling for convection, and Stefan–Boltzmann law for ra-
diation. For convection, empirical relationships are used to 
determine the heat transfer coefficient. For radiation, view 
factor relationships may be helpful (e.g., reciprocity, 
summation, superposition, and symmetry). 

ii. The second relationship is a definition. Definitions of ef-
ficiency, specific volume, coefficient of performance, is-
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entropic efficiency, and heat exchanger effectiveness are 
useful for energy systems. 

iii. The third relationship comes from thermodynamics; property 
relationships. Often these will be used when a property 
which cannot be measured directly is needed. Examples of 
these properties which are difficult to measure include specific 
internal energy, specific enthalpy, or specific entropy. The 
property relationship connects the unknown property to ones 
which can be measured or are known from process infor-
mation (e.g., isentropic). Here it is useful to refer to the prop-
erty plot to determine which independent, intensive properties 
are the best. 

iv. The fourth is a parameter optimization. These are most 
commonly used to relate initial cost data to the design var-
iable(s). 

v. The fifth and last type of relationship is knowledge about 
the process. Examples: constant volume, pressure, or en-
tropy processes. 

c. Evaluate each of the variables in the equation. 
i. Draw a box around all the variables in the equation that 

can either be specified or measured. 
ii. Circle all new unknowns that have not already been circled. 
iii. Place a parallelogram around the dependent variable. 

d. Moving left to right, for the next circled variable, determine a 
relationship (equation), from the previous five categories in 
4.b, which can be used to solve for it.  

e. Indent one level and enter the equation. Note: Every circled 
variable from the same equation will have the same level of in-
dentation. 

f. Repeat steps (c) through (e) until the circled variable of the 
most recent equation can be determined from specified infor-
mation.  

g. Return to the nearest equation containing a circled variable that 
does not yet have an equation and repeat steps (d) through (f). 

h. Continue adding equations until you have an independent 
equation for each unknown variable. At this point the solution 
is complete. 
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5. Create Summaries. 
a. Summarize all the variables, along with their values and asso-

ciated units, which need to be specified or measured. Identify 
the source of the data (e.g., handbook, measurement, etc.). 

b. Create a nomenclature section to define all variables and their 
units. 

6. Perform reality checks. 
a. Check equations for dimensional homogeneity. 
b. For computer solutions, perform sample calculations at one set 

of conditions. 



 

 

APPENDIX B 

OPTIMIZATION OF A VAPOR-
COMPRESSION CYCLE—

BASIC MODEL

Equations Eq. # Var. 

OCTC IC PW= +  1 3 

evap cond compIC IC IC IC= + +  2 6 

evap e uaeIC A C= ×           3 6 

cond c uacIC A C= ×  4 6 

( )1  

comp

comp e

CC W
IC

η

×
=

−

�
 5 7 

/  sW Wη = � �  6 8 

1 2  s r r sW m h m h+ × = ×� � �  7 11 

4 1  e r rQ m h m h+ × = ×� � �  8 12 

4 3h h=  9 13 

( )3 ,410 ,   , 0sat ch f R a T x= =  10 14 

, ,max c sat c aciT T TΔ = −  11 15 

, , ,max c min c max cQ C T= × Δ�  12 17 
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Equations Eq. # Var. 

, /  c c max cQ Qε = � �  13 19 

1 cNTU
c eε −= −   14 20 

,

c c
c

min c

U A
NTU

C

×
=  15 20 

, 3   r g c c rm h Q m h× = + ×�� �  16 21 

( ), ,  410 , , 1g c sat ch f R a T x= =  17 21 

, ,min c p ac acC C m×= �  18 22 

, ( ,  ,  )p ac aci aciC f air T P=  19 22 

1 ,( 410 ,  , 1)sat eh f R a T x= =  20 23 

, ,max e sat e aeiT T TΔ = −  21 24 

, , ,max e min e max eQ C T= × Δ�  22 26 

, /e e max eQ Qε = � �   23 27 

1 eNTU
e eε −= −  24 28 

,

 e e
e

min e

U A
NTU

C

×
=  25 28 

, ,min e p ae aeC C m= × �  26 29 

, ( , , )p ae aei aeiC f air T P=  27 29 

,2 2  ,2( 410 ,  , )s sh f R a P s=  28 31 

( )2 , ,410 ,  sat c sat cP P R a T=  29 31 

,2 1ss s=  30 32 

1 ,   ( 410 , , 1)sat es f R a T x= =     31 32 
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Equations Eq. # Var. 

ocPW OC PA= ×   32 34 

ueOC AE C= ×  33 35 

/W AE OT=�   34 36 

/eQ CL OT=�  35 36 

( )
( )

1      1

1

n

n

marr
PA

marr marr

+ −
=

× +
 36 36 

  



 

 

 

  



 

 

 

APPENDIX C

OPTIMIZATION OF A VAPOR-
COMPRESSION CYCLE—

SIMPLE MODEL 

Equations Equation Number 

OCTC IC PW= +  1 

evap cond compIC IC IC IC= + +  2 

evap e uaeIC A C= ×  3 

cond c uacIC A C= ×  4 

( )1  

comp

comp e

s

CC
IC

η
=

−  5 

ocPW OC PA= ×   6 

ueOC W OT C= × ×�  7 

/ sW Wη = � �  8 

�

1 2  s r r sW m h m h+ × = ×� � �  9 

4 1e r rQ m h m h+ × = ×� � �  10 

4 3h h=  11 

( )3 ,410 ,   , 0sat ch f R a T x= =  12 
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Equations Eq. # Var. 

( ),c c c sat c aciQ U A T T= −�  13 

, 3 r g c c rm h Q m h× = + ×�� �  14 

( ), ,  410 , , 1g c sat ch f R a T x= =  15 

1 ,( 134 ,  , 1)sat eh f R a T x= =     16 

( ),e e e aei sat eQ U A T T= −�  17 

,2 2  ,2( 410 ,  , )s sh f R a P s=  18 

( )2 , ,410 ,  sat c sat cP P R a T=  19 

,2 1ss s=  20 

1 ,   ( 4 ,10 , 1)sat es f R a T x= =     21 

eQ CL / OT=�  22 
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( )
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n
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+ −
=

× +
 23 

  



 

 

NOMENCLATURE

Primary variables 

A is area [m2] 

2H Oair  is moist air 

� is convective heat transfer coefficient [W/m2-°C] 
Bo is Bond number [-] 
C is empirical multiplier or cost 
CL is annual cooling load [kW-hr/yr] 
Cmin is the minimum heat capacity rate one of two fluids in a heat ex-

changer [kW/°C] 
Cp is specific energy at constant pressure of the fluid [kJ/kg-°C] 
COP is the coefficient of performance for the cooling system [-] 
CC is cost coefficient [$] 
D is diameter [m] 
� is change or difference 
�� is change of energy stored within the system with respect to time 
Di is mass diffusivity [m/s] 
e is empirical exponent [-] 
� is the rate of energy transferred to or from the control volume 
ε is the effectiveness of the heat exchanger [kWactual/kWmax] 
� is the isentropic efficiency of the compressor [-] 
F is force [N] 
g is acceleration due to gravity [m/s2] 
gc is the constant of proportionality for Newton’s second law of motion 

[kg-m/N-s2] 
G is mass flux [kg/(s-m2)] 
H is height [m] 
H2O is water vapor treated as an ideal gas 
h is specific enthalpy [kJ/kg] 
IC is the initial cost [$] 
k is thermal conductivity [W/m-°C] 



76 • NOMENCLATURE  

 

L is length [m] 
λ is the convective mass transfer coefficient [m/s] 
m is an intermediate variable used to calculate fin efficiency [1/m] 
marr is the client’s minimum acceptable rate of return [-] 
m�  is mass flow rate [kg/s] 

μ is the dynamic viscosity of the fluid [kg/m-s] 
N is number [-] 
n is the expected life of the system [years] 
NTU is the number of heat transfer units [-] 
	 is kinematic viscosity [m2/s] 
Nu is Nusselt number [-] 
OC is the annual operating cost [$/yr] 
� absolute humidity ratio [kgv/kga] 
OT is the annual operating time [hrs/yr] 
P is pressure [kPa] 
PA is the discount factor for bringing a uniform series of annual expendi-

tures to present worth [yrs] 
pe is specific potential energy [kJ/kg] 
Per is perimeter [m] 
Pr is Prandtl number [-] 
PW is the present worth [$] 

Q�  is the rate of heat transfer [kW] 

r is radius [m] 
R134a is refrigerant 
R410a is refrigerant 
R is thermal resistance [°C/kW] 
Re is Reynolds number [-] 
RH is relative humidity [-] 

 is density [kg/m3] for fluids or [1/m] for fins 
Rock-limestone is the material used to account for the effects of fouling 
s is specific entropy [kJ/kg-K] 
Sc is Schmidt number [-] 
� is surface tension [N/m] 
Sp is spacing [m] 
T is temperature [°C] 
TC is the total cost in today’s dollars of the air conditioning system over 

its lifetime [$] 
th is thickness [m] 
U is the overall heat transfer coefficient of the heat exchanger [kW/m2-°C] 
V is velocity [m/s] 
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V�  is the volumetric flow rate [m3/s] 

W�  is the rate of work or power into the compressor [kW] 

Wi is width [m] 
Xtt is Lockhardt–Martinelli parameter [-] 
x is the quality or vapor mass fraction of a two-phase fluid [kgv/(kgl + kgv)] 

Subcripts 

1 is state-point one at inlet to compressor 
2 is state-point two at inlet to condenser 
3 is state-point three at inlet to expansion device 
4 is state-point four at inlet to evaporator 
a is air 
aci is air at condenser inlet 
ac is air at the condenser 
ae is air at the evaporator 
aei is air at evaporator inlet 
aeo is air at evaporator outlet 
b is the value of a variable for the base case 
Bo is Bond number 
c or cond is condenser 
cc is condenser channel 
comp is compressor 
e or evap is the evaporator 
ec is evaporator channel 
ecr is evaporator channels per row 
ecs is evaporator channel cross-section 
ef is evaporator face 
efi is evaporator fin 
elec is electricity 
exp is experimental 
f is saturated liquid 
fc is fin cross-section 
ffe is free flow for evaporator 
fi is fin 
fo is fouling 
g is saturated vapor 
H is high temperature thermal reservoir 
i is inside 
in is either input or inlet 
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l is liquid 
L is low temperature thermal reservoir 
ll is latent load 
max is maximum 
min is minimum 
mt is mass transfer 
� is exponent identifier for viscosity ratio in Xtt  [Equation 1.90] 
o is outside 
OC is annual operating costs 
out is out of system 
Pr is Prandtl number 
Pr1 is for exponent for the Pr + 1 term in Equation 1.82 
r is refrigerant 
� is exponent identifier for density ratio in Xtt (Equation 1.90) 
Re is Reynolds number 
s is for the ideal or isentropic process (S = constant) 
sat is saturation 
Sc is Schmidt number 
sl is sensible load 
system is system or component containing the refrigerant 
uac is per unit area of condenser 
uae is per unit area of evaporator 
ue per unit of electricity 
v is vapor 
vei is vapor of water at the evaporator inlet 
1Xtt is exponent for the 1+Xtt terms in Equation 1.82 
xe is exponent for mass fraction ratio in Xtt (Equation 1.90) 



CHAPTER 2 

OPTIMIZATION OF THE 

ENVELOPE AND EQUIPMENT

INTRODUCTION 

In the last chapter, you approached the design of the cooling system from 
the perspective of the original equipment manufacturer. In Chapter 2, your 
focus will be from the perspective of the owner of the conditioned space. 
First, you will learn how to optimize the envelope surrounding the condi-
tioned space, whether the space is a building or vehicle, as well as select-
ing the best cooling and heating equipment. You will understand how to 
take the analysis tools from traditional air-conditioning design courses and 
develop a system of equations which allow you to optimize the thickness 
of insulation in the envelope. Although you will focus on a wall for a 
building, the same technique can be applied to windows, doors, and ceil-
ings with minimal modification. Second, you will see how to take what 
the original equipment manufacturers have to offer and select the best 
cooling system for the application. 

As discussed in the first chapter, the first step in the design process of 
a cooling system you determine the cooling load. For most applications, 
this cooling load is a strong function of the envelope surrounding the  
conditioned space. Before designing the components of the cooling  
system, it is helpful to know the cooling load. A key design variable for 
the envelope is the thickness of the insulation. Too little insulation and 
your energy costs are too high. Too much insulation, you cannot afford to 
build the envelope.  

The scope of Chapter 2 is limited to the optimization of insulation in 
a wall. Chapter 2 does not provide a comprehensive way to calculate the 
cooling load. The details of cooling load calculations are covered  
sufficiently in other textbooks such as Stoecker (1982, Chapter 4) and 



80 • OPTIMIZATION OF COOLING SYSTEMS 

 

Kuehn et al. (1998) as well as handbooks such as American Society  
of Heating, Refrigerating and Air Conditioning Engineers (ASHRAE, 
2013). The same principles used to optimize the wall insulation can be 
easily translated to other components of the envelope such as windows, 
doors, and roofs. Additionally, the scope is limited to the conductance 
through the wall as a result of the temperature difference between the 
outdoor air temperature and the balance point temperature of the condi-
tioned space.  

Typically, when the word optimization is used for an envelope most 
people will assume you would want to minimize the heat transfer rate. The 
heat transfer rate is an unrealistic objective function, since as you add  
additional insulation to the envelope the heat transfer rate through the  
envelope will decrease. The minimum heat transfer will occur when the 
insulation thickness reaches infinity.  

Another objective function which some people like to use is to  
minimize the initial cost. To minimize the initial cost you would eliminate 
the insulation. No insulation will cause the energy costs to be excessive 
over the life of the structure. The best way to minimize the initial cost is 
not to build the structure in the first place. This eliminates not only the 
initial cost but the operating cost as well. It is a win–win situation, unless, 
of course, you, like most people, value comfort and productivity. 

How can the cooling load in kilowatt be compared to insulation 
thickness in millimeter? You will need to convert both to cost to address 
this question. Convert the cooling load to operating cost and insulation 
thickness to initial cost. The insulation thickness not only affects the initial 
cost of the insulation but also the initial cost of the cooling system, heating 
system, and structural materials to support the insulation. You will use 
three tools from heat transfer, regression analysis, and engineering eco-
nomics to do the necessary conversions. Then you will be able to deter-
mine the total life-cycle costs for the system as a function of the design 
variables (i.e., thickness of insulation, efficiency of furnace and COP of 
air conditioners). As you will see later, the relationship between the total 
costs and each of the design variables provides an effective objective 
function for optimization. 

To avoid getting tangled in the branches, limit the analysis to a  
seasonal performance of the heating and cooling systems. Also you may 
be tempted to use an hour-by-hour simulation of the system to obtain the 
best accuracy. At this point, the details of the hourly analysis would  
detract from your primary focus which is the optimization of the envelope.  
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OPTIMIZATION OF INSULATION FOR AN ENVELOPE 

Develop the equations needed for the optimization using the deductive  
problem-solving strategy (Zietlow, 2006). First, determine the primary 
objective of the problem. The objective function needs to be clearly  
defined and quantifiable. For the envelope of a climate-controlled space, the 
primary objective is to determine the optimum insulation thickness for a wall. 
For an optimum to occur there needs to be two forces that compete with each 
other. To discover these forces further problem definition is needed.  

Create a system schematic, as shown in Figure 2.1, to assist in the for-
mulation of the objective function for the problem. The system schematic typi-
cally evolves as you develop the solution. However, the more thorough and 
complete the schematic at the onset, the sooner a solution will be obtained. 
Identify all key variables on the schematic. Also, identify all energy flows. 

Top view of the walls at a height of four feet during the heating season 
reveal the thickness of the insulation and wood support members (th) as 
well as the sheetrock on the inside (ths,o) and siding on the outside (ths,i) of 
the structure. Identify the width of each section (W) along with the width of 
the insulation (Win) and the width of the structural support member, in this 
case, wood (Ww). The furnace with an efficiency of η  consumes energy 
(Epurchased) to produce enough heat (Qout) to offset the heat losses through the 

wood ( ,l wQ� ) and insulation ( ,ilQ� ) to maintain an indoor temperature of Ti 

when the outdoor temperature is To. 

 

 

Figure 2.1a. System schematic of envelope during 
heating season 
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Figure 2.1b. Section View A-A of envelope  
during heating. The section view illustrates the 
height (H ) of the wall.  

In order for the system schematic to be useful, identify the key  
features of the system. To be effective ask yourself some basic questions. 
What is the function of wall insulation? How does the insulation influence the 
initial cost of the system? How does it influence the operating cost of  
the system? The function of insulation is to resist the transfer of heat through 
the envelope between a conditioned space and the outdoors. As the thickness 
of the insulation increases its initial cost also increases. Additionally, a  
structure is needed to hold the insulation in place so as the thickness of the 
insulation increases so does the thickness and cost of the structure. The heat 
which passes through the wall needs to be replaced in order to maintain a  
constant temperature within the conditioned space. A furnace replaces the heat 
in the winter, and a cooling system removes the heat in the summer. As the 
insulation increases the heat transfer rate decreases. Therefore, the size of the 
furnace and cooling system can be reduced along with its initial cost. Finally, 
as the heat transfer rate drops the amount of energy needed throughout the 
year decreases along with its associated operating costs.  

Therefore, the two opposing forces are the costs which increase with 
increasing insulation thickness [the initial cost of the insulation (ICin) and 
wall (ICw)] versus the costs which decrease with increasing insulation 
thickness [the initial cost of the furnace (ICf), the initial cost of the cooling 
system (ICc) and operating cost (OC) for maintaining comfortable  
conditions for the occupants of the building]. See Figure 2.3 for a visual 
representation of these opposing forces. The operating costs occur in the 
future over the life of the structure; therefore, these future costs must  
be converted to their present worth. Now you are able to directly compare 
the present worth of the operating costs (PWOC) with the initial costs. 
These costs are combined in the total costs (TC) of the system which is the 
objective function for this problem as shown in Equation 2.1. 
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 TC = ICin + ICw + ICf + ICc + PWOC  (2.1) 

Once you define the objective function, evaluate each unknown of 
this function systematically. You have already evaluated, on a qualitative 
basis, the relationship between each of these unknowns and the independent 
design variable in the formulation of the system schematic and objective 
function. To quantify these relationships, ask yourself how to go from 
each of the unknowns in the objective function to a measurable quantity. 
Systematically move from left to right in Equation 2.1. Evaluate the first 
unknown or the initial cost of the insulation. To be systematic it is  
important to follow each unknown until all the variables needed to determine 
the unknown can be measured or specified. Equation 2.2 shows how the 
dimensions and unit cost of insulation are used to calculate the initial cost 
of insulation.  

 ICin = H × Win × th × Ns × Ciu (2.2) 

where, 
H is the height of the wall [m] 
Win is the width of the insulation [m] 
th is the thickness of the insulation [m] 
Ns is the number of sections of wall in the building [#] 
Ciu is the cost of insulation per unit volume [$/m3] 

Keep track of the number of equations and unknowns. Tracking will 
help you determine if any additional equations need to be applied to the 
problem. An unknown is a variable that cannot be measured or specified 
directly. In Equation 2.1 there are six unknowns with one equation.  
Therefore, at least five more equations are needed to solve the problem. 
Equation 2.2 provides one of these equations. All the new variables  
introduced in Equation 2.2 are measurable therefore no further equations 
are needed to calculate the initial cost of the insulation. An alternative to  
circling unknowns and boxing known variables, as you did in Chapter 1, is 
to create a table like Table 2.1. Creating a table to track the unknowns and 
equations was introduced by Zietlow (2006). It demonstrates a helpful 
way to track this information and determine if you have a solution to the 
problem. A solution is possible once there is an independent equation for 
each unknown. 

Move to the next variable from Equation 2.1 and create Equation 2.3 
for calculating the initial cost of the wall. 
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Table 2.1. Accounting of equations and unknowns 

Equation Unknown(s) 

Measurable or 
Specified Variables 

[Known] 

Minimum  
Remaining 
Equations  
(Unk − Eq) 

2.1 TC, ICin, ICw, 
ICf, ICc, PWOC 

 6 − 1 = 5 

2.2  H, Win, th, Ns, Ciu 6 − 2 = 4 

2.3  Ww, Cwu 6 − 3 = 3 

2.4 
max,hQ� Cfu, ef, η 7 − 4 = 3 

2.5 Ri, Rs,i, Req, Rs,o, 
Ro 

Tbp, To,min 12 − 5 = 7 

2.6 A hi 13 − 6 = 7 

2.7 W  14 − 7 = 7 

2.8   14 − 8 = 6 

2.9  ths,i, ks,i 14 − 9 = 5 

2.10 Rw, Rin  16 − 10 = 6 

2.11 Aw kw  17 − 11 = 6 

2.12   17 − 12 = 5 

2.13 Ain kin 18 − 13 = 5 

2.14   18 − 14 = 4 

2.15  ths,o, ks,o 18 − 15 = 3 

2.16  oh 18 − 16 = 2 

2.17 
,max cQ� , iCOP  Cua, COP, ea 20 − 17 = 3 

2.18  To,max 20 − 18 = 2 

2.19  Tinside 20 − 19 = 1 
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Equation Unknown(s) 

Measurable or 
Specified Variables 

[Known] 

Minimum  
Remaining 
Equations  
(Unk − Eq) 

2.20 OC, PA  22 − 20 = 2 

2.21 OCh, OCc  24 − 21 = 3 

2.22 Ep Ceuh 25 − 22 = 3 

2.23 Qo  26 − 23 = 3 

2.24 Ql  27 − 24 = 3 

2.25  DDh 27 − 25 = 2 

2.26 Work Ceuc 28 − 26 = 2 

2.27 Qc  29 − 27 = 2 

2.28 Qg  30 − 28 = 2 

2.29  DDc 30 − 29 = 1 

2.30  i,n 30 − 30 = 0 

 ICw = H × Ww × th × Ns × Cwu (2.3) 

where, 
Ww is the width of the wood [m] 
Cwu is the cost of the wall per unit volume [$/m3] 

Up to this point anyone with a high school education can develop the 
equations. However, the next term in Equation 2.1 will require knowledge of 
parameter optimization. The initial cost of the furnace is determined from 
Equation 2.4, which accounts for both the size of the furnace and its efficiency. 
The form of Equation 2.4 was selected so that as the efficiency approaches 100 
percent the initial cost goes to infinity. The multiplier (Cfu) and exponent ( )fe  

are parameters which can be optimized by minimizing the error between the 
output of Equation 2.4 and supplier cost data. The procedure for empirical  
parameter optimization is given in Chapter 1 within the section with the same 
title. An example of how this parameter optimization is performed for the ini-
tial cost of a furnace is given later in this chapter. 

 ( ) ( ), 1
fe

f max hIC Q Cfu η= × −�  (2.4)
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where, 

,max hQ�  is the maximum rate of heat loss for heating [kW] 

Cfu is the unit cost for the furnace [$/kW] 
η  is the efficiency of the furnace in fraction form in contrast to 

percentage [-] 
( )fe is the exponent determined by applying parameter optimization 
to supplier data [-] 

In Equation 2.4, the heat transfer rate cannot be measured directly, so  
add it to the list of unknowns. Apply a thermal resistance network to the wall 
(see Figure 2.2) to determine the rate of heat transfer under design conditions 
as shown in Equation 2.5. One-dimensional, steady-state conditions are  
assumed with heat flow in the direction perpendicular to the wall. 

 
,

,

, ,

bp o min

max h

i s i eq s o o

T T
Q

R R R R R

−
=

+ + + +
�  (2.5) 

where, 
Tbp is the balance point temperature [°C] 
To,min is the minimum outdoor temperature under design conditions [°C] 
Ri is the convective thermal resistance of the air on the inside of the 
wall [°C/kW] 
Rs,i is the conductive thermal resistance of the sheetrock on the inside 
of the wall [°C/kW] 
Req is the equivalent conductive thermal resistance of the insulation 
and wood [°C/kW] 

 

 
Figure 2.2. Thermal resistance network through a composite wall 
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Rs,o is the conductive thermal resistance of the siding on the outside of 
the wall [°C/kW] 
Ro is the convective thermal resistance of the air on the outside of the 
wall [°C/kW] 

The balance point temperature is the outdoor air temperature where 
the heat loss through the envelope equals the heat gain (e.g., lights, equip-
ment, solar radiation, and people) within the structure. Find the balance point 
temperature by repurposing Equation 2.5. Replace the numerator with the 
temperature difference between the thermostat set point and the outdoor 
air temperature. Set the heat transfer rate equal to the rate of heat gains in 
the conditioned space. Solve for the outdoor air temperature to find the 
balance point.  

Next, returning back to the original Equation 2.5, find the minimum 
outdoor air temperature in the ASHRAE Handbook of Fundamentals. For the 
heating season there are two different values which depend on owner’s  
tolerance for maintaining the temperature within the structure. If the interior 
temperature needs to be maintained 99.6 percent of the time, then use the 
lower outdoor temperature. Otherwise, the higher outdoor temperature will 
maintain the interior temperature 99.0 percent of the time. 

Equation 2.5 introduces five new unknowns with the thermal  
resistances. In Table 2.1, there are now twelve unknowns at this point with 
only five equations. At least seven more equations are needed to determine 
the total life-cycle cost. Systematically, moving from left to right in  
Equation 2.5, Newton’s law of cooling and Ohm’s analogy will provide 
one of the equations for the inside thermal resistance of the air as shown in 
Equation 2.6. Cengel (2007, pp. 133–134) provides an excellent review of 
the application of Ohm’s analogy to Newton’s law of cooling. 

 
1

i
i

R
h A

=  (2.6) 

where, 
hi is the convective heat transfer coefficient on the inside surface of 
the wall [kW/m2-°C] 
A is the total area the wall normal to the direction of heat transfer [m2] 

For Equation 2.6 the area is not directly measured, therefore, count it as 
an unknown and write an additional equation using geometry as shown in 
Equation 2.7. The convective heat transfer coefficient was not counted as an 
unknown since the ASHRAE Handbook of Fundamentals (ASHRAE, 2001, 
p. 25.2 [Table 1: Surface Conductances and Resistances for Air]) has a table 
which covers this geometry and operating conditions.  
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You may be tempted to use an empirical correlation for the convec-
tive heat transfer coefficient to make the heat transfer model more general. 
But you will find when the results of the sensitivity analysis are presented 
in Figure 2.9 that this will add unnecessary complexity to the model with 
negligible improvement in accuracy. Looking at it from a theoretical stand-
point, the thermal resistance of the insulation is much greater than the 
convective resistances on either side of the wall. Therefore, the convection 
resistances will have little impact on the overall heat transfer rate and in 
turn the operating costs. 

From geometry, in particular the area of a rectangle, determine the 
cross-sectional area of the structure’s envelope. 

 A = H × W × Ns (2.7) 

where, 
W is the width of each section which is composed of wood and 
insulation as given in Equation 2.8. 

 W = Ww + Win (2.8) 

Now with Equation 2.8, all the variables for the first unknown from 
Equation 2.5 have been specified. Next evaluate the second unknown 
(Rs,i). Fourier’s law of conduction along with Ohm’s analogy provides the 
bridge between variables which are able to be measured or specified and 
this unknown as shown in Equation 2.9. Again, Cengel (2007, pp. 133–134) 
provides an excellent review of applying Ohm’s analogy to Fourier’s law 
of conduction. 

 
,

,

,
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=  (2.9) 

where, 
ths,i is the thickness of sheetrock on the inside surface [m] 
ks,i is the thermal conductivity of sheetrock on the inside surface 
[kW/m-°C] 

For the third unknown from Equation 2.5 there are two different materials, 
insulation and wood, through which the heat is being transferred in parallel. 
The electrical resistance analogy for two resistances in parallel provides an 
equation to account for this case as shown in Equation 2.10. For a review of the 
derivation of Equation 2.10 please refer to Cengel (2007, p. 147). 
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+  (2.10) 

where, 
Rw is the thermal resistance of the wood studs [°C/kW] 
Rin is the thermal resistance of the insulation [°C/kW] 

Since both of these resistances are conduction resistances reapply Ohm’s 
law to Fourier’s law of conduction. This produces Equations 2.11 and 2.13. 

 w
w w

th
R

k A
=

 (2.11) 

where, 
kw is the thermal conductivity of the wood [kW/m-°C] 
Aw is the area of the wood normal to the direction of heat flow [m2] 

Use geometry to calculate the area as seen in Equation 2.12. 

 Aw = H × Ww × Ns (2.12) 

 in
in in

th
R

k A
=

 (2.13) 

where, 
kin is the thermal conductivity of the insulation [kW/m-°C] 
Ain is the area of the insulation normal to the direction of heat flow 
[m2] 

Use geometry to determine the area of insulation as shown in Equation 
2.14. 

 Ain = H × Win × Ns (2.14) 

The next unknown in Equation 2.5, Rs,o, can now be evaluated since 
all the variables related to the equivalent resistance, Req, can be measured 
or specified. Just as with Rs,i, apply Fourier’s law of conduction to the out-
side layer of siding. 

 
,

,
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s o
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where, 
ths,o is the thickness of siding on the outside [m] 
ks,o is the thermal conductivity of siding on the outside [kW/m-°C] 

To complete Equation 2.5, evaluate the last unknown, the convective 
thermal resistance of the outdoor air, (Ro), using Newton’s law of cooling 
and Ohm’s analogy.  

 
1

o
o

R
h A

=  (2.16) 

where, 
ho is the convective heat transfer coefficient on the outside surface of 
the wall [kW/m2-°C] 

With the last variable from Equation 2.5 specified, calculate the maxi-
mum heat transfer rate for heating using Equations 2.5 to 2.16. This in turn 
allows you to evaluate the initial cost of the furnace using Equation 2.4.  
Return to Equation 2.1 where the next variable is the initial cost of the air-
conditioning system. The initial cost (ICc) is a function of the size, or cooling 
capacity, of the cooling system and its coefficient of performance (COP). As 
the COP approaches the ideal or Carnot COP ( iCOP ) the initial cost  

approaches infinity. The form of the equation which captures both the effect 
of the capacity and COP on initial cost is given in Equation 2.17. For this  
empirical relationship, determine the multiplier (Cua) and exponent (ea) using 
parameter optimization techniques on supplier’s data. This process is  
similar to the one used to determine the empirical parameters for Equation 2.4 
where the initial cost of the furnace is calculated. Assume steady-state condi-
tions so that the rate of heat transferred to the evaporator of the air conditioner 
equals the maximum rate of heat gain through the envelope to determine the 
size of the air conditioner. 

 [ ],
a

c max c e

i

Cua
IC Q

COP COP
=

−
�

 (2.17) 

where, 

,max cQ� is the maximum rate of heat gain through the envelope [kW] 

Cua is the empirical multiplier relating capacity to initial cost [$/kW] 

iCOP is the ideal or Carnot COP 

COP is the coefficient of performance of the air-conditioning  
system [-] 
ea is the empirical exponent relating performance to initial cost [-] 
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Determine the maximum rate of heat transfer through the walls by  
using Ohm’s analogy for a design day from the cooling season. This is 
similar to determining the size of the furnace, Equation 2.5, except the 
heat is flowing from the outside to the inside. For simplicity, assume 
moisture transfer, and air exchanges are negligible. Refer to Stoecker 
(1982, Chapter 4), Kuehn (1998) or ASHRAE (2013) for details on how to  
perform a complete cooling load analysis. 
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where, 

,o maxT  is the maximum outdoor air temperature at design conditions [ ]C°  

The relationship between the Carnot COP and the temperatures of the 
thermal reservoirs was developed using a practical approach by Zietlow 
(2014) and is given in Equation 2.19. 
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The temperatures of the thermal reservoirs are the indoor temperature of 
the air which is set by the control system (i.e., thermostat) and the outdoor 
temperature of the air at design conditions (i.e., maximum outdoor tempera-
ture). The Handbook of Fundamentals by ASHRAE (2009, Appendix to 
Chapter 14 entitled, “Design Conditions for Selected Locations”) has values 
for the design temperature for locations throughout the world. The Handbook 
reports three values depending on the performance requirements of the air-
conditioning system during hot weather. The best performing system will not 
meet the cooling requirements only 0.4 percent of the time. The next best  
system will not meet cooling requirements 1.0 percent of the time. Finally, the 
lowest performing system will not meet requirements 2.0 percent of the time. 

This leaves the last unknown in Equation 2.1, the present worth of 
operating cost. Multiply the annual operating cost (OC) by the discount 
factor (PA) as shown in Equation 2.20. The discount factor takes a uni-
form distribution of expenditures and brings them up to today’s value (see 
Figure 1.8 in Chapter 1). This allows direct comparison of the operating 
costs with the initial cost. Otherwise, the operating cost cannot be  
accurately compared because typically future money is less valuable than  
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today’s money. For the distribution of expenditures to be uniform, you 
need to assume fuel prices do not escalate; the heat exchanger surfaces 
remain free of scale build up, and the efficiencies of the fans and compres-
sor stay constant. Since all of these assumptions are unlikely you may 
want to increase energy costs above the current prices to account for these 
factors. Later in the chapter you will perform a sensitivity analysis to find 
how sensitive the optimum insulation thickness is to energy costs. 

 OCPW OC PA= ×  (2.20) 

where, 
OC is the annual operating costs [$/yr] 
PA is the discount factor for a uniform distribution of expenditures [yr] 

In Equation 2.20 you assume the lives of the furnace and air condi-
tioner are the same. Typically, the life of an air-conditioning system is 15 
years and a furnace is 18 years (ASHRAE Applications Handbook). 
Therefore, truncate the analysis to the shorter life, in this case 15 years. 
This will keep the analysis relatively simple without sacrificing much  
accuracy since the discount factor (PA) varies by only 7 percent between 
year 15 and 18 with a time value of money equal to 10 percent. For other 
optimization problems you may find the typical service life of other pieces 
of heating, ventilating, and air-conditioning (HVAC) equipment in the 
same table of the ASHRAE Applications Handbook (ASHRAE, 2007,  
p. 36.3 [Table 4: Comparison of Service Life Estimates]). 

Last, assume maintenance costs are not a function of the thickness of 
the insulation. Since most maintenance for walls are performed at the  
surfaces of the wall, which are independent of the insulation, it is reasona-
ble to assume changes in maintenance costs are negligible with respect to 
insulation thickness. 

Sum the energy costs for heating (OCh) and cooling (OCc) as shown 
in Equation 2.21 to find the annual operating costs. You need to assume 
again the lives of both systems are the same to use Equation 2.21. 

 h cOC OC OC= +  (2.21) 

Multiply the total energy purchased for the furnace with the cost of 
energy on a unit basis for the heating fuel to obtain the operating costs for 
the furnace as shown in Equation 2.22.  

 h p hOC E Ceu= ×  (2.22) 
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where, 

pE  is the energy purchased for the furnace over the heating season 

[kW-hr/yr] 
Ceuh is the unit cost of fuel [$/kWh] 

Use the definition of efficiency, useful result over required input, to 
determine the energy purchased. 

 
o

p

Q

E
η =  (2.23) 

where, 
η  is the efficiency of the heating system [kWout/kWin] 

oQ  is the heat output of the furnace over a typical heating season 
[kW-hr/yr] 

Next, find the heat output of the furnace using the conservation of  
energy applied to the conditioned space. The heat output of the furnace is 
lost through the wall ( lQ ) over the heating season. The change in energy 

stored is zero since the conditioned space is maintained at a constant  
temperature. 

 o lQ Q=   (2.24) 

Apply a thermal resistance network to the wall to determine the heat 
transferred through the wall over the heating season as it was in Equation 2.5. 
To account for the annual energy consumption the temperature difference,  

( obpT T− ) for each day of the heating season is summed through the year to 

yield degree-days (DDh). Where oT  is the average outdoor temperature for 

the day. Multiply temperature difference by time, in this case one day, so the 
result is units of energy rather than rate of energy. 
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where, 

hDD  is the number of degree-days during the heating season [°C-day/yr] 

lQ is the energy loss through the walls over the heating season  

[kW-hr/yr] 
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For the air-conditioning system, the work (Work ) into the compressor 
typically requires electrical energy. Take the product of the work and cost per 
unit of electrical energy ( cCeu ) to determine the operating costs for cooling. 

 c cOC Work Ceu= ×  (2.26) 

where, 
Work is the electrical energy into the compressor over the cooling 

season [kW-hr/yr] 
Ceuc is the cost per unit of electrical energy [$/kW-hr] 

Use the definition of COP to find Work as shown in Equation 2.27. In 
general, the COP is the useful effect divided by the required input. In this case, 
the COP is the cooling energy produced by the air-conditioning system divided 
by the Work done to the compressor. Of course anyone with a high COP will 
have to work less to accomplish the same results, this is especially useful for a 
great work–life balance. On the other hand, in a competitive job market the 
higher your COP the more you can accomplish for the same amount of work.  

 cQ
COP

Work
=  (2.27) 

Use the conservation of energy for the conditioned space to find the 
cooling energy ( cQ ). Since the temperature of the space is held constant 

the change in stored energy within the space is zero. Therefore, the cool-
ing energy equals the energy gain ( gQ ) through the walls over the entire 

cooling season as shown in Equation 2.28. 

 c gQ Q=   (2.28) 

Determine the energy gain in a way similar to heat loss in Equation 2.25 
except the direction of heat transfer is into the conditioned space. From daily 

weather data, sum the driving potential ( o bpT T− ) over the cooling season to 

determine the cooling degree-days (DDc). To keep the analysis simple consider 
only conduction heat transfer so the thermal resistances are the same as they 
were in the heating analysis. Solar radiation heat gains should be included in 
the calculation of the balance point temperature. Equation 2.29 is the result. 
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where, 
Qg is the heat gain into the conditioned space over the cooling season 
in (kW-hr/yr). 
DDc are the cooling degree-days summed over the cooling season  
(C-day/yr) 

Use the discount factor (PA) for an annual series from Engineering 
Economics as shown in Equation 2.30. 

 [ ]
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where, 
i is the time value of money [$interest/$principal] 
n is the number of annual payments over the life of the insulation [#] 

You can now solve the problem since each unknown has an independent 
equation associated with it as shown in Table 2.1. You are able to measure 
or specify all the remaining variables. In summary, for the deductive prob-
lem-solving strategy, start with the objective and develop the equations 
while systematically analyzing each of the unknowns until all the independent 
equations have been identified and all the remaining variables can be meas-
ured or specified. Distinguishing the unknowns from variables which can be 
specified or measured as displayed in Table 2.1 is an important aspect of the 
method. You need experience and common sense to be able to separate 
these variables. Knowledge of instrumentation and sources of reference 
information are key components you need to distinguish between known 
and unknown variables.  

Calculate the first solution of these equations or the base case. The 
base case is the most probable case, using the data and assumptions at the 
time of the solution. Table 2.2 gives the values and sources for all the 
measured or specified variables for the example problem. The only varia-
ble excluded from this table is the thickness of the insulation, th, which is 
the design variable which is specified over a range sufficient to contain the 
minimum total life-cycle costs. 

Select a building with a design cooling load of 10.6 kW located in 
Chicago, IL, for the base case. Determine the energy costs based on data 
collected from residential energy bills in the Chicago area in 2014. Collect 
the initial costs for materials from suppliers. Base the initial costs for the 
furnace and air conditioner on data from websites. Refer to the section of 
this chapter entitled “Parameter Optimization for Initial Costs” to see how 
these cost data were incorporated into the analysis. 



96 • OPTIMIZATION OF COOLING SYSTEMS 

 

Table 2.2. Specified variables for envelope and equipment analysis base 
case conditions 

Variable 
Base 

Value Units Source 
Sensitivity 

[%] Rank 

Ceuc,b 0.123 [$/kW-hr] Supplier 2.8 19 

Ceuh,b 0.03 [$/kW-hr] Supplier 24.7    8 

Cfub 14.6 [$/kW] Parameter 
optimization 

1.6 21 

Ciub 23 [$/m3] Supplier 12.6 11 

COPb 4.0 [kWcool/kWin] AC  
optimization 

3.2 17 

Cuab 4,650 [$/(Btu/hr)] Supplier 2.8 19 

Cwub 305 [$/m3] Supplier 10.2 12 

DDcb 468 [°C-day/yr] Weather data 2.8 19 

DDhb 3,506 [°C-day/yr] Weather data 24.7  8 

eab 4.06 [-] Parameter 
optimization 

482.0   1 

efb 0.5533 [-] Parameter 
optimization 

2.8 19 

bη  0.9 [kWout/kWin] Furnace  
optimization

36.6  5 

Hb 3 [m] Drawings 50.0   4 

hi,b 0.005 [kW/m2-°C] Handbook 3.4 16 

ho,b 0.01 [kW/m2-°C] Handbook 1.7 20 

ib 0.1 [$interest/$principal] Stock market 33.0   6 

kin,b 0.000034 [kW/m-°C] Handbook 9.0 13 

ksi,b 0.00017 [kW/m-°C] Handbook 6.1 15 

kso,b 0.00017 [kW/m-°C] Handbook 6.1 15 
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Variable 
Base 

Value Units Source 
Sensitivity 

[%] Rank 

kw,b 0.0008 [kW/m-°C] Handbook 13.8 10 

nb 40 [#] Handbook 6.6 14 

Ns,b 1,888 [#] Drawings 50.0   4 

Tbp,b  18.33 [°C] Energy  
analysis 

104.0   3 

thsi,b 0.06 [m] Drawings 3.0 18 

thso,b 0.06 [m] Drawings 3.0 18 

Tinside,b 18.33 [°C] Thermostat 
setpoint 

104.0   3 

To,max,b 33.3 [°C] Weather data 378.4   2 

To,min,b −20 [°C] Weather data 0.8 22 

Win,b 0.4 [m] Drawings 29.6   7 

Ww,b 0.025 [m] Drawings 23.2   9 

 
Vary the design variable, insulation thickness, and solve the set of equa-

tions. Use the plot shown in Figure 2.3 to locate the minimum total life-cycle 
costs of the entire system. For the base case, the optimum thickness for the 
insulation is 0.19 meters or 7.5 inches. Numerically, the optimum is found by 
using a univariant optimization routine, specifically golden section, which 
searches for the minimum present worth of the total costs by varying the 
thickness of the insulation. An astute observer realizes there is a significant 
amount of uncertainty in each of the variables which are specified in Table 2.2. 
For example it is impossible to predict what fuel costs will be for the next 
forty years. Or for that matter, will the furnace and insulation for any particu-
lar building endure for that length of time? Therefore, another useful tool for 
the design engineer is the sensitivity analysis. 

Hold all the specified variables at a constant value except one to  
conduct sensitivity analysis. Exercise the independent variable over a 
range to determine how sensitive the result is to the variable. The result in 
this analysis is the minimum total life-cycle costs. It is particularly useful 
if you present the independent variable in a nondimensional form.  You can 
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Figure 2.3. Detailed costs, in today’s dollars, as a function of insulation thickness 
(EES, 2014) 

then assess the relative sensitivity between the different variables. One 
way to nondimensionalize is to calculate the value of the variable as a 
percent difference from the base case as shown in Equation 2.31. 

 
( ) 100b

b

SV SV
P

SV

− ×
=  (2.31) 

where, 
SV is the specified variable (e.g., Ceu, n, etc.) 
SVb is the value of the specified variable at the base case as given in  
Table 2.2 
P is the percentage change from the base case [%] 

Figures 2.4 through 2.9 contain the results of the sensitivity analysis 
for the specified variables in this problem. As the specified variable 
changes, the optimum (minimum) total life-cycle costs are determined. 
The steeper the slope of the lines, the more sensitive the total costs and the 
corresponding insulation thickness is to the specified variable. Please note: 
From one figure to the next, in sequential order, the range of the scale 
decreases. Each progressive figure displays the trends of variables that are 
less sensitive than the previous figure. The range of the scale is reduced so 
it is easy to distinguish the effect of one variable from another. 
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Figure 2.4. Nondimensional sensitivity analysis results—maximum (EES, 2014) 

 

 
Figure 2.5. Nondimensional sensitivity analysis results—high (EES, 2014) 

From Figure 2.4 it is clear the optimum insulation thickness is most sensi-
tive to changes in exponent for the initial cost of the air conditioner (ea) and 
the maximum outside air temperature (To,max). For a fifty percent change from 
the baseline case each of these variables produced a 480 and 380 percent  
increase, respectively, in the total cost at the optimum thickness. In contrast 
the cost coefficient of the furnace (Cfu) and the outdoor convective heat trans-
fer coefficient (ho) had little influence on the optimum insulation thickness and 
the associated cost as seen in Figure 2.9.  
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Figure 2.6. Nondimensional sensitivity analysis results—moderately high 
(EES, 2014) 

 

 
Figure 2.7. Nondimensional sensitivity analysis results—moderately low  
(EES, 2014) 

The last column of Table 2.2 contains the rank of the sensitivity of the  
total cost to the specified variable. The key benefit of this rank is it provides a 
priority for how much effort to spend in improving the accuracy of the input 
value. You will need to spend significantly more effort on the specified varia-
bles with a high sensitivity (rank = 1) than those with a low (rank = 22). 
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Figure 2.8. Nondimensional sensitivity analysis results—low (EES, 2014) 

 

 
Figure 2.9. Nondimensional sensitivity analysis results—minimum (EES, 2014) 

You have seen the benefits of sensitivity analysis and how to interpret 
the results. You have seen how converting the independent variable to 
nondimensional form allows you to compare one variable to another. Use 
caution when applying the results of the sensitivity analysis to other appli-
cations because the results are unique to the example presented. Therefore, 
the rank of the variables may change for different envelopes in different 
locations. 
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PARAMETER OPTIMIZATION FOR INITIAL COST 

Earlier, Equations 2.4 and 2.17 were presented to determine the initial cost 
of either the furnace or the air conditioner, respectively, as a function of size 
and performance. In this section you will see an example of how to con-
duct an optimization of the parameters (a multiplier and an exponent) for 
these initial cost equations. First, collect data from the supplier, this is the 
experimental data. Table 2.3 contains the sample of initial cost data for the 
furnace used. 

Table 2.3. Initial cost data for a furnace 

Experiment [#] Capacity [kW] Efficiency [-] Initial Cost [$] 

1 11.72 0.80 535 

2 17.58 0.80 650 

3 23.45 0.80 850 

4 29.31 0.80 975 

5 35.17 0.80 1,100 

6 11.72 0.95 1,150 

7 17.58 0.95 1,250 

8 23.45 0.95 1,748 

9 29.31 0.95 2,150 

10 35.17 0.95 2,650 

(http://www.furnacepriceguides.com/gas-furnace/. Accessed 1/17/14) 

To perform a parameter optimization, enter an initial guess for the 
empirical parameters (C and e) and specify the total number of experi-
mental data points (n) as shown in Figure 2.10. Set the index to one, and 
then input the experimental data you collected from the supplier(s). For 
each set of data, calculate a corresponding value of the initial cost using 
the model in Equation 2.4 or 2.17 for the furnace or air conditioner,  
respectively.   Determine how close the model is to the experiment by  
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Figure 2.10. Parameter optimization flow chart 

calculating the difference. Sum all the squares of the difference, divide by 
the number of data points and compute the square root. This yields the 
root mean square (rms) error, which is the objective function of the  
parameter optimization. If the rms error is not at a minimum, generate new 
empirical parameters using an optimization algorithm and repeat the pro-
cess until the rms error is at a minimum. 

where, 
n is the number of data points 
i is the index tracking each data point 
Size is the extent of the equipment measured in rate of heat transfer [kW] 
η  is the efficiency of the equipment [-] 
ICe is the experimental data of initial cost [$] 
ICm is the model predicting initial cost [$] 
C is the empirical multiplier 
e is the empirical exponent 
diff is the difference between the model compared to the experiment 
RMS is the root mean square error between the model and the 
experiment 
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Figure 2.11. Initial cost of furnaces: model and experiment (EES, 2014) 

 

 

Figure 2.12. Percent error in model of initial cost for furnace (EES, 2014) 

Plot the difference of initial cost between the model and experiment, 
as shown in Figure 2.11, as a function of the experimental initial cost to 
determine if the differences are within an acceptable range. If not, you may 



OPTIMIZATION OF THE ENVELOPE AND EQUIPMENT • 105 

 

need to either collect more experimental data, in this case supplier quotes, 
or develop another model form.  Another useful way to present the error 
data is shown in Figure 2.12. 

Out of ten data points, all but two data points are within ±15 percent 
of the experimental data. These two points occur when the capacity of the 
furnace drops below 15 kW. When you drop these two points the model is 
reasonably accurate.  

Initial cost data were also collected for a range of cooling systems as 
shown in Table 2.4. These data were then used to perform parameter  
optimization with Equation 2.17. The results of the model, Equation 2.17 
with optimized parameters, were compared to the experimental data from 
Table 2.4 in Figure 2.8. 

Table 2.4. Initial cost data for cooling systems 

Experiment [#] Capacity [BTU/hr] SEER [BTU/W-hr] Cost [$] 

1 24,000 13 2,229 

2 24,000 18 2,254 

3 36,000 13 2,529 

4 36,000 13 2,299 

5 36,000 18 3,500 

6 36,000 18 4,068 

7 48,000 13 3,100 

8 48,000 13 3,146 

9 48,000 13 2,899 

10 48,000 18 4,575 

Figure 2.13 shows how the supplier data contained in Table 2.4 compares 
with the model.  Out of the ten cost data points the model predicts nine initial 
costs within fifteen percent error as shown in Figure 2.14. The one outlier is 
for the air conditioner with the lowest capacity and lowest COP. 
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Figure 2.13. Initial cost of cooling systems: model and experiment (EES, 2014) 

 

 

Figure 2.14. Percent error for model of initial cost for cooling systems (EES, 2014) 

OPTIMUM COOLING SYSTEM 

So far in Chapter Two you have assumed the COP is constant at a baseline 
value of 4.0 as you varied the insulation thickness. Another valuable  
analysis is to vary the COP keeping the insulation thickness constant.  
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Figure 2.15 shows the result of this variation of COP on the relevant costs. 
This type of analysis is valuable for the owner of the conditioned space. It 
differs from the original equipment manufacturers’ analysis presented in 
Chapter One since the design variables, which cause the change in COP, 
are not directly connected to the optimization. 

In Chicago, IL there are seven and one half times more heating  
degree-days than cooling. Using the same baseline holding the insulation 
thickness constant the COP was varied to find the minimum total cost.  

Compared to the optimization of insulation thickness in Figure 2.3 the 
COP dropped from a baseline of 4.0 to the optimum of 3.886. The total 
cost (TC) dropped from $43,764 by three dollars. The next step would be 
to take this new optimum COP of 3.886 and rerun the insulation thickness 
optimum. It turns out for this case the optimum insulation thickness  
remains unchanged at 0.19 m. This analysis assumes the cooling system 
lasts as long as the insulation or 40 years. If the cooling system only lasted 
15 years then the optimum COP would be 3.59. The reason the optimum 
COP drops with the shorter life is because it needs to be replaced sooner. 
More frequent replacement places a higher weight on the initial cost of the 
system compared to the operating cost. The optimum insulation thickness 
remains at 0.19 m even when the COP of 3.59, based on the 15 year life, is 
used. Practically, you will need to replace the cooling system twice during 
the life of the building envelope. 

 

 
Figure 2.15. Optimum cooling system for Chicago, IL (EES, 2014) 
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In an application with a larger cooling load along with a larger differ-
ence between the baseline and optimum COP you may need to perform a 
few iterations using this sequential approach. Using a multivariate optimiza-
tion routine will enable you to converge on not only the optimum insulation 
thickness and COP but also the optimum furnace efficiency. 

Using a multivariate optimization routine changes the furnace efficiency 
from a baseline of 90 to 93.5 percent for a 15-year life for the furnace. This 
change in furnace efficiency was not enough to affect the optimum insulation 
thickness or the COP of the cooling system. The new furnace efficiency  
reduces the total costs down by $370 to $43,394. Now you, the owner of the 
conditioned space, are ready to specify the key energy related targets for the 
bid documents. The competitive bidding process will help to bring the initial 
cost down without losing ground on the operating costs. 

CHAPTER SUMMARY 

In this chapter you have applied optimization techniques to the envelope 
of a structure whose purpose is to maintain a conditioned environment. 
The analysis was restricted to a wall of a structure. Your selection of the 
objective function required the use of tools you learned not only in heat 
transfer but also in engineering economics. Using the total life-cycle costs 
enabled you to account for the trade-offs between the initial and operating 
costs. Both costs are affected by the design variable which is the thickness 
of the insulation. You found the insulation thickness not only affected the 
initial cost of the insulation but also the initial cost of the structure,  
furnace, and air conditioner. 

After performing a parameter optimization of the initial costs of the 
heating and cooling systems as both a function of size and efficiency you 
now have the capability to expand your optimization to the COP and effi-
ciency of these systems. This analysis is useful at the owner’s level of 
analysis. Hopefully, the original equipment manufacturer did their home-
work and applied the principles of optimization given in Chapter One. If 
so, then the owner should have available to them the equipment at the 
optimum level of efficiency. 

You have applied the deductive problem-solving strategy, which provides 
structure to open-ended problems, to another component of the design process. 
The optimization of wall insulation is the type of open-ended problem engi-
neers encounter in the workplace. Unfortunately, open-ended problems are 
more challenging to solve than typical textbook problems where all the neces-
sary inputs are provided. The deductive approach is a useful tool to aid you in 
achieving a successful solution and developing your creativity in the process 
since open-ended problems promote creativity.  
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The deductive method is summarized in Appendix A of Chapter 1 and is 
applied to the optimization of insulation. Instead of boxing and circling varia-
bles to track the unknowns a table was used to account for the number of  
unknowns and associated equations. The extra work involved in tracking vari-
ables using the table illustrates the value of boxing and circling variables. 

You will find the deductive approach a useful tool to solve open-ended 
problems. The majority of students who have learned this method recog-
nize the benefits of this systematic approach. These benefits include 
providing a starting point for the solution of a complex problem, assistance 
in breaking the problem down into manageable parts, and leading one to 
the next step in the solution. Many students report that they use this method 
to assist them in solving problems in other classes. 

If you are an educator, consider introducing more open-ended problems 
in the undergraduate experience. Provide the students with instruction on 
the deductive approach to equip them to solve these challenging problems. 
If you teach heat transfer or air-conditioning classes use this sample prob-
lem in the class. For other classes the textbook problems can be adapted 
for this strategy by removing the specified inputs. Finally, if you design 
buildings be sure to spend adequate time securing accurate (<10 percent 
uncertainty) data for the exponent parameter of the initial cost function for 
the cooling system the maximum outdoor air temperature and the indoor 
air temperature since the optimum is most sensitive to these inputs.  

Once a solution is achieved, most design engineers realize that  
the specified variables have uncertainty. Uncertainty is higher when you 
introduce economics into the solution. It is important to assess the impact 
of this uncertainty on the solution. Sensitivity analysis is one way to compare 
how each of the variables influences the solution. It allows the specified 
variables to be prioritized. Then you can allocate the time necessary to 
achieve the accuracy required to gain confidence in the solution. For the 
more volatile variables such as cost and time value of money, predict the 
average value over the life of the system. 

PROBLEMS 

2.1 Determine the optimum COP of the cooling system, efficiency of the 
furnace, and thickness of the insulation for the walls of a conditioned 
space located in Tucson, AZ. Except for the design temperatures and 
degree-days assume all the other inputs are the same as the ones used 
in the analysis performed in Chapter 2. Plot the initial, present worth  
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 of the operating and total costs as a function of each of the three de-
sign variables, insulation thickness, cooling system COP, and heating 
system efficiency. How do the results compare with the same condi-
tioned space in Chicago, IL? Why are the optimums different? 

2.2 Perform a sensitivity analysis for each of the independent variables 
used in the optimization for the conditioned space located in Tucson, 
AZ. Compared to Chicago does the rank order of the significance of 
the variables change? If so, what causes the order to change? 

2.3 The initial costs for the heating and cooling systems just doubled. 
Redo the parameter optimization for the initial cost functions for 
these systems. How does this affect the analysis for Chicago? 
How does it affect the analysis for Tucson? 

2.4 Your building envelop has significant internal heat gains which drops 
the balance point temperature down to 10°C. After adjusting the de-
gree-days for the new balance point how is the analysis in Chicago 
affected where the cooling degree-days (CDD) = 1,408 and the heat-
ing degree-days (HDD) = 1,477? How does it affect the analysis in 
Tucson where the adjusted CDD = 3,940 and HDD = 231? 
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NOMENCLATURE 

Primary variables 

A is area 
Ceuc is the cost per unit of electrical energy  
Ceuh is the unit cost of fuel  
Cfu is the unit cost for the furnace  
Ciu is the cost of insulation per unit volume 
COP is the coefficient of performance of the air-conditioning system 

iCOP is the ideal or Carnot COP 

Cua is the empirical multiplier relating capacity to initial cost for the air 

conditioner 
Cwu is the cost of the wall per unit volume 
DD  is the number of degree-days  
ea is the empirical exponent relating performance to initial cost for the air 
conditioner 
ef is the exponent determined by applying parameter optimization to 
supplier data for the furnace 

pE  is the energy purchased for the furnace over the heating season  

η  is the efficiency of the furnace 

h is the convective heat transfer coefficient  
H is the height of the wall 
i is the time value of money 
IC is the initial cost  
k is thermal conductivity  
n is the number of annual payments over the life of the insulation 
Ns is the number of sections of wall in the building 
OC is the operating cost 
PA is the discount factor for a uniform distribution of expenditures  
PWOC is the present worth of the operating costs 

lQ is the energy loss through the walls over the heating season 
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oQ  is the heat output of the furnace over a typical heating season  

,max hQ�  is the maximum rate of heat loss for heating  

,max cQ� is the maximum rate of heat gain through the envelope 

Qg is the heat gain into the conditioned space over the cooling season  
R is thermal resistance 
T is temperature 
TC is the total cost of the air conditioner, furnace, and envelope over their 
lifetime 
th is thickness  
W is the width  
Work is the electrical energy into the compressor over the cooling season  

Subscripts 

bp is the balance point 
c is cooling 
eq is equivalent  
f is furnace 
g is gain 
h is heating 
i is inside 
in is insulation 
l is loss  
max is maximum 
min is minimum  
o is outdoor 
s is siding 
w is wood 
 
 
 
 
 
 
 
 
 



CHAPTER 3 

OPTIMIZATION OF CHILLERS

INTRODUCTION 

A chiller is a vapor-compression system which cools water instead of air. 
While water improves the heat transfer in the evaporator, overall perfor-
mance is reduced with the addition of an air-to-water heat exchanger and a 
pump. A chiller is composed of all the components shown in Figure 3.1. 
The heat transferred from the air is typically done in one of two ways. The 
most common way is to circulate the chilled water through a tube-and-fin 
heat exchanger. Another way heat is transferred from the air is to move 
the chilled water through channels within the structure itself. Either way 
will require a temperature difference to accomplish the heat transfer. 

Starting with the analysis of an air conditioning system in Chapter 1, add 
the additional air-to-water heat exchanger or the chilled water heat exchanger. 
A schematic (Figure 3.1) of the system will help you organize the analysis. 
Organization becomes more important as the system increases in complexity. 

The pressure versus enthalpy (P-h) diagram, based on the refrigerant, 
shown in Figure 3.2 also helps you organize the analysis. Superimpose, on 
the P-h diagram, the inlet temperatures of the air entering the chilled water 
heat exchanger and the condenser. The processes of three different size and 
efficiency chiller systems are plotted on the pressure–enthalpy diagram. 

The pressure–enthalpy diagram provides useful insights into the per-
formance of the chiller. The greater the difference between the saturation 
temperature of the refrigerant and the inlet temperature of air the greater 
the irreversibility in heat transfer. The less steep the slope for the com-
pression process, the lower the isentropic efficiency of the compressor. 
Both of these trends lead to a lower coefficient of performance (COP) and 
greater compressor power consumption for the same application. To  
reverse these trends larger heat exchangers and higher efficiency compres-
sors are needed. Both increase the initial cost of the system. As long as the  
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Figure 3.1. Schematic of chilled water system. Starting at the bottom of 

the figure a fan consuming power ( )fW�  is used to circulate air from the 

conditioned space through the air side of the chilled water heat exchanger. 

The chilled water heat exchanger transfers heat ( )cwQ�  from the air to the 

chilled water. The water is circulated with a pump consuming power 

( ).pW�  After leaving the pump the water enters the water side of the evap-

orator where heat ( )eQ�  is rejected to the refrigerant. The refrigerant is 

circulated with a compressor which consumes power ( )W� . After leaving 

the compressor, the heat ( )cQ�  is rejected from the condenser. The refrig-

erant is then expanded with an expansion valve before entering the evapo-

rator. On the air side of the condenser a fan consuming power �( )cfW is 

used to circulate air through the condenser. 

savings in operating costs produce an adequate return on investment,  
larger heat exchangers and more efficient compressors should be used. Please 
note there are significant changes in the size of the heat exchangers (see  
Table 3.1), when moving from the optimum system to the large. In contrast, 
the changes on the pressure–enthalpy diagram (Figure 3.2) are negligible. 
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On the pressure–enthalpy diagram the cycles are plotted for three  
different chillers. All three chillers provide the same amount of cooling at 
1,187 kW. This size chiller can cool approximately 9,500 m2 of office 
space designed to platinum standards established by Leadership in Energy 
and Environmental Design (LEED). The relevant specifications for these 
chillers are contained in Table 3.1. 

Table 3.1. Specifications for a small, optimum, and large chiller 

Chiller 

Area of 

Chilled 

Water Heat 

Exchanger 

[m2] 

Area of  

Evaporator 

[m2] 

Area of 

Condenser

[m2] 

Isentropic 

Efficiency 

of  

Compressor 

[-] 

Compressor 

Power [kW]

Coefficient of 

Performance  

[-] 

Small 987 87 123 0.70 665 1.78 

Optimum 2,604 588 2,180 0.83 295 4.02 

Large 10,803 5,205 192,971 0.99 182 6.52 

From Table 3.1 observe the significant increase, one to two orders of 
magnitude, in heat transfer surface areas required to obtain the 38 percent 
reduction in compressor power when moving from the optimum system to the 
large. The initial cost for the large system is estimated to be over $12 million. 
The optimum system has an initial cost of nearly $150,000. With an annual 
savings of $11,000 it would take over 1,000 years to recover the investment in 
the large system. Conversely, the small system only costs $56,000 initially. In 
this case though, the added investment in the optimum system provides an 
effective return of over 38 percent with an annual savings of nearly $36,000. It 
is a challenge to find that rate of return on any investment. You will find  
details on the chiller model and cost data later in this chapter. 

As noted earlier, the inlet temperatures of air entering the chilled  
water heat exchanger and condenser represent the temperatures of thermal 
reservoirs. For a thermal reservoir a finite amount of heat can be trans-
ferred with minimal effect on the temperature of the fluid. The thermostat 
setting of the conditioned space sets the temperature of the air at the inlet 
to the chilled water heat exchanger. Finding the optimum thermostat setting 
for a given application has many factors which affect the occupants’ 
productivity and are covered in other works. The outdoor climate deter-
mines the temperature of the air entering the condenser. 
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Figure 3.2. Pressure–enthalpy diagram for three different chillers. State-point 
one is the inlet to the compressor, two is the inlet to the condenser, three is the 
inlet to the expansion valve, and four is the inlet to the evaporator (EES, 2014). 

Focus on the heat transfer surface area as your design variable for the 
heat exchangers. As the area of the chilled water heat exchanger increases 
so does the temperature of the water as it approaches the temperature of 
the air. The increase in water temperature lowers the temperature difference 
for transferring the fixed amount of heat from the air. A lower temperature 
difference reduces the irreversibility of the heat transfer. Any reduction in 
irreversibility will increase the performance of the cycle. Better perfor-
mance reduces the power consumption for a fixed amount of cooling. The 
connection between heat transfer surface area and compressor power is 
explained more fully in Chapter One with Equations 1.14 through 1.16. 

The hydraulic diameters of the flow channels on both sides of the  
air-to-water heat exchanger are assumed constant. In the analysis presented in 
Chapter 1 the hydraulic diameter was allowed to vary in order to fix the 
overall heat transfer coefficient (U). Keeping the hydraulic diameter constant, 
a more practical constraint when designing a heat exchanger, requires a 
reduction in flow rate as the area is increased in order to keep the heat 
transfer rate constant. A constant hydraulic diameter complicates the anal-
ysis since the reduction in flow rate will reduce the convective heat transfer 
coefficient as shown in Figure 3.3. 

As the convective heat transfer coefficient drops so does the overall 
heat transfer coefficient. Figure 3.4 demonstrates the impact of increasing 
the heat transfer surface area on both the temperature difference and the  
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Figure 3.3. Relationship between convective heat transfer coefficients and  
area in order to maintain a constant heat transfer rate in the chilled water heat 
exchanger with constant hydraulic diameters (EES, 2014) 

 

 
Figure 3.4. Effect of surface area on temperature difference and overall heat trans-
fer coefficient for constant heat transfer rate and hydraulic diameters (EES, 2014) 

overall heat transfer coefficient while maintaining the cooling rate and the 
hydraulic diameters of the fluid flow paths constant. The decrease in tempera-
ture difference will reduce the irreversibilities in heat transfer thereby  
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increasing the COP of the cycle. You can accurately model the drop in the 
overall heat transfer coefficient using a simple convective heat transfer 
coefficient correlation, as long as it has been validated over a range of  
operating conditions in a similar geometry. 

Currently, you are focused on the heat transfer surface area as your 
design variable. In a heat exchanger though there are many more design 
variables (e.g., fin spacing, tube spacing, tube diameter, etc.) which are 
beyond the scope of this work. To account for these additional variables 
requires the conservation of momentum. Simplifying the analysis by keep-
ing the hydraulic diameter constant you are essentially keeping these other 
design variables constant since the hydraulic diameter is determined by 
the fin spacing, tube spacing, and tube diameter. 

The analysis of the evaporator itself is simpler than it was in the practical 
air conditioning model that was developed in Chapter One, since the moist air 
is replaced with water which eliminates the latent load associated with moist 
air and the film thickness that goes with it. Therefore, the simple air condition-
ing model with a dry evaporator can be quickly adapted for water by replacing 
air properties with water properties on the nonrefrigerant side of the evaporator. 
With this adapted model, you are now able to optimize each of the compo-
nents of the vapor-compression system. But first, the temperature of the 
chilled water at the inlet to the evaporator is needed. This inlet temperature is 
an output of the optimization of the chilled water heat exchanger. 

Well, your victory over the latent load and its associated complexity has 
been short lived because unfortunately, the latent load has been shifted to the 
chilled water heat exchanger. Therefore, the air side of the chilled water heat 
exchanger will need to include the effects of the latent load. The latent load was 
accounted for in the section entitled “Accounting for Condensation of Water 
Vapor” in Chapter One. The analysis of the air-to-water heat exchanger will be 
the same except for two details. On the waterside for any finite flow rate the 
temperature of the water will increase as it passes through the heat exchanger. 
This differs from the refrigerant where the temperature was assumed constant 
throughout the length of the heat exchanger. Therefore, the integration of the 
heat transfer equation will produce a different effectiveness-NTU relationship 
(Kays and London, 1984) as shown in Equation 3.1. The equation assumes the 
heat exchanger is arranged in a single-pass cross-flow configuration. The min-
imum heat capacitance (cmin) fluid, typically air, is mixed, and the maximum 
heat capacitance (cmax) fluid is unmixed, typically water. 

 1
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c NTUmin
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The second detail relates to the heat transfer coefficient correlation on the 
liquid side of the heat exchanger. For refrigerant, you used a two-phase corre-
lation in Equation 1.82. For water, use a single-phase correlation similar to 
Equation 1.106 since the water does not change phase during the heat ex-
change process. With Equation 1.106, simply replace air properties with water 
properties and the hydraulic diameter of the air channel with that of the water. 

For the chilled water system you are now equipped to optimize four  
design variables, namely: the heat transfer surface areas for the condenser, 
evaporator, and chilled water heat exchanger along with the compressor 
efficiency. To optimize the fans and pump will require accounting for the 
frictional losses of the fluids using the conservation of momentum. A  
future textbook will disclose the optimization of the fluid distribution systems 
including fans, pumps, hydraulic diameters of heat exchangers, and di-
ameters of ducts and pipes. In the meantime, with three simple tools (heat 
transfer, economics, and parameter optimization) the value of traditional 
thermodynamics has been extended to optimize four design variables. 

MODEL VALIDATION 

Any computer simulation needs to be validated with experimental data 
before it can be used reliably. The source of “experimental” data for this 
analysis was provided by the manufacturer of the chiller in the form of 
catalog data. A parameter optimization of the empirical constants used in 
the convective heat transfer coefficient correlation was used to minimize 
the error between the model and the manufacturer’s data for the heat trans-
fer rates. For the compressor power the isentropic efficiency was varied 
until the error in compressor power was minimized. 

When working with a Newton–Raphson type equation solver there are 
three challenges you need to overcome in order to obtain convergence. The 
first challenge occurs if the geometry is specified and the fluid temperatures 
are output. The solution is more robust when the fluid temperatures are speci-
fied and one of the geometric variables, in this case the width, for each heat 
exchanger is output. For the condenser and evaporator specify the saturation 
temperature of the refrigerant and for the chilled water heat exchanger specify 
the temperature of the water at its inlet. 

The second challenge occurs when the geometry of the heat exchangers 
is not specified by the manufacturer. This lack of detail is common practice 
among the manufacturers. The interaction between the geometry, the veloci-
ties, and the heat transfer create a highly unstable situation. The challenge is 
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overcome by setting the convective heat transfer coefficient to a constant value. 
You will be able to find the geometric inputs (e.g., tube diameters, fin spacing, 
and tube spacing) which yield reasonable velocities (1/2 to 2 m/s). The 2012 
Handbook on Systems by the American Society of Heating, Refrigerating and 
Air Conditioning Engineers (ASHRAE, 2012) provides reasonable ranges for 
the geometry of and velocities through the heat exchangers. Once the geometry 
and velocities are reasonable, introduce the convective heat transfer coeffi-
cient correlations for each of the fluids. 

The last challenge occurs when the fluid temperatures are fixed over a 
range of conditions. The fluid temperatures were fixed in order to solve the first 
problem of convergence. To keep both the heat transfer rate constant along 
with the corresponding fluid temperature for a given application will require 
changing the size of the heat exchangers, which is impractical. To keep the size 
of the heat exchanger constant, use parameter optimization. In the parameter 
optimization minimize the error between the model and the experiment for  
the width of the heat exchanger as a function of the corresponding fluid tem-
perature. For example, minimize the error in the width of the condenser as a 
function of the corresponding saturation temperature of the refrigerant. 

A chiller with a cooling capacity of 1075.1 kW at conditions deter-
mined by Air Conditioning, Heating and Refrigeration Institute (AHRI) 
standard 550/590 is selected to validate the model. You can cool approxi-
mately 9,500 m2 of office floor space with this size chiller. The model is 
validated using the manufacturer’s performance data for the ranges of 
conditions provided in Table 3.2. 

Table 3.2. Range of operating conditions for chiller model validation 

Variable 
Lower 
Value 

Upper 
Value Units 

Temperature of water at chilled  
water heat exchanger inlet 

5 10 °C 

Flow rate of water at chilled water 
heat exchanger inlet 

34.7 54.6 Liter/s 

Temperature of air at condenser inlet 30 50 °C 

Seven variables are kept constant during the validation. The temperature 
of the air for the chilled water heat exchanger inlet is held constant at 21.1°C. 
The volumetric flow rate of air at the condenser inlet is set at 117,042 liters/s 
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based on the manufacturer’s data. The condenser has a constant speed fan. The 
volumetric flow rate of air for the chilled water heat exchanger inlet is half the 
value of that passing through the condenser at 58,521 liters/s. The air-handler 
also has a constant speed fan. To model a variable speed fan would require 
either a bin analysis of an hour-by-hour analysis of the system to provide suffi-
cient accuracy. The pressure drop of all the fluids (e.g., air, water, and refriger-
ant) passing through the heat exchangers is kept at a minimum at 1 kPa. For the 
optimum system the pressure rise in the compressor is 1,731 kPa so a pressure 
drop of 1 kPa is negligible in comparison. The convective heat transfer coeffi-
cient for the refrigerant passing through the condenser and evaporator are 
16,600 and 16,500 W/m2-C respectively. The thickness of liquid water on the 
air side of the chilled water heat exchanger is set to zero. This assumes the  
decrease in heat transfer due to the conduction resistance of the water is offset 
by the increase in heat transfer due to the increased turbulence in the liquid to 
air interface. 

To justify the use of a constant heat transfer coefficient for the two-phase 
regions of the evaporator and condenser the two-phase correlation from 
Chapter One is used to find the minimum and maximum values of the heat 
transfer coefficients over the entire range of operating conditions given in  
Table 3.2. First, the two-phase correlation was tuned to the manufacturer’s data 
using parameter optimization. Then the low, mean, and high values for the heat 
transfer coefficients were entered into the chiller model. Table 3.3 contains the 
maximum errors that occur in the overall heat transfer coefficient and heat 
transfer surface area for both the optimum evaporator and condenser. 

Table 3.3. Maximum errors in overall heat transfer coefficients and heat 
transfer surface area when assuming a constant heat transfer coefficient on 
the refrigerant side of the heat exchanger 

 Overall Heat Transfer  
Coefficient [%] 

Heat Transfer Surface  
Area [%] 

Condition Evaporator Condenser Evaporator Condenser 

Low −0.235 −4.108 +0.289 +3.853 

High +0.4 +5.458 −0.289 −4.495 

Figures 3.5 and 3.6 demonstrate the model agrees with the manufac-
turer’s data with a high degree of accuracy (all errors less than 0.3 percent). 
The agreement was accomplished by minimizing the error through adjusting  
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Figure 3.5. Error in width of all three heat exchangers (condenser, evaporator, 
and chilled water heat exchanger) for the chiller. Over 90 percent of errors are 
within ±1 mm for heat exchangers with widths greater than 1 m (EES, 2014). 

 

 
Figure 3.6. Validation of compressor power. The compressor power from the model 
agrees with the manufacturer’s data to at least five significant figures (EES, 2014). 
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the empirical multipliers for the Dittus–Boelter correlation (Dittus and Boelter 
as presented by McAdams, 1942; see Equation 1.106) for the water and air 
flows and the isentropic efficiency of the compressor. The Dittus–Boelter 
correlation is selected for the model because it is the simplest and most com-
pact of the convective heat transfer coefficient correlations. It, like the other 
correlations, assumes fully developed turbulent flow throughout the heat ex-
changer. In reality, a significant portion of the heat exchanger has developing 
flow. Since an excellent fit is made between the manufacturer’s data and the 
model using the Dittus–Boelter correlation a more complex correlation is not 
justified. Please note that the exponents to the Reynolds and Prandtl numbers 
are not varied in the parameter optimization. The only parameter which is 
optimized is the empirical constant which is multiplied by the Reynolds and 
Prandtl numbers. Also note true experimental data has higher uncertainties 
than the agreement obtained here. Therefore, the manufacturer’s catalog data 
is most likely generated from a model that is tuned to experimental data. 

OPTIMIZATION OF DESIGN VARIABLES 

Now that you have a validated model of the chiller, you are nearly ready to 
determine the optimum heat transfer surface area for each heat exchanger 
and the optimum isentropic efficiency of the compressor. The last engineer-
ing task you have is to determine the average operating conditions for the 
chiller system. Assume the envelope you are cooling is located near 
LaGuardia Airport in New York City where there are 672 cooling degree 
days (CDDs) [C-day/yr]. The balance point temperature of 18.33°C upon 
which the CDD are based assumes minimal internal heat gains. Assume the 
average outdoor temperature is 30°C. Divide the CDD by the difference in 
temperature between the outdoors and balance point temperature to obtain 
the annual operating time, of 57.6 days per year, for the chiller. Keep in 
mind, the method you used here is greatly simplified compared to the actual 
design of a chiller. In the actual design process you will need to find the 
annual cooling load using either an hour-by-hour or bin analysis. The annual 
cooling load is then divided by the average compressor power at the average 
operating conditions to determine the operating time. 

Recall, the definition of balance point temperature. It is the average 
outdoor environmental temperature where neither heating nor cooling are 
required. The internal heat gains present in any environmentally controlled 
space cause the balance point temperature to be lower than the internal 
temperature of the space. The higher the internal heat gains the lower the 
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balance point temperature. As the balance point drops, the operating time 
of the chiller increases not only in proportion to the increased temperature 
difference but also the expanded number of hours the outdoor climate is 
above the balance point temperature. 

Establish a base case by selecting an average operating point from the 
manufacturer’s data which meets the 30°C outdoor air temperature constraint. 
At this operating point, the temperature of the chilled water is assumed to be 
8°C at the inlet to the chilled water heat exchanger, the cooling capacity is 
1,187 kW with a chilled water flow rate of 51 liters/s. Next, tune the cost  
parameters to match the manufacturer’s cost quote. The initial cost equations 
for each of the components are the same as in the basic model of the vapor-
compression cycle presented in Chapter One with one exception. The basic 
model did not have a chilled water heat exchanger. Add an additional equation 
to account for the initial cost of the chilled water heat exchanger using a linear 
relationship between the area and the initial cost. The linear relationship is also 
used in chapter One for the initial costs of the evaporator and condenser. 

In summary, you have established the base case, or most likely set of 
conditions, for the chiller. The base case is presented in Table 3.4. 

Table 3.4. Base case for chiller 

Variable 
Most Likely 

Value Units 

Cost per unit of electricity 0.07 $/kW-hr 

Empirical exponent for regression equation to 
determine the initial cost of the compressor 

 
2 

 
- 

Empirical multiplier for regression equation 
to determine the initial cost of: 

  

 Chilled water heat exchanger 8 $/m2 

 Compressor 5 $/kW 

 Condenser 10 $/m2 

 Evaporator 15 $/m2 

Heat transfer rate of the evaporator 1,187 kW 

Interest rate required by the owner of the chiller 0.05 - 
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Variable 
Most Likely 

Value Units 

Life of the chiller 30 yrs 

Operating time 1,383 hrs/yr 

Pressure of air at chilled water heat  
exchanger inlet 

100 kPa 

Pressure of air at condenser inlet 100 kPa 

Relative humidity inside conditioned space 65 % 

Temperature of air at chilled water heat  
exchanger inlet 

 
21.1 

 
C 

Temperature of air at condenser inlet 30 C 

Volumetric flow rate of chilled water at inlet 51 Liters/s 

Volumetric flow rate of air at chilled water 
heat exchanger inlet 

117,042 Liters/s 

Volumetric flow rate of air at condenser inlet 58,521 Liters/s 

Now, you are ready to determine the optimum areas of the three heat 
exchangers and isentropic efficiency of the compressor. Your objective is 
to minimize the total costs as a function of the saturation temperatures in 
the condenser and evaporator, the temperature of the chilled water entering 
the chilled water heat exchanger and the isentropic efficiency of the compressor. 
Remember the temperatures are varied in place of the corresponding area 
of the heat exchangers to improve the robustness of convergence. Figures 
3.7 to 3.10 demonstrate the optimum values for each of the design varia-
bles. In these four figures, only one design variable is changed at a time. 
The remaining design variables are set at their optimum values. 

Although the relationship between the heat transfer surface area and 
initial cost is linear, the cost graphs do not show a linear relationship. As 
the heat transfer surface area decreases, the irreversibility in heat transfer 
increases. This increase in irreversibility decreases the COP. For a given 
application (fixed cooling capacity) as the COP decreases the compressor 
power increases thereby increasing the initial cost of the compressor. The 
nonlinearity in initial costs is most evident in Figure 3.8 as the area of the 
condenser is decreased. 
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Figure 3.7. Optimum evaporator area (588.2 m2) based on minimum total costs 
(TC). The initial cost of the system (ICsys) is composed of the cost for the chilled 
water heat exchanger, evaporator, compressor, and condenser. The present worth 
of the operating costs (PWOC) accounts for the time value of money (i = 5 percent) 
for the annual energy costs at ($0.07/kW-hr) over the life of the chiller (30 years). 
The total costs are the sum of the initial and operating costs. The remaining  
design variables are at their optimum values (EES, 2014). 

 

 
Figure 3.8. Optimum condenser area (2,180 m2) based on minimum total costs 
(EES, 2014) 
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Figure 3.9. Optimum chilled water heat exchanger area (2,604 m2) based on 
minimum total costs 

 

 

 
Figure 3.10. Optimum isentropic efficiency (82.9 percent) based on minimum 
total costs (EES, 2014) 
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You are quite proud of finding the optimum heat transfer surface areas 
and isentropic efficiency of the compressor. Congratulations! It usually takes 
ten to twenty years of experience to understand the relationship between the 
design variables and their effect on costs. Although it is quite an accomplish-
ment to reach this level of understanding, you need to keep in mind what the 
Greek philosopher, Heraclitus, said. “The only thing constant is change.” 
There are over twenty variables that can change at any time. How will this 
affect the optimum? Which variables cause the greatest change in the opti-
mum? The purpose of sensitivity analysis is to help answer these questions. 

SENSITIVITY ANALYSIS 

Benjamin Franklin wrote in a letter to a friend, “…but, in this world, nothing 
is certain except death and taxes.” There is another certainty that I would 
add to this quote but it does not apply to the optimization of a chiller. All 
the variables affecting the optimization of a chiller are uncertain. No one 
knows what electricity prices will do in the future or how long a chiller 
will last. Uncertainty is one of the more troubling aspects of life and one 
of the more difficult realities which engineers face. Sensitivity analysis is 
a useful tool to minimize the effects of uncertainty. 

To perform a sensitivity analysis you need to determine which varia-
bles will affect the results of your analysis. For the optimization of a 
chiller system, at least twenty two variables can influence the total cost of 
the chiller system. Take each variable one at the time and normalize its 
difference from the base case by the value of the variable at the base case 
conditions as shown in Equation 1.45. Keep all the other variables con-
stant as you find the minimum total cost for the new set of conditions for 
each level of the independent variable. Since the independent variable is 
normalized then you can compare the effect of one variable to that of  
another. You will want to pay the most attention to the variable that causes 
the most change in the total costs. In other words, you will need to spend 
more time reducing the uncertainty in the variables which have the highest 
impact on the analysis. 

Figures 3.11 to 3.13 contain the results of the sensitivity analysis. The 
top eight variables are contained in Figure 3.11. These eight variables 
have the largest impact on the optimization of the chiller presented in this 
work. The variable that produces the greatest slope, and hence has the 
greatest impact on the optimum, is the amount of heat which needs to be 
removed from the conditioned space. Therefore, it is important to predict 
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the cooling load with a high degree of accuracy. Next, the optimum is 
sensitive to the temperature of the air entering the condenser at least from 
−15 percent and higher. Therefore, accurate climate data is your second 
priority. Accurate climate data also helps you with your first priority 
which is to accurately model the cooling load. The third variable which 
has the next highest effect on the optimum is the temperature of the air at 
the inlet to the chilled water heat exchanger. Compared to the first two 
most influential variables this air temperature has relatively low uncertain-
ty. It is determined by the use of the conditioned space and is controlled 
by the set point of the thermostat. 

The fourth and fifth most influential variables have the same impact 
on the optimum. The cost for electricity has a high degree of uncertainty 
especially when you consider the potential fluctuations over the life of the 
chiller. Often analysts will include fuel price escalation in the economics 
but this complicates the analysis and introduces more uncertainity. From 
2008 to 2014 electricity prices for the commercial sector were essentially 
flat (U.S. Energy Information Administration, 2015, Table 5.3). Therefore, 
including fuel price escalation in a chiller optimization would have over 
predicted the cost of electricity. To accurately determine the operating 
time requires a precise prediction of the cooling load over time.  Since 
three of the top five variables are related to the cooling load then it is criti-
cal to provide an accurate value for this variable. 

You see now how to interpret the sensitivity analysis and its usefulness. 
The order of the variables can change depending on the application. Note how 
all the variables in Figure 3.11 all affect the present worth of the operating 
cost of the chiller and none are related to the initial cost of the system. For the 
application, the present worth of the operating costs is greater than the initial 
costs as seen in Figures 3.7 to 3.10. Therefore, you should not be surprised if 
the variables impacting the operating costs have a greater influence on the 
optimum than the variables affecting the initial costs. If the office is moved to 
a different location or the relative costs of metal versus energy changes, the 
order of variables in the sensitivity analysis would change. 

Typical engineering analysis allows for ±10 percent uncertainty in a 
variable. Therefore, the rank of the variables was determined based on the 
change in minimum total cost over the range of ±10 percent. However, 
climate, use of a conditioned space and energy costs can vary much more 
than 10 percent over the life of a chiller. For this reason the sensitivity 
analysis was plotted over a range of ±50 percent for as many variables as 
possible. Keep in mind, the rank of the variables can change, as you change 
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Figure 3.11. High sensitivity analysis of chiller. Top eight variables which  
influence optimization of the chiller. At a difference of ±10 percent the optimi-
zation is most sensitive to the average rate of heat transferred in the evaporator 
( )Qe�  followed by the temperature of air at the condenser’s inlet (Taci), then the 
temperature of the air at the chilled water heat exchanger inlet (Tacwi), then the 
cost per unit of electricity (Cue) and operating time (OT ), then the interest rate 
(i) required by the owner for an investment, then the isentropic efficiency of the 
compressor η( ) and last the average relative humidity of the air in the condi-

tioned space (RHi) (EES, 2014). 

the range of the independent variables. For example, if the range of uncer-
tainty is ±20 percent then the total cost is more sensitive the efficiency of 
compressor than the interest rate. At a range of ±10 percent the total cost 
was more sensitive to the interest rate. 

Another advantage of sensitivity analysis is that it expands the  
applicability of the optimization. For example take the operating time of 
the chiller system. The current optimization is limited to New York. If you 
take the same office building and place it in Timisoara, Romania where 
the CDDs are 625 [C-day/yr], the operating time of the chiller will be at 
50 percent below the baseline analysis. The total cost of the optimum 
chiller drops from $580,000 to $350,000. On the other hand, if the office 
building were located in Brisbane, Australia, with 1844 CDDs, the operat-
ing time would be 50 percent above the baseline. In Brisbane the optimum 
chiller system will cost $800,000 over its life. 
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Figure 3.12. Medium sensitivity analysis of chiller. The next seven variables 
which influence the optimization of the chiller. At a difference of ±10 percent 
the optimization is moderately sensitive to the life of the chiller (n) followed  
by the empirical exponent to the regression equation for the initial cost of the 
compressor (y), then the pressure of the air at the condenser inlet (Paci), the vol-

umetric flow rate of air at the condenser inlet ( )aciV� and volumetric flow rate of 

air at the chilled water heat exchanger inlet ( )acwiV� , then the pressure of air at the 

chilled water heat exchanger inlet (Pacwi), and last the volumetric flow rate of 

chilled water at the chilled water heat exchanger inlet ( )cwiV� (EES, 2014). 

The next seven variables affecting the optimization are contained in 
Figure 3.12. Please note the range of the minimum total cost has dropped 
by over 70 percent from $700,000 to 200,000. None of these seven varia-
bles affect the optimization as much as the first eight variables presented 
in Figure 3.11. The reduced range allows you to see more clearly the  
differences between the seven variables of medium sensitivity. 

The sensitivity of the last seven variables is displayed in Figure 3.13. 
Notice how the range for the minimum total costs has decreased again. 
This time it has dropped by 70 percent to 60,000. The optimization is least 
sensitive to the variables contain in Figure 3.13. 

ENVIRONMENTAL ISSUES 

Whether you are concerned about global warming, acid rain, smog, ozone 
or other pollutants, if you can reduce the power consumption, you will 
reduce the impact of your cooling system on the environment. Fortunately, in 
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Figure 3.13. Low sensitivity analysis for the optimum chiller. Last seven 
variables which influence the optimization of the chiller. At a difference of 
±10 percent the optimization is most sensitive to empirical cost coefficient for 
the compressor’s initial cost (Cccomp) followed by the empirical multiplier to 
the regression equation for the initial cost of the chilled water heat exchanger 
(Cuacw) and condenser (Cuac), then the empirical multiplier to the regression 
equation for the initial cost of the evaporator (Cuae), the heat transfer surface 
area of the chilled water heat exchanger (Acw), the area of the evaporator (Ae), 
and last the area of the condenser (Ac) (EES, 2014). 

 

 

Figure 3.14. How an investment in energy efficiency makes good  
business sense (EES, 2014) 
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many cases, you can reduce power consumption and receive a return on your 
investment. Figure 3.14 illustrates how investing in efficiency makes sense 
from a business standpoint. If you assume the typical compressor (see vertical 
line labeled “Typical”) has an average isentropic efficiency of 73 percent then 
improve that efficiency to the optimum (see vertical line labeled “Optimum”) 
at nearly 83 percent it would cost an additional $27,000 (see dimension lines 
labeled “Investment”). Over a 30-year life with a time value of money of 5 
percent, the investment would return more than twice the investment or 
$57,000 in energy cost savings (see dimension lines labeled “Savings”).  
Another way to view the economics is the  annual savings for the high effi-
ciency compressor is $3,500 which produces a return on investment of over 
12 percent. 

CHAPTER SUMMARY 

With the more complicated chiller system you see the value of a schematic 
and property plot. The pressure–enthalpy property plot is useful for identi-
fying irreversibilities in the cycle once the inlet temperatures of the air are 
superimposed on the refrigerant plot.  In Chapter One the overall heat 
transfer coefficient is assumed constant in the basic model. In Chapter 
Three you use the heat transfer coefficient correlations in the chiller model 
to connect flow rate and overall heat transfer coefficient. 

Adding the first of three tools to traditional thermodynamics, the heat 
exchanger equation, allows you to match the model to the manufacturer’s 
performance data with a high degree of accuracy. The effectiveness-NTU 
heat transfer equations lead to the use of heat transfer coefficient correlations 
to provide a fundamental principles model. The simplest form of the cor-
relation developed by Dittus and Boelter as presented by McAdams(1942) 
is adequate to provide a high degree of accuracy once the empirical multiplier 
is determined through parameter optimization. The addition of the heat 
transfer equation allows you to relate the size of the heat exchangers to the 
temperatures of the fluids. 

With the addition of two more tools, you are able to unleash the power 
of thermodynamics to optimize the design of chillers. Parameter optimization 
allows you to relate the design variables to the initial cost of the compo-
nent and engineering economics allow you to bring future expenditures to 
the present so they can be compared with the initial costs. For a base case 
of an office building located in New York, the areas of the chilled water 
heat exchanger, evaporator and condenser, and the isentropic efficiency of 
the compressor are determined to provide the lowest total cost. 
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Sensitivity analysis is a useful technique to mitigate the uncertainty  
of any optimization. The variables which have the highest impact on the 
results can be identified. More time should be spent on these high priority 
variables in an effort to minimize their uncertainty. This prioritization will 
increase the robustness and reliability of the optimization. 

Since many energy systems are suboptimized it makes good business 
sense to invest in energy efficiency. Any improvement in efficiency results 
in a reduction in power consumption for a given application. The reduced 
power consumption reduces the pollutants discharged into our environment. 
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