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A NEW DIRECTION IN ENVIRONMENTAL
ECONOMICS

Brian Chi-ang Lin

National Chengchi University

Siqi Zheng

Massachusetts Institute of Technology and Tsinghua University

1. Introduction

The global economy has evolved into a borderless age of climate change. Numerous studies
such as those of Stern (2007) and Jones et al. (2013) have pointed out that the nature of cli-
mate change is an international and intergenerational externality problem. This human-induced
change in the rising global mean temperature is mainly due to the enormous emission of car-
bon dioxide arising from the combustion of fossil fuels. To date, more than 100 countries have
adopted a global warming limit of 2 ◦C or below (relative to preindustrial times) as a general
guideline (IPCC, 2007). That is, the concentration of carbon dioxide should be maintained
at a range of 400–450 parts per million (ppm). The United States and China, the two largest
national economies in the world, have recently unveiled a negotiated deal to reduce their green-
house gas (GHG) output, with China agreeing to cap its emissions by 2030 or earlier and the
United States pledging to cut its emissions to 26–28% below the 2005 levels by 2025.

The issues of climate change include not only the key investigation of global warming but
also the concerns about rising sea levels, melting glaciers, changes in precipitation and stormi-
ness, and so on. Thus, climate change has become a complicated problem of uncertainty to a
greater extent than any other environmental externality. Over the past two decades, academics
and researchers have employed various methods to provide estimates of the economic effects
of climate change. An early study conducted by Nordhaus (1994) indicates that the effect of
3 ◦C global warming is equivalent to a 1.3% decline in GDP. Later studies have estimated
net gains and losses associated with climate change for various regions at different times (see,
for example, Mendelsohn et al., 2000; Tol, 2002; and Hope, 2006). According to Dell et al.
(2014), estimates across labor productivity, industrial output, and economic growth approxi-
mately converge to a 1–2% decline per 1 ◦C in poor countries.
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2 LIN AND ZHENG

Not surprisingly, sustainability has emerged as one of the most pressing issues in the 21st
century since it was recognized that everyone has a stake in Our Common Future. Reacting to
this phenomenon, governments all over the world have begun to implement energy preserva-
tion and carbon emission reduction policies, as well as spearheading other related initiatives.
These governments have recognized that, to address such hazards, economic planning is nec-
essary. Governments are obligated to initiate various cooperative and institutional mechanisms
to internalize individual choices. They also have to coordinate various needs and interests, and
to ensure an equal chance of participation for people at all levels of society.

2. Overview of Scholarly Findings

2.1 Econometric Modeling of Climate Change

This special issue seeks to offer a timely collection of papers that critically address the afore-
mentioned challenges. Climate change, via a change in Mother Nature, may trigger unexpected
consequences of economic evolution in the long run. The lead paper in this special issue by
Pretis, Schneider, Smerdon, and Hendry presents an econometric methodology for detecting
breaks at any point in time-series regression models, particularly applied to modeling climate
change. Econometric modeling in this paper is statistically formulated without prior knowl-
edge about stochastic breaks of climate time series and their occurrence or magnitude. The
detection of structural breaks is focused on breaks in the mean through the general-to-specific
approach of step-indicator saturation (SIS) and impulse-indicator saturation (IIS). The results
indicate that 74% of all larger Northern Hemisphere volcanic eruptions over 20 Tg can be de-
tected on average within an interval of ±1 year in the model temperature series spanning from
years 850–2005. The break detection procedure demonstrated in this paper, according to the
authors, is also instrumental for detecting previously unknown events as well as forecasting
economic recessions.

2.2 Air Pollutants and CO2 emissions

The second paper by Giovanis and Ozdamar provides a new way to qualify people’s marginal
willingness-to-pay (MWTP) for reducing air pollutants. Air pollution generates significant
negative impact on well-being, as observed in health, mood, and life satisfaction. It is crucial
to have reliable estimates of the public willingness-to-pay for air pollution reduction, and they
will be the key parameters in the benefit-cost analysis of public investment with the purpose of
mitigating pollution. The merit of their data set is that the detailed micro-level data (from the
Swiss Household Panel survey) with respondents’ zip municipality codes allow the authors to
map air pollution to individuals far more accurately. The authors also limit their sample to
nonmovers, so as to address the possible endogeneity problem from the sorting of individuals
across places with different pollution levels. A unique methodology contribution of this pa-
per is estimating the panel structural equation model (SEM), along with a simple fixed effects
regression analysis, in order to examine the causal effects of permanent income on life satis-
faction, and then to calculate the MWTP values. Overall, the results show that the MWTPs are
relatively low for NO2, CO, and PM10, while the highest values are observed for O3 and SO2.
Additionally, it is also found that there is evidence of a substantial trade-off between income
and air quality.The third paper by Auffhammer, Sun, Wu, and Zheng is a city-level analysis.
They first provide the estimates of city-level industrial CO2 emissions and their growth rates
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for all 287 Chinese prefecture-level cities during the years of 1998–2009. Then, they decom-
pose the CO2 emission changes into scale, composition, and technique effects. An interesting
finding is that the three effects differ significantly across the three tiers of cities. The scale
effect contributes to rising CO2 emissions, while the technique effect leads to declining CO2
emissions in all cities. The composition effect leads to increasing CO2 emissions in the third-
tier cities, while it reduces CO2 emissions in the first- and second-tier cities, perhaps due to
the relocation of energy-intensive industries from the latter to the former type of city. Based
on the decomposition results, they also find that the inflow of foreign direct investment (FDI)
pulls down energy intensity and thus CO2 emissions by generating a significant technique ef-
fect (with the other two effects found to be insignificant), while the environmental regulations
help cities to reduce their industrial CO2 emissions through all three channels.

2.3 Environmental Sustainability, Waste Management and Recycling

To date, more and more countries in the world have taken measures to promote environmen-
tal sustainability. For instance, the Netherlands Organisation for Applied Scientific Research
(TNO) published a report in 2013 (TNO, 2013) analyzing the opportunities and challenges
facing the Netherlands as the country moves toward a more circular economy. It focuses on
recycling in the metal and electrical sectors and the use of waste streams from biomass. The
study reports that, by 2013, the Netherlands was already recycling 78% of its waste, incinerat-
ing 19% and dumping only 3%. The fourth paper by Chen, Lin, and Anderson elaborates the
notion of environmental sustainability and proposes that the government can initiate a spend-
ing scheme for the green public good provision. This paper focuses on the expenditure side
of the budget and argues that implementation of green spending has the potential to not only
give rise to benefits of the so-called double dividend but also generate additional benefits.
Specifically, the environmental sustainability condition can be met as long as the total usage
of environmentally polluted resources generated by households does not exceed the equiv-
alent absorptive capacity provided via the provision of green public goods. In other words,
the provision of green public goods contributes to the attainment of the macro-environmental
equilibrium. This paper also presents a greened Samuelson rule, that is, a modified Samuelson
rule associated with the environmental sustainability condition.

Clearly, household waste management and recycling raise a variety of questions and also re-
quire proper cooperation among local communities. In this regard, the fifth paper by Briguglio
provides a review of the relevant literature and synthesizes it around two themes: initial con-
ditions conductive to household cooperation and intervention that may stimulate cooperation.
According to the author, household cooperation in waste management is primarily stimulated
by the members’ desire to satisfy their moral preferences. As long as such favorable pref-
erences exist, higher cooperation among households can be expected. However, households
have limited space and time constraints for cooperation. Policy makers could further check
the demographic data on poverty, dwelling size, and household size, and do their best to help
communities relieve their constraints. Generally speaking, waste management intervention for
household cooperation involves three attributes, namely, convenience, charges, and communi-
cation. A review in the literature also confirms that intervention may incur unintended conse-
quences. To advocate environmental intervention, further research on the design of incentives
is essential.

In general, recycling behavior is not only an individual behavior but also a social behav-
ior. To encourage recycling behavior, it is important to analyze other social factors that may
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affect individual recycling. The sixth paper by Kirakozian initially reviews three major types
of economic incentive instruments, namely, taxes, subsidies, and the deposit refund system for
encouraging household waste recycling. Overall, people are not motivated solely by monetary
compensation and these instruments appear to be complementary. The economic incentive in-
struments will be effective if they are coupled with other forms of state intervention. Also,
sufficient provision of information to consumers is important for them to make a change in
recycling behaviors. As for the impact of social factors on recycling, social norms or social
pressure arising from self-image could lead individuals to adopt behaviors consistent with the
public interest. To encourage more household recycling, the paper suggests a combination of
economic incentive mechanisms and behavioral instruments that change the preferences of
individuals toward more environmentally friendly behaviors.

2.4 Cultural Evolution, Globalization, and Environmental Innovation

In documented Chinese history, climate changes and geographic conditions are constraints
of the economic evolution in ecologically fragile regions. Ecologically fragile regions in
China are almost all located in western China, which cover 6.87 million km2, accounting for
71.54% of China’s total area. The seventh paper by Deng, Wang, and Zhao reviews the research
records of several key factors closely associated with economic evolution in the history of eco-
logically fragile regions in China, including climate change, cultural transition, economic base,
resource endowment, and transportation accessibility. This study focuses on five representative
geographic units selected from ecologically fragile regions of western China, and examines
the paths of economic evolution mixed with adaptive cultures response to climate change in
each region. From the record counts in the most recent 200 years on Google Scholar, the au-
thors search the combinations of key words to examine economic evolution in each selected
part of ecologically fragile regions. The authors find that the economic evolution with regional
climate changes interactively experience three stages of culture-hindered, culture-mixed, and
culture-impelled adaptation diversely. Regions that have higher economic performance with
less innovative records are highly likely to have a relatively large number of indigenous knowl-
edge unpublished throughout cultural evolution.

The eighth paper by Bu, Lin, and Zhang asks an important question “Whether globaliza-
tion is good or bad for the environment?” In the literature, nearly all related studies use trade
or FDI to measure globalization, and dimensions of globalization other than economic glob-
alization have largely been ignored (Frankel, 2003). In fact, pollution issues cannot be as-
sessed from a single perspective. Globalization has been associated with a remarkable growth
in the level of popular concerns for political, economic, and sociocultural issues – including
pollution – on a global basis due to accelerated economic growth, intimate regional coop-
eration, and widespread cultural broadcasting. This paper takes advantage of the Konjunk-
turforschungsstelle (KOF) globalization index (overall index and sub-indices for economic,
social, and political globalization) to examine the effects of the whole globalization and its
three sub-dimensions on a country’s pollution (the three pollution indicators are as follows:
GHG, CO2, and CO2 from the manufacturing and construction sector), with a panel data sam-
ple of 166 countries from 1990 to 2009. They also use the instrumental variable method to
address the potential endogeneity problem. On average, increased carbon emissions move in
tandem with higher levels of economic, social, and political globalization. Such effects are
larger and more significant for non-OECD countries than OECD-countries. To understand
the underlying mechanisms, the authors further examine such effects in the CO2 from the
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manufacturing and construction sector. The results support that pollution haven effects do ex-
ist for this energy-intensive sector, and all globalization indices lead to a cleaner environment in
OECD countries and to almost continuous environmental degradation in non-OECD countries.
This also means that not only economic globalization, but also political and social globaliza-
tion will enable OECD countries to shift those high-carbon industries to developing countries.

The achievement of strong decoupling between economic growth and environmental degra-
dation crucially depends on technological improvements that reduce environmental pressure
from production and consumption. Therefore, environmental technological innovation may
potentially lead to win-win situations in which improvements in environmental quality and
economic growth coexist. The ninth paper by Barbieri, Ghisetti, Gilli, Marin, and Nicolli
reviews the literature on environmental innovation (EI) using the main path analysis tool.
They summarize that this literature revolves around the following four topics: determinants
of EI; economic effects of EI; environmental effects of EI; and policy inducement in EI. The
main path analysis results show that the “determinants of EI” and “inducement mechanism”
subfields have a long tradition in academic research, while the “environmental effects” field
is still in the early stages of development, and the literature on “economic effects” can be
expanded in numerous ways. The authors highlight the directions of potential future research.

2.5 International Environmental Agreements

There is little doubt that international cooperation across countries is instrumental for
resolving environmental issues such as climate change in the global community. To further
environmental cooperation in the global community, international environmental agreements
(IEAs) have gradually become an important instrument and have drawn considerable attention
in the literature (see, for example, McGinty, 2007; Ferrara et al., 2009; Pavlova and de Zeeuw,
2013). The 10th paper by Íriş develops a dynamic game in which countries attempt to maintain
cooperation on agreed-upon emission policies with the presence of a free-riding public goods
problem. The paper assumes that IEAs are self-enforcing since there is no supranational
authority to enforce cooperative mechanisms. Building on the work of Mendez and Trelles
(2000) and taking the countries’ economic target into account, this paper has derived some
results consistent with those of Mendez and Trelles (2000). The first proposition in the paper
states that if a country is more concerned with its economic target, then it is more difficult
for this country to sustain cooperation at the agreed emission. Concurrently, it is easier for
other countries to sustain cooperation. The second proposition states that if all countries have
stronger economic target concerns, then it is easier for some sufficiently developed countries
to sustain an agreed-upon cooperative emission level. The final paper by Rogna claims to offer
some solution concepts in cooperative game theory for analyzing IEAs. The author emphasizes
the Chander and Tulkens (1995) solution and proposes two alternative concepts: the Rawlsian
Nucleolus and a ‘revisited’ Nash Bargaining solution. Based upon a numerical comparison
of the aforementioned solution concepts, the author concludes that the Rawlsian Nucleolus is
the core solution with the highest redistributive properties. That is, the Rawlsian Nucleolus is
the most beneficial solution for poor countries that are suffering from climate change.

3. Final Remark

Overall, the aforementioned papers provide theoretical analyses, empirical advances, method-
ological discussions, or further reflections on environmental economics with endeavors for



6 LIN AND ZHENG

enhancing sustainability. Six out of the 11 papers collected in this special issue were originally
presented at a conference held in Taipei on August 24, 25, and 26, 2015. The conference took
place at National Chengchi University (NCCU) and was jointly organized by the authors of the
present introduction on behalf of their respective affiliated institutions, the Department of Pub-
lic Finance at National Chengchi University and the Department of Construction Management
at Tsinghua University. The conference was entitled “The Economics of Climate Change”
and gathered presentations of 12 papers together with two keynote addresses by Professors
Leslie T. Oxley and Alexey A. Voinov. In the first day of the conference, Professor Yuan-Tseh
Lee, 1986 Nobel Prize laureate in Chemistry, delivered a distinguished guest lecture entitled
“Climate Change and Survival of Humanity on Earth” following a welcome address delivered
by the NCCU President, Professor Edward H. Chow.
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DETECTING VOLCANIC ERUPTIONS IN
TEMPERATURE RECONSTRUCTIONS BY

DESIGNED BREAK-INDICATOR
SATURATION

Felix Pretis

University of Oxford

Lea Schneider

Johannes Gutenberg University

Jason E. Smerdon

Lamont-Doherty Earth Observatory,
Columbia University

David F. Hendry

University of Oxford

1. Introduction

Breaks in time series come in many shapes and may occur at any point in time – distorting
inference in-sample and leading to forecast failure out-of-sample if not appropriately mod-
elled. Often an approximate shape of a break can be postulated a priori, either from previous
observations or theory. For example, smooth transitions are common in economic time series
following recessions or policy interventions, while sudden drops followed by smooth rever-
sions to the mean are typical in climate time series such as temperature records after a large
volcanic eruption (e.g. Kelly and Sear, 1984). While the approximate form of a break may
be known, the timings and magnitudes of breaks are often unknown. Here, we propose an
econometric approach for detecting breaks of any specified shape in regression models using
an indicator saturation procedure. Our approach is based on recent developments in variable
selection within regression models that involve more variables than observations (Castle et al.,

Environmental Economics and Sustainability, First Edition. Edited by Brian Chi-ang Lin and Siqi Zheng.
Chapters © 2017 The Authors. Book compilation © 2017 John Wiley & Sons, Ltd. Published 2017 by John Wiley & Sons, Ltd.
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2011). By selecting over a complete set of designed break indicators, our approach produces
estimates of the break magnitude and timing without imposing limits on the number of breaks
that may occur, even at the start or end of a sample.
A structural break is defined as a time-dependent change in a model parameter resulting

from a change in the underlying data generating process (DGP). For example, a volcanic
eruption leading to a rapid climatic cooling corresponds to a temporary shift in the mean of
the surface temperature process. The detection of structural breaks in time series has received
significant attention in the recent literature – with a growing interest in econometric models
of climate change (e.g. Estrada et al., 2013; Pretis et al., 2015a). The focus has primarily re-
mained on breaks in the mean through the form of step functions (Step-Indicator Saturation –
SIS, Castle et al., 2015b; Pretis, 2015b), smooth transition functions (González and Teräsvirta,
2008), breaks in regression coefficients (see, e.g. Bai and Perron, 1998, 2003; Perron and
Zhu, 2005; Perron and Yabu, 2009), or individual outliers or groups of outliers that can be
indicative of different forms of breaks (Impulse-Indicator Saturation – IIS, see Hendry et al.,
2008).
Broadly grouped into ‘specific-to-general’ and ‘general-to-specific’, there exist a plethora

of approaches for the detection of structural breaks. Perron (2006) provides a broad overview
of specific-to-general methods, some of which are subject to an upper limit on the number of
breaks, a minimum break length, co-breaking restrictions, as well as ruling out breaks at the
beginning or end of the sample, though Strikholm (2006) proposes a specific-to-general al-
gorithm that allows for breaks at the start or end of a sample and relaxes the break length
assumption.
Indicator saturation (IIS, SIS) provides an alternative approach using an extended general-

to-specific methodology based on model selection. By starting with a full set of step indicators
in SIS and removing all but significant ones, structural breaks can be detected without having to
specify a minimum break length, maximum break number or imposed co-breaking. Crucially
this also allows model selection to be conducted jointly with break detection as non-linearities,
dynamics, theory-motivated variables and break functions are selected over simultaneously.
Step functions and impulses are nevertheless only the simplest of many potential break

specifications and may not provide the closest approximation to the underlying break. Eric-
sson (2012) proposes a wide range of extensions to impulse and step shifts. Here, we show
that the principle of SIS can be generalized to any form of deterministic break function. An
advantage over existing methods is an expected higher frequency of detection when a break
function approximates the true break,1 high flexibility as multiple types of break functions can
be selected over and improvements in forecasting where designed functions act as continuous
intercept corrections. Moreover, by being a structured search, the retention of irrelevant effects
can be controlled.
The method is illustrated using an econometric model of climate variation – detecting vol-

canic eruptions in a time series of Northern Hemisphere (NH) mean temperature spanning
roughly 1200 years, derived from a fully coupled global climate model simulation. Our tech-
nique demonstrates that eruptions can be statistically detected without prior knowledge of
their occurrence or magnitude– and hence may prove useful for estimating the past impacts
of volcanic events using proxy reconstructions of hemispheric or global mean temperatures.
Specifically, this can lead to an improved understanding of the effect of stratospheric aerosols
on temperatures (with relevance to geo-engineering and pollution control), andmore generally,
the break detection procedure can be applied to evaluate policy interventions (e.g. the Mon-
treal Protocol: see Estrada et al., 2013; and Pretis and Allen, 2013), correct for measurement
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changes by detecting and subsequently removing shifts, and function as a robust forecasting
device.
Section 2 introduces the methodology and investigates the properties of break detection in

the presence of breaks and under the null of no breaks. Section 3 applies the method to detect
volcanic eruptions in simulated climate data, and considers designed indicator functions as a
robust forecasting device. The conclusions of our work are discussed in Section 4.

2. Break Detection Using Designed Indicator Functions

Breaks are intrinsically stochastic without prior knowledge of their timings and magnitudes.
Using a full set of break functions allows us to model the responses deterministically. The
detection of structural breaks in regression models can be formulated as a model selection
problem where we select over a full set of break functions, a subset of which accurately de-
scribes the underlying ‘true’ break. Consider a simple model as

y = Z𝜷 + 𝝐 (1)

where y and 𝝐 are (T × 1) vectors, 𝜷 is a (k × 1) vector andZ is a (T × k) matrixZ = (z1,… , zk)
of rank k. We investigate the presence of structural breaks in any of the 𝜷 where z may be a
constant, trend or random variable. For each break type at any point in time for each variable
whose coefficient is allowed to break, we augment the abovemodel by a (T × T) break function
matrix D:2

y = Z𝜷 + D𝜸 + 𝝐 (2)

where 𝜸 is a (T × 1) vector. The specification of D is such that the first column d1 (T × 1)
is set to denote some specified break function d(t) of length L, where d1,t = d(t) for t ≤ L
and 0 otherwise, d1,t = 0 for t > L. All further columns dj (for j = 2,… ,T) in D are set
such that dj,t = dj−1,t−1 for t ≥ j and 0 otherwise. The break matrix D is then defined as
D = (d1,d2,… ,dT ), where dj denotes a vector with break at time t = j:

D = (d1,d2,… ,dT )

d1 = (d1, d2,… , dL−1, dL, 0,… , 0)′

d2 = (0, d1, d2,… , dL−1, dL, 0,… , 0)′

d3 = (0, 0, d1, d2,… , dL−1, dL, 0,… , 0)′

⋮ (3)

This specification provides a general framework within which multiple break types can be
analysed – Table 1 provides a non-exhaustive overview.3

The form of the break function d(t) has to be designed a priori, but this is implicitly done
in most structural break detection methods. For example, outlier detection through finding
impulses (IIS, in Hendry et al., 2008) sets the break vector in d1 such that d(t) = 1 and L = 1,
while a search for step shifts (SIS) sets d(t) = 1 and the length to T − t + 1, that is, the break
function continues until the end of the sample. Breaks in linear trends (see, e.g. Perron and Zhu,
2005; Perron and Yabu, 2009; Estrada et al., 2013) can be constructed by setting d(t) = t and
the length to T − t + 1. Pretis et al. (2015a) apply indicator saturation using broken trends and
step shifts to evaluate climate models. Breaks in coefficients on random variables zt (see, e.g.
Bai and Perron, 2003; Ericsson, 2012; Kitov and Tabor, 2015) can be constructed by interacting
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Table 1. Break Function Specifications.

Break Value: d(t) Length:

Deterministic Breaks
General Case d(t) L
Impulses (IIS) 1 1
Step Shifts (SIS) 1 T − t + 1 D =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

d1 0 … … … 0

d2 d1 0 … … ⋮

⋮ d2 d1 0 … ⋮

dL ⋮ d2 d1 0 ⋮

⋮ dL ⋮ d2 d1 0

0 0 dL d3 d2 d1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
Broken Trends t T − t + 1
Volcanic Functions see equation (31) 3

Random Variables
Coeff. on zt (MIS) zt ⋅ dt,SIS T − t + 1

zt with a full set of step shifts. Sudden declines followed by a smooth recovery to the mean in
hemispheric temperature responses are introduced here as volcanic functions and considered
in Sections 2.1 and 3. Linear combinations of multiple break functions can allow for varying
lengths of breaks without pre-specification.
Searching for breaks in k variables implies that the complete break matrix across all k vari-

ables D is of dimension (T × kT). The inclusion of kT additional variables leads to the total
number of variables N exceeding the number of observations, N > T , even for k = 1. Thus, a
methodology allowing for more variables than observations is required.
Selection of models with more variables than observations has primarily relied on ei-

ther shrinkage-based penalized likelihood methods (Tibshirani, 1996; Zou and Hastie, 2005;
Tibshirani, 2011) or general-to-specific methodology in the econometrics literature (see, e.g.
Castle et al., 2011). Kock and Teräsvirta (2015) compare the general-to-specific model se-
lection algorithms Autometrics, to QuickNet – an artificial neural-network method proposed
by White (2006), and to a shrinkage-based bridge estimator from Huang et al. (2008) in the
context of forecasting.
Here we rely on general-to-specific model selection due to methods based on forward step-

wise searches not performing as well in break detection contexts (see Section 2.1.2 for a sim-
ple comparison, or Epprecht et al. (2013), and Hendry and Doornik (2014) for comparisons on
general variable selection). Cox and Snell (1974) discuss some of the challenges of the gen-
eral variable selection problem and Hoover and Perez (1999) show the feasibility of general-
to-specific model selection for N ≪ T . When facing more variables than observations, the
general-to-specific approach is closely linked to robust statistics. Saturating a model with a
full set of 0∕1 indicator functions from which selections are made is equivalent to a robust
one-step M-estimator using Huber’s skip function (see Johansen and Nielsen, 2009, 2013 for
the iterated case, and Johansen and Nielsen, 2016 for an overview). Here, we generalize this
allowing for any form of designed break function in place of impulses, and formulate break
detection as a model selection problem.
To estimate model (2) saturated with a full set of break functions D (so N > T), we rely

on a block-partitioning estimation procedure (Doornik, 2010; Hendry and Johansen, 2015).
For this, we partition D into b blocks of ni variables such that ni ≪ T and

∑b
i=1 ni = N. In the

simplest case of testing for a break in a single variable (e.g. the intercept), a split-half approach
(see Figure 1 and Algorithm 1 in the supplementary material) is feasible: initially, we include
the first half of D1 = (d1,… ,dT∕2) and retain only significant break indicators. We repeat the
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step for the second half of break functions dj (for j = T∕2 + 1,…T) and finally combine the
retained sets and only keep significant indicators. This split-half approach is considered here
for analytical tractability in Section 2.1.2.
In practice, however, we rely on a multi-split and multi-path search to lower the variance of

the estimators, allow for any number of variables for a given set of observations and to avoid
a breakdown of the procedure if the breaks cannot be adequately modelled through split-half
indicators.4 This can be implemented through the general-to-specific model selection algo-
rithm Autometrics (Algorithm 2 in the supplementary material), described in Doornik, 2009a,
or the gets package in the statistical software environment R (Pretis et al., 2016). The algo-
rithm (referred to as multi-path throughout the paper) avoids path dependence through a tree-
structure and uses a parallel stepwise backwards search, while testing for encompassing and
congruence (Hendry, 1995). See Hendry and Pretis (2013) for an application of the algorithm
to econometric modelling of climate change. A simulation-based comparison to shrinkage
methods is provided in Section 2.1.2.

2.1 Properties of Designed Break Functions in the Presence of Breaks

To assess the theoretical power of the proposed methodology, we first investigate the prop-
erties in the benchmark case of a single break matched by a correctly timed break indicator
in Section 2.1.1. Section 2.1.2 then assesses the properties of break-indicator saturation when
the break date and magnitude are unknown. Section 2.1.3 investigates uncertainty around the
break date and 2.2 describes the properties in the presence of no breaks. Theory results are
derived for general designed functions, simulation examples are based on a volcanic break as
characterized by equation (31).

2.1.1 Power for Known Break Date

We investigate the theoretical power of detecting a break in a time series given a known break
date. Consider a DGP coinciding with the model for a single known break in an intercept:

yt = 𝜇 + 𝜆dt + 𝜖t (4)

where 𝜖t ∼ IN(0, 𝜎2
𝜖

). The break shifts 𝜇 to 𝜇 + 𝜆dt where dt is a break function of length
L beginning at time t = T1 where (T1 + L) ≤ T such that dt ≠ 0 for T1 ≤ t < (T1 + L) and 0
otherwise. The estimators 𝜇 and �̂� (where �̂� is the estimator for 𝜆) in a correctly specified
model for a known break are given by

(
𝜇 − 𝜇
�̂� − 𝜆

)
=
⎛⎜⎜⎝
T−1
d

(∑T1+L−1
t=T1

d2t
∑T

t=1 𝜖t −
∑T1+L−1

t=T1
dt
∑T1+L−1

t=T1
dt𝜖t

)
T−1
d

(∑T1+L−1
t=T1 dt𝜖t −

∑T1+L−1
t=T1 dt

∑T
t=1 𝜖t

) ⎞⎟⎟⎠ (5)

where Td = T[
∑T1+L−1

t=T1
d2t −

1
T
(
∑T1+L−1

t=T1
dt)

2]. The estimators are unbiased for the break and
intercept: E[𝜇 − 𝜇] = 0 and E[�̂� − 𝜆] = 0. The variance of the estimators is given by

V

(
𝜇 − 𝜇
�̂� − 𝜆

)
= 𝜎

2
𝜖

T−1
d

⎛⎜⎜⎝
∑T1+L−1

t=T1
d2t −

∑T1+L−1
t=T1

dt

−
∑T1+L−1

t=T1
dt T

⎞⎟⎟⎠ (6)
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The distribution of the break estimator is then:

(�̂� − 𝜆) ∼ N
⎛⎜⎜⎝0, 𝜎2𝜖

[T1+L−1∑
t=T1

d2t −
T1+L−1∑
t=T1

dt ̄d

]−1⎞⎟⎟⎠ (7)

where ̄d = 1∕T
∑T

t=1 dt. For the special case when step-indicators are chosen as the func-
tional form of dt and the single break lasts from t = 0 to t = T1 < T , equation (5) simplifies to
𝜇 − 𝜇 = 𝜖2 and �̂� − 𝜆 = 𝜖1 − 𝜖2, where 𝜖1 = 1∕T1

∑T1
t=1 𝜖t and 𝜖2 = 1∕(T − T1)

∑T
t=T1+1

𝜖t.
5

2.1.2 Potency for an Unknown Break Date

When the break date is unknown, we propose to saturate the regressionmodel using a full set of
specified break indicators and select significant breaks through an extended general-to-specific
algorithm (Castle et al., 2011). We assess the methodology in the selection context using two
main concepts: the null retention frequency of indicators is called the gauge, comparable to
the size of a test denoting its (false) null rejection frequency, but taking into account that
indicators that are insignificant on a pre-assigned criterion may nevertheless be retained to
offset what would otherwise be a significant misspecification test (see Johansen and Nielsen,
2016, for distributional results on the gauge). The non-null retention frequency when selecting
indicators is called its potency, comparable to a similar test’s power for rejecting a false null
hypothesis.
Here we investigate the feasibility of the proposed method by deriving the analytical proper-

ties of the split-half approach for an unknown break. Figure 1 illustrates the split-half method
for a single unknown break. In practice, we rely on a multi-path, multi-block search algorithm
(such as Autometrics, see Algorithm 2 in the supplementary material) to reduce the variance
of the estimators.
Consider a single break falling into the first half of the sample beginning at time T1 for L

periods such that 0 < T1 < T1 + L < T∕2. In matrix form, the DGP is given as

y = 𝜆dT1 + 𝝐 (8)

where 𝝐 ∼ N(0, 𝜎2I) for simplicity and the (T × 1) vector dT1 denotes a break at t = T1 for
L periods. Using a split-half approach, we assess the properties of detecting the single break
when the break date is unknown. The split-half model for the first half of break functions is

y = D1𝜸(1) + v (9)

where 𝜸(1) = (𝛾1, 𝛾2,⋯ 𝛾T∕2)
′ and D1 = (d1,… ,dT∕2). The estimator �̂�(1) equals:

6

�̂�(1) =
(
D′
1D1

)−1
D′
1y = 𝜆

(
D′
1D1

)−1
D′
1dT1 +

(
D′
1D1

)−1
D′
1𝝐 (10)

= 𝜆r +
(
D′
1D1

)−1
D′
1𝝐

where the (T∕2 × 1) vector r is equal to one at t = T1 and zero otherwise, rt = 1{t=T1}. It
follows that E[�̂�(1)] = 𝜆r and V[�̂�(1)] = 𝜎

2
𝜖

(D′
1D1)

−1. We find for the first half, for normal
error terms: (

�̂�(1) − 𝜆r
)
∼ N

(
0, 𝜎2

𝜖

(
D′
1D1

)−1)
(11)
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Therefore conventional t-tests can be used to assess the significance of individual indicators.
The estimator �̂�(2) on the second half of indicators, D2 = (dT∕2+1,… ,dT ), will miss the break
in the DGP in the first half described by dT1 and equals

�̂�(2) = 𝜆

(
D′
2D2

)−1
D′
2dT1 +

(
D′
2D2

)−1
D′
2𝝐 (12)

For step shifts, Castle et al. (2015b) show that the indicator inD2 closest to the sample split will
be retained in the second set of indicators. For the general form of break functions, retention in
D2, when there is a break in the first half, will depend on the specific functional form. However,
conditional on the break indicator being correctly retained in the first set D1, retention of
irrelevant indicators in D2 does not affect the correct identification of the break overall: let
D1∗ and D2∗ denote the set of retained break functions in the first and second set, respectively,
where retention is based on a retention rule such as dj is retained if |t𝛾j | ≥ c

𝛼

. The final step in
the split-half procedure is then to combine the retained indicators using DU = [D1∗D2∗] and
estimate the model:

y = DU𝜸(U) + v (13)

This yields the estimator �̂�(U) unbiased for the true break:7

�̂�(U) = 𝜆r +
(
D′
UDU

)−1
D′
U𝝐 (14)

The carried-forward break function in D1∗ correctly identifies the true break, and coefficients
on all other break functions will thus be zero in expectation. The proof is identical to that given
for the first half of indicators in the supplementary material. This shows that, conditional on
retaining the correct break indicator in D1, the retention of indicators in D2 does not affect the
correct identification of the break, when the first and second set are combined and reselected
over. The distribution of the final split-half estimator is then given by(

�̂�(U) − 𝜆r
)
∼ N

(
0, 𝜎2

𝜖

(
D′
UDU

)−1)
(15)

Reselection then results in only the true break indicator being retained in expectation.8

This result generalizes the specific case of step indicators presented in Castle et al. (2015b).
Even though the break date and magnitude are unknown, the use of a fully saturated set of
break indicators allows us to obtain an unbiased estimate of the break magnitude and timing.
The estimator then follows a normal distribution subject to correct specification of the break
function. Thus the estimated coefficient at the break time, �̂�T1 , is in expectation equal to the
break magnitude, while all other estimated coefficients are mean-zero in expectation. This
result generalizes to multiple breaks falling in a single split. As in the case of the known break
timing, the variance of the estimator depends on the specified break function. Let 𝛿k,j denote
the (k, j) element of the matrix (D′

1D1)
−1. The variance of the coefficient at the breakpoint in

the first half is therefore:

V[�̂�T1 ] = 𝜎

2
𝜖

𝛿T1,T1
(16)

For iid error terms 𝝐, andD specified as a full set of step functions, the split-half model (without
selection) yields 𝛿j,j = 2, so the break coefficient has twice the error variance. For the proposed
volcanic function (derived and assessed in detail in Section 3) modelling a single drop followed
by a reversion to the mean, we find that 𝛿j,j = 3.7, thus V[�̂�T1 ] = 3.7𝜎2

𝜖

. This can be compared
to the known-break/single-indicator case where the variance is given by equation (6) and for
the volcanic function equals 2.3𝜎2

𝜖

(for T = 100). Due to collinearity of break functions, the
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variance of the estimator is higher in a fully saturated model. In the more general case, 𝛿T1,T1
depends on the specification of the break function but can be computed a priori. The t-statistic
is then given as

t
�̂�T1

=
�̂�T1

𝜎

𝜖

√
𝛿T1,T1

≈

(
�̂�T1

− 𝜆
)

𝜎

𝜖

√
𝛿T1,T1

+ 𝜆

𝜎

𝜖

√
𝛿T1,T1

∼ N

⎛⎜⎜⎜⎝
𝜆

𝜎

𝜖

√
𝛿T1,T1

, 1

⎞⎟⎟⎟⎠ (17)

In practice, we use sequential elimination of the break indicators or a multi-path search to elim-
inate insignificant indicators reducing the variance of the estimators from a saturated model
(16) closer to the single break (6) and increasing the power of detection.
For dynamic time-series models, the above approach can be extended by including time-

dependent covariates. Valid conditioning (e.g. through the inclusion of auto-regressive terms
in the case of non-iid errors) can be ensured by always including the covariates in each block
estimation step and only selecting over the break functions. Johansen and Nielsen (2009) pro-
vide the asymptotics under the null of no break for the special case of impulses for stationary
and unit-root non-stationary autoregressive processes (see Johansen and Nielsen, 2013, for
the iterated version). The case for general break functions is discussed in Section 2.2, and the
supplementary material provides simulation results for an AR(1) model and DGP.9

Simulation Performance based on Volcanic Break Functions. Table 2 reports simulation
results (T = 100) for a DGPwith a single unknown volcanic break at t = T1 = 25 ofmagnitude
𝜆 followed by a smooth reversion to the mean.10 Equation (31) provides the exact functional
form. Simulations are assessed by the retention/detection frequency (potency) for a single
break and average retention of spurious breaks (gauge).11

The trade-off between potency and level of significance of selection 𝛼 is shown in Figure 2
for a single volcanic break. A multi-path search generally increases the power of detection
relative to the split-half approach. Figure 3 shows the results for split-half (dashed) and multi-
path (solid) selection when using volcanic functions for a break of 𝜆 = 6. Consistent with
derived theory (16), the estimator has 3.7 times the variance of the error term when using
split-half estimation for the given function. Using a multi-path search reduces the variance
drastically. Any selection bias of the multi-path search estimates can be controlled through
bias correction after selection (see Castle et al., 2011 and Pretis, 2015b). The supplementary
material provides simulation results for a simple autoregressive DGP and model.

Table 2. Potency of Detecting an Unknown Break When Using Split-Half and Multi-Path Searches.

Split-Half Multi-Path

Potency Gauge D1 Potency Gauge

𝜆 = 6, trough = 3.48 0.69 0.013 0.88 0.015
𝜆 = 4, trough = 2.23 0.30 0.013 0.50 0.014
𝜆 = 2, trough = 1.16 0.06 0.013 0.11 0.015

Notes: Statistics were generated from 1000 simulations and detection significance was set to 𝛼 = 0.01, with a
length of L = 3. Break magnitude 𝜆 corresponds to the full response in standard deviations of the error term
(𝜎
𝜖

= 1) over the entire break, the trough is 0.58𝜆.
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Figure 2. (Left) Potency of Detecting a Volcanic Break of Magnitude 𝜆 for Level of Significance 𝛼
Using Split-Half and Multi-Path Selection and (Right) Proportion of Spuriously Retained Break

Indicators (Gauge).

Note: Break magnitude 𝜆 corresponds to the full response in standard deviations of the error term
(𝜎
𝜖

= 1) over the entire break, the trough is 0.58𝜆, 6 standard deviations (SD) therefore refers to a
trough of 3.48SD.
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Notes: The left panel shows a simulated time series with the true break shown as dotted and the fit as
solid. The middle panel shows the distribution of the estimated coefficient, the right panel shows the

variance of the coefficient. Vertical dashed lines show the true break magnitude and analytical variance
of the split-half coefficient.
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Penalty (Fixed) Where the Penalty is Set Such That the False-Positive Rate Approximates that of the
Indicator Saturation Procedure under the Null of No Break; and (Right) Corresponding False-Positive

Rate (Gauge).

Note: M = 1000 replications.

Comparison to Shrinkage-based Methods. Shrinkage-based methods using penalized like-
lihood estimation (Zou and Hastie, 2005; Tibshirani, 2011) provide an alternative to the
general-to-specific algorithm used here in selecting models with more variables than obser-
vations. Figure 4 shows the simulation outcomes comparing multi-path indicator saturation
(for 𝛼 = 0.01), the Lasso (Tibshirani, 1996, estimated using LARS, see Efron et al., 2004)
where cross-validation is used to determine the penalty and the Lasso where the penalty is
set such to approximate the false-positive rate of the IS procedure under the null of no breaks
(≈0.01). The simulation uses a total break magnitude of six standard deviations (implying a
trough of 3.48𝜎

𝜖

) for an increasing number of evenly spaced breaks from 0 up to 10 in a sample
of T = 100. The general-to-specific multi-path algorithm exhibits stable power exceeding that
of the penalized likelihood methods across any number of breaks. The false-positive rate re-
mains stable and close to the theory level of 0.01. The shrinkage-based procedures, due to their
similarity to forward-selection, show decreasing potency as the number of breaks increases,
and the false-positive rate is difficult to control.

2.1.3 Uncertainty on the Break Date

An estimated uncertainty on the break magnitude and coefficient path (the time-varying inter-
cept in the regression) can be computed given the distribution of the break estimator (see Pretis,
2015b). While of considerable interest, it is non-trivial, however, to quantify the uncertainty
around the timing of the break (see Elliott and Müller, 2007). This is particularly true for the
literature focusing on break detection using general-to-specific methodology. Here we inves-
tigate the uncertainty around the timing of estimated break points when using break-indicator
saturation by computing the analytical power of a single break indicator when the break func-
tion is correctly specified but the break time is not. This is a simplification as it only considers
a single mistimed indicator, while the indicator saturation approach includes a saturating set.
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Consider a DGP with just a single break in the mean:

yt = 𝜆dT1,t + 𝜖t (18)

The break shifts E[yt] from 0 to 𝜆dT1 at t = T1 where dT1 is a break function of length L
beginning at time t = T1 such that T1 + L < T and dT1 = (0,… , d1, d2,… , dL, 0,… , 0). The
corresponding model is then

yt = 𝛾dj,t + vt (19)

When the break date is correctly specified, dj,t = dT1,t, so the estimator for 𝜆 is given by

�̂�t=T1 − 𝜆 =

(T1+L∑
t=T1

d2T1,t

)−1(T1+L∑
t=T1

dT1,t𝜖t

)
(20)

Similarly for a test of the hypothesis: 𝜆 = 0, the t-statistic has a non-centrality of E[t
�̂� ,t=T1 ] =

𝜓 =
𝜆

√
(
∑T1+L

t=T1
d2T1,t

)

𝜎

𝜖

and the normal distribution

t
�̂� ,t=T1 ≈

�̂�t=T1

√(∑T1+L
t=T1

d2T1,t

)
𝜎

𝜖

∼ N(𝜓 , 1) (21)

The non-centrality 𝜓 increases in the break magnitude 𝜆, varies with the break length L, and
will depend on the underlying break function given by dt.

Now consider the model being incorrectly specified for the break date, such that dj,t ≠ dT1,t
but is shifted by K periods dj,t = dT1±K,t. The estimator for 𝜆 is then

�̂�t=T1±K − 𝜆 = 𝜆

⎡⎢⎢⎣
(T1+L∑

t=T1

d2j,t

)−1(T1+L∑
t=T1

dj,tdT1,t

)
− 1

⎤⎥⎥⎦ +
(T1+L∑

t=T1

d2j,t

)−1(T1+L∑
t=T1

dj,t𝜖t

)
(22)

For a fixed length L and a forced mistiming, it follows that �̂�t≠T1 is not an unbiased estimator
for 𝜆. Note that if dj is functionally specified correctly such that the only difference to the true

break function is through K lags, dj = dT1±K , then it holds that (
∑T1+L

t=T1
d2j,t) = (

∑T1+L
t=T1

d2T1,t
).

Equally (
∑T1+L

t=T1
dj,tdT1,t) = (

∑T1+L
t=T1

dT1±K,tdT1,t) for K ≤ L and 0 for K > L. Using this, we
derive an expression for the approximate t-statistic associated with the estimator given a break
function time misspecified by K lags:

E
[
t
�̂� ,t=T1±K

]
≈

E
[
�̂�t=T1±K

]
𝜎

𝜖

(∑T1+L
t=T1

d2T1

)−1∕2 =
𝜆

(∑T1+L
t=T1

dT1±KdT1

)
𝜎

𝜖

(∑T1+L
t=T1

d2T1

)1∕2 (23)

This is equal to the non-centrality of the correct break date 𝜓 scaled by a factor less than one,
decreasing with the distance K from the correct date

E
[
t
�̂� ,t=T1±K

]
≈ 𝜓

⎛⎜⎜⎝
∑T1+L

t=T1
dT1±K,tdT1,t∑T1+L

t=T1
d2T1,t

⎞⎟⎟⎠ ≤ 𝜓 (24)
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For a given break specification dt and break length L, the corresponding power function can
be computed to provide an approximate measure of power for detection of a break at t = T1
in the neighbourhood of T1. Note that E[t�̂� ,t=T1±K] is zero outside a neighbourhood of L. The
associated t-statistic of a break indicator further away from the true break date T1 than the
break length L is zero in expectation, since (

∑T1+L
t=T1

dj,tdT1,t) = 0 for K > L. Intuitively, longer
breaks increase the likelihood that a break indicator that is not perfectly coincident with the
break date will appear significant, and we can expect the retention to be equal to the nominal
significance level outside a t = T1 ± L interval.

As before we consider the special case of volcanic functions and also provide results from
step shifts for comparison. Figure 5 shows the analytical as well as simulated non-centrality
and power around a true break date at t = 26 of length L = 3 for 𝛼 = 0.05. The Monte Carlo
simulations match the theoretical powers and non-centralities closely.
For no break, the analytical power is uniform and equal to the nominal significance level.

When there is a break outside of the interval T1 ± L, the expected retention of the break in-
dicator equals the nominal significance level. For a step shift of a forced length, given (24),
the non-centrality decreases linearly as the numerator falls by 1∕L per shifted period rela-
tive to the correct break date. For longer breaks this implies that the power around the true
break date is close to uniform. In the case of volcanic functions, due to the particular func-
tional form, the power and retention probability drop more rapidly and peak clearly around
the true break date. The special case presented here only considers the properties of a single
time-misspecified indicator of a fixed length in the model. However, model selection in the
indicator saturation approach alleviates many of these concerns in practice. When selecting
from a full set of break functions (see Section 2.1.2) it is less likely that a break function at
T1 + −K appears significant because the correct T1 indicator is included in the same model, a
mistimed indicator in a fully saturated model would likely appear significant only if a chance
draw of the error offsets the shift.

2.2 Properties under the Null of No Break

Under the null hypothesis when there are no breaks in the DGP, there are two primary concerns
regarding the inclusion of a full set of break functions in the statistical model. First, when in-
cluding a full set of break functions, break indicators may be retained spuriously, and secondly,
there may be concerns about the effect on the distributions of coefficients on variables that are
known to be relevant – in other words, does saturating a model with irrelevant variables affect
relevant ones?
First, we consider the spurious retention of break indicators. Under the null of no breaks,

𝜆 = 0, the DGP from (8) is given by

y = 𝝐 (25)

Based on the above results, when using a split-half approach with a full set of break indicators,
the expectation of the estimated coefficients in the first half is given by

E[�̂�(1)] = E
[(
D′
1D1

)−1
D′
1𝝐
]
= 0 (26)

The same result generalizes to the union of retained indicators DU . Thus, the t-statistics of the
included break functions will be centred around zero in expectation when there is no break.
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Figure 5. Power and Retention Frequency around the Break Date Where the Timing of the Break
Functions is Imposed without Selection.

Notes: Simulated data with and without shifts (top), associated non-centrality and simulated t-statistics
(middle), analytical and simulated power (bottom) around break 𝜆 = −10 at T1 = 26 of length L = 3
and interval T1 ± K for 𝛼 = 0.05. Left shows no break, middle a step-break and right panel a volcanic
function break. Analytical non-centralities and powers are shown as dotted, simulated t-statistics and

retention are shown as solid. Dashed lines mark the break occurrence. Outside of an interval
T1 = 26 ± L the retention probability and analytical power are equal to the nominal significance level of

𝛼 = 0.05.

Using the selection rule that retains the break function dj if |tdj | > c
𝛼

, then 𝛼T∕2 indicators
will be retained on average in each half. Combining the retained indicators in the final set,
𝛼T indicators are retained in expectation. The proportion of spurious indicators can thus be
controlled through the nominal significance level of selection. The properties under the null
are confirmed below using Monte-Carlo simulations.
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Table 3. Retention of Spurious Volcanic Break Functions When There is No Break.

Significance Level Split-Half One-Cut Multi-Path Search

Gauge D1 Gauge D2 Gauge D
𝛼 = 0.05 0.056 0.054 0.30
𝛼 = 0.01 0.013 0.012 0.015
𝛼 = 0.005 0.007 0.007 0.005
𝛼 = 0.0025 0.004 0.004 0.002
𝛼 = 0.001 0.002 0.002 0.001

Table 3 and Figure 6 report the simulation results when there are no breaks in the DGP but a
full set of break functions (of the form of volcanic functions) is included. When using a split-
half approach with a one-cut variable selection decision based on the absolute t-statistic, the
proportion of irrelevant retained indicators is close to the nominal significance level. In prac-
tice, when using a multi-path, multi-split procedure (here implemented through Autometrics)
the gauge is close to the nominal significance level for low levels of 𝛼. A conservative ap-
proach (low 𝛼 ≤ 1%) is recommended in practice.12 When compared to results in Castle et al.
(2015b), there is little notable difference between different specifications of break functions,
consistent with the analytical properties of irrelevant indicators.
We now assess the second consideration, which is the effect of including a full set of

break indicators when theory variables X are included in the model but are not selected over
(‘forced’). These could include contemporaneous covariates or autoregressive dynamic vari-
ables. For the specific case when the elements of D are specified to be impulse indicators,
Johansen and Nielsen (2009) derive the asymptotic distribution of 𝜷 in the full split-half ap-
proach in stationary and unit-root non-stationary regressions using the equivalence of IIS and
one step Huber-skip M-estimators. For an iterated procedure (e.g. resembling the multi-block
approach in Autometrics) the distributional results under the null for IIS are derived in Jo-
hansen and Nielsen (2013). For the general form of designed indicator functions, we follow
theory for the substeps of split-half estimation where N ≪ T in each step, and appeal to sim-
ulation results for the overall algorithm. Consider a simple DGP:

y = X𝜷 + 𝝐 (27)

where 𝝐 ∼ iid(0, 𝜎2
𝜖

I) and the elements ofX (dynamic or static) are assumed to be relevant and
not selected over. The model relying on the split-half approach saturated with the first half of
the break functions is then

y = X𝜷 + D1𝜸(1) + v (28)

where the true 𝜸(1) = 0. Following Hendry and Johansen (2015), given that there is no break
in the DGP, the inclusion of a full set of irrelevant additional variables D1 need not affect the
distribution of the included relevant parameters 𝜷. Orthogonalizing X and D1 by regressing
each column of D1 on X yields the estimator ̂𝜷

∗
with asymptotic distribution:13√

T

(
̂𝜷∗ − 𝜷

�̂�(1) − 0

)
D
→ N

[(
0
0

)
, 𝜎2
𝜖

(
𝚺−1
XX 0

0 𝚺−1
D1D1|X

)]
(29)
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The distribution of the parameters ̂𝜷∗ on the correct variables X is unaffected by the in-
clusion of the orthogonalized break indicators D1 when there is no break. The equivalent re-
sult holds when the second half of break indicators D2 is included and the resulting union
of retained indicators from D1 and D2 given that N < T . Orthogonalization relative to shifts,
however, is not necessary for estimation in practice. Figure 6 shows the simulated distribution
of ̂𝜷 for a single xt when a full set of break functions is included and selected at 𝛼 = 0.005
(orange/shaded light) and when break functions are not included (purple/shaded dark). The
distribution of ̂𝜷 is unaffected by the saturation of a full set of break functions. In practice,
the main risk is the spurious retention of break indicators, but this can be controlled through a
conservative selection mechanism (low 𝛼).

3. Empirical Illustration for Climate Time Series: Detection of Volcanic Eruptions
from Simulated Model Surface Air Temperature Data

Large volcanic eruptions that inject significant amounts of sulphate aerosols into the strato-
sphere cause short-lived (multi-year) radiative imbalances that induce surface cooling. Over
the course of the last several millennia there have been numerous eruptions that have had
impacts on global mean temperatures. Identifying their climatic fingerprint is an important
scientific endeavour that relies critically on the robust characterization of the timing and mag-
nitude of past volcanism. An accurate understanding of the impact of past eruptions can lead
to more accurate estimates of the effect of stratospheric aerosols – to guide policy from geo-
engineering to pollution controls. Records of climatically relevant events primarily rely on
sulphur deposits in ice cores (see, e.g. Gao et al., 2008; Crowley and Unterman, 2012). How-
ever, there remains uncertainty in the precise timing, magnitude and climatic impact of past
volcanic activity (Schmidt et al., 2011; Anchukaitis et al., 2012; Brohan et al., 2012; Mann
et al., 2012; Baillie and McAneney, 2015). Statistical methods such as the break detection
methodology presented herein can therefore augment previous volcanic reconstruction esti-
mates by providing additional characterizations of the timing and magnitude of temperature
responses to volcanic eruptions when coupled with large-scale proxy estimates of past tem-
perature variability, for example, from tree-rings. As a synthetic evaluation of the performance
of the break-indicator saturation method, we search for volcanic eruptions in surface air tem-
perature output from model simulations. While there is some disagreement on the timing,
magnitude and climatic impact of real eruptions over the past several millennia, the present
simulation is forced with deterministic (known, imposed) eruptions. It therefore can function
as a useful tool for assessing the detection efficacy of the proposed statistical methodology in
real-world scenarios when the timing and exact DGP of volcanic eruptions are uncertain.
For our empirical illustration, we use the NH mean surface air temperature from the histori-

cal simulation of the National Center for Atmospheric Research (NCAR) Community Climate
System Model 4 (CCSM4) and the Last Millennium (LM) simulation (Landrum et al., 2013).
These simulations were made available as part of the Coupled and Paleoclimate Model In-
tercomparison Projects Phases 5 and 3 (CMIP5/PMIP3), respectively (Taylor et al., 2012).
Collectively, the two simulations span the period 850–2005 C.E. To imitate potential proxy
reconstructions (e.g. tree-ring based), temperatures for extratropical land areas (30◦–90◦ N)
were extracted from the model and only summer months (June–August) were used to build
annual averages. This time period is expected to show the strongest cooling in response to an
eruption (e.g. Zanchettin et al., 2013 argue for a winter-warming effect) and is associated with
the seasonal sampling window of many proxies such as dendroclimatic records. Temperatures
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are reported as anomalies relative to the 1850–1999 mean. The model is forced with the vol-
canic reconstruction by Gao et al. (2008) that reports volcanic activity as stratospheric sul-
phate loadings in teragrams (Tg). While the model is forced with multiple radiative forcing
conditions (e.g. solar irradiance, greenhouse gases, volcanoes, land cover changes and anthro-
pogenic aerosol changes), for the present experiments we treat these as unknown andworkwith
the univariate NH mean temperature series, although multivariate models with more forcing
variables could improve the detection algorithm. For a real-world scenario, however, estimates
of climate-forcing and -sensitivity are uncertain (IPCC, 2013) and may prove to be of limited
use in explaining non-volcanic temperature variation in proxy reconstructions, particularly in
the presence of changes in measurement (see, e.g. Pretis and Hendry, 2013).

3.1 Simulation Setup

We design a break function to capture the temperature response to a large-scale volcanic erup-
tion using a simple zero-dimensional energy balance model (EBM) that equates incoming to
outgoing energy derived from simple physics-based models of climate (see, e.g. section 1 in
Rypdal, 2012, section 1 in Schwartz, 2012 or Pretis, 2015a for linking system EBMs to econo-
metric system models)

C
dT ′

dt
= F − 𝜃T ′ (30)

where 𝜃 is the climate feedback, C is the heat capacity, T′ the temperature deviation from
steady state (similar to the measured temperature anomaly as a departure from a long-term
average) and F denotes radiative forcing (the variable that in our system describes the volcanic
shock). The feedback response time of the model is given by 𝜏 = C

𝜃

. Assuming a volcanic
forcing effect of an impulse injection of stratospheric aerosols of F decaying exponentially
at rate −1∕𝛾 yields the following functional form of a volcanic function for the associated
temperature response:14

T′
t = dt =

⎧⎪⎨⎪⎩
1
C
e
−𝜃
C
tF
(
𝜃

C
− 1

𝛾

)−1 [
e
t
(
𝜃

C
− 1
𝛾

)
− 1

]
t ≤ L

0 t < T1, t > L
(31)

Intuitively, equation (31) states that a volcanic eruption through F leads to a sudden drop
in temperatures, followed by a smooth reversion back to the original equilibrium. Different
parameter calibrations are explored in the simulation section below. The main results are re-
ported for a normalized temperature response where the feedback response time is set to 1,
and the length of the volcanic impact is set to L = 3 to approximate the theory. The decay
of stratospheric aerosols is modelled as 𝛾 = 0.5 (function a) and 𝛾 = 3 (function b) to capture
one-period and two-period cooling, respectively. On visual inspection (see Figure 7) these cal-
ibrations closely match the average-model response based on a superposed epoch analysis of
all large-scale volcanic eruptions in the climate model (Mass and Portman, 1989). The aver-
age model response in temperature is a drop by approximately 1–1.5 ◦C, followed by a smooth
reversion to the previous mean over a 3–4 year period. While Gao et al. (2008) estimate the
retention time for sulphate aerosols to be 2–3 years, a climatic perturbation of 4 years is in
line with findings by Landrum et al. (2013). It is important to emphasize that the in-sample
response to a volcanic eruption is not used to design the break function – the method is not
trained and evaluated on the same set of observations.
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Figure 7. Superposed Epoch Analysis of the Model Temperature Response to Simulated Volcanic
Eruptions and Sets of Volcanic Functions.

Notes: (Left) Superposed epoch analysis (Mass and Portman, 1989) of NH mean model temperature
response to volcanoes with sulphate emissions >20 Tg (42 events, dashed) with 1 sample standard
deviation bands (shaded) and distribution over volcanoes (box-plots). Approximate temperature

response using a zero-dimensional energy balance model (EBM) used as volcanic function (a) is given
as solid and function (b) in as dotted. (Right) Sets of EBM-based volcanic break functions for the two
different specifications (a) (top) and (b) (bottom) to approximate the temperature response in years T

relative to an eruption at t = 0.

In a more theoretical approach, which avoids particular shape parameters, a single peak
(impulse) could be followed by autoregressive reversion to the mean where we search over a
full set of impulses and full set of breaking autoregressive coefficients.
The DGP for the response variable NH temperature (Tt) is

Tt = f (Xt,Vt) + 𝜖t (32)

To simulate sampling uncertainty of a proxy-based reconstruction, we generate 100 replica-
tions of the outcome by adding 𝜖t ∼ IN(0, 𝜎2

𝜖

) to the NH mean temperature. The main results
here are presented for simulations setting 𝜎

𝜖

= 0.2 which is half the sample standard deviation
of the NH time series of 0.4: the effect of the magnitude of noise is explored in Figure 9. The
function f (Xt,Vt) mapping volcanic, Vt, and other forcing, Xt, on to temperature is unknown
and the observed forcing variables Vt and Xt are equally treated as unknown. As a proof of con-
cept, we consider two models (intercept-only, and AR(1) with intercept)15 to detect eruptions:

yt = 𝜇 + 𝛾 ′dt + vt (33)

yt = 𝜌yt−1 + 𝜇 + 𝛾 ′dt + vt (34)

where dt is a full set of volcanic break functions (31) to be selected over.16 To reduce
computational requirements due to the varying simulation setup, the full-sample is split into
10 subsamples of T = 115 observations each.17 There is little difference between full-sample
and subsampling performance aside from computational speed (the supplementary material
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provides the results for a full-sample simulation). Selection is conducted at 𝛼 = 0.01 implying
an expected gauge of 1% (approximately one break function spuriously retained per sub-
sample). Higher retention of break functions can be an indicator of model misspecification.
Simulations are evaluated based on the retention frequency of known individual volcanic
events (potency), the average potency over all volcanoes and the proportion of spurious
eruptions detected (gauge).

3.2 Illustration Results

Figure 8 and Tables 4 and 5 show the results of detected volcanic events in 100 replications
of the modelled NH mean temperature18 using the model (a) volcanic function. The retained
volcanic breaks coincide predominantly with the simulated volcanic eruptions. Few spurious
volcanoes are detected, and those that are spurious exhibit retention frequencies drastically
lower than those of volcanoes used to force the model.
Most large-scale simulated volcanic eruptions are detected consistently: 74% of all larger

(>20 Tg) NH eruptions are detected on average within an interval of±1 year (57% of all global
eruptions, many of which appear to have had little impact on NH temperatures). Consistent
with the basic analytical results presented in the previous section, the intervals of selection
around the correct break dates are small. While increasing the band from 0 to 1 generally
yields an increase in potency, outside of ±1 year there is little difference (see Table 4). An
uncertainty in break dates of ±1 year can be the result of a monthly dated volcanic forcing
record coupled with an annually dated temperature record, for example, a December erup-
tion will mainly affect the following year. The season of sulphur injection – before or after
summer – can cause offsets in the timing of the temperature response. Equally there may be
regional sampling biases based on the construction of the NH mean surface air temperature.
Augmenting the designed break functions (a) by an autoregressive model results in nearly

similar potency and gauge relative to the baseline model using just a constant (see Table 4 and
Figure 9).
The retention frequency of volcanic functions increases with the magnitude of sulphate

emissions of the volcanic eruption (Figure 9). While the overall potency for all volcanoes
in the NH within a 1-year interval is 33%, this increases to 74% when larger volcanic erup-
tions over 20 Tg are considered. Given that potency covers all of the volcanic forcing, much
of which is small in magnitude, the result is unsurprising. In particular, the lower potency
for small eruptions is not driven by an inconsistency in selection of the same volcano over
multiple experiments, but rather in the variation in temperature response between volcanoes.
Eruptions in 1641 (Parker) and 1600 (Huaynaputina) are detected 100% of the time while the
eruption of 1783 (Laki) is not detected in any of the outcomes. In contrast to most of the other
volcanoes, Laki is a high-latitude volcano. Because the CCSM4 model uses spatially resolved
sulphate estimates, this eruption only affects the northernmost areas and causes only a minor
hemispheric cooling of−0.15◦, which is much lower in magnitude than that of any of the other
major volcanic events (see Figure 7).19

Equally, the potency is affected by the chosen standard deviation of the noise process added
to themodel mean. Themain results here are reported for added noise with a standard deviation
of half the sample standard deviation. Figure 9 shows the potency for varying levels of noise.
The proportion of spuriously detected volcanoes (gauge) at around 0.02 is close to the nom-

inal significance level (1∕T ≈ 0.01). The fact that it is slightly higher is likely due to the mis-
specification of the model, which is only run on a constant (including an autoregressive term
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Table 4. Potency and Gauge for Volcanic Functions (a).

Function (a) T t = T ± 1 t = T ± 2 t = T ± 3

Potency NH Tg > 20 0.45 0.74 0.74 0.74
Potency NH Tg > 0 0.17 0.33 0.34 0.35
Potency Global Tg > 20 0.32 0.57 0.59 0.59
Potency Global Tg > 0 0.11 0.22 0.25 0.26
Gauge NH 0.02
Gauge Global 0.02

Function (a) + AR(1)
Potency NH Tg > 20 0.46 0.70 0.70 0.70
Potency NH Tg > 0 0.16 0.30 0.31 0.31
Potency Global Tg > 20 0.31 0.52 0.54 0.54
Potency Global Tg > 0 0.11 0.20 0.22 0.23
Gauge NH 0.02
Gauge Global 0.02

in the alternate specification) and set of break functions. Any variability in temperature other
than volcanic eruptions may be spuriously attributed to the shape of the volcanic functions.
This could be controlled by augmenting the model with additional dynamics (e.g. further au-
toregressive terms, long-term fluctuations through sine-cosine processes) or known forcing
series.
Results for volcanic functions (b) are reported in the supplementary material. Volcanic func-

tions (b) that capture the slower initial decline in temperature yield a slightly higher potency
when measured at the precise timing (see Figure 9). Potency for t = Ti for all i NH volcanoes
using (b) is 0.32 versus 0.17 for (a) (0.23 vs. 0.11 for Global). This result stems from the single
drop in function (a) often being most significant in the second period after an eruption if the
cooling lasts for two periods. Once we consider the interval of Ti ± 1 years or volcanoes of
larger scale the results are nearly identical for functions (a) and (b). Differentiation between
one or two-period cooling following an eruption, and thereby further improvements in detec-
tion, could be implemented by searching over functions of type (a) and (b) simultaneously
controlling the gauge appropriately.
In summary, large-scale volcanic eruptions can consistently be detected within a ±1 year

interval. Even though the model is likely misspecified when using only a constant, few spu-
rious volcanic eruptions are retained. The signal-to-noise ratio remains, however, crucial in
detection. When the method is applied to real-world proxy reconstructions where lower tem-
perature spikes and higher noise levels can be expected, a well-specified baseline model for the
temperature process will be required against which volcanic events can be detected to ensure
a high power of detection.

3.2.1 Forecasting during Breaks

While breaks (such as volcanic eruptions) are by their nature stochastic, using a deterministic
approach through a full set of break functions allows us to account for the underlying breaks
and model the responses deterministically. This can improve forecasts during breaks if the
break function is well specified. Once the break is observed (in this case a volcanic eruption),
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Table 5. Potency of Detection of Volcanic Eruptions >20 Tg using Volcanic Functions (a) for Intervals
t = T ± 1, 2, 3.

NH Volcano Tg Potency t = T t = T ± 1 t = T ± 2 t = T ± 3

939 31.83 0 0.02 0.02 0.03
1167 29.535 0 0 0 0
1176 45.761 0.06 1 1 1
1227 58.644 0.01 0.02 0.06 0.06
1258 145.8 1 1 1 1
1284 23.053 0.14 0.97 0.97 0.97
1452 44.6 0.3 1 1 1
1459 21.925 0.26 0.98 0.98 0.98
1584 24.228 0.11 0.77 0.8 0.8
1600 46.077 1 1 1 1
1641 33.805 1 1 1 1
1719 31.483 0.75 1 1 1
1783 92.964 0.02 0.02 0.03 0.05
1809 27.558 0.67 0.99 0.99 0.99
1815 58.694 0.91 1 1 1
1835 26.356 1 1 1 1

Global Volcano Tg Potency t = T t = T ± 1 t = T ± 2 t = T ± 3

854 21.387 0 0.02 0.03 0.03
870 22.276 0 0.25 0.25 0.25
901 21.283 0 0.34 0.5 0.54
939 33.128 0 0.02 0.02 0.03
1001 21.011 0 0.4 0.4 0.4
1167 52.114 0 0 0 0
1176 45.761 0.06 1 1 1
1227 67.522 0.01 0.02 0.06 0.06
1258 257.91 1 1 1 1
1275 63.723 0 0.06 0.08 0.08
1284 54.698 0.14 0.97 0.97 0.97
1341 31.136 0 0 0 0.01
1452 137.5 0.3 1 1 1
1459 21.925 0.26 0.98 0.98 0.98
1584 24.228 0.11 0.77 0.8 0.8
1600 56.591 1 1 1 1
1641 51.594 1 1 1 1
1693 27.098 0 0 0.03 0.07
1719 31.483 0.75 1 1 1
1783 92.964 0.02 0.02 0.03 0.05
1809 53.74 0.67 0.99 0.99 0.99
1815 109.72 0.91 1 1 1
1835 40.16 1 1 1 1
1883 21.864 0 0.98 0.98 0.98
1963 20.87 0 0.43 0.63 0.63
1991 30.094 0 0.48 0.48 0.48
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a forecasting model can be augmented with a break indicator where the magnitude is deter-
mined through estimation in the first break period. This indicator then acts as a continuous
intercept correction, thereby improving the forecast performance during the break. To illus-
trate this concept, Figure 10 shows a 1-step forecast for NH model mean temperatures follow-
ing the simulated 1641 eruption, together with the root-mean-squared (RMSE) forecast errors
for all NH (>20 Tg) model eruptions based on volcanic function (a). Using volcanic indica-
tors to forecast through the breaks yields on average a lower forecast RMSE (RMSE = 0.51)
when compared to a simple AR(1) model (RMSE = 0.71) or even a robust forecasting device
(RMSE = 0.66) (Clements and Hendry, 1999).20 Crucially, this depends on the correct speci-
fication of the break function – for volcanic eruptions further improvements could be achieved
by switching to volcanic function (b) if the initial cooling lasts for two periods. Detection
of breaks based on theory-informed break functions can therefore act as a robust forecasting
device through a continuous intercept correction from climate to economic time series.

4. Conclusion

Saturating a regression model with a full set of designed break functions, and removing all
but significant ones through a general-to-specific algorithm yields unbiased estimates of the
break magnitude and time. By initializing the model with a full set of break functions many of
the shortcomings associated with a forward selection or specific-to-general approach in break
detection can be avoided. Analytical properties and non-centralities can be derived for any de-
terministic break function and can be extended to breaks in random variables when interacted
with the deterministic break specifications. The break detection procedure exhibits desirable
properties both in the presence of breaks (stable potency across multiple breaks) and under
the null hypothesis of no breaks where the spurious retention of break functions can be con-
trolled through a chosen significance level of selection. Themulti-path algorithm (Autometrics)
outperforms shrinkage-based estimators, especially when facing multiple breaks. We provide
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some initial insight into uncertainty on the break date by assessing the retention probability
of mistimed break estimators. Break-indicator saturation appears to be effective for detecting
large-scale temperature responses to volcanic eruptions. This was shown using surface air tem-
perature output from a combined LM and historical climate simulation. Statistically searching
over a set of break functions consistently detects large eruptions from the simulated surface air
temperatures without prior knowledge of their occurrence. This holds promise for future vol-
canic detection efforts using real-world proxy reconstructions of temperature variability over
the last several millennia. More broadly, break detection using designed functions and indica-
tor saturation provide a framework to analyse the detection of breaks of any designed shape at
any point in time, with applications ranging from the detection of previously unknown events
(such as shifts in time series due to measurement changes or policy impacts), to acting as a
robust forecasting device during breaks – from economic recessions to volcanic eruptions.
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Notes

1. For example, SIS exhibits higher power in detecting step shifts than using impulses
alone – see Castle et al. (2015b).

2. For k breaking variables, this implies augmenting the full-sample model by k (T × T)
matrices.

3. While the framework presented here provides an encompassing specification for many
break types, the construction of D is not limited to this particular case. Additional sets
of specifications for step shifts are considered in Castle et al. (2015b). The appeal of the
specification here is that the definition of D allows for a general framework under which
properties can be analysed where many of the previously proposed cases are a special case
of D.

4. In a simple split-half analysis, there may be an identification problem if the sample-split
coincides perfectly with a structural break. This is overcome by varying the block parti-
tioning as is done in the software implementations of the algorithm.

5. See the supplementary material for proof.
6. Proof given in the supplementary material.
7. In practice, selection bias can be controlled using bias correction after orthogonalization

of the selected regressors – see Hendry and Krolzig (2005) for the orthogonal case, Pretis
(2015b) for bias correction of step functions and Castle et al. (2015a) for bias correction
with correlated variables.

8. The split-half approach is not the only way of analysing the theory of indicator satura-
tion: rather than splitting the functions into a first and second half, alternatively one could
consider including every other break function in two sets such that D1 covers breaks at
t = 1, 3, 5… andD2 covers breaks at t = 2, 4, 6…. Retention frequencies in this setup can
be derived using the results in Section 2.1.3.
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9. While our analysis concentrates on small-sample properties, the asymptotic rates of con-
vergence will generally depend on the specification of the break function – varying scaling
to obtain non-degenerate limit distributions may therefore be required. In the case of step
functions (dt = 1,L = T) and the simple no-intercept case, pre-multiplying the estima-
tor by

√
T yields asymptotic normality for the break estimator when T−1∑T1+L−1

t=T1
d2t =

T−1L → 𝜏 as T → ∞. In other words, the ratio of break length to the sample size re-
mains constant as the sample size increases – this can be interpreted as obtaining more
information on the break period or sampling at higher frequencies as T → ∞. A similar
analysis can be applied to the volcanic functions considered here, where either the break
length scales with the sample size, or alternatively the magnitude increases similar to the
asymptotic analysis for a single impulse in Doornik et al. (1998).

10. For a volcanic break, 𝜆 denotes the entire temperature response over the specified length
L, thus the trough will be less than 𝜆. For the present specification of L = 3, the initial
trough of the function equals 0.58𝜆.

11. All simulations and applications using the multi-path search Autometrics are coded using
the Ox programming language (Doornik, 2009b). Simulations using the Lasso are coded
using the package glmnet (Friedman et al., 2010) in R.

12. Results of high gauge for high significance levels (e.g. 𝛼 ≥ 0.05) are consistent with previ-
ous results found by Bergamelli and Urga (2013) for step functions. Once a large number
of spurious breaks is retained, it becomes more likely to keep additional spurious breaks.
The results for the gauge in Table 3 are consistent with the distributional theory for the
gauge in Johansen and Nielsen (2016).

13. Where T−1X′X
P
→ ΣXX for stochastic X, and D1 is scaled such that either the break

length scales with the sample size, or alternatively the break magnitude increases such

that T−1D′
1D1 → ΣD1

is constant, and for stochastic X it holds that T−1(û′û)
P
→ 𝚺D1D1|X

where û = D1 − X ̂Γ from orthogonalization regressions. See the supplementary material
for a proof based on Hendry and Johansen (2015).

14. See the supplementary material for a derivation. For break detection, the function is nor-
malized to sum to 1 over L.

15. Unless otherwise stated, results refer to the intercept-only case. The intercept term and
the autoregressive terms are not selected over.

16. Given the specification of the volcanic break function and if 𝜎
𝜖

was the only noise added
to the DGP, then the approximate expected non-centrality for a single unknown break
using (17) is 𝜆(0.2

√
3.7))−1 ≈ 0.4−1𝜆 where 𝜆 is the full temperature response following

a volcanic eruption. Since the specified volcanic function has an approximate trough of
0.58 𝜆, a temperature drop of 1◦ after a volcanic eruption implies that overall 𝜆 ≈ 1.7.
Thus in absence of additional noise and for a single volcanic break with an immediate
temperature response of 1◦, the expected t-statistic is approximately ≈ 4.3. The analytical
probability of detecting this eruption is roughly: P(|t| > c

𝛼

) ≈ 0.96 for 𝛼 = 0.01. Large
eruptions should be consistently detected if the break function is correctly specified and
if 𝜎

𝜖

was the only source of noise.
17. The total sample size is T = 1155, resulting in nine subsamples of T = 115 observations

and one subsample of T = 120 observations. Significance levels are scaled accordingly.
Using a 3 GHz processor, the subsample approach requires ≈5 seconds to cover the en-
tire sample for one replication (across 10 subsamples), compared to ≈5 minutes for one
replication using a full-sample approach.
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18. Retained volcanic functions with positive coefficients are dropped since these likely con-
stitute positive outliers. The focus here lies on the detection of volcanic events which have
a negative temperature response.

19. There is considerable uncertainty on the impact of the Laki eruption, for example, Schmidt
et al. (2012) find the observed NH peak temperature response to Laki to be around −1◦,
suggesting that the LM simulation used here may not reflect the entire impact of the erup-
tion, while D’Arrigo et al. (2011) argue that Winter impacts were likely independent of
the Laki eruption. Notably, the eruption’s noxious fumes at the time were discussed in
White’s (1789) treatment of phenology.

20. The robust forecasting device is based on first differences using the forecasting model
for T + 1|T given by: yT+1|T = yT + 𝜌ΔyT where 𝜌 is estimated using an AR(1) model.
No error bars are shown on the robust forecast in Figure 10 (dot-dashed) due to the non-
standard distribution of the forecast.
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1. Introduction

Air pollution has harmful effects on human health and ecosystems. Thus, it can also impact
the Earth’s climate. It is well known that pollutants released into the atmosphere not only
cause local air pollution, but they also cause regional air pollution, such as acid rain and huge
plumes of smoke covering large areas. The high levels of pollutants are more harmful in caus-
ing global environmental problems, as ozone depletion and climate change. Especially, O3 and
SO2 contribute to global warming which is linked to climate change.

Air pollution also has significant negative impact on well-being, such as life satisfaction
and health status. It is, therefore, crucial to have reliable estimates of the public willingness-
to-pay for air pollution reduction. Overall, there are mainly three popular methods for the
environmental valuation that are revealed preference, stated preference and the life satisfaction
approach.

Revealed preference relies on hedonic price analysis, that is, uses variations in house price
to elucidate the price attached to a cleaner environment. This approach has some limitations,
such as it requires the market of interest (typically the housing market) to be in equilibrium at
even small geographical level (Frey et al., 2010), the cost of migration is not considered (Bayer
et al., 2009) in the approach and the consumption of the public good examined is detectable
(Rabin, 1998), which is the air pollution in our case.
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The second approach is the stated preference, which is based on contingent valuation from
surveys, and attempts to directly elucidate the environmental value from questions presented to
the respondents (Carson et al., 2003). The drawbacks of this approach include the superficial
and misleading answers by the respondents due to the hypothetical nature of the surveys or
the lack of financial implications (Kahneman et al., 1999).

The third approach is the life satisfaction approach (LSA). One of the main advantages
of this method is that it does not rely on how the people directly evaluate the environmental
conditions, as in the case of the stated preference approach, neither it requires the housing
market to be on equilibrium, as it is the main assumption of the revealed preference approach.
Instead individuals are asked to evaluate their general life satisfaction controlling for pollution,
income and other socio-economic and weather factors. In the LSA the perception of causal
relationships is not required, as it is assumed that air quality leads to life satisfaction changes.
Previous research studies examined the relationship between life satisfaction, income and air
pollution (Luechinger, 2009; Levinson, 2012).

Nevertheless one important disadvantage of the LSA is the plausible reverse causality be-
tween income and life satisfaction, as happier people can be more productive and earn more
(Powdthavee, 2010). Overall, Stutzer and Frey (2012) suggest that instrumental variable ap-
proaches are hardly convincing. This is because almost every factor can determine the life
satisfaction. In line with the previous issue, another common limitation of the LSA is the
small estimated income coefficients. This is explained by the fact that individuals compare
their current income with their past income, as well as, with their peers’ income, indicating
that both relative and absolute income can be important (Ferreira and Moro, 2010; Levinson,
2012). Tsui (2014) examined the effects of income on happiness in Taiwan. The results sup-
port that people are happier not only with changes in absolute income, but also with changes
related to the expected and relative income.

Although there are disadvantages of LSA approach as stated preferences and revealed pref-
erences also have, due to its comparative advantages, it is the most appropriate approach to
analyse the link between life satisfaction, income and air pollution. It is the reason we use it
in our study as previous studies also did that focus on analysing a similar relationship.

However, there are significant contributions of this study compared to many others. First, the
relevant analysis relies on detailed micro-level data, using SHP’s respondents’ zip municipality
codes, which allows for mapping the air pollution to individuals more accurately, than previous
studies did, where the geographical level was larger (Welsch, 2002, 2006; Luechinger, 2009,
2010; Ferreira and Moro, 2010; Levinson, 2012; Ferreira et al., 2013). Secondly the sample
is split to the non-movers and the movers. This can allow to reduce the endogeneity coming
from the residential sorting, where the respondents choose where to reside. Thus, those who
are more averted to air pollution they will choose locations with cleaner air, resulting to biased
air coefficients downwards. Similarly, Luechinger (2009), explored the non-movers and the
individuals who are moving across the boundaries of the counties were excluded. In this way,
the individual specific fixed effects absorb the county specific effects. Additionally, the air
pollution is taken based on daily values, making it more exogenous and avoiding the above-
mentioned sorting problem. However, one important issue of the study by Luechinger (2009)
and our study is that the sorting process is not observed, as those who are more averted to
air pollution have decided to choose locations with clean air and those who are less averted
have moved to more polluted areas before the surveys take place. Therefore, as it is pointed
out by Luechinger (2009), individuals might become accustomed to the air pollution if they
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are less sensitive to it, or they might sort into polluted areas at the first place if they are less
concerned about air quality. Therefore, for this reason the estimates will take place for both
non-movers and movers. On the other hand, people might sort into polluted areas not because
are less concerned, but because there might be more opportunities make them happier such
as labour market choices. Usually cities are more polluted because of the traffic; nevertheless,
cities and urban areas offer opportunities of proximity, a variety of labour and health services
choices, which are mainly centralised.

The aim of the paper is to examine the determinants of life satisfaction and to propose a the-
oretical model where permanent income is considered as one of the important determinants
of life satisfaction which cannot be measured directly. However, the impossibility or difficulty
to measure abstract variables, such as the permanent income and life satisfaction can be over-
come using SEM since it treats them as latent variables, controlling for confounding effects as
measurement error. Furthermore, SEM enables a researcher to test a set of regression equations
simultaneously. Thus, the main advantage of SEM is to construct a model that combines the
determinants of life satisfaction with the permanent income. The concept of permanent income
was proposed by Friedman (1957) and is one of the most important developments in empirical
social sciences. The model is based on the hypothesis that permanent income might be more
important factor on life satisfaction and common proxies for permanent income which most
closely capture the concept are examined. In addition, SEM is suggested as it is a more flexible
statistical model which allows for measurement error in the income. For the robustness check
and to examine the causal effects of permanent income on life satisfaction, and then to cal-
culate the MWTP values, a simple fixed effects regression will also be analysed along with a
panel structural equation model (SEM). In order to do that, a model that relates the components
of socioeconomic factors and permanent income to life satisfaction is formulated. The results
from fixed effects regression analysis show that the MWTP values expressed in 2013 US dol-
lar prices are $8,900, $11,995, $6,580, $1,940, $2,320 for one standard deviation reduction
in ozone (O3), sulphur dioxide (SO2), nitrogen dioxides (NO2), carbon monoxide (CO) and
particulate matter less than 10 microns (PM10), respectively. On the other hand, employing the
SEM the respective values of MWTP values are lower and equal at $6,710, $9,876, $5,390,
$1,930 and $2,135. The structure of the paper has as follows: In the next section a brief liter-
ature review on the previous environmental valuation approaches is discussed. In Section 3,
the methodology and data are presented, while in Section 4 the empirical results are reported.
Finally, the concluding remarks are discussed in the last section.

2. Literature Review

Initially, previous researches on revealed preference methods are presented. Under the assump-
tion of perfectly competitive housing market, a change in any environmental characteristics is
reflected by a change in market price, and reflects the buyers’ marginal willingness-to-pay
(MWTP) for this characteristic; see Rosen (1974) for details on hedonic pricing. One of the
first studies that employed the hedonic pricing method is by Ridker and Henning (1967), who
estimated that a one standard deviation change in sulphate leads to a 2.8% change in the values
of residential properties. Numerous studied followed the same methodology and are reviewed
in Smith and Huang’s (1995) meta-analysis. However, this method is subject to a number of
criticism, such as the study by Bayer et al. (2009), who show that when moving is costly, es-
timates relying on hedonic valuation of the housing market are biased downwards. The form
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can be another issue as Kuminoff et al. (2010) point out where a framework incorporating
quasi-experimental identification and spatial fixed effects can be more flexible than the stan-
dard linear specifications.

In the literature three main sorting and hedonic pricing models have additionally been de-
veloped in order to improve the estimates; the Pure Characteristics (PC) sorting, the Random
Utility (RU) sorting and the Calibrated Sorting (CS) models. The differences in these models
include: the set of choices faced by each household; the shape of the preference function spec-
ification and the development of instruments to control for endogenous amenities (Bayer and
Timmins, 2005, 2007; Kuminoff et al., 2013).

Regarding preferences in the PC specification, every household is required to have for every
amenity the same relative preferences, while the specification in the CS allows the households
to differ in their relative preferences relaxing in this way the illustration of preference hetero-
geneity. In the PC model, the vertically differentiated case dominates where the households
agree on the community ranking by the provision of a public good or amenity and on the
spatial substitution opportunities. On the other hand, in the CS and RU models the horizontal
differentiation condition applies, where a broader diversity in the substitution possibilities is
allowed. However, there is a bias/variance trade-off in the vertical/horizontal modelling. The
PC estimator is biased by the vertically differentiated condition leading to biased conclusions
on welfare measures. On the contrary, the restriction that creates bias is removed by the hori-
zontal differentiation, but untested distributional assumptions are created due the dimensions
of preferences which are added in the modelling which drive the estimates (Kuminoff et al.,
2013). In the case of the instrumental variable approach and the CS model, the assumption
about the relative importance of unobserved amenities is not required as it has been illustrated
by Ferreyra (2007) and Calabrese et al. (2007). The instruments employed in the PC model
are constructed using the ranking of the community income functions, while in the RU sorting
model the instruments are developed by the functions of the exogenous attributes of substitute
locations (Kuminoff et al., 2013). Nevertheless, there are still drawbacks as the instrumental
variable approaches employed in the PC and RU model will be consistent as long as the in-
struments are valid, that is, exogenous and not weak, while a specific form of the amenity’s
production function is required in CS model (Kuminoff et al., 2013).

Furthermore, the previous research studies using stated preference methods are discussed.
Contingent evaluation studies are difficult to compare because each study is unique and it
depends on the description of the good to be evaluated; the payment method to be made;
and the eliciting values method (Croper and Oates, 1992, 710). The study by Loehman and
De (1982) shows that the yearly MWTP values range between US $7 and $46 for a one-day
per year reduction in severe cough, severe shortness of breath, and minor eye irritation. Hall
et al. (1992) found that the MWTP value per day for a one-day-per-year reduction in minor
restricted-activity is equal at US $23 deflated at 1990 prices. Hammitt and Zhou (2006) using
the contingent valuation method, explored the indoor pollution and specifically the PM10 and
SO2. The authors found that the statistical cost of a cold, chronic bronchitis and the value
per statistical life range, respectively, between $3 and $6, $500 and $1,000 and $4,200 and
$16,900 based on 2000 prices. The stated preference approach has been subject of criticism
on two main points. Firstly, the individuals have not always adequate understanding of the
good they are asked to evaluate. Second, a major disadvantage is the strategic behaviour or
the limited incentives given to respondents, resulting to disclosure of their true demand. The
consequence is that the estimates will be biased since the respondents give misleading answers
(Luechinger, 2009; MacKerron and Mourato, 2009; Frey et al., 2010).
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However, other studies used the approaches of the choice modelling (CM) or choice exper-
iments (CEs) suggesting that these can be more proper than the contingent valuation in order
to calculate the MWTP (Hanley et al., 2001a; Campbell, 2007; Campbell et al., 2008). These
type of experiments are based on survey methodology to model the preferences for goods,
which are described regarding their attributes and levels. Furthermore, the alternative series of
preferences are provided to the respondents, which differ in levels and terms and then they are
asked to choose the most preferred one or to rank the pool of alternatives. In the next step, the
price or cost is concluded as one of the goods’ attributes which allows to recover indirectly the
respondent’s choices or rankings (Hanley et al., 2001a; Campbell et al., 2011). In addition, it
is suggested that CE approach can be more enlightening than the studies, using the discrete CV
approach, since the respondents can choose or express their preference for a specific good given
a range of payment amounts. Finally, CE approach relies on the respondents’ranking ratings
among a series of alternative packages that the MWTP can be indirectly calculated, avoiding
or minimising the strategic behaviour commonly presented in the CV approach (Hanley et al.,
2001a; Campbell et al., 2011).

Nevertheless, CEs have also weakness. One drawback is the statistical problems derived
from the repeated answers for each respondent, as well as, the correlation among the responses
should be considered (Adamowicz et al., 1998). In addition, the study design in CE modelling
can be sensitive, as the estimates depend on the way that the choice of the levels to repre-
sent them are selected and the way that the respondents receive them are neutral or not. This
implies that there might be an impact on the marginal utilities values (Hanley et al., 2001a,
2001b) found that the respondents are affected from the way that the choices are given to them.
Changing the number of choice tasks has a significant impact on the respondent’s preferences.

To alleviate the dependence on the housing market and to evaluate the willingness-to-pay,
researchers have also used life satisfaction. Welsch (2002) explored 54 countries in 1990 and
1995, using cross sectional data, where the dependent variable is the country average happi-
ness. MWTP is found to be $126 for a 1 𝜇g/m3 decrease in nitrogen dioxide (NO2). In another
study, Welsch (2006) employed a series of the Eurobarometer cross-sectional survey during
the period 1990–1997 for 10 European countries. The MWTP was found equal at $184 and
$519 for 1 𝜇g/m3 decrease, respectively, in lead (Pb) and NO2. However, these studies are
likely to be biased by measurement error due to the aggregation of pollution to national level.
To reduce this aggregation problem, Ferreira and Moro (2010) used a micro-level data the
Irish National Survey on Quality of Life which took place in 2001. The authors found that the
MWTP to pay for a reduction of 1 𝜇g/m3 of PM10 is €945. Rehdanz and Maddison (2008)
found that the air pollution levels in Germany have negative relationship with life satisfaction.
The estimates in previous studies, such as those by Ferreira and Moro (2010) and MacKerron
and Mourato (2009) are based on cross-sectional data and do not account for the endogeneity
of pollution. For instance, areas with high pollution levels are likely to also have some other
amenities that negatively affect life satisfaction. The most relevant paper to our study is by
Luechinger (2009) who also uses an individual level panel data (the German Socio-Economic
Panel (GSOEP). Luechinger (2009) used as an instrumental variable for SO2 the mandated in-
stallation of scrubbers at power plants and he found that the MWTP is $313, while it becomes
smaller ($183) when no instrument is considered.

SEM has been previously applied on life satisfaction studies. Powdthavee and Wooden
(2015) used SEM in order to examine the effects of sexual identity on life satisfaction through
seven channels: income, employment, health, partner, relationships, children, friendship net-
works and education in Australia and the United Kingdom. Generally, the SEM has not been
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applied on the valuation of air pollution using the LSA. This study contributes to the previ-
ous literature by three ways. First, by mapping air pollution concentrations on municipality
zip code level and conventional fixed effects estimates for five air pollutants. Second, SEM
approach is expanded including additionally the air pollutants. Third, permanent income is
incorporated in the analysis. Overall, SEM enables a researcher to test a set of regression
equations simultaneously. Thus, the main advantage of SEM is to construct a model that com-
bines the determinants of life satisfaction with income. Thus, using SEM both the direct and
indirect effects of variables such as age or marital status among others can be simultaneously
considered. For example, in the analysis of life satisfaction it is important to separate the di-
rect effect of some variables, that is, education from their indirect effect, for example, via its
effect on income. In addition, it is impossible to disentangle these factors in a single equation
model in which the reduced form parameters include both the direct and indirect effects. SEM
approach can entail this.

3. Methodology

3.1 Fixed Effects

The panel data model estimated is

LSi,j,t = 𝛽0 + 𝛽1 log (y)i,j,t + 𝜑′ej,t + 𝛾 ′Zi,j,t + 𝛿′Wj,t + 𝜇i + Mj + 𝜃t + MjT + 𝜀i,j,t (1)

where LS denotes the life satisfaction for individual i in location (zip code) j and in time t,
log(y) is the logarithm of the equivalent household income deflated in 2012 prices and e is the
air pollution measured-in that case five air pollutants. Vector Z includes personal and household
characteristics, while W includes the weather conditions. Set 𝜇i is the individual fixed effects,
Mj is the location fixed effects and set 𝜃t is a time-specific vector of indicators for the day of the
week, month and the year of the survey. In addition, the regressions control for MjT which is
a set of area-specific time trends. Standard errors are clustered at the area-specific time trends.
For cross-sectional data or panel data random effects analysis the ordered Probit and Logit
models can be applied. However, these models do not allow fixed effects estimation analysis.
In this case the approach developed by van Praag and Ferrer-i-Carbonell (2004) is applied,
the ‘Probit-adapted’ method, where the dependent variable is transformed to a standardised
continuous variable, which is normally-distributed. For a marginal change of air pollutant e,
the MWTP can be derived by differentiating (1) and setting dLS = 0. That is the income drop
that would lead to the same reduction in life satisfaction than an increase in pollution. Thus,
the MWTP can be calculated as

MWTP = −𝜕LS
𝜕e

∕ 𝜕LS
𝜕 log(y)

(2)

Then the MWTP (2) is multiplied by the average household income in order to get the
MWTP values. The within-person estimations achieved with the panel data fixed effects are
useful when it is difficult to measure unobserved confounders including determinants of loca-
tion selection. These are most appropriate for exposure (air pollution) and outcome (life sat-
isfaction) relationships with short lag times as is the case of the current study. Cross-sectional
studies exploring the relationship between well-being and air pollution are particularly liable
to residential self-selection bias resulted from unmeasured area selection factors. Nevertheless,
fixed effects even if they will greatly reduce the potential bias coming from omitted variables,
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this bias is not completely eliminated, since there might still be unobservable factors driving air
pollution and which are correlated with the life satisfaction. Regarding the sample selection,
usually residential relocation is triggered by events such as employment changes and marriage
which may influence life satisfaction and thus restricting the sample to the movers may induce
selection bias (Hernan et al., 2004). Using panel data, the area fixed effects for the non-movers
will be eliminated, while in the case of the movers the error term will contain the difference in
the area fixed effects of the two residences which is likely to be correlated with the difference
of the air pollution levels across the two locations.

However, as it has been mentioned in the introduction section the limitation of the sample
to the non-movers may reduce the endogeneity from the residential sorting but it does not ac-
count for issues coming from the sorting process. In particular, individuals who are averted to
air pollution have already lived or moved to locations with cleaner air before the implemen-
tation of the surveys. Thus, similarly to the study by Luechinger (2009) the sorting process is
not observed and this might have an effect on the estimated coefficients. Thus, restricting the
sample only to the non-movers the above selection bias is generated. For this reason the Heck-
man selection model is suggested (see for more technical details Heckman, 1979) in order to
account for the selection bias. The study by Ioannides and Zabel (2008) follows this approach
in order to explore the neighbourhood effects on housing demand. Therefore, this approach is
adjusted in the case of the air pollution and its effects on moving location.

3.2 Panel Structural Equation Modelling (SEM)

Structural equation models (SEMs) with latent variables provide a very general framework for
modelling of relationships in multivariate data (Bollen, 1989). A SEM is applied in order to
examine whether the proposed causal relationship is consistent with the patterns found among
variables in the empirical data. SEM uses a two-step process: the measurement model and
the structural equation model. More specifically, the measurement model specifies how the
latent (unobserved) variables or hypothetical constructs are measured in terms of the observed
variables. The observed variables and unobserved constructs are linked by one of two factor
equations for observations i = 1, . . . .., N:

xi = ux + Λx𝜉i + 𝛿x
i (3)

yi = uy + Λy𝜂i + 𝛿
y
i (4)

Model (3) relates xs or xi = (xi1, . . . . . . , xiq)' to an n-vector of latent variables 𝜉i = (𝜉i1, . . . . . . ,
𝜉in)', n ≤ q, through the q × n factor loadings matrix Λx. Similarly, model (4) relates the
vector of indicators yi = (yi1, . . . . . . , yip)' to an m-vector of latent variables 𝜂i = (𝜂i1, . . . . . . ,
𝜂im)', m ≤ p, through the p × m factor loadings matrix Λy. The vectors 𝛿i

x and 𝛿i
y are the

measurement error terms, while vectors ux and uy are the intercept terms of the measurement
models.

The next step is to examine and determine the lack of the fit. The model fit evaluation
is based on three goodness-of-fit indices; comparative fit index (CFI) developed by Bentler
(1990) Tucker–Lewis index (TLI) proposed by Tucker and Lewis (1973) and the root mean
square error of approximation (RMSEA). The CFI and TLI indices ranges between 0 and 1 and
the larger they are the better the fit is. According to Bentler (1990) and Hu and Bentler (1999),
a CFI and TLI value of greater than 0.90 can be expected for a good fit to the data, while values
higher than 0.95 indicate very good fit. RMSEA measures the degree of model adequacy based
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on population discrepancy in relation to degrees of freedom. As a rule of thumb, if the value of
RMSEA is lower than 0.05 indicates a good fit, values between 0.05 and 0.08 suggest accept-
able fit, while values higher than 0.10 imply poor model fit (Hancock and Mueller, 2006). The
last index is the root mean square residual (RMSR), which is a measure of the mean absolute
value of the covariance residuals. In general, values less than 0.1 indicate favourable estimates.
The SEM examined in this case is incorporated into a panel framework and it is

ym
it = am

yi
+ 𝛽m𝜂

m
it + em

it (5)

𝜂

s
it = 𝛼

s
𝜂i
+ Γ𝜋s

it + us
it (6)

Hp
it = 𝛼

p
Hit

+ Φhp
it + vp

it (7)

LSit = aLSi + 𝛽𝜂it + 𝛾m

3∑
m−1

Xmit + 𝛿s

4∑
s−1

Γsit + 𝜙p

6∑
s−1

Φpit + 𝜃′Zit + 𝜀it (8)

The term yit in (5) represents the effect indicators of income (𝜂), which are assumed to be gen-
erated by the latent income variable with m = 1, 2, . . . , M, denoting the number of indicators,
for individual i in time t and with error eit

m. In the measurement Equation (6) the income is the
latent dependent variable, Γ is the vector of coefficients for the exogenous variables included
in 𝜋it

s, and uit is the disturbance error with E(uit) = 0, COV(uit, 𝜋it
s) = 0 and COV(uit, eit) =

0. In the measurement Equation (7), Hit represents the indicators of the latent variable health
status, Φ is the vector of coefficients included in hit

p, and vit is the disturbance error with
E(vit) = 0.

Equation (8) is the final estimated equation, with 𝛽 representing the permanent income’s
estimated coefficient, 𝛾m, 𝛿s and 𝜑p are the estimated coefficients of the effects and causal
indicators from (5) to (7) for m = 1,..,5, s = 1,..,3 and p = 1, . . . .,6 denoting the number of
indicators described below; 𝜃’ indicates the estimated coefficients of the control variables (Z)
and 𝜀it is the disturbance term with E(𝜀it) = 0, COV(𝜀it, Xmit) = 0, COV(𝜀it, Γsit) = 0, COV(𝜀it,
Φmit) = 0. In the case that health status and permanent income are not latent variables the fit
of this model to the data will be statistically insignificant and poor. The parameters 𝛼m

yi, 𝛼
s
yi,

𝛼

p
Hi and 𝛼LSi represent the unobserved individual-specific effects, allowing us to estimate a

fixed effects SEM. The indirect effects of income through Xmit for each m are given by 𝛽m ×
𝛾m. The indicators of income are distinguished in two categories; the causal indicators which
are the determinants of household income and variables that are affected by income and are
called effect indicators. The causal indicators are nationality, job status, education and the
place of location-municipality in this case, while the effects indicators are the house expenses,
house tenure and household size. Job status and education can be clearly important factors
of permanent income. Previous studies used them as proxies. Houthakker (1957) and Mayer
(1963) analysing the relationship between income and consumption, they treated job status as
a proxy for permanent income. In addition, Hauser and Warren (1997) argue that job status
proxies permanent income because it is more stable over time than income is. Similarly, edu-
cation is treated an additional proxy since it is more stable than income and it is a significant
factor of the latter. The third causal indicator is the location of residence, which municipality
is used in this study. This can be meaningful as controlling at the same time for municipal-
ity, various economic factors are considered, as regional wealth, unemployment and industrial
characteristics among others. Thus, the location can be an important factor of permanent in-
come. Nationality is taken as an additional factor, because the Swiss citizens might consider
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Figure 1. Path Diagram of the Effects on Life Satisfaction.

a more permanent life in Switzerland than the non-Swiss citizens, formulating in this way the
permanent income. Finally, life satisfaction is considered as the last factor. This is based on the
hypothesis that permanent income can be caused by life satisfaction, as people can earn more
in the long term if they are more satisfied, examining in this way the possible reverse causal-
ity between them. Regarding the effects indicators, the household size, house tenure (owned
a house or not) and the house expenses can be considered as logical effects of permanent in-
come. Finally, the indicators for health status are the improvements on health, whether the
respondent had an illness or accident, whether he/she had back problems, weaknesses prob-
lems, headache and sleeping problems in the last 12 months. In Figure 1, the path diagram of
the effects of the permanent income and the other control variables on the life satisfaction is
presented. Moreover, the reverse causality between life satisfaction and health status, as well
as between life satisfaction and permanent income is examined.

4. Data

The SHP started in 1999 with slightly more than 5000 households and it includes questions
about the household composition and socioeconomic demographics. This study uses the SHP
waves 2–15, that is, years 2000–2013.1 Based on the happiness literature (Clark and Oswald,
1994, 1996; Ferreira and Moro, 2010; Ferreira et al., 2013) the demographic and household
variables of interest are household income, gender, age, household size, health status, job sta-
tus, house tenure, marital status, education level, municipalities and community typology, such
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Table 1. Summary Statistics.

Air pollutant Mean Standard deviation Min Max

Life satisfaction 8.027 1.467 0 10
Equivalent household income 56,670.47 57,456.89 0 5,541.319
O3 56.6671 27.232 1.19 215.22
SO2 2.531 1.992 0.12 60.14
NO2 31.325 24.755 0.03 103.97
CO 381.761 343.385 0.0 1988.74
PM10 20.903 12.005 0.70 195.14

Note: Air pollutants are measured in micrograms per cubic meter (𝜇g/m3).

as whether the area is urban, sub-urban among others. In addition, the regressions consider
the day of the week, the month of the year, the wave of the survey and area specific trends.
The weather conditions are additionally considered, as they can influence life satisfaction and
these are: the average temperature, the difference between the maximum and minimum tem-
perature – which proxies for clear skies and humidity – (Levison, 2012), the precipitation and
the wind speed. The dependent variable is the life satisfaction which is an ordered variable
measured in a Likert scale from 0 (not satisfied at all) to 10 (completely satisfied).

In order to map and convert the point data from the monitoring stations into data up to zip
code level we used the inverse distance weighting (IDW); a GIS-based interpolation method
with a radius of 20 km including the 90% of the SHP sample. There are 2551 municipalities
and the SHP is based on 2198 municipalities. Based on Table 1, the air pollutants present a
significant deviation among them. For this reason the standardised coefficients are obtained.

In Table 2, the correlation coefficients between the various pollutants and the life satisfac-
tion are reported. These correlations are based on the average pollution levels at the nearest
monitoring station at the day before the interview. The correlation between all air pollutants

Table 2. Correlation between Air Pollutants and Life Satisfaction.

Life satisfaction O3 SO2 NO2 CO PM10

O3 − 0.0109***

(0.000)
SO2 − 0.0113*** − 0.1353***

(0.000) (0.000)
NO2 − 0.0098*** − 0.5078*** 0.3078***

(0.000) (0.000) (0.000)
CO − 0.0057*** − 0.2620*** 0.0788*** 0.4680***

(0.0000) (0.0000) (0.000) (0.000)
PM10 − 0.0078*** − 0.4094*** 0.2860*** 0.7173*** 0.3160***

(0.0000) (0.0000) (0.000) (0.000) (0.0002)
Household income 0.0904*** − 0.0217*** − 0.0173*** − 0.0102*** − 0.0079** − 0.0084**

(0.0000) (0.000) (0.000) (0.000) (0.0138) (0.0204)

Note: p-Values are in brackets, *** and ** indicate significance at 1% and 5% level.
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is positive with the exception of the ground-level ozone. The negative correlation between
O3 and the other pollutants is induced by seasonal variations in the occurrence of these pollu-
tants. More specifically, O3 is formed in high temperature and solar radiation levels, especially
during summer (Bauer and Langmann, 2002; Toro et al., 2006). The remained pollutants are
coming caused mainly from cars, trucks and buses, power plants, industry, landfills and not
from weather; however their impact depends on the latter. More specifically, the main pollu-
tants from diesel fuel vehicles include CO and NO2 from which the secondary pollutant O3 is
formed (Charron and Harrison, 2003; Toro et al., 2006). The positive correlation between CO
and NO2 is explained by the fact that the effect of CO is that it slowly burns nitrogen monoxide
(NO) to NO2 (Vingarzan, 2004). Nitrogen oxides are mainly originated from anthropogenic
sources and the increased production of O3 in the lower layer which the latter is associated with
volatile organic compounds (VOCs), besides temperature and solar radiation (Wennberg et al.,
1998; Bauer and Langmann, 2002; Toro et al., 2006). In other studies a positive correlation
between CO, NO2 and SO2 has been found (Wang et al., 2002).

Based on the correlation matrix in Table 2, the association between household income and
the air pollutants examined. Since the correlation does not give enough information for the
relationship between income and air pollution the Environmental Kuznets Curve (EKC) hy-
pothesis is examined and the results are presented in Figures 2–6 for linear and quadratic pre-
dicted values of the air pollutants. The EKC hypothesis has been inspired by Kuznets (1955)
who predicted that the relationship between income inequality and per-capita income is char-
acterised by an inverted U-shaped curve. This suggests that as the income is increased the
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Figure 5. Linear and Quadratic Prediction Plots between Carbon Monoxide and Household Income.
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income inequality initially is increased too, while the latter starts declining after a specific
turning point of income. Following Kuznets (1955), EKC assumes the environmental degra-
dation or pressure increases up to a certain level of income and after that it decreases implying
that the environmental impact indicator is an inverted U-shaped function of income per capita.
The majority of the studies exploited panel data based on country level and they found that
the EKC hypothesis holds (Grossman and Krueger, 1993, 1995; Panayotou, 1997; Selden and
Song, 1994; Vollebergh et al., 2009). In another study, Bölük and Mert (2014) examined the
carbon dioxide emissions in 16 European Union (EU) countries by separating the final energy
consumption into fossil fuel and renewable energy consumption. The authors found the EKC
hypothesis does not hold and they suggest that a shift in renewable energy might decrease the
greenhouse gas emission, because it contributes by around 50% less per unit energy that it is
consumed by the conventional fossil energy use.

In Figures 2–6 the relationship between the air pollutants and the household income per
capita considering linear and quadratic terms is presented. In all cases the cubic term on income
is insignificant, as well as the EKC hypothesis and the shape holds either controlling or not for
additional individual and household characteristics. According to the left side of the Figures 2–
6 the relationship between income and the air pollutants is linear and negative, confirming so
far the correlation in Table 2. Regarding the quadratic term on income is insignificant in the
cases of O3 and CO presented in Figures 2 and 5. However, there is a significant relationship
between the remained air pollutants and the income expressed in both linear and quadratic
terms. Thus, the correlation standalone is not enough to reveal the relationship between income
and pollution, where for SO2, NO2 and PM10 there is a quadratic relationship according to the
figures on the right side suggesting that an inverted U-shaped curve exists for these pollutants
and the EKC hypothesis holds. Previous studies suggest that the EKC hypothesis may be varied
depending on various factors, such as the period examined, the type of the data analysis, which
can be time-series, cross-sectional or panel data or it can be a matter of the specification from
of the function estimated (Panayotou, 1997; Selden and Song, 1994; Vollebergh et al., 2009;
Giovanis, 2012). Nevertheless, these issues are not the main interest of the study and overall
the EKC hypothesis holds for SO2, PM10 and NO2 and the turning points are, respectively,
$22,500 and $26,300 and $32,200. It should be noticed that the relationships do not change
when the income expressed in levels instead in logarithms is considered.

5. Empirical Results

The results are reported in Table 3, while the findings for the socio-economic and personal
characteristics are not explicitly discussed here as it is out of the study’s scope. Overall, the
findings are generally consistent with other studies (Luechinger, 2009; Levinson, 2012). Mar-
ried are more satisfied than singles, while divorced and widowed are more likely to be less
satisfied with their lives than singles are. Regarding job status, unemployed report lower levels
of life satisfaction than those who are full time employed, while there is no difference between
retired and part time employed. The home owners report higher levels of life satisfaction, while
it seems that household size is associated negatively with life satisfaction. Finally, increases
on average temperature and the difference between maximum and minimum temperature are
associated with increases on life satisfaction. On the other hand, the relationship between life
satisfaction and wind speed is negative, as higher wind speed is associated, with lower tem-
perature. Even though wind speed can clean the air from pollutants the lower temperatures
associated with it can have stronger effect on life satisfaction.
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Table 3. Life Satisfaction Estimates for Nonmovers.

Variables Adapted Probit FE SEM

Log of equivalent household income 0.0774*** 0.1015***

(0.0138) (0.0083)
O3 − 0.0023*** − 0.0022***

(0.0007) (0.0002)
SO2 − 0.0031*** − 0.0033***

(0.0006) (0.0007)
NO2 − 0.0017*** − 0.0018***

(0.0005) (0.0004)
CO − 0.0005** − 0.0006**

(0.0003) (0.0003)
PM10 − 0.0006** − 0.0007***

(0.00033) (0.0003)
Average temperature 0.0008*** 0.0006***

(0.0002) (0.0003)
Maximum–minimum temperature 0.0003*** 0.0004***

(0.00013) (0.0002)
Wind speed − 0.0009*** − 0.0007***

(0.0002) (0.0002)
Precipitation 0.0003 0.0004

(0.0002) (0.0003)
Age − 0.1709*** − 0.1425***

(0.0066) (0.0430)
Age square 0.0019*** 0.0024***

(0.0003) (0.0008)
Age cubic − 1.11e-0.5*** − 1.21e-0.5***

(2.13e-06) (4.76e-06)
Household size − 0.0081* − 0.0126***

(0.0042) (0.0040)
Job status (ref = full-time)

Job status (part-time) − 0.0113 − 0.0114
(0.0202) (0.0213)

Job status (unemployed) − 0.3786*** − 0.3189***

(0.0670) (0.1163)
Job status (retired) − 0.0326 − 0.0320

(0.0369) (0.0409)
Marital status (ref = single)

Marital status (married) 0.1321*** 0.1624***

(0.0353) (0.0235)
Marital status (widowed) − 0.2934*** − 0.3046**

(0.1050) (0.1346)
Marital status (divorced) − 0.2916* − 0.2640*

(0.1685) (0.1710)
Tenure (ref = tenant)
Tenure house (owner/co-owner) 0.0491** 0.0450***

(0.0241) (0.0091)

(continued)
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Table 3. (Continued)

Variables Adapted Probit FE SEM

Education (ref = incomplete compulsory school)
Education level (compulsory elementary school) − 0.0703*** − 0.0595**

(0.0196) (0.0275)
Education level (technical or vocational school) 0.0399 0.0344

(0.0556) (0.0498)
Education level (university) − 0.0598* − 0.0823***

(0.0320) (0.0282)

t-Statistic for the difference
Adapted of MWTP between FE and SEM

Variables Probit FE SEM (MWTPFE – MWTPSEM)

No. of obs. 71,084 71,084
R2 0.3218
AIC statistic 89,896.56 81,992.01
BIC statistic 90,863.73 82,341.65
𝜒

2/df 0.164
Root mean square error of

approximation (RMSEA)
0.0025

CFI 0.945
TLI 0.924
RMS 0.010
MWTP for a drop of one standard $8,900 $6,710 167.365

deviation in O3 per year [0.000]
165.482

MWTP for a drop of one standard $11,995 $9,876 [0.000]
deviation in SO2 per year 163.638

MWTP for a drop of one standard $6,580 $5,390 [0.000]
deviation in NO2 per year 114.571

MWTP for a drop of one standard $1,940 $1,680 [0.000]
deviation in CO per year 101.041

MWTP for a drop of one standard
deviation in PM10 per year

$2,320 $2,135 0.000

Note: Standard errors are in brackets ***, ** and * indicate significance at 1%, 5% and 10% level. p-values are
in square brackets.

The first remarkable finding is the cubic relationship between age and life satisfaction. While
previous studies found that life satisfaction is rather flat throughout the life cycle (Myers, 2000)
or there is an inverted U-shaped association (Easterlin, 2006), the findings in this study shows
that after some point of the life cycle life satisfaction is reduced. The second remarkable find-
ing is that there is a negative relationship between education level and life satisfaction, while
a positive relationship is usually found (Easterlin, 2001, 2006; Bruni and Porta, 2005; Fer-
reira et al., 2013; Giovanis, 2014). On the other hand, these estimates are consistent with
other studies which found a negative relationship especially in the developed nations (see e.g.
Veenhoven, 1996; Dockery, 2003, 2010). This brings a great interest to further understand the
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relationship between education and subjective wellbeing. From previous research it is well
established from both human capital theory and empirical evidence that higher educational
attainment can enhance a person’s future outcomes, including better career and employment
opportunities increasing income and wealth and thus health outcomes (Sweetland, 1996). One
possible explanation can be the fact that people who do well in education are those who tend
to be happy and mentally resilient in the first place and that attaining educational qualifica-
tions per se makes little difference. Thus, education may have a negative impact, for example
through raising aspirations and expectations that are not met and by leading to occupations
that carry high levels of stress. More specifically, studies from Britain and the USA found a
negative correlation between education and job satisfaction, indicating dissatisfaction among
individuals with higher levels of education (Clark and Oswald, 1996; Ross and van Willigen,
1997; Stutzer, 2004; Verhaest and Omey, 2009). This dissatisfaction may be due to the lack of
jobs at higher levels and the expectation of high educated individuals, the stress related to jobs
at higher positions, and to mismatches between aspiration and expectations with employment
possibilities for high educated people. Therefore, education can be significantly related to job
satisfaction and as the latter is an important component of the life satisfaction, including in-
come, health and other factors, leading to the negative relationship between higher educated
people and their life satisfaction. Previous studies employing the Swiss Household Panel sur-
vey found the same concluding remarks (Stutzer, 2004; Krause, 2010). However, this needs
further in-depth investigation as the relationship may vary depending on gender, age and health
among other factors.

Regarding SEM, it is a useful tool which allows us to explore the direct and indirect effects.
More specifically, as it has been shown in Figure 1 and the methodological framework, educa-
tion has direct effects on life satisfaction and indirect effects through permanent income. Thus,
the results show that while the indirect effects of education on life satisfaction through income
are positive, the direct effects are negative. However, the total effects presented in Table 3
are negative as the direct effects exceed the indirect effects. These results can be explained
as follows. Higher and better education provides individuals with better labour and market
opportunities leading to increase on income, wealth and health outcome. This further leads to
life satisfaction increase because income and wealth are tools which allow people to achieve
specific goals and targets. On the other hand, education may present this direct negative as-
sociation with life satisfaction, since individual have accomplished many goals regarding the
educational attainment and achievement leaving them with less room for increases in life satis-
faction relatively to people who still try to study, educate themselves and accomplish additional
goals in their lives.

Based on Table 3 and the adapted Probit FE estimates, increasing O3, SO2, NO2, CO and
PM10 by one standard deviation reduces life satisfaction by 0.0023, 0.0031, 0.0017, 0.0005
and 0.0006, respectively. The respective MWTP values expressed in 2013 US dollar prices
are $8900, $11,995, $6580, $1940 and $2320. More specifically, based on the relation (2),
the MWTP is the ratio of the partial derivative of life satisfaction with respect to air pollu-
tant explored over the partial derivative of life satisfaction with respect to the logarithm of
the household income. Then this ratio is multiplied by the average household income in order
to calculate the MWTP in monetary values (Welsch, 2002, 2006; Luechinger, 2009; Levin-
son, 2012). The estimate air pollutant coefficients are small; however the results are consistent
with the findings of previous studies. For instance Levinson (2012) found the estimated co-
efficients of the standardised PM10 and O3 equal at 0.0014 and 0.00021. The low estimated
air pollutant coefficients may be due the air quality improvement during the period examined.
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Moreover, it might be the case that the public goods or the public bads in our case, play a
lower or less significant role on overall well-being and life satisfaction than the personal and
household characteristics do, such as income, employment status, marital status and others.
In addition, when no controls are included into the regressions the air pollutant coefficients
are larger, but controlling for additional individual and household characteristics their effect
is reduced as expected, confirming the importance of other factors on life satisfaction. In ad-
dition, these controls may be correlated with air pollutants, like marital status, education and
employment.

The results in Table 3 refer to MWTP for changes in standard deviation. More specifically,
the MWTP for one standard deviation change in O3, which is equal at 27 and the average value
of O3, which amounts to 56, constitutes a 48% change in O3. The percentage changes in the
remained pollutants for one standard deviation change are: 78%, 76%, 90% and 60% for SO2,
NO2, CO and PM10, respectively.

Regarding the SEM the results are reported in the second column of Table 3. In this case it
is observed that the income effect on life satisfaction is higher than the respective one derived
from the adapted Probit FE and it is equal at 0.1015. This has as a consequence that the MWTP
will be lower and the values are: $6710, $9876, $5390, $1930 and $2135, respectively, for O3,
SO2, NO2, CO and PM10. Thus, the MWTP derived by SEM are less by 15–25% for O3,
SO2 and NO2, while the respective reduction for CO and PM10 ranges between 5% and 8%.
In Table 3, the t-statistic and the respective p values for the comparison of the mean MWTP
between adapted Probit FE and SEM are reported. In all cases it is concluded that the MWTP
values are statistically different. The same concluding remarks are derived with the bootstrap
t-statistics. The chi-square goodness-of-fit test and the root mean square error of approximation
(RMSEA) descriptive model fit statistic are reported. The chi-square test of model fit is not
significant and the RMSEA value 0.0025 is much lower than the value of 0.05 proposed by
Hu and Bentler (1999) as an upper boundary. Moreover, the CFI and TLI are very close to unit
and equal at 0.95 and 0.92, respectively, while RMSR 0.010, much lower than the proposed
value of 0.1. Thus, based on these statistics it is concluded that the proposed model fits the
data well.

In Table 4, the estimates of life satisfaction regressions for the movers sample are reported.
While the household income is significant not all the air pollutants are. This can be explained
by the fact the movers sample is endogenous and not stable across location and time. More
specifically, there are individuals that have moved more than once across the period examined
to areas with varying air pollution levels and types creating this bias in the estimates. In addi-
tion, it has been found that SO2 and O3 have strongest effect for non-movers than movers, as
well as more persistent effects than the rest of the air pollutants. This can have various expla-
nations. First, O3 has slightly been increased, while the other pollutants presented a significant
declining and especially CO. Second, even if O3 and SO2 are invisible, they are mainly respon-
sible for the formation of the winter smog (SO2) and for summer smog (O3), thus they can be
observed and felt by people (Ponka, 1990; Medina-Ramon et al., 2006) Moreover, there is ev-
idence that O3 produces short-term effects on mortality and respiratory morbidity, even at the
low concentration levels (Ponka, 1990) while the effects of SO2 are direct, especially on health,
and its effects are felt very quickly, where most people would feel the worst symptoms in 10–
15 minutes after breathing. Furthermore, air pollutants have different effects on health and thus
on peoples’ life satisfaction, since it is the most important component of the life satisfaction as
it can be confirmed by the estimates in Table 3. For instance, a study in Helsinki, found that in
a model containing temperature, NO, NO2, CO, SO2, O3 and PM10, simultaneously, NO, O3
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Table 4. Life Satisfaction Estimates for Movers.

Variables Adapted Probit FE SEM

Log of equivalent household income 0.1201** 0.1344**

(0.0526) (0.0572)
O3 − 0.0038 − 0.0045

(0.0073) (0.0051)
SO2 − 0.0054 − 0.0057

(0.0065) (0.0041)
NO2 − 0.0025** − 0.0032*

(0.0012) (0.0017)
CO − 0.0011 − 0.0014

(0.0023) (0.0012)
PM10 − 0.0014* − 0.0018

(0.0008) (0.0014)
No. of obs. 3,517 3,517
R2 0.4321
Root mean square error of approximation (RMSEA) 0.0683
CFI 0.883
TLI 0.845
RMS 0.084
MWTP for a drop of one standard deviation in O3 per year
MWTP for a drop of one standard deviation in SO2 per year
MWTP for a drop of one standard deviation in NO2 per year $6,169 $4,480
MWTP for a drop of one standard deviation in CO per year
MWTP for a drop of one standard deviation in PM10 per year $3,454

Note: Standard errors are in brackets, ** and * indicate significance at 5% and 10% level.

and CO alone were significant predictors of respiratory hospital admissions (Ponka, 1990). On
the other hand, SO2 and PM10 have been found to have more significant adverse effects on car-
diovascular diseases than O3 (Ponka, 1990; Medina et al., 2006; Brauer et al., 2012). Schwartz
(1991) analysed the relationship between air pollution and daily mortality in Detroit, during
the period 1973–1982 and he found a positive relationship between mortality and particulate
matters, but no significant relationship between mortality, O3 and SO2. Schwartz et al. (1991)
explored the variation of the daily hospital admissions and the daily visits to paediatricians for
obstructive bronchitis in children in five German towns in the mid-1980s and they found that
in regression models where only one pollutant was included – SO2, NO2 and total suspended
particles (TSP) – were all significant, where TSP is an archaic measure of PM which has been
replaced afterwards. However, in the two pollutant models NO2 and SO2 were both insignif-
icant, while TSP remained significant in the regression with SO2. A study exploring the long
term effects of air pollution in a Dutch cohort, black smoke (BS) and nitrogen dioxide (NO2)
were found to be positively associated with respiratory mortality but not significant estimates
were found for SO2 and PM2.5 (Beelen et al., 2008) Therefore, the studies are mixed finding
negative effects of every pollutant depending on the area and period examined. Moreover, the
results of this study cannot be fully compared with previous studies, since it examines the five
most important pollutants, while the previous studies explored a less number of air pollutants
(Levinsion, 2012; Welsch, 2002, 2006).
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Table 5. Life Satisfaction Robustness checks for Nonmovers.

OLS fixed GMM
Variables effects system BUC

Life satisfaction one lag 0.1334***

(0.0078)
Log of equivalent household income 0.0687*** 0.0954*** 0.2143***

(0.0315) (0.0071) (0.0713)
O3 − 0.0025*** − 0.0024*** − 0.0081**

(0.0008) (0.0005) (0.0038)
SO2 − 0.0033*** − 0.0030*** − 0.0108**

(0.0007) (0.0004) (0.0053)
NO2 − 0.0016** − 0.0018*** − 0.0058*

(0.0007) (0.0001) (0.0023)
CO − 0.0005* − 0.0007** − 0.0017**

(0.0003) (0.0003) (0.0018)
PM10 − 0.0007* − 0.0008** − 0.0020*

(0.00038) (0.0004) (0.0025)
No. of obs. 71,084 55,892 58,419
R2 0.3476
Wald chi-square 8913.30 9711.1

[0.000] [0.000]
Arellano-Bond test for AR(2) in first differences 1.65

[0.208]
Exogeneity test 0.40
LR chi-square [0.818]
MWTP for a drop of one standard deviation in O3 per year $9,206 $8,180 $8,535
MWTP for a drop of one standard deviation in SO2 per year $12,935 $11,175 $11,320
MWTP for a drop of one standard deviation in NO2 per year $6,725 $5,685 $6,270
MWTP for a drop of one standard deviation in CO per year $2,135 $1,905 $1,935
MWTP for a drop of one standard deviation in PM10 per year $2,510 $2,150 $2,300

Note: Standard errors are in brackets, ***, ** and * indicate significance at 1%, 5% and 10% level. p-values are
in square brackets.

In Table 5, the robustness checks for the life satisfaction regressions and the non-movers
sample are presented. More specifically, three alternative methods are applied, the OLS with
fixed effects, the ‘BlowUp and Cluster’ (BUC) estimator (see Baetschmann et al., 2015 for
technical details), and the GMM system (Blundell and Bond, 1998). The results are similar
and the MWTP are close to those found with the Probit adapted fixed effects, with the excep-
tion of the GMM, whose MWTP are closer to those derived by the SEM relatively to the other
methods. It should be noted that the estimated coefficients of BUC are higher than the coef-
ficients obtained from the other methods, since BUC uses the binary conditional logit model
and the coefficients are always higher than OLS regressions. Moreover, the number of ob-
servations is much less in BUC, which is common in the cases where variables are constant.
More precisely, if an individual reports the same level of life satisfaction, that is, takes value 1
during the whole period examined, then it will be dropped from the sample. This can be one
disadvantage of the BUC estimator, as also the estimates with fixed effects do not suffer when
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the well-being variable is measured in a wide scale from 0 to 10. On the other hand, the main
issue is the possible degree of reverse causality between income and life satisfaction.

Overall, all the studies examine the mean change and not standard deviation, with the ex-
ception the study by Levinson (2012). However, he examined the PM10 in the USA and the
MWTP was found equal at $15,000 in 2012 prices, which is close to our findings, regard-
ing SO2 and the fixed effects model. However, this study examines additional air pollutants,
relies on more precise geographical and spatial area for the air mapping and uses actual in-
come levels rather than mid-points of income scales as it is employed in the study by Levinson
(2012).

However, one issue is that the air pollution depends on the location that respondents are
moving to, which can be heterogeneous and since the air pollutants are significantly correlated
as it has been seen in Table 2, the MWTP of one pollutant may partially represent the MWTP
of another. For instance, the MWTP for O3 may partly represent the MWTP value for NO2. In
order to explore the individual MWTP separate regressions for each pollutant are taken place
for both mover and non-movers. In this case it could be argued that the omitted variable bias can
be an issue since air pollutants are correlated, but it does not imply that are also confounders.
The results are presented in Table 6, where only the coefficients of main interest are reported
which are the air pollutants and the income. Based on the results the estimated coefficients
for CO and O3 are insignificant in the movers sample, while the effects of PM10 and NO2
are found to be higher than the respective effects found in Table 3 and 4. Moreover, as it has
been discussed in the methodology section, limiting the sample to non-movers may reduce
the endogeneity issue coming from residential mobility; however it creates another selection
bias due the fact that some of the respondents have already moved to cleaner or dirtier areas
before the survey implementation. More specifically, this study proposes a Heckman Selection
model into a Structural Equation Modelling framework. This is acceptable since the Heckman
model is a two-step model. In particular, in the first step a binary Probit model is estimated
exploring the determinants of the selection variable, where in the case examined is the moving
status, and then the Inverse Mills ratio is calculated. In the second step the observation function
is estimated, which is the life satisfaction, including the same factors as previously, where
the Inverse Mills ratio is included as an additional regressor. In the case that Mill ratio is
insignificant, it can be claimed that there is no selection bias. Furthermore, it should be noticed,
that since panel data are employed, the first step includes a Logit rather than a Probit model,
because the former allows for fixed effects. Therefore, the Heckman selection model is applied
and the results are presented in Table 7. Finally, the annual averages of the air pollutants and
the annual household income with one lag are considered. The reason for this specification is
that we find to be more reasonable to explore the probability of the respondents having moved
to another location given the pollution and household income one year before, since the survey
is conducted annually.

Based on the results of Table 7 the probability of moving is the highest in the case of SO2
followed by O3 and PM10, while the respective probabilities are significantly lower in the cases
of NO2 and CO. The MWTP for the air pollutants differ from the respective values found in
Table 3 and are closer to SEM. However, the MWTP for PM10 and NO2 are higher and for O3
become lower. This might indicate that in Table 3 the estimates provide partially the MWTP
for each pollutant, while in Table 4 and the movers sample most of the air pollutants are even
insignificant. There is no clear explanation for these findings. One reason can be the fact that
O3 is correlated with these two air pollutants, as well as, its formation depends on NO2 levels,
besides the temperature and solar radiation. The small number of moving cases as the location
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Table 6. Life Satisfaction SEM Estimates for Air Pollutants.

Variables Panel A: Nonmovers

Log of equivalent household 0.1015*** 0.1080*** 0.1004*** 0.1079*** 0.1021***

income (0.0179) (0.0198) (0.0176) (0.0198) (0.0187)
O3 − 0.0022***

(0.0009)
SO2 − 0.0036***

(0.0011)
NO2 − 0.0019**

(0.0008)
CO − 0.0009**

(0.0004)
PM10 − 0.0017**

(0.0008)
No. of obs. 71,172 71,128 71,225 71,112 71,121
MWTP for a drop of one standard

deviation in air pollutant
$6,200 $10,100 $5,500 $2,500 $5,100

Panel B: Movers

Equivalent household income 0.1358** 0.1353** 0.1351* 0.1338** 0.1325**

(0.0618) (0.0625) (0.0622) (0.0782) (0.0582)
O3 − 0.0020

(0.0014)
SO2 − 0.0031*

(0.0014)
NO2 − 0.0029*

(0.0015)
CO − 0.0010

(0.0013)
PM10 − 0.0019*

(0.0007)
No. of obs. 3,526 3,522 3,532 3,525 3,523
MWTP for a drop of one standard

deviation in air pollutant
$4,700 $8,300 $4,300 $2,200 $5,000

Note: Standard errors are in brackets***, ** and * indicate significance at 1%, 5% and 10% level.

they moved may be another cause. Another possible explanation is that conditioning on one or
more variables the causal path is blocked-off. For instance, the effect of O3 on life satisfaction,
when the regression is conditioning or controlling for PM10, might be blocked-off, for example,
O3→PM10→LS and there is no indirect effect from O3 to life satisfaction (Spirtes et al., 2000;
Pearl, 2000, 2009). Moreover, the inverse Mills ratio is insignificant in all cases indicating that
there is no evidence that the selection bias is quantitatively important. Overall, the procedures
in Tables 6 and 7 suggest that in order to consider in the analysis latent variables, accounting
for measurement error and selection bias and to properly estimate the MWTP individually for
each air pollutant the Heckman selection model into a Structural Equation Model framework
can be an alternative valuable option.
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Table 7. SEM and Heckman Selection Model Fixed Effects.

Variables Observation equation DV: life satisfaction

Log of equivalent household 0.1029*** 0.1040*** 0.1016*** 0.1050*** 0.1006***

income (0.0291) (0.0272) (0.0275) (0.0281) (0.0274)
O3 − 0.0021**

(0.0009)
SO2 − 0.0035**

(0.0016)
NO2 − 0.0018*

(0.0010)
CO − 0.0009*

(0.0005)
PM10 − 0.0017**

(0.0006)

Selection equation DV: moving status

Equivalent household income − 0.0411** − 0.0402** − 0.0397** − 0.0394** − 0.0396**

(0.0182) (0.0183) (0.0182) (0.0182) (0.0182)
O3 0.0052***

(0.0006)
SO2 0.0096**

(0.0045)
NO2 0.0016*

(0.0009)
CO 0.0001***

(0.00004)
PM10 0.0038***

(0.0011)
Inverse Mills ratio − 0.2197 − 0.5306 − 0.3827 − 1.3975 − 0.7667

(1.102) (1.396) (1.168) (1.317) (1.282)
No. of obs. 55,054 54,717 55,223 53,984 53,494
Wald chi-square 1804.45 1768.01 1793.46 1434.71 1659.83

[0.000] [0.000] [0.000] [0.000] [0.000]
Rho − 0.2442 − 0.5337 − 0.4064 − 0.9127 − 0.6869

[0.842] [0.704] [0.743] [0.289] [0.650]
MWTP for a drop of one standard

deviation in air pollutant
$6,100 $10,000 $5,400 $2,600 $5,100

Note: Standard errors are in brackets, p-values within square brackets ***, ** and * indicate significance at 1%,
5% and 10% level.

The SEM estimates differ from the fixed effects from various aspects. First, it allows to treat
health status and permanent income as latent variables accounting for measurement error. Even
if the argument that income and expenditures can be a good measure of standard of living and
well-being, they might be measured with error. Second, SEM allows a simultaneity regression
approach accounting also for possible reciprocal effects between income and life satisfaction
and between life satisfaction and health status. A simultaneous approach can be applied for
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example with seemingly unrelated regressions (SURE), but they do not treat the variables of
interest as latent. Third, depending on the theoretical model examined it is possible to derive
the direct and indirect effects of the explanatory variables. For instance, education has an in-
direct effect on life satisfaction as it acts as a causal indicator of permanent income and at the
same time has a direct effect on life satisfaction. Similarly, the reciprocal effects between life
satisfaction and health status can be explored as well as the indirect effects of health status on
permanent income through life satisfaction. For instance based on Figure 1, job status has a
direct effect on life satisfaction as well as an indirect effect through permanent income. The
direct effect for an unemployed is –0.2505, while the indirect effect through income is –0.0684
resulting to a total effect of –0.3189. Additional relationships can be derived from Figure 1.
Continuing with the unemployed, as the job status is a causal indicator of income, it has a direct
effect on income equal at –0.1034 as it is expected since unemployed reduces the income. Ad-
ditionally, there is an indirect effect through life satisfaction, since the model allows for recip-
rocal effect, and the effect is negative and equal at –0.0342 resulting to a total effect of –0.1376.
Thus, unemployment can have a direct effect on income but also a moderating effect through
life satisfaction, since less happy or satisfied people are more likely to earn less. Finally, the
results support that there is a reverse causality as the people who report higher life satisfaction
levels are associated with increases on income by 137.00 (SE: 10.480) Swiss franc on aver-
age, while the health is improved by 0.103 (SE: 0.0439). The estimated coefficients are not
reported, but are significant at 1% and 5%, respectively. Similarly, other effects can be derived.

It should be noticed that SEM could include additional factors for the measurement equa-
tion of life satisfaction. More precisely, these are the emotion variables and their frequency,
such as joy, worry, anger and sadness measured in the same scale as life satisfaction, from no
frequency (taking value 0) to very frequent (taking value 10). The results are not presented
here as the concluding remarks are the same and the coefficients sign is the same (i.e. positive
effect of income and negative effect of air pollution on life satisfaction); however, are not the
same. Regarding the emotion variables, a negative relationship between the frequency of anger,
worry and sadness with life satisfaction is presented, while a positive association between joy
and life satisfaction is reported. Moreover, the big five personality traits have been included
into SHP in 2009 (wave 11) until 2011 (wave 13) which can be included in a similar fashion
with the emotion variables. In this case the life satisfaction can be treated as a latent and un-
observed variable and the SEM application could valuable since there might be measurement
error in life satisfaction. However, this will restrict the sample of the analysis to 6 waves (and
three waves for the personality traits) instead of 14 waves that have been used in this study.
This is important because it is desirable, using panel data, to follow the same individual and
examine the effects of air pollution across a long time of period. Nevertheless, this is proposed
for further research including these factors as additional variables into the measurement equa-
tion of life satisfaction, as it has been described in the methodology part, as well as additional
covariates in the life satisfaction regressions. Furthermore, using SEM framework, many ef-
fects through various paths can be additionally explored. More precisely the theoretical model
in this study assumes a direct effect of air pollution on life satisfaction. However, it is likely
that indirect effects through health status or job status might be evident, as air pollution affects
the health which is a major element of the human capital and development and the impact on
job status can be associated with productivity effect from air quality.

Overall, the findings suggest that the MWTP for the air pollutants examined, with the ex-
ception of SO2 and O3 are relatively low, since are measured in terms of standard devia-
tion, reflecting probably the reduction followed in these air pollutants since 1990s (European
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Figure 7. Annual Ozone Averages by Municipality.

Environmental Agency, 2013). It is suggested that the air quality has been improved in Switzer-
land and in 2010 the emissions overall were significantly lower than in 2000. However, in some
(urban) areas, the combination of reduced NOx and an increasing contribution of hemispheric
background ozone is leading to increasing ozone levels in cities and increased population ex-
posures to ground-level ozone (European Environmental Agency, 2013). Moreover, ozone de-
pends mainly on solar radiation and temperature and thus the peak levels are higher reach
during the summer. Therefore, while there has been an improvement on air quality regarding
the remained air pollutants examined in this study, O3 still has persistent effects owned also
to climate change and increase on temperature. Regarding the high MWTP values for SO2
and O3 can also be explained that are observed by the people, as the former is responsible for
the formation of winter smogs, while the latter is mainly responsible for the summer smogs.
Since people are educated about the cause and effects of air pollutants, it is reasonable that the
MWTP to be higher for these two air pollutants (Notholt et al., 2005). In Figures 7–11, the
annual averages based on municipality level for the air pollutants during the period examined
are reported. It becomes clear that there is a reduction for all pollutants, especially for CO. The
only exception is O3 which presents a small increase. This can explain also the high MWTP
for this pollutant.

6. Conclusions

The findings show that income effects are underestimated when the reverse causality is not
considered leading to higher monetary values. In addition, the importance of this study comes
from the fact that the analysis relies on detailed micro-level data, using highly spatially disag-
gregated data based on municipality zip codes, capturing more precise the air pollution effects,
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Figure 8. Annual Sulphur Dioxide Averages by Municipality.
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Figure 9. Annual Nitrogen Dioxide Averages by Municipality.
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Figure 10. Annual Carbon Monoxide Averages by Municipality.
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which are not captured in previous studies. Overall the results show that the MWTP are rela-
tively low for NO2, CO and PM10, while the highest values are observed for O3 and SO2.

One important point revealed by this study, consistent with the previous researches is the
negative and significant direct effects of air pollution on individuals’ well-being. Additionally,
this study showed that there is evidence of a substantial trade-off between income and air
quality. Larger scale researches, using more than one country and based on high spatially
disaggregated data is suggested in order to clarify the potentially complex links between well-
being, income and individuals’ exposure to air pollution. This could offer further insights to
policy makers in order to achieve happier, cleaner and more sustainable cities. In addition, the
life satisfaction approach as well as the SEM framework proposed can be useful for policy
makers on environmental regulation decision making. Moreover, future structural modelling
applications including additional robustness checks for gender, age groups, urban versus rural
areas among others, is suggested. Furthermore, the application and test of SEM in other surveys
and datasets, and the quest for the causal effects of income and public goods on life satisfaction
can be continued.
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1. The first wave is not considered as the life satisfaction question is not included.
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1. Introduction

Urban energy use significantly contributes to climate change. According to the Fifth Assess-
ment Report of the Intergovernmental Panel on Climate Change (IPCC), urban areas account
for between 67% and 76% of global energy consumption and generate about three quarters
of global carbon emissions (Creutzig et al., 2013). This share is even larger in China where
85% of carbon emissions are attributed to urban economic activities, and this share will likely
increase as China’s urban population is projected to grow by 240 million over the next 35 years
(Liu, 2015).

Industrialization and urbanization have gone hand in hand during China’s rapid economic
development. In the past three decades China has been the ‘The World’s Factory’ (e.g. 40% of
the world’s clothes are ‘Made in China’1), largely driven by the fast growth of export-oriented,
labor- and energy-intensive industries in cities. In urban areas the industrial sector emits much
more carbon dioxide than the residential sector. In 2011, China’s industrial sector consumed
about 71% of the country’s total energy, while in the USA, the manufacturing sector’s share
reached a peak of 41% in 1951, and declined to 32% in 2013.2,3
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While cities play an important role in shaping China’s CO2 emissions, the patterns and
dynamics of city-level CO2 emissions in China remain largely unexplored due to data unavail-
ability. Some studies examine the provincial level CO2 emissions across China, but they do
not perform disaggregate analysis at the city level (Wang et al., 2014; Xu and Lin, 2015).
A city-level study by Zheng et al. (2010) estimates household carbon emissions across 74
Chinese cities, and ranks those cities with respect to a standardized household’s carbon emis-
sions. They find that based on this criterion, even in the dirtiest city (Daqing), a standardized
household produces only one-fifth the emissions compared to those in America’s greenest city
(San Diego). However, such patterns may flip if we look at the industrial carbon emissions in
those cities. A recent report by the PBL Netherlands Environmental Assessment Agency esti-
mates that the emitted CO2 per GDP (corrected for purchasing power parity) in China reached
650 kg CO2/1000 USD, which is almost twice as much as that of the USA (330 kg CO2/
1,000 USD).4

The first purpose of our paper is to conduct an accounting style decomposition of city-level
industrial carbon dioxide emissions growth into three separate effects: the scale, composi-
tion and technique effects. In line with Copeland and Taylor (2004), these three effects work
together to determine the total energy consumption, and thus CO2 emissions, for a city’s in-
dustrial sector. Scale refers to the output located in a city while composition refers to a city’s
industry mix and the vintage of its capital stock. Technique represents energy consumption
per unit of economic activity. We do such decomposition work for Chinese prefecture-level
and above cities during the period of 1998–2009. China has 287 prefecture-level and above
cities, which vary significantly in population size and productivity level. Following the city
classification method in OECD (2005), we group them into three tiers based on city size and
economic development stage: 4 first-tier cities (Beijing, Shanghai, Guangzhou and Shenzhen),
31 second-tier cities including capital cities across all provinces in China and 252 third-tier
cities (all the other prefecture-level cities). This decomposition exercise helps us better un-
derstand how cities behave differently according to the dynamics of their industrial carbon
dioxide emissions.

The second goal of our paper is to gain a better understanding of the environmental conse-
quences of the influx of FDI and environmental regulations. We do this by examining their im-
pacts on the scale, composition and technique effects for the industrial CO2 emission growth
path. The relationship between FDI and a city’s (local and global) pollution is ambiguous,
depending on two competing forces (Copeland and Taylor, 2004). The first is the raw scale
of capital investment such as heavy machines and construction equipment in factories. This
should lead to a positive effect of FDI on CO2 emissions (‘pollution haven’ hypothesis). On the
other hand, FDI may help a city to upgrade the quality of its capital stock and such technique
effect may translate into lower energy consumption and CO2 emissions. The optimistic case
would be more likely if new capital is significantly cleaner than older durable capital. There-
fore the decomposition analysis will help us determine whether the scale or the technique effect
dominates the impact of FDI inflow on the industrial CO2 emissions trend in urban China.

Where firms locate is both a function of the natural advantages of different geographic ar-
eas and of the regulatory policies and incentives offered by different local governments. Local
governments who are aware of this strategic dynamic must decide whether to enforce regula-
tions and pay the price of losing some mobile dirty jobs or to enjoy the environmental gains
of deindustrializing. A strand of the literature on environmental regulation has documented
that differential enforcement of pollution regulation encourages industrial migration to areas
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featuring laxer regulation (Kahn, 1997; Becker and Henderson, 2000; Greenstone, 2002; Kahn
and Mansur, 2013). In the richer first-tier and some of the second-tier cities, Chinese local gov-
ernments are starting to enforce stricter environmental regulations (Zheng and Kahn, 2013).
Based on our decomposition results, we are able to explore how typical environmental reg-
ulations affect a city’s industrial pollution via these three channels – losing dirty firms (both
scale and composition effects) or encouraging incumbent firms to improve their technology
(technique effect).

The remainder of this paper is organized as follows: Section 3.2.1.2 surveys the relevant lit-
erature. Section 3.2.1.3 presents the decomposition analysis of CO2 emissions across cities in
China. Section 4 investigates the impacts of FDI and environmental regulations on the changes
in CO2 emissions and its decomposed parts. Section 5 concludes.

2. Survey of Related Literature

2.1 Scale, Composition, Technique Effects and the Decomposition Methodology

A change in energy consumption, pollution and carbon dioxide emissions can be decom-
posed into three channels: the scale effect, the composition effect and the technique effect
(see Copeland and Taylor, 1994, 2003; Grossman and Krueger, 1995; Antweiler et al., 2001;
Managi et al., 2009). The scale effect measures the effect on pollution of an increase in the
economy size that results from income-driven growth in production. Other things being equal,
a positive scale effect means that rising industrial output will drive up CO2 emissions. Managi
et al. (2009) find a positive effect of trade openness on CO2 emissions for non-OECD coun-
tries, providing suggestive evidence of the scale effect from trade-driven increases in industrial
production. The second is the composition effect, which measures the impacts of a change in
industrial composition. This effect could be positive or negative, depending on the abundance
of resources and the strength of environmental policy of the economy. For instance, a shift
in an economy from relatively clean service industries towards relatively dirty ones such as
steel and cement production is considered a composition effect and will lead to an increase in
energy consumption and CO2 emissions. Moreover, the composition effect may also be posi-
tive if more stringent environmental regulations increase costs and drive out polluting firms. A
recent study by Zheng and Kahn (2013) shows that the rising costs and tighter environmental
standards – especially for carbon dioxide and sulfur dioxide emissions – in the large Chinese
cities have pushed those heavily polluting manufacturers to shut down their factories or to
relocate them to other places with laxer environmental regulations.

The third one is the technique effect, which relates to the change in the production technique
of a given industry. All else being equal, if the manufacturers in an industry adopt more efficient
environmentally friendly production methods and improve management quality, it will induce
a negative technique effect, thus reducing energy consumption and CO2 emissions per unit
of economic activity within this industry. Shapiro and Walker (2015) find that the observed
decrease in nitrogen oxide emissions (NOx) in the USA during the period of 1990–2008 is more
attributable to falling pollution per unit of output within industries at a more disaggregated
level, suggesting the existence of a technique effect in those industries. A study focusing on
China by Zhang (2012) finds that the changes in input mix, sector energy intensity, fuel mix and
carbon intensity of fuels can offset the increasing trade-induced carbon emissions in twenty-
six sectors including agriculture, mining, manufacturing and service industries. His analysis
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provides some evidence that the technique effect contributes to mitigating pollution emissions
arising from the energy consumption by trade-oriented sectors.

The decomposition of energy consumption, pollution and CO2 emission changes into scale,
composition and technique effects can be found in several studies. Some of them rely on the Di-
visia index method (Lin and Chang, 1996; Viguier, 1999). Another avenue makes use of struc-
tural decomposition analysis (SDA) based on input-output tables. This line of decomposition
methods is based on regression analysis performed on aggregate data, and is often referred to
as a ‘top-down’ approach. Twenty years ago, Grossman and Krueger (1995) introduced scale,
composition and technique effects into the trade and the environment literature by developing
a bottom-up approach, which relies on disaggregated emission and economic activity data.

Many studies have applied this ‘bottom-up’ approach to investigate the air-pollution dynam-
ics using both cross-country and within-country data. For example, using data of sulfur diox-
ide concentrations across 293 cities in 44 countries from the Global Environment Monitoring
Project over the period 1971–1996, Antweiler et al. (2001) decompose the pollution impacts
of free trade into scale (GDP), composition (capital-labor endowment ratios), and technique
effects. They regress pollution concentrations on representative variables of the above three ef-
fects. They attempt to distinguish between the pollution impacts of income changes brought on
by international trade from those created by factor accumulation. Their empirical results show
a positive scale effect, a negative technique effect and a negative composition effect. The com-
position effect caused by trade is found to vary across countries depending on relative income
and factor endowments. Dean (2002) applies this decomposition framework to estimate the
effect of trade openness on water pollution at the provincial level in China from 1987 to 1995.
She estimates a two-equation model in which trade has both a direct effect on environmental
quality through a composition effect and an indirect effect through an induced technique effect.
She finds that the inflow of pollution-intensive industries aggravates environmental damage in
China, but openness tends to reduce the environmental costs through stronger regulation as
trade-induced income increases. Shapiro and Walker (2015) recently explained the decline of
air pollution in the USA between 1990 and 2008 by utilizing this bottom-up decomposition
approach. Following this decomposition methodology, this paper examines the change in CO2
emissions in the context of China for a large number of cities and with more disaggregated
sub-sectors in Section 3.2.1.3.

2.2 The Impact of FDI and Environmental Regulation on Industrial CO2 Emissions

The decomposition framework allows scholars to better understand the dynamics and
the underlying mechanisms of industrial CO2 emissions at a geographic level (national,
state/provincial, or city). In this paper we focus on two underlying forces, FDI and environ-
mental regulation, and examine how they affect the three decomposition effects, thus shap-
ing CO2 emissions dynamics. Existing studies show mixed empirical findings on their effects
since they examine different samples in different study periods. Moreover, current studies lack
of a clean identification strategy to separate the different channels. Our analysis attempts to
improve upon the literature by explicitly looking at their impacts on all three decomposition
effects. We first survey the related literature.

2.2.1 FDI

Previous studies have highlighted the role played by the influx of FDI on local environmen-
tal quality in China. Ex ante, there are two different possible channels associated with urban
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FDI inflows. One possibility is that cities experiencing increased FDI inflows become dirtier
as the scale of industrial production increases and the composition of industries tilts towards
dirtier heavy manufacturing. In a system of cities where foreign investors can choose between
many cities within a developing country, they may seek out cities with laxer environmental
regulation. This is a pollution haven effect (Copeland and Taylor, 2004). The empirical anal-
yses by He (2006, 2009) show that pollution (which should be positively correlated with CO2
emissions) and FDI are positively correlated in China as FDI increases industrial output and
pushes up carbon emissions.

The other possibility is that FDI reduces energy consumption and thus CO2 emissions in
a city because such new capital from western countries helps to modernize the capital stock,
leading to a technique effect. Zheng et al. (2010) use data across 35 major Chinese cities for the
years 2003–2006 and report a negative correlation between a city’s FDI influx and its ambient
air pollution levels. Wang and Jin (2007) find that foreign firms exhibit better environmental
performance than state-owned and privately owned firms as they adopt cleaner techniques in
production.

Therefore we predict that the impact of the inflow of FDI on pollution varies across cities
depending on whether the technique effect can outpace its scale effect, and the direction of its
composition effect. We will use our decomposition results to explicitly test this hypothesis in
Section 4.

2.2.2 Environmental Regulations

The current literature argues that local officials’ incentives and efforts to regulate pollution
vary across different regions and cities in China. Van Rooij and Lo (2010) show that the more
developed cities in coastal China have more stringent environmental regulations. Zheng et al.
(2014) also find that people in richer cities in China are willing to pay more for the clean
environment and this incentivizes their local leaders to pursue more stringent environmental
regulations. In China, as in the rest of the world, regulators rely on two types of environmental
regulation: one is a standards-driven administrative intervention such as stipulation of scrubber
installment (Xu et al., 2009); the second relies on economic incentives including pollution
levy (Wang and Wheeler, 2005; Lin, 2013) and more recently local cap and trade markets
(Auffhammer and Gong, 2015).

Stringent environmental regulations will cause regulated firms to bear compliance costs,
and this will push them to either improve their production technology (technique effect), or
locate to regions with laxer regulations, known as the pollution haven hypothesis (scale and
composition effects). The empirical studies of US manufacturing provide evidence that man-
ufacturing firms tend to move to less regulated areas (Henderson, 1996; Berman and Bui,
2001a, 2001b; Greenstone, 2002). In China, mayors of big coastal cities face incentives lead-
ing them to drive dirty firms out of their cities, whereas the city mayors in under-developed
areas welcome them because of the investment, job opportunities and fiscal revenue brought
by those energy-intensive manufacturers. The recent literature shows that the city mayors in
inland China face incentives to accept large firms’ heavy pollution in return for the generation
of local tax revenue, jobs and economic growth (see Yu et al., 2013; Jiang et al., 2014). More-
over, relocation of dirty firms due to tight pollution regulation has been found to take place
both across regions and within regions in China. For instance, Guangdong province is subsi-
dizing polluting firms in the Pearl River Delta to relocate to the northern part of the province
and Jiangsu province drives those firms to the north-Jiangsu (Subei) area. These moves reflect
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the provincial governments’ strategy to green the big city by moving dirty industrial activities
further from the major population centers and to narrow income gaps across cities by spreading
wealth to the poor underperforming areas (Zheng and Kahn, 2013; Cai et al., 2016). Again,
our decomposition results will help us look into the above channels, which may be different
across different tiers of cities.

3 Decomposition of Carbon Dioxide Emissions in Chinese Cities

3.1 Decomposition Framework

Following the recent literature (e.g. Shapiro and Walker, 2015), we decompose the change in
a city’s industrial CO2 emissions into scale, composition and technique effects. Let xkit be the
output measure (we use value-added in this paper) for industry i in city k in year t, ekit be the
CO2 emission intensity per unit of output. Then, CO2 emissions for city k in year t, Pkt, is
given by

Pkt =
∑

i
xkit ⋅ ekit (1)

Let Xkt be the total output for all industries in city k in year t and 𝜃kit the output share of industry
i in city k in year t. Then Equation (1) can be rewritten as follows:

Pkt = Xkt ⋅
∑

i
𝜃kit ⋅ ekit (2)

or in vector notation:

P = X𝜃′e (3)

where 𝜽 and e are M × 1 vectors that include the each industrial activity’s output share and its
pollution intensity, respectively, and M is the number of industries in a given city.

By total differentiation of Equation (3), the change in CO2 emissions can be decomposed
into the following expression:

ΔPkt = ΔXkt ⋅
∑

i
𝜃kit ⋅ ekit + Xk,t−1 ⋅

∑
i
Δ𝜃kit ⋅ ekit + Xk,t−1 ⋅

∑
i
𝜃ki,t−1 ⋅ Δekit (4)

In Equation (4), the first term of RHS is the scale effect, measuring the impact of the increased
size of total output on CO2 emissions, holding industrial composition and emission intensities
of all industries constant. The second term is the composition effect, measuring how the change
in the industrial composition affects CO2 emissions, holding the scale and emission intensities
constant. The last term is the technique effect, capturing the effect of the changes in emission
intensities on CO2 emissions, holding the scale and composition effects constant.

3.2 Data Issues

To conduct the decomposition analysis, we need to econometrically estimate three key param-
eters in Equation (4): Xkt, 𝜃kit, ekit. In this paper, we consider 44 sub-sectors (See Appendix A)
across 287 prefecture-level-and-above cities in China during the time period of 1998–2009.5

The finer level of industrial disaggregation can help us to better understand the changes in in-
dustrial composition and how such changes matter for our decomposition results (Sinton and
Levine, 1994; Fisher-Vanden et al., 2004). The terms Xkt and 𝜃kit can be estimated by using
the industrial production data from the database of Annual Survey of Industrial Firms (ASIFs)
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(for the manufacturing sector)6 and from the China’s Urban Statistical Yearbooks (for con-
struction and service sectors).

3.2.1 Data Sources

We now list the data sources we use to construct our database of CO2 emissions by city and
industry for the 1998–2009 period in China. This emissions database is combined with pro-
duction and energy data to carry out our decomposition exercise.

3.2.1.1 Output data. In this analysis, we measure carbon dioxide emission intensity by CO2
emissions per unit of value added instead of gross output. The reason is that double count-
ing problem inherent in the gross output measure may lead to inconsistent aggregation at the
sector level (Ma and Stern, 2008). The value added at the sub-sectoral levels in the manufac-
turing sector is calculated by aggregating the firm-level value added data. The firm-level data
are collected from the Annual Survey of Industrial Firms (ASIFs) dataset released by National
Bureau of Statistics (NBS) from 1998 to 2009. All the value added data are converted to con-
stant 1998 prices. The value added for the construction and service industries and their related
sub-sectors are collected from China’s Urban Statistical Yearbooks in the corresponding years.

3.2.1.2 Energy consumption data. Energy consumption data come from the provincial en-
ergy balance tables published by NBS in the corresponding years, which provides us with the
quantities of various types of energy consumptions at the provincial level for six relatively ag-
gregated sectors.7 Those tables report each sector-province’s energy consumption information
for 20 types of energy, including 17 kinds of fossil fuels, 2 secondary energy types (heating
power and electricity), and 1 other energy category.8 In this analysis, we only consider the
CO2 emissions generated from end-use energy consumption. For example, we count the CO2
emissions from the consumption of goods and services which are produced using electricity
but we will not count the CO2 emissions from the generation of electricity itself.

3.2.1.3 CO2 emission factors. CO2 emission factors for different types of energy are collected
from the 2006 IPCC Guidelines for National Greenhouse Gas Inventories. Following most of
the literature, we use these factors to convert energy consumption data into CO2 emissions
figures.

3.2.2 Calculating the Scale and Composition Effects

The value-added of the whole industrial sector in city k in year t (Xkt) is calculated by aggre-
gating the value-added of all industries in city k in year t, Xkt =

∑
i xkit.The share of sub-sector

i in city k in year t (𝜃kit) is calculated as 𝜃kit =
xkit

Xkt
.

3.2.3 Calculating the Technique Effect

The key task in this decomposition exercise is the estimation of the CO2 emission intensity
(ekit) at the more disaggregated sector level (44 sub-sectors) across 287 cities. First, we calcu-
late total CO2 emissions for the six more aggregated sectors at the provincial level by summing
up the products of each fossil fuel type’s consumption quantity and its corresponding CO2
emission factor across all types of fossil fuels.9 Then, we obtain CO2 emission intensities at
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the provincial level for these six relatively aggregated sectors by dividing a sector’s CO2 emis-
sions in a province by the corresponding value added number. Finally, we infer the city- and
sub-sector-specific CO2 emission intensity by multiplying the provincial- and sector-specific
emission intensity with a ‘conversion factor’.

We construct our conversion factor based on the underlying assumption that TFP is nega-
tively related to energy use and thus emission intensity at the firm level. A broad set of stud-
ies support our assumption. Based on the model of Melitz (2003), Kreickemeier and Richter
(2014) illustrate that firm heterogeneity can affect environmental performance. As pollution is
incorporated as a joint output of production, more efficient input use turns out to have lower
emission intensity, so the firm heterogeneity argument implies that firm productivity is neg-
atively related to emissions intensity. Bloom et al. (2010) empirically show that more pro-
ductive firms associated with higher management quality are likely to increase the efficiency
of input uses, thus leading to lower greenhouse gas emissions. Another line of studies in the
trade and productivity literature argues that the correlation between TFP and energy use and
emissions involves technology adoption. Bustos (2011) studies new technology adoption by
heterogeneous firms and refines the Melitz model. According to her model, decreasing trade
costs allow high productivity firms to upgrade technology since they benefit more from lower
variable costs. Cui et al. (2012) consider environmental pollution and technology choice into
a trade model with heterogeneous firms. Their model predicts that only the productive firm
has the profitable incentive to adopt emission saving technology and to export. Based on the
above studies, to keep it simple but without loss of generality, we construct the conversion fac-
tor which is the inverse ratio of city- and sub-sector-specific TFP over the provincial-sector-
specific TFP. Martin (2011) and Shapiro and Walker (2015) also build their empirical analysis
on a similar assumption. The apparent advantage here is that we have all the TFP measures
needed for calculating those conversion factors coming from ASIFs dataset and China’s Urban
Statistical Yearbooks.10

3.3 Decomposition Patterns

Based on the estimates of Xkt, 𝜃kit, ekit, we employ Equation (4) to conduct the decomposition.
We are able to calculate the CO2 emission numbers (in levels), and its growth rates (in differ-
ences), as well as the three decomposed effects within the differences, by sub-sector by city
by year. We are also able to aggregate those numbers to provincial and national levels.

Figure 1(a) illustrates the average annual industrial CO2 emissions in 287 cities during this
12-year period. We can see significant spatial variation. Large cities, especially the four first-
tier cities, emit the most CO2. Figure 1(b) shows the average annual CO2 emissions per value
added (in Yuan). This CO2 emission intensity also varies a lot across different cities. However,
Figure 2 clearly shows that this intensity has a clear declining trend over time in most cities,
attributed to both composition and technique effects. According to our calculation, two first-
tier cities, Shanghai and Beijing, rank at the very top places in terms of total CO2 emissions
because of the size of their economies; Urumqi and Xining are among the highest CO2 emis-
sion intensity cities due to the large share of heavy industries in their economies. The annual
industrial CO2 emissions per capita for all cities during the sample period is 2.5 tons, which
is 3.4 times as many as the annual residential CO2 emissions per capita (Zheng et al., 2010).
The industrial sector dominates the urban CO2 emissions in China.

Figure 2 depicts the positions of the 287 cities in terms of their annual growth rates in both
total industrial CO2 emissions (X axis) and CO2 emission intensities (Y axis). The annual
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Figure 2. Annual Industrial CO2 Emissions Growth and CO2 Emission Intensity Growth in 287 Cities.

growth rate of industrial CO2 emissions during this 12-year period is 9.3% for all cities, and
7.4%, 8.9% and 9.4% for the first-tier, second-tier and third-tier cities, respectively. These fig-
ures are lower than a recent all sector forecasting exercise by Auffhammer and Carson (2008)
based on population projections, which did not account for recent policy intervention and other
potential local determinants. Our estimates at the disaggregated city level show that, a large
portion of cities locate in the fourth quadrant, enjoying a decline in CO2 emission intensity
(composition and technique effects) but experiencing rising industrial CO2 emissions due to
the sizable scale effect. The first-tier cities are all in the fourth quadrant, and they are among
the cities with the fastest declining CO2 emission intensity. Most of the second-tier cities are
also in the fourth quadrant, and they locate at the upper right of first-tier cities, which indicates
a relatively higher CO2 emission growth rate but a slower CO2 emission intensity decline com-
pared to the first-tier cities. A large share of the third-tier cities are also in the fourth quadrant,
while a small number of cities locate in the first quadrant with growth in both CO2 emission
and its intensity. Shizuishan and Yinchuan (both in Ningxia Province) are the top two cities in
terms of total CO2 emission growth and CO2 emission intensity growth because of their large
share of energy-intensive industries; Beijing ranks at the top in terms of total CO2 emissions
decline, thanks to its successful and ongoing transformation to service industries and the vast
technical innovations.

Now we turn to our decomposition results. We first look at the national level numbers. Fig-
ure 3(a) illustrates the decomposition results for total industrial CO2 emissions at the national
level. We first look at the changes between the initial and end years. Arrow ① shows that, if we
had held the composition of industries and the production technology constant (Δ𝜃 = 0,Δe= 0)
during this 12-year period, what the size of the total industrial CO2 emissions would be (the
column length between C and F). This scale effect equals to a 221% increase (37 billion tons).
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Figure 3. Decomposition Results for Industrial CO2 Emissions at the National Level.

Arrow ② measures the composition effect. It is positive, but the size is small (1.3%, 22
million tons in total and 3.03 tons per value-added million Yuan) due to the mix of negative
composition effects in some cities but positive effects in other cities. The column length
between C and E is what the CO2 emissions would be if every industrial activity still used the
production techniques from 1998, which combines the scale and composition effects. Arrow
③ indicates the technique effect, which reduces CO2 emissions. Its size is much larger than
that of the composition effect, with contributing to a 41% decrease (690 million tons in total
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and 97.5 tons per value-added million Yuan) in CO2 emissions from China’s urban industrial
sector.

Figure 3(b) plots these three effects at the national level in each of the 12 years. The solid line
depicts the pure scale effect (the would-be CO2 emissions in each year if all industries keep
the same shares and the same production technology as those in 1998). The middle dashed line
plots what CO2 emissions would be in each year if every industrial activity used the original
production technique in 1998 (the combination of both scale and composition effects). The gap
between the middle dashed and the solid lines shows that the composition effect has led to a
smaller change in CO2 emissions between 1998 and 2007 with somewhat rising CO2 emissions
in the last two years. The bottom dashed line depicts CO2 emissions when considering all three
decomposed effects, so this measures the real CO2 emissions in every year. The gap between
this line and the middle dashed line reveals that the technique effect always works to reduce
carbon dioxide emissions over time.

For the purposes of this paper we are more interested in the city-level industrial CO2 emis-
sions dynamics. Figure 4(a) shows some interesting patterns in these dynamics. We find the
three effects play different roles at the three tiers of cities. The scale effect contributes to the
rise of CO2 emissions in all three tiers of cities. The absolute value of this effect is the largest
for the first-tier cities and the smallest for the third-tier cities. The technique effect universally
leads to the reduction of CO2 emissions for all three tiers, indicating that all cities have en-
joyed the improvements in both production technology and management quality. At the same
time, the composition effect on CO2 emissions is mild. We find that the composition effect
contributes to the rising CO2 emissions in the third-tier cities, while it reduces CO2 emissions
in the first-tier and second-tier cities. Figure 4(b) shows the dynamic change in CO2 emission
per capita across different tiers of cities between 1998 and 2009. We find that second-tier cities
have higher levels of CO2 emissions per capita than the other two. The decomposition patterns
using CO2 emissions per capita across these three groups of cities are quite similar to those
using total CO2 emission illustrated in Figure 4(a). Our decomposition results suggest that
there may be a relocation of those energy-intensive industries from the first-tier and second-
tier cities to those third-tier medium- and small-sized cities. In this sense, larger cities enjoy
less CO2 emissions at the expense of the increasing emissions in medium- and small-sized
cities, so the domestic ‘pollution haven’ does exist. Yet this effect appears to be small.

We further examine CO2 emissions changes over time across these three tiers of cities,
respectively (See Appendix B). The results show that the increased CO2 emissions in the first-
tier cities over the past decade is more attributable to the scale effect, but the composition
change towards cleaner industries and the technique improvement helps to offset the otherwise
much higher CO2 emissions. The second-tier cities have experienced similar patterns of these
three decomposed effects on the change in CO2 emissions but the contribution of composition
effect on emission reduction is smaller than in the first-tier cities. In the third-tier cities only
the technique effect works to reduce CO2 emissions, but both the scale and composition effects
work to increases emissions.

4. The Impacts of FDI and Environmental Regulations on Scale, Composition and
Technique Effects

Using the results from Section 3.2.1.3, we are able to examine the impacts of FDI and envi-
ronmental regulations on these three decomposed effects, and thus gain a better understanding
of the underlying mechanisms why such impacts are heterogeneous across cities.
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Figure 4. The Decomposition Results of CO2 Emission across Three Tiers of Cities: 1998 versus 2009.
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Table 1. Cross-City Variations in FDI, Industrial Electricity Price and Waste Water Treatment Fee.

(1) (2) (3) (4)

Industrial Industrial Environmental
electricity waste water Regulation

The ratio of price treatment fee Index (ERI)
FDI to GDP (RMB/KWH) (RMB/ton) (1998–2009)

First-tier cities 0.85% 0.46 1.14 0.37
Second-tier cities 0.58% 0.34 0.83 0.31
Third-tier cities 0.29% 0.35 0.52 0.26

4.1 FDI Measures and Proxies for Environmental Regulation Intensity

4.1.1 FDI and Its Instrumental Variable

We use the ratio of annual foreign direct investment (FDI) in a city’s total GDP as the proxy for
a city’s participation in global trade, which of course is a strong assumption. The city-level data
sets on FDI and GDP are from the China’s Urban Statistical Yearbooks in the corresponding
years. Column (2) in Table 1 illustrates the average ratios of FDI in total GDP for three tiers
of cities, respectively. The first-tier cities have received much more FDI compared to the other
two tiers of cities.

When examining the impact of FDI on energy and environmental indicators, a typical chal-
lenge a researcher faces is the endogeneity arising from possible reverse causality. If those
Chinese cities with more energy-intensive industries impose more regulations and if FDI flows
to less regulated areas, then FDI will be pushed to less energy-intensive cities and the OLS es-
timate will be biased toward finding that FDI lowers CO2 emissions. Conversely, if some cities
are clean as they impose more regulation, the OLS estimate will be biased toward finding that
FDI increases CO2 emissions (Keller and Arik, 2002). Therefore, we use an IV strategy to
overcome this endogeneity issue. Following Zheng et al. (2010), we take advantage of the
regional favoritism exhibited by China’s government to construct the instrumental variables.
Cities on the coast, especially those close to major ports, receive favorable ‘open-door’ devel-
opment policies from the central government and this encourages greater FDI to flow to these
cities. Therefore, we use a city’s distance to the closest major port as IV for our FDI measure.
This variable is time-invariant so we can only use this to explain the spatial variation in FDI
inflows.

4.1.2 Proxies for Environmental Regulations

To measure local officials’ effort in regulating pollution associated with CO2 emissions, we de-
velop an Environmental Regulation Index (ERI) by combining two observable regulation tools
at the city level. One is related to the differentiated industrial electricity pricing across cities.
In China, as a legacy of communism, the central government has used its power to control en-
ergy prices (Tan and Frank, 2009). However, recently the central government is increasingly
willing to allow energy prices to fluctuate and decentralize the energy pricing power to the
local level, which enables local governments to use energy prices as a policy tool to attract
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or regulate energy- and pollution-intensive industries. We collect the price of electricity for
industrial usage across provinces from China’s Price Yearbooks in the corresponding years.11

As shown in Column (3) of Table 1, there is big variation in the electricity price across the
three tiers of cities. The other is the industrial sewage treatment fee that firms have to pay. Lan
et al. (2011) use this measure to proxy for the stringency of local governments’ pollution reg-
ulation. The data on industrial sewage investment is collected from China’s Urban Statistical
Yearbooks in the corresponding years. Column (4) in Table 1 illustrates the industrial sewage
treatment fees in the unit of RMB/ton. The data reveals that first-tier cities in China are likely
to put more investment on industrial sewage treatment than the other two groups of cities.

Calculating ERI begins with transforming two city-level environmental regulation indica-
tors, electricity price changes (EPC) and industrial waste water treatment fee (IWWTF), to
two standardized and comparable performance scores ranging from 0 to 1 (SCOREEPC and
SCOREIWWTF), respectively. ERI for city k is then calculated by averaging the two standard-
ized scores of these two indicators in city k:

ERIk = (SCOREEPC,k + SCOREIWWTF,k)∕2 (5)

In Equation (5), SCOREk = (Zk – L)/(H – L), in which H is the highest level of the indicator,
L is the lowest level of the indicator and Zk is the value of the indicator for city k.

Column (5) in Table 1 presents the ERI across cities. It is found that first-tier cities have
higher ERI values than that of the other two groups of cities, which is consistent with the
statistics of the two individual indicators in Column (3) and (4).

4.2 Estimation Results

We examine the effects of these local factors on the change in carbon dioxide emissions and
its three decomposed components using China’s city-level data between 1998 and 2009 via a
reduced form approach. Equation (6) is in the form of first-difference because the three de-
composed effects are with respect to the changes in CO2 emissions. The first-difference spec-
ification also enables us to drop out city-level time-invariant unobservables. We also include
regional fixed effects to control for region-specific trend in CO2 emissions changes.

ΔYk = 𝛼0 + 𝛼1 ⋅ Δ ln(FDIk) + 𝛼2 ⋅ ERIk + X ⋅ 𝜷 + rk + 𝜀k (6)

We have four versions of the dependent variable ΔYk, including the total changes in CO2
emissions from 1998 to 2009, as well as three decomposed components in city k; ΔFDIk is
the change in the share of total GDP for city k between 1998 and 2009; ERIk is city k’s en-
vironmental regulation index; X is vector of control variables including the changes in GDP,
share of secondary industry in GDP and share of tertiary industry in GDP; rk is regional fixed
effects12 and 𝜀k is the error term.

Table 2 reports the OLS estimation results and Table 3 provides those with FDI being in-
strumented with the distance to the closest port. Firstly, we look at the estimated coefficients
of the change in our FDI measure (FDI to GDP ratio) using OLS. The coefficient is negative
and significant at the 1% level, suggesting that the inflow of FDI pulls down energy intensity
and thus CO2 emissions. Specifically, a 10% increase in the FDI to GDP ratio contributes to
a 1.74 percentage point decrease in CO2 emissions. As for the three decomposed effects, the
estimated coefficient of the change in the FDI measure the technique effect is significantly
negative, while the estimates on the other two effects are insignificant. These suggest that
the inflow of FDI works on pollution emission more through the technique effect than the
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Table 2. Effects of FDI and Environmental Regulations on CO2 Emissions and the Three
Decomposed Effects (OLS).

(1) (2) (3) (4)
ΔCO2 Scale Composition Technique

emissions effect effect effect

ΔLog(FDI) –0.174*** –0.009 –0.005 –0.053**

(0.045) (0.036) (0.011) (0.022)
ERI –1.981*** –1.191*** –0.262** –0.527**

(0.473) (0.338) (0.114) (0.205)
ΔLog(GDP) 1.698*** 2.278*** –0.117** –0.422***

(0.210) (0.143) (0.0513) (0.093)
ΔSecondary Industry GDP Share 0.055*** 0.032*** 0.030*** –0.011

(0.010) (0.008) (0.00251) (0.016)
ΔTertiary Industry GDP Share 0.002 0.0158* 0.005 –0.019***

(0.013) (0.009) (0.00318) (0.006)
Constant –0.217 –0.725*** 0.023 0.442***

(0.299) (0.212) (0.0714) (0.128)
Region fixed effects Yes Yes Yes Yes
Observations 186 186 186 186
R2 0.603 0.721 0.641 0.329

Note: Standard errors are reported in parentheses, which are clustered by province. *p < 0.10, **p < 0.05,
***p < 0.01.

Table 3. Effects of FDI and Environmental Regulations on CO2 Emissions and the Three
Decomposed Effects (Using IV for FDI).

(1) (2) (3) (4)
ΔCO2 Scale Composition Technique

emissions effect effect effect

ΔLog(FDI) –0.689*** –0.076 0.024 –0.431*

(0.241) (0.435) (0.045) (0.231)
ERI –1.729*** –0.899** –0.269** –0.435

(0.623) (0.405) (0.113) (0.332)
ΔLog(GDP) 1.533*** 2.298*** –0.109** –0.502***

(0.281) (0.243) (0.053) (0.155)
ΔSecondary Industry GDP Share 0.057*** 0.055*** 0.030*** 0.001

(0.014) (0.020) (0.002) (0.010)
ΔTertiary Industry GDP Share –0.010 0.019 0.005 –0.019**

(0.018) (0.016) (0.003) (0.009)
Constant 0.018 –0.425 –0.063 0.669**

(0.495) (0.482) (0.091) (0.300)
Region fixed effects Yes Yes Yes Yes
Observations 186 186 186 186
R2 0.591 0.738 0.627 0.420

Note: Standard errors are reported in parentheses, which are clustered by province. *p < 0.10, **p < 0.05,
***p < 0.01.
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scale effect. This justifies why we find the optimistic result that FDI helps a city to reduce
CO2 emissions (and corresponding energy consumption). The underlying reasons may be that
FDI brings in cleaner capital, technology and better management skills. As the IV estima-
tion results suggest (see Table 3), the inflow of FDI reduces CO2 emissions, but with larger
magnitudes in terms of its impact on the total CO2 emission change and the change of the
technique component compared with OLS estimates. A 10% increase in the FDI to GDP ratio
leads to a 6.89 percentage point decrease in total CO2 emissions and a 4.31 percentage point
decrease in CO2 emissions due to the technique effect. This finding is consistent with our sta-
tistical analysis in Table 1 that the cities with more FDI also impose more regulation on the
environment.

In Table 3, as expected, the Environmental Regulation Index has a negative impact on indus-
trial carbon emissions. If we look into the three decomposed effects, we can see that stringent
environmental regulation works through all three channels – the scale of production drops, the
industrial composition shifts towards cleaner industries, and the production technology and
management quality also increase (a significant negative technique effect). The magnitudes of
the three coefficients suggest that the scale effect dominates this process. The observed com-
position effect due to the enforcement of environmental regulations is consistent with those in
previous studies in the USA such as Berman and Bui (2001a, 2001b) and Henderson (1996).
As the instrumental variable strategy here is less than perfect due to the lack of time series
variation in the instrument, these results should be taken as suggestive.

The estimated coefficients on the other control variables are also consistent with our expec-
tations. Cities with higher GDP growth experience a larger increase in CO2 emission mainly
due to the increases in economic scale, which dominates the changes from cleaner industry
composition and more efficient production technology. The growth in the share of secondary
industry is found to increase the cities’ CO2 emission through scale and composition effect,
while the growth of tertiary industry helps to decrease CO2 emission by improving production
technology.

We are also interested in whether the effect of FDI and environment regulation on CO2
emissions varies across these three tiers of cities. We estimate Equation (6) separately for the
first, second-tier cities and third-tier cities, and the regression results are provided in Table 4. It
shows that the change in FDI had insignificant effect on CO2 emissions in the first and second-
tier cities, while it tends to decrease CO2 emissions in the third tier cities mainly through the
technique effect. A possible explanation is that the first- and second-tier cities already have
advanced technologies (in our study period) so the marginal effect of FDI is weak; while its
marginal effect is much larger in the third tier cities where production technologies stand at
a lower level. Stringent environmental regulation is found to contribute to the declining CO2
emission in all three groups of cities. This mitigation effect is mostly attributed to the technique
effect in the first- and second-tier cities, while to the scale and composition effects in the third-
tier cities. Our results indicate that the environmental regulation in the first- and second-tier
cities helps to promote the adoption of greener production technology, but it constrains the
scale expansion and the receipt of dirty industries (relocating from the first and- second-tier
cities) in the third-tier cities.

5. Conclusions

In 2007, China became the largest greenhouse gas emitter in the world. 85% of China’s GHG
emissions are attributed to urban economic activities, and this share will continue to increase
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Table 4. Effects of FDI and Environmental Regulations on CO2 Emissions in Different Cities
(Using IV for FDI).

(1) (2) (3) (4)
ΔCO2 emissions Scale effect Composition effect Technique effect

First- and second-tier cities
ΔLog(FDI) –1.173 –1.174 –0.090 0.140

(0.940) (0.815) (0.121) (0.192)
ERI –3.453* –1.394 0.116 –1.473***

(2.090) (1.768) (0.270) (0.503)
Third-tier cities
ΔLog(FDI) –0.656** –0.082 –0.024 –0.567**

(0.265) (0.349) (0.049) (0.226)
ERI –1.425** –1.050*** –0.291** –0.145

(0.643) (0.338) (0.115) (0.474)

Note: Standard errors are reported in parentheses, which are clustered by province. Other specifications are
same with those of Table 3. *p < 0.10, **p < 0.05, ***p < 0.01.

with China’s rapid urbanization process. This paper enriches our understanding of city-level
industrial CO2 emissions in China and its dynamics by decomposing CO2 emission changes
into scale, composition and technique effects over the past decade (all 287 prefecture-level-
cities in 1998–2009).

The paper first reviews the literature on the decomposition analysis and several local de-
terminants that shape such dynamics. We then use city-level data in China to decompose the
changes in industrial CO2 emissions into the scale, composition and technique effects. Our
estimates show that the industrial CO2 emissions per capita are about 3.4 times larger than the
residential CO2 emissions per capita in China’s urban sector and the industrial CO2 emissions
have been increasing by 9.3% annually during this 12-year period. The decomposition analy-
sis shows that the three effects play different roles in the three tiers of cities. The scale effect
contributes to the rise of CO2 emissions in all cities. On the other hand, the technique effect
universally leads to the reduction of CO2 emissions in all three tiers of cities, indicating that all
cities have enjoyed the improvements in both production technology and management quality
towards energy efficiency. The composition effect on CO2 emissions is mild – it contributes to
the rising CO2 emissions in the third-tier cities, while it reduces CO2 emissions in the first-tier
and second-tier cities. These patterns suggest that there may be a relocation of those energy-
insensitive industries from the first-tier and second-tier cities to those third-tier medium- and
small-sized cities. In this sense, larger cities enjoy less CO2 emissions at the expense of the
increasing emissions in medium- and small-sized cities.

Our decomposition results facilitate us to provide some suggestive evidence as to how FDI
inflow and environmental regulations drive the change in CO2 emissions and its decomposed
three effects. It is found that the inflow of FDI pulls down energy intensity and thus CO2 emis-
sions by generating significant technique effect (and the other two effects are insignificant), so
it brings in cleaner production technology and better management quality. The environmental
regulations help cities to reduce their industrial CO2 emissions through all three channels –the
economy scale shrinks, the industrial composition shifts towards cleaner industries and the
energy-efficient technologies and management skills also improve.
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Our empirical results clearly indicate that shifting towards less-energy-intensive industries
(composition effect), exploiting ‘clean’ fuel inputs and fostering technology transfers (tech-
nique effect), matter for China in curbing carbon dioxide emissions during its ongoing urban-
ization and industrial progress. The Chinese government has pledged to wean its economy
away from reliance on fossil fuels as it grows. In November 2014, China and the US unveiled
new pledges on greenhouse gas emissions. The deal commits China to reducing greenhouse
gas emissions after a peak in 2030 (and ideally sooner). China also aims to have non-fossil
fuels make up 20% of its primary energy consumption by 2030. It is the first time China, the
world’s largest emitter by far in absolute terms (roughly 28% of the world’s CO2 emissions in
2014), has agreed to set a ceiling, albeit an undefined one, on overall emissions. To achieve this
goal, the central government in China will come up with ways of incentivizing local officials
to go green, and city mayors will make their own trade-off between their economic growth
(scale), and environmental goals (economic restructure and technology improvements). The
decomposition framework in our paper can help policy makers and scholars to observe such
trade-offs and the underlying rationales.
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Notes

1. Source: China Textile Industry Development Report 2010–2011. Published by China
Textile & Apparel Press, 2011.

2. ‘Consumption of Energy by Sector (2011)’, National Bureau of Statistic of China,
accessed October 14, 2014, http://www.stats.gov.cn/tjsj/ndsj/2013/indexeh.htm

3. ‘Consumption & Efficiency’, U.S. Energy Information Administration, accessed October
14, 2014, http://www.eia.gov/consumption/

4. See ‘Trends in Global CO2 Emissions 2014 Report’, available on http://edgar.jrc.ec.
europa.eu/news_docs/jrc-2014-trends-in-global-co2-emissions-2014-report-93171.pdf

5. We refer to the aggregation in two levels, industries and sector. In China, the whole econ-
omy is often divided into three industries, the primary, secondary and service industries.
The secondary industry includes three sectors, Mining, Manufacturing, Electric Power-
Gas-and-Water (EGW), and Construction Sector. The service industry includes three
sectors, Transportation, Storage, Post and Telecommunication Services Sector (TSPTS),
Wholesale, Retail, and Accommodation, Catering Sector (WRTCS), and Others Service
Sector. The sectors of Mining, Manufacturing, and EGW are further disaggregated into 6,
30 and 3 sub-sectors, respectively.

6. See Brandt et al. (2012).
7. See footnote 5 for details.
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8. Other energy includes those such as wind and solar energy that does not generate pollution
emissions.

9. We convert the two secondary energy types, electricity and heating power, into the cor-
responding fossil fuels that generate them on the basis of the provincial energy balance
tables.

10. The calculation of TFP for manufacturing firms is done according to the method in Brandt
et al. (2012). For non-manufacturing firms we consider labor productivity as an alternative
of TFP due to data limitations.

11. China’s Price Yearbooks provide annual the price of electricity at the provincial level for
different kinds of usage such as industrial use and residential use.

12. Cities are divided into seven regions: North China, Northeast China, East China, Central
China, South China, Southwest China and Northwest China.
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Appendix A

List of 44 Sectors/Subsectors

No. Name of industry sector No. Name of industry sector

1 Agriculture, forestry, animal husbandry
and fishery, water conservation

2 Coal mining and dressing
3 Petroleum and natural gas mining
4 Ferrous metals mining and dressing
5 Nonferrous metals mining and dressing
6 Nonmetal minerals mining and dressing
7 Others mining and quarrying
8 Agricultural and sideline products

processing
9 Food manufacturing
10 Soft drinks manufacturing
11 Tobacco processing
12 Textile industry
13 Garments and apparel industry
14 Leather, furs, down and related

production, shoes manufacturing

15 Timber processing, bamboo, cane palm
fiber and straw production

16 Furniture manufacturing
17 Papermaking and paper production
18 Printing and record medium reproduction
19 Cultural and educational, arts and crafts,

sports and entertainment
20 Petroleum processing, coking and nuclear

fuel processing
21 Raw chemical materials and chemical

production
22 Medical and pharmaceutical production
23 Chemical fiber
24 Rubber production
25 Rubber production
26 Nonmetal mineral production
27 Smelting and pressing of ferrous metals
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No. Name of industry sector No. Name of industry sector

28 Smelting and pressing of nonferrous metals
29 Metal production
30 Equipment in common use
31 Special purpose equipment
32 Transport equipment
33 Electric equipment and machinery
34 Telecommunications, computer and other

electronic equipment
35 Instruments, meters, cultural and clerical

machinery
36 Handicraft article and other manufacturing

37 Waste resources and materials recovering
38 Production and supply of electricity and

heating power
39 Production and supply of gas
40 Production and supply of water
41 Construction sector
42 Transportation, storage and postal services

sector
43 Wholesale, retail and accommodation,

catering sector
44 Other service sectors

Note: #1 sector belongs to the primary industry, #2–7 are mining sectors, #8–37 are manufacturing sectors,
#38–40 are electric power-gas-and-water sectors, #42–44 sectors belong to service industries.

Appendix B

Decomposition Effects of CO2 Emissions for Three-Tier Cities from 1998 to 2009
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Figure A1. Decomposition Effects of CO2 Emission for First-Tier Cities from 1998 to 2009.
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Figure A2. Decomposition Effects of CO2 Emission for Second-Tier Cities from 1998 to 2009.
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Figure A3. Decomposition Effects of CO2 Emission for Third-Tier Cities from 1998 to 2009.
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1. Introduction

Environmental issues have drawn more and more attention and the analysis of market-based
policy instruments such as taxes and charges for reducing environmental externalities has been
well documented in the literature. Although a wide range of environmental externalities such
as various types of pollution have been examined, the practical experiences have shown that
the role of environmental taxes and charges is very limited. Clearly, higher tax rates create a
political obstacle to the promotion of the environmental tax base and system. To help resolve
the critical issues of environmental deterioration, this paper proposes that the government can
initiate a spending scheme for the green public good provision.

To demonstrate that government green spending can be an affective measure for not only
lowering tax rates but also improving environmental quality, we extend the model examined
in the literature of optimal taxation by incorporating the condition of environmental sustain-
ability. To the best of our knowledge, we are the first to discuss the problem of environmental
sustainability in the optimal taxation literature. Our approach can also be seen as part of a

Environmental Economics and Sustainability, First Edition. Edited by Brian Chi-ang Lin and Siqi Zheng.
Chapters © 2017 The Authors. Book compilation © 2017 John Wiley & Sons, Ltd. Published 2017 by John Wiley & Sons, Ltd.
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literature that integrates environmental sustainable development with optimal taxation.1 In
terms of the appropriate benefit measure for additional output of green public goods and the
appropriate quantity that the government should provide, we are following the well-established
path of Atkinson and Stern (1974) who build on Diamond and Mirrlees (1971) and Stiglitz and
Dasgupta (1971).

It is also well recognized that asymmetric information problems are prevalent in this soci-
ety. Various characteristics, for instance, productivity and taste, are publicly unobservable. It
is of interest to ask: how the tax policy is tailored to a private information environment. To
address this issue, there already exists an array of papers in optimal taxation literature con-
sidering that the social planner designs efficient mechanism so as to let agents reveal hidden
information.2 To proceed, this paper answers what features optimal taxation should possess
in a normative perspective, while encompassing two critical elements: hidden information as
well as environmental sustainability.

This paper is closely related to Pirttilä and Tuomala (1997) who employ a self-selection
approach in tax analysis that is characterized by an economy with two types of households
(i.e. two types of households with different earning abilities) to analyze the impact of environ-
mental externalities on proportional commodity taxation and non-linear income taxation. They
show that the existence of pollution will lead to higher marginal tax rates to amend negative
externalities and also affect the optimal provision of public goods.

The present paper differs from Pirttilä and Tuomala (1997) in that the government has
perfect foresight with the goal of achieving environmental sustainability. In this regard, the
government provides not only traditional public goods (such as military weapons which are
detrimental for the environment) but also green public goods that promote environmental sus-
tainability. The provision of green public goods includes, for example, toxic clean-up and pol-
lution prevention, biodiversity conservation, wetland conservation and management, supply
of renewable energy sources or/and technologies, fuel-efficient public transportation, research
and development for reducing greenhouse gas emissions, strict enforcement of environmen-
tal laws for improving environmental quality, and spending measures to help the environment
self-renew sustainably, and so on. The key distinguishing characteristic of such public goods
is that they provide positive environmental externalities.

The notion of greening government has, so far, been focused on the revenue side of the
budget. The double dividend literature is the primary place where this issue has been con-
sidered with environmental taxes having generally been regarded as a method for reducing
environmental deterioration and improving efficiency by replacing distortionary tax revenues
in a revenue neutral way. According to this approach, new environmental taxes not only benefit
the environment but also have the potential to reduce the distortions of the existing tax sys-
tem if used to replace highly distorting taxes, resulting in two benefits or a douxble dividend.
Goulder (1994) and Bovenberg and Goulder (2002) explain the attractiveness of this policy
option in two parts. Interest in the second dividend is due to the political attractiveness of ‘no
regrets’ policies. That is, if the second dividend is realized, then environmental improvement
is produced at no cost to the economy. Interest is also driven by the desire to justify reforms
despite substantial uncertainty regarding the magnitude of the first (environmental) dividend.
Bovenberg and Goulder demonstrate, however, that while the double dividend is theoretically
possible, it is, ‘unlikely to arise except under fairly unusual circumstances’. They use a gen-
eral equilibrium model to diagnose the effects of a revenue-neutral environmental tax reform
and find that the tax reform results in a reduction in employment which reduces the tax base.
Hence, by harming employment pollution taxes narrow the tax base rather than widen it. As
a result, the non-environmental component of the tax reform has a negative effect on welfare
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and the double dividend fails. They caution, however, that overall welfare may still rise if the
pollution taxes are not too large. If the pollution taxes are small they create small employment
reductions which may be overcome by larger initial incremental improvements in the benefits
from pollution reduction. They conclude that even in the case of the failure of the double div-
idend claim it does not necessarily mean that green tax reform is inefficient. Rather, it means
that environmental improvement has its cost.

Parry and Bento (2000) provide a review of double dividend studies. They note that the
early literature on this topic found little reason to expect that the double dividend would be
realized with implementation of environmental taxes. Parry and Bento consider the issue more
carefully, however, by extending the existing models to include important tax-advantaged con-
sumption goods. In particular, they include housing and medical care sectors in their model.
With those sectors included, the efficiency gains associated with implementing environmental
taxes are larger. The reason, of course, is due to the pre-existing distortions in both product
and factor markets caused by the income tax preferences for housing and medical care. Parry
and Bento found that with this modification in the model a double dividend is more likely
to occur.

Parry (1998) advises on the circumstances under which a double dividend is more (or less)
likely to occur. If the existing tax system is fully efficient in the Ramsey sense, the likelihood of
environmental taxes producing a double dividend is eliminated. But, if the more likely case of
an inefficient initial tax system obtains, then the prospect of a double dividend arises. He makes
the case, however, that it is more economically appropriate to reform the tax system to reduce
its inefficiencies than to attack the problem indirectly by way of adopting new environmental
taxes. Beyond that, Parry cautions that it is highly unlikely that the new revenue generated by
environmental taxes will all (or even mostly) be used to replace revenue generated by existing
inefficient taxes. If that is the case, the prospects for realizing double dividends are reduced
substantially.

Hanson and Sandalow (2006) have produced suggestions for greening the tax code by im-
plementing environmental taxes and fees as replacements for traditional revenue sources. Their
tax suggestions include both elimination of existing tax preferences in the tax code and adop-
tion of new pollution taxes. Potential measures to limit or eliminate environmentally damag-
ing tax expenditures include: repeal of expensing for the extractive industry’s exploration and
development costs, restrictions on ‘qualified parking’ to carpools and parking at public trans-
portation stations, repeal of enhanced oil recovery cost tax credits and expensing of tertiary
injectants, capitalization costs of producing timber, repeal of ‘percentage depletion allowance’
for extractive industries, and elimination of the SUV tax deduction. Their suggestions for
new pollution taxes to consider include: water pollution taxes, nitrogen fertilizer taxes, and
carbon taxes.

While a number of policy analyses and studies have examined the issue of greening the
tax system, as suggested above, there is little research on the expenditure side of the govern-
ment’s budget. Reflecting on the United Nations Environment Progamme (UNEP) proposal
for a Global Green New Deal which called on G20 countries to allocate 1% of GDP to ex-
penditures on green initiatives, Barbier (2010) comments that, ‘Only a handful of economies
devoted a significant chunk of their total fiscal stimulus to green projects. Most were cautious
about making low-carbon and other environmental investments during a recession, and some
did not implement any green stimulus measures at all . . . Supported by the right policies, green
spending can be very effective’. For example, Houser et al. (2009) have estimated that a one
billion dollar investment in energy efficiency and clean energy in the USA can generate even-
tual energy savings of $450 million per year as well as reduce annual greenhouse gas emissions
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by more than half a million tons by 2020 and create 30,000 job-years. In comparison with tra-
ditional fiscal stimulus in the form of income tax reductions or road building, their estimated
employment effects are about 20% greater.

The present paper places the focus on the expenditure side of the budget and argues that
implementation of green spending has the potential to not only give rise to benefits of the
so-called double dividend but also generate additional benefits. The provision of green public
goods contributes to the attainment of the macro-environmental equilibrium. Also, the provi-
sion of green public goods could lead to a reduction in the individual marginal effective tax
rate. The rest of the paper is organized as follows. Section 2 extends the model developed
by Pirttilä and Tuomala (1997), which determines the optimal combination of non-linear in-
come tax and linear commodity taxes in the presence of negative externalities, by introducing
a government environmental sustainability condition. After deriving the first-order conditions
for the government’s optimization problem, Section 3 presents a modified greened version of
the Samuelson rule, that is, the optimal provision of the public good in connection with en-
vironmental sustainability. Section 4 analyses the optimal tax structure, including individual
effective marginal tax rates and commodity taxes. Section 5 provides some discussions for
policy implication and concludes.

2. The Model

2.1 The Consumer’s Optimization Problem

We consider an economy consisting of two types of households with identical preferences,
similar to the approach used in Pirttilä and Tuomala (1997). Type-2 households have higher
productivity and receive a higher wage rate: w2

> w1. Households supply labour and earn
income Yh = whLh, where Yh denotes income and Lh denotes the labour supply of household
h. Assume that each household has a utility function such that

uh = u
(
Xh, lh, G, E

)
, h = 1, 2 (1)

where Xh is the quantity consumed of the private good by household h (h = 1, 2 indicating a
household’s type) and Xh = (Xi), i = c, d.Good c is environmentally clean.3 Good d, however,
is environmentally polluted or harmful, and creates negative externalities. Leisure is given
by lh = 1 − Lh after we normalize the time endowment. We further assume that the govern-
ment provides not only traditional public goods (such as national defence weapons which are
detrimental for the environment), G, but also green public goods, E, for promoting environ-
mental sustainability. The fact that the green public good, E, appears in the household’s utility
function indicates that consumers are increasingly aware of the importance of environmental
sustainability and enjoy the provision of green public goods.4

To analyze the government’s optimization problem, we follow Christiansen (1984) and Ed-
wards et al. (1994) and break the consumer’s optimization into two stages. With given labour
supply, a fixed amount of after-tax income, Bh, is optimally allocated over the consumption
goods at the first stage. We denote the vector of consumer prices by Q = (qi) = ( pi + ti), where
pi and ti stand for constant producer price and commodity tax rate of good i. The consumer’s
first-stage optimization gives conditional indirect utility,

Vh (Q, Bh, Yh, G, E, wh) = max
X

{
u

(
Xh,

Yh

wh
, G, E

) |||||
∑

i

qiX
h
i = Bh

}
(2)
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Solving (2) and using Roy’s Identity gives conditional demand functions

Xh
i

(
Q, Bh, Yh, G, E, wh) = −

Vh
i

Vh
B

(3)

where Vh
i = 𝜕Vh∕𝜕qi.

At the second stage, given the budget constraint Bh = Yh − T(Yh), the optimal working
hours will be determined to maximize the conditional utility function, where T is the income
tax function. The second stage optimization gives the following condition

Vh
B(1 − T ′) + Vh

Y = 0 (4)

where T′ is the marginal income tax rate.

2.2 The Government’s Optimization Embedded with a Vision of Environmental
Sustainability

Since the dawn of the twenty-first century, environmental degradation has rapidly emerged
as one of the most formidable challenges for pursuing the goal of sustainable development
(e.g. Dietz et al., 2003; Diamond, 2005; Meadows et al., 2005; Broecker, 2007). So far, the
exploration of sustainability has led to several alternative definitions such as weak sustain-
ability, strong sustainability, and others. In this paper, environmental sustainability refers to a
sustainable state that satisfies the following condition: the total employment of environmen-
tally harmful resources generated in an economy can be equally offset by the provision of
government green public goods. This concept is partially inspired by Daly’s exposition of a
sustainable economy, a steady-state economy (SSE). According to Daly (1973, 1977, 2005),
the SSE refers to an economy whose scale remains at a constant level. This level neither de-
pletes the materials from the environment beyond its regenerative capacity nor pollutes the
environment beyond its absorptive capacity. Of course, a fixed scale is just one possible case.
This concept of sustainability also permits real economic growth over time, provided that the
harmful effects are offset by beneficial effects. In this way, we are suggesting a net zero impact
policy approach.

To help promote the notion of sustainability into practice, we argue that the government
can play a leading role in initiating various schemes for promoting environmental sustainabil-
ity. Among various plausible measures, we suggest that implementation of government green
spending can be an effective instrument for enhancing both environmental sustainability and
economic efficiency.

To manage a macro-environmental sustainable economy, the environmental sustainability
constraint is given by

𝜂(E) =
∑

h

Xh
d

(
Q, Bh, Yh, G, E, wh) (5)

In Equation (5), 𝜂(E) can be regarded as environmental quality or the supply of environ-
mental resources, and the provision of green public goods is instrumental for elevating envi-
ronmental quality (i.e. 𝜂E > 0). The right-hand side of (5) can be regarded as the summation
of environmentally harmful or polluted goods produced in an economy or the demand for
environmental resources. Take the emission or waste from polluted and toxic goods for ex-
ample. The environmental sustainability condition will be satisfied as long as the amount in
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implementing toxic clean-up and pollution prevention in the government sector is equal to the
total emission or waste from polluted and toxic goods generated by all households.

Given the environmental sustainability condition, the government’s budget constraint is
given by∑

h

(
Yh −

∑
i

piX
h
i

(
Q, Bh, Yh, G, E

))
=

[
Ω𝜙

(∑
h

Xh
d

)
+ (1 − Ω)𝜑(G)

]
E + G (6)

where the left-hand side has been rewritten using the consumer’s budget constraints. The right-
hand side of (6) is the total expenditure of the green public good and the traditional public
good. The price of the public good is normalized to one and the price of the green public
good is denoted by Ω𝜙(

∑
h Xh

d) + (1 − Ω)𝜑(G),5 where 𝜙′
> 0, 𝜑′ >

<

0,0 < Ω < 1, 𝜙(0) = 1,
and 𝜑(0) = 1. The symbol Ω measures the level of the polluting effect on the price of
the green public good. Consider the scenario: when the pollution level increases, it’ll be-
come more difficult and costly for the government to improve the environment by providing
the green public good.6 Thus, it is straightforward to assume that the price of the green public
good increases in the total consumption of dirty goods. The relationship between public goods
and green public goods is captured by 𝜑(G). If the public good and the green public good
are complements, that is, 𝜑′

< 0, a government finds it is less costly, for example, to preserve
biodiversity if people receive adequate environmental education.7

We distinguish a green public good from traditional public good in order to accentuate the
essential role of the former, especially in the presence of growing consciousness of environ-
mental protection issues among consumers. Armed with the manipulation of Equation (6), we
can inspect the effect of interaction between the traditional public good, the green public good,
and the pollution level upon optimal fiscal policy.

The procedures to address our problem are outlined as follows. First, we solve a set of allo-
cation {Q, Bh, Yh, G, E} where h = 1, 2 that optimizes the planning problem. Second, we pin
down marginal tax rates, or more precisely the tax wedge, by comparing optimality conditions
derived from planner’s and individuals’ problem. As such, given the tax schedule {qi, Th},
where i = c, d and the levels of traditional and green public goods {G, E}, households would
implement the constrained efficient allocations {Bh, Yh} in market equilibrium.

Introducing the Lagrange multipliers 𝜃, 𝜆, 𝛾 and 𝜇, the appropriate Lagrangean function of
the government’s optimization problem is

Γ = V1
(
Q, B1, Y1, G, E

)
+ 𝜃

[
V2

(
Q, B2, Y2, G, E

)
− ̄V2

]
+ 𝜆

[
V2

(
Q, B2, Y2, G, E

)
− ̂V2

(
Q, B1, Y1, G, E

)]
+ 𝛾

{∑
h

(
Yh −

∑
i

piX
h
i

(
Q, Bh, Yh, G, E

))
−

[
Ω𝜙

(∑
h

Xh
d

)
+ (1 − Ω)𝜑(G)

]
E − G

}

+ 𝜇

[∑
h

Xh
d

(
Q, Bh, Yh, G, E, wh

)
− 𝜂(E)

]
, (7)

where ̂V2 refers to the type-2 person mimicking the low-ability person. In (7), the govern-
ment chooses to maximize V1 subject to achieving a given utility level ̄V2 for type-2 person.
In addition, the government faces three further constraints. The second constraint is the bind-
ing self-selection constraint. The third constraint is the government budget constraint and the
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fourth constraint is the macro-environmental sustainability constraint. The first-order condi-
tions are

V1
Y − 𝜆 ̂V2

Y + 𝛾

(
1 −

∑
i

pi

𝜕X1
i

𝜕Y1

)
− 𝛾Ω𝜙′E

𝜕X1
d

𝜕Y1
+ 𝜇

𝜕X1
d

𝜕Y1
= 0 (8)

V1
B − 𝜆 ̂V2

B − 𝛾
∑

i

pi

𝜕X2
i

𝜕B1
− 𝛾Ω𝜙′E

𝜕X1
d

𝜕B1
+ 𝜇

𝜕X1
d

𝜕B1
= 0 (9)

(𝜃 + 𝜆)V2
Y + 𝛾

(
1 −

∑
i

pi

𝜕X2
i

𝜕Y2

)
− 𝛾Ω𝜙′E

𝜕X2
d

𝜕Y2
+ 𝜇

𝜕X2
d

𝜕Y2
= 0 (10)

(𝜃 + 𝜆)V2
B − 𝛾

∑
i

pi

𝜕X2
i

𝜕B2
− 𝛾Ω𝜙′E

𝜕X2
d

𝜕B2
+ 𝜇

𝜕X2
d

𝜕B2
= 0 (11)

−V1
BX1

j − (𝜃 + 𝜆)V2
BX2

j + 𝜆 ̂V2
B
̂X2

j − 𝛾
∑
h

∑
i

pi
𝜕Xh

i

𝜕qj

− 𝛾Ω𝜙′E
∑
h

𝜕Xh
d

𝜕qj
+ 𝜇

∑
h

𝜕Xh
d

𝜕qj
= 0

(12)

V1
G + (𝜃 + 𝜆)V2

G − 𝜆 ̂V2
G − 𝛾

∑
h

∑
i

pi
𝜕Xh

i

𝜕G

− 𝛾
[[

Ω𝜙′∑
h

𝜕Xh
d

𝜕G
+ (1 − Ω)𝜑′

]
E + 1

]
+ 𝜇

∑
h

𝜕Xh
d

𝜕G
= 0

(13)

and

V1
E + (𝜃 + 𝜆)V2

E − 𝜆 ̂V2
E − 𝛾

∑
h

∑
i

pi
𝜕Xh

i

𝜕E
− 𝛾[Ω𝜙 + (1 − Ω)𝜑]

− 𝛾Ω𝜙′E
∑
h

𝜕Xh
d

𝜕E
+ 𝜇

(∑
h

𝜕Xh
d

𝜕E
− 𝜂E

)
= 0

(14)

3. The Samuelson Rule for Optimal Provision with the Green Public Good (The
Greened Samuelson Rule)

With the first-order conditions for the government’s optimization problem derived, we turn to
the natural question of the optimal provision of the green public good, following the approach
of Samuelson (1954). In this way, we can further discuss the optimal provision of green pub-
lic goods and public goods associated with the environmental sustainability constraint. It is
important to do this because we know that the collective consumption involved with public
goods violates the basic assumption of private goods in the canonical Arrow-Debreu model
of a competitive economy. The presence of public goods results in failure of the competitive
equilibrium, or what Samuelson referred to as the, ‘impossibility of decentralized spontaneous
solution’. He showed that there is no decentralized pricing mechanism that can determine the
optimal levels of public goods. Inefficiency results, and thereby suggests a potential role for
government to play in the provision of public goods in order to remedy the market failure. Lin-
dahl (1919) suggested that if individuals could be charged personalized prices for public goods
Pareto-efficiency could be restored. His approach effectively generalizes the Arrow–Debreu
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economy in which each commodity has a single price. Foley (1970) provides the modern anal-
ysis of Lindahl prices.

We begin this analysis by adding and subtracting 𝜆 ̂V2
B(V1

E∕V1
B) in (14) which gives(

V1
B − 𝜆 ̂V2

B

) V1
E

V1
B

+ (𝜃 + 𝜆)V2
B

V2
E

V2
B

− 𝜆 ̂V2
B

(
̂V2

E
̂V2

B

−
V1

E

V1
B

)
− 𝛾

∑
h

∑
i

pi
𝜕Xh

i

𝜕E
− 𝛾[Ω𝜙 + (1 − Ω)𝜑] − 𝛾Ω𝜙′E

∑
h

𝜕Xh
d

𝜕E
+ 𝜇

(∑
h

𝜕Xh
d

𝜕E
− 𝜂E

)
= 0

(15)

Now, let MWPh
EB denote the marginal willingness to pay for the green public good, or the

marginal rate of substitution between the green public good and after-tax income (Vh
E∕Vh

B).
Substitution of (9) and (11) into (15) yields

MWP1
EB

(
𝛾

∑
i

pi
𝜕X1

i

𝜕B1 + 𝛾Ω𝜙′E
𝜕X1

d

𝜕B1 − 𝜇
𝜕X1

d

𝜕B1

)
+MWP2

EB

(
𝛾

∑
i

pi
𝜕X2

i

𝜕B2 + 𝛾Ω𝜙′E
𝜕X2

d

𝜕B2 − 𝜇
𝜕X2

d

𝜕B2

)
− 𝜆 ̂V2

B

(
M ̂WP2

EB − MWP1
EB

)
− 𝛾

∑
h

∑
i

pi
𝜕Xh

i

𝜕E
− 𝛾[Ω𝜙 + (1 − Ω)𝜑] − 𝛾Ω𝜙′E

∑
h

𝜕Xh
d

𝜕E
+ 𝜇

(∑
h

𝜕Xh
d

𝜕E
− 𝜂E

)
= 0

(16)

Use 𝜆∗(> 0) as a notation for 𝜆 ̂V2
B∕𝛾 and introduce the conditional demand function,

̃Xh
i

(
Q, Yh, ũ, G, E, wh) = argmin

x

{∑
i

qiX
h
i

|||||u
(

Xh,
Yh

wh
, G, E

)
≥ ũ

}
(17)

Using the Slutsky equation, we can show that
𝜕Xh

i

𝜕E
=

𝜕

̃Xh
i

𝜕E
+ MWPh

EB

𝜕Xh
i

𝜕Bh and∑
i

pi
𝜕

̃Xh
i

𝜕E
= −MWPh

EB −
∑
i

ti
𝜕

̃Xh
i

𝜕E
(see Appendix A.1 and A.2). Using the aforementioned

properties and results, (16) can be rearranged as∑
h

MWPh
EB −

∑
h

∑
i

ti
𝜕

̃Xh
i

𝜕E
− 𝜆∗

(
M ̂WP2

EB − MWP1
EB

)
− [Ω𝜙 + (1 − Ω)𝜑]

− Ω𝜙′E
∑
h

𝜕

̃Xh
d

𝜕E
− 𝜇

𝛾

(
𝜂E −

∑
h

𝜕

̃Xh
d

𝜕E

)
= 0

(18)

To evaluate the impact of the green public good on environmental sustainability, we define
the feedback parameter 𝜎 ≡

1

𝜂E−
∑
h

𝜕

̃Xh
d

𝜕E

. The value of 𝜎 will become smaller if the emergence

of the green public good leads to lower consumption of the environmentally polluted goods.8

Substitution of 𝜎 in (18) yields the following proposition.

Proposition 1. In Pareto-efficient mixed taxation, the increased environmental quality via the
provision of the green public good (or the shadow benefit of the green public good), measured
in terms of government’s revenue, 𝜇

𝛾

, is given by

𝜇

𝛾

= 𝜎

{∑
h

MWPh
EB +

∑
h

∑
i

𝜕

(
tiX

h
i

)
𝜕E

− 𝜆∗
(
M ̂WP2

EB − MWP1
EB

)
− [Ω𝜙 + (1 − Ω)𝜑]

}
+Ω𝜙′E(1 − 𝜂E𝜎) (19)
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Proposition 1 shows that the valuation of the green public good consists of six differ-
ent impacts: (i) the feedback parameter, 𝜎; (ii) the consumer’s willingness to pay for the

green public good,
∑

h MWPh
EB; (iii) a commodity tax revenue effect,

∑
h
∑

i
𝜕(tiX

h
i )

𝜕E
; (iv) the

self-selection impact, (M ̂WP2
EB − MWP1

EB); (v) the price effect of the green public good,
Ω𝜙 + (1 − Ω)𝜑 and (vi) the polluting effect, Ω𝜙′E.

To highlight the implications of (19), we isolate and discuss each effect. Recall that if the
private information problem is absent, that is, there is observable productivity, we simply set
𝜆 = 0, indicating that the incentive-compatibility constraint plays no role and the effect of
self-selection is mute.

To evaluate the sign of the shadow benefit of the green public good, we first consider the
feedback parameter. If improvement of the environment leads to a lower demand for dirty
goods, the value of 𝜎 falls. There are two opposing effects resulting from a decrease in 𝜎. We
focus on the following effect: a reduction in 𝜎 will raise the value of 𝜇

𝛾

as long as 𝜙′ and 𝜂E are
positive. The intuition is straightforward: the greater impact of green public goods generates
on environmental sustainability, the more benefits of green public goods will create.

The first term inside the brackets measures the sum of the marginal willingness to pay for
the green public good. The benefit is bigger if the consumers have stronger preferences for
environmental quality. The next term takes the impact of the green public good on the com-
modity tax revenues into account. If an increase in the green public good provision leads to a
higher collected tax revenue, the value of 𝜇

𝛾

rises, which in turn affects the green public good
provision.

The sign of the self-selection effect is determined by the magnitude of the green public
good’s relative valuation by the type-1 person and by the type-2 person mimicking the type-1

choice. If the green public good and leisure are complements (
𝜕MWPh

EB

𝜕lh
> 0), the type-2 person

can work fewer hours than the type-1 person to earn a given level of income. In this case,
M ̂WP2

EB > MWP1
EB and the influence of the self-selection term on the shadow benefit of the

green public good is negative. On the contrary, if M ̂WP2
EB is smaller than MWP1

EB, that is, the
weakened self-selection constraint, then the self-selection effect will raise the value of 𝜇

𝛾

. If
the price of the green public good increases, the expenditures on the green public good will
increase and the value of 𝜇

𝛾

will also fall. Finally, under the condition that 1 − 𝜂E𝜎 is positive,
a higher polluting effect will increase the benefit of the green public good. Overall, the sign
of the shadow benefit of the green public good is ambiguous. To help discuss the design of
government policy, we mostly assume that it is positive in the subsequent analysis.

To proceed, we further derive the Samuelson rule for optimal provision with the green pub-
lic good. Maximizing the Lagrangean function given in (7) with respect to G and using MRSh

GB
to denote the marginal rate of substitution of type h between the public good and private con-
sumption (Vh

G∕Vh
B) gives the following proposition.

Proposition 2. (Greened Samuelson Rule). Pareto-improvement in the level of the public
good provision and in income taxation, when the government has taken the environmental
sustainability condition into account, requires that

∑
h

MRSh
GB = 1 + 𝜆∗

(
M ̂RS2

GB − MRS1
GB

)
−
∑
h

∑
i

ti
𝜕Xh

i

𝜕G

−
(
𝜇

𝛾

− Ω𝜙′E
)∑

h

𝜕Xh
d

𝜕G
+ (1 − Ω)𝜑′E

(20)
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The expression in (20) represents the Samuelson rule for optimal provision with the public
good or, in a simple term, the greened Samuelson rule.

Notice that if we abstract private information and environmental considerations from the
model, (20) reduces to the original Samuelson rule,

∑
h MRSh

GB = 1, where the left-hand side
term is the benefit from an increase in public good provided, and the right-hand side term is
the cost of the increased public good provision. Hence the reductions in terms in RHS of (20)
can bring about a Pareto-improvement.

The greened Samuelson rule differs from the condition for Pareto-efficient provision of the
public good presented in Proposition 4 of Pirttilä and Tuomala (1997) in several ways. The
first three terms, as usual, measure the price of the public good, the self-selection impact,

and the tax revenue impact. Provided that
𝜕Xh

d

𝜕G
> 0 is positive, the fourth term indicates that a

Pareto-improving reform will take place if 𝜇

𝛾

rises or 𝜙′ falls. The fifth term shows that a
decrease in 𝜑′ will lead to a Pareto-improvement.

These results lead to several policy implications. First, suppose the provision of a traditional
public good stimulates the consumption of dirty goods. If resorting to policies that repress𝜙′ is
feasible, the government can rely on providing more green public goods rather than traditional
public goods in order to improve social welfare. Second, if the provision of traditional public
goods reduces the cost of producing green public goods, society can benefit from consuming
both public goods. That suggests providing some traditional public goods may be preferable
to providing others; for example, education may dominate national defence hardware in this
regard.

4. The Optimal Tax Structure

4.1 Individual Effective Marginal Tax Rates

After examining the modification to the Samuelson rule, this section considers the decision of
tax policy in the presence of externalities and green public goods. The government employs
the measures of non-linear income taxation and linear commodity taxation to finance the ex-
penditures of public goods and green public goods. The total taxes paid by individuals h are9

𝜏

(
Yh) = T

(
Yh) +∑

i

tiX
h
i

(
Q, Yh − T

(
Yh) , Yh, G, E, wh) (21)

Differentiating (21) with respect to Y gives the marginal effective tax rate (see Ap-
pendix A.3)

𝜏

′ (Yh) = (
1 −

∑
i

pi

𝜕Xh
i

𝜕Yh

)
+
(

VY

VB

)∑
i

pi

𝜕Xh
i

𝜕Bh
(22)

To investigate the alternative marginal effective tax rates faced by the two types of house-
holds, (10) can be divided by (11) and rearranging terms as

V2
Y

V2
B

∑
i

pi

𝜕X2
i

𝜕B2
= −

(
1 −

∑
i

pi

𝜕X2
i

𝜕Y2

)
+
(
Ω𝜙′E − 𝜇

𝛾

)(
𝜕X2

d

𝜕Y2
−

V2
Y

V2
B

⋅
𝜕X2

d

𝜕B2

)
(23)
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By combining (22) and (23), the marginal tax rate faced by the high-ability household is
given by

𝜏

′ (Y2) = (
Ω𝜙′E − 𝜇

𝛾

)(
𝜕X2

d

𝜕Y2
−

V2
Y

V2
B

⋅
𝜕X2

d

𝜕B2

)
(24)

Provided that 𝜇
𝛾

> 0 and
𝜕X2

d

𝜕Y2 −
V2

Y

V2
B

⋅
𝜕X2

d

𝜕B2 > 0,10 the marginal effective tax rate faced by the

high-ability person will be determined by Ω𝜙′E and 𝜇

𝛾

. On the one hand, the marginal effective
tax rate of the high income person increases if there is a rise in the relative weight of polluting
impact, in the price of the green public good caused by increasing pollution, or in government
green spending. On the other hand, the marginal effective tax rate of the high income person
decreases if the green public good provision leads to an improvement in environmental quality
(i.e. a rise in the value of 𝜇

𝛾

).
Similarly, (8) can be divided by (9) and rearranging terms as

V1
Y

V1
B

∑
i
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𝜕X1
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𝜕B1
= −

(
1 −

∑
i
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𝜕X1
i

𝜕Y1

)
+
𝜆

̂V2
B

𝛾

(
̂V2

Y

̂V2
B

−
V1

Y

V1
B

)

+
(
Ω𝜙′E − 𝜇

𝛾

)(
𝜕X1

d

𝜕Y1
−

V1
Y

V1
B

⋅
𝜕X1

d

𝜕B1

)
(25)

By substituting (25) into (22), the marginal effective tax rate faced by the low-ability house-
hold is given by

𝜏

′ (Y1) = 𝜆

∗

(
̂V2

Y

̂V2
B

−
V1

Y

V1
B

)
+
(
Ω𝜙′E − 𝜇

𝛾

)(
𝜕X1

d

𝜕Y1
−

V1
Y

V1
B

⋅
𝜕X1

d

𝜕B1

)
(26)

The first term on the right-hand side is the marginal tax rate without externalities. The second
term is a similar kind of externality-included term that discussed in the case of type-2 tax
rule.

Proposition 3. In a Pareto-efficient mixed taxation framework with the presence of external-
ities and green public goods, the marginal effective tax rates faced by both ability types of
households will be determined by the following factors: (i) the relative weight of polluting im-
pact, (ii) the price of the green public good caused by increasing pollution, (iii) government
green spending and (iv) the value of 𝜇

𝛾

.

A rise in any of the first three factors will increase the marginal effective tax rate,
whereas a rise in the value of 𝜇

𝛾

will decrease the marginal effective tax rate. On the one hand,
when factors associated with more harmful pollution increase, consumers will encounter a
higher marginal effective tax rate which is served as a mechanism to encourage consumers
to cut the expenditure on dirty goods. On the other hand, if the government can implement a
proper economic plan to fully exert the impact of green public goods on the environment, the
marginal tax rate will decrease. This result also shows that there is a linkage between expendi-
ture side and revenue side in government’s budget constraint, through the mechanism that the
mitigation of negative externality by providing green public goods causes less needs to rely
on distortive tax instruments.
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4.2 Optimal Commodity Taxation

Next we analyze the commodity taxes on the clean good and the polluted good in a Pareto-
efficient mixed taxation framework. Rearranging (12) gives

−
∑

h

∑
i

pi

𝜕Xh
i

𝜕qj
= 1
𝛾

[
V1

BX1
j + (𝜃 + 𝜆)V2

BX2
j − 𝜆 ̂V2

B
̂X2

j

]
+
∑

h

𝜕Xh
d

𝜕qj

(
Ω𝜙′E − 𝜇

𝛾

)
(27)

The consumer’s budget constraint can be written as∑
h

∑
i

ti
𝜕Xh

i

𝜕qj
= −

∑
h

Xh
j −

∑
h

∑
i

pi

𝜕Xh
i

𝜕qj
(28)

(see Appendix A.4)
For convenience, we can define 𝜉j =

1
𝛾

[V1
BX1

j + (𝜃 + 𝜆)V2
BX2

j − 𝜆 ̂V2
B
̂X2

j ] −
∑
h

Xh
j

Combining (27) and (28) and substituting 𝜉j in the matrix form, we obtain
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∑
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𝜕Xh
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∑
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𝜕Xh
d

𝜕qj

(
Ω𝜙′E − 𝜇

𝛾

)⎞⎟⎟⎟⎠ (29)

The coefficient matrix on the left is the transpose of the Hessian matrix and its determinant
can be denoted as J. By using the Cramer’s rule, we can state the following proposition.

Proposition 4. In a Pareto-efficient mixed taxation framework, the commodity tax on the clean
good, tc, and the commodity tax on the polluted good, td, are given by

tc =
1
J

∑
h

(
𝜉c

𝜕Xh
d

𝜕qd
− 𝜉d

𝜕Xh
d

𝜕qc

)
(30)

and

td = 1
J

∑
h

(
𝜉d

𝜕Xh
c

𝜕qc
− 𝜉c

𝜕Xh
c

𝜕qd

)
+
(
Ω𝜙′E − 𝜇

𝛾

)
(31)

Proposition 4 indicates that the term (Ω𝜙′E − 𝜇

𝛾

) disappears from the tax rule for the envi-
ronmentally clean good since it doesn’t contribute to any negative externality. The magnitude
of (Ω𝜙′E − 𝜇

𝛾

) depends on (i) the relative weight of polluting impact, (ii) the price of the green
public good caused by increasing pollution, (iii) government green spending and (iv) the value
of 𝜇

𝛾

. A rise in any of the first three factors will increase the commodity tax rate, whereas a

rise in the value of 𝜇

𝛾

will decrease the commodity tax rate. According to our argument, the
essence of Pigouvian taxation for correcting negative externality is maintained here as well;
any element pertaining to more (less) serious pollution impact induces a higher (lower) tax
rate, and vice versa.

Propositions 3 and 4 state the results that suggest optimal taxation scheme so as to
implement constrained efficient allocations. Despite the complicated form, it is believed that
understanding these optimal properties well might facilitate the tax design in practice and the
evaluation of the existing tax schedule.
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5. Discussion and Conclusion

From the perspective of sustainable development, every human generation has a big stake
in government provision of green public goods. To be considered green a public good can-
not create an environmentally harmful or polluting impact (such as excessive use of non-
renewable resources, fostering of waste and pollution, or discouragement of conservation)
whether in the consumption process or employed as an input in a production process. Fur-
thermore, green public goods possess the property that the present generation’s consumption
will not reduce the consumption of the future generation. This characteristic of intergenera-
tional joint-consumption contrasts significantly with that of traditional public goods, which
once consumed or utilized as an input in a region or a country can no longer be of further
service to a future generation.

Analysis of optimal tax structures has been a primary concern for tax policy economists. Al-
though the optimal tax literature has devoted considerable attention to the topic of correcting
for environmental externalities, the concept of environmental sustainability has not yet been
taken into account. To further discuss optimal tax structure and macro-environmental issues,
this paper explicitly introduces the environmental sustainability constraint into the govern-
ment’s optimization problem. Specifically, the environmental sustainability condition can be
met as long as the total usage of environmentally polluted resources generated by households
does not exceed the equivalent absorptive capacity provided via the provision of green public
goods.

Utilizing a standard model with two types of households from the optimal taxation literature,
our results indicate that the overall effect of green spending, measured in terms of government’s
revenue, is subject to several factors such as the influence of green spending on environmen-
tal sustainability, the cost of green spending, the polluting effect, and so on. We also derive
a greened Samuelson rule a modified Samuelson rule associated with the environmental
sustainability condition. We show that a Pareto-improving reform can take place if the shadow
benefit of the green public good rises.
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Notes

1. For a recent review of the optimal tax literature and its policy implementations see
Mankiw, Weinzierl, and Yagan (2009).

2. For example, see Atkinson and Stiglitz (1976), Stiglitz (1982), Boadway and Keen (1993)
and Saez (2002, 2004).

3. The property of altruism or warm-glow that consumers possess to buy environmentally-
friendly or green commodities is not considered in the model, since we now focus on
investigating the main mechanism of pollution and traditional as well as green pub-
lic goods to have impacts on optimal taxation in a situation where agents are simply
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self-concerning. We thank one of the referees for pointing out that moral values, such
as altruism and warm-glow concepts, possessed by the government but lacked by house-
holds, could be somehow revealed via sustainability constraint.

4. For simplicity, we assume that consumers benefit from green public goods and ignore
the extent of pollution. To justify it, consider consumers in practice are less conscious
of intangible pollution, whereas they are sufficed by green public goods which are more
easily observable and ‘promoted’ by public authority.

5. For simplicity, we set the price of green public good in a relatively ad hoc way. However,
in principle, this assumption insofar can still capture the idea concerning the relationship
of pollution, traditional public goods and the difficulty in the provision of green public
goods.

6. For example, a government which aims to preserve biodiversity in a damaged habitat must
incur higher costs to accomplish the task.

7. In this case, ‘education’ is complementary to biodiversity, a type of green public good.
8. It is reasonable to assume that the green public good provision leads to a lower demand

for the polluted goods, that is, 𝜕
̃Xd

h

𝜕E
< 0. Thus, the value of 𝜎 is positive.

9. We follow the procedures used in Pirttilä and Tuomala (1997) and employ effective
tax rate to shed light on the contour of overall optimal taxation.

10. The sign of
Vh

Y

Vh
B

is negative. We assume that the polluting good is a normal good, so the

derivatives of Xh
d with respect to B and Y are positive.
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Appendix

A.1 Since consumers are assumed to be rationally behaved, we can manipulate the dual
properties to derive following equations:

Xh
i

(
Q, Yh, Ih, G, E

)
= ̃Xh

i (Q, u, G, E) (A1.1)

Ih
(
Q, Yh, u, G, E

)
= Bh (A1.2)

Differentiating both (A1.1) and (A1.2) yields

𝜕Xh
i

𝜕E
+
𝜕Xh

i

𝜕Ih
⋅
𝜕Ih

𝜕E
=
𝜕

̃Xh
i

𝜕E
(A1.3)

𝜕I
𝜕E

= −
Vh

E

Vh
B

(A1.4)
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Combing (A1.3) and (A1.4) and substituting the notation of MWPh
EB, we obtain

𝜕Xh
i

𝜕E
=
𝜕

̃Xh
i

𝜕E
+ MWPh

EB

𝜕Xh
i

𝜕Bh
(A1.5)

A.2 Using (A1.2), (A1.4) and
∑

i
pi
̃Xh

i = Ih −
∑

i
ti ̃X

h
i , we obtain

∑
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(A2.1)

A.3 Differentiating 𝜏(Yh) gives

𝜏

′ (Yh) = T ′ (Yh) +∑
i

ti

[
𝜕Xh

i

𝜕Bh
(1 − T′) +

𝜕Xh
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𝜕Yh

]
(A3.1)

where Bh = Yh − T(Yh). Replacing the marginal income tax rate T′(Yh) by 1 +
Vh

Y

Vh
B

and rear-

ranging (A3.1), we obtain
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(A3.2)

Due to pi = qi − ti and
∑
i

qiXi
h = Bh, the following two properties can be derived:

∑
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ti
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(A3.3)

∑
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𝜕Yh
= −

∑
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𝜕Xi

h

𝜕Yh
(A3.4)

Equation (22) could be obtained after we substitute (A3.3) and (A3.4) into (A3.2).

A.4 Differentiating individual budget constraint and using pi = qi − ti, we obtain∑
i

pi

𝜕Xh
i

𝜕qj
= −Xh

j −
∑

i

ti
𝜕Xh

i

𝜕qj
(A4.1)

Equation (28) is simply the summation of (A4.1) over h.
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1. Introduction

Few environmental problems exemplify market-failure better than the problem of solid waste
does. Its generation, a direct by-product of economic production and consumption, is in-
timately linked to economic activity and likely to remain so for the next few generations
(Kinnaman, 2009; Ferrara and Missios, 2012). This comes at considerable economic cost:
besides the costs of collection and transportation (and associated risks), as well as land acqui-
sition, and infrastructural operating and closure costs (Adhikari et al., 2010), waste generates
well-documented environmental externalities (Kinnaman, 2006).

In several countries around the world, landfills are still the main solution for this waste
stream (OECD, 2008). Associated external effects may include dust, odour, noise, pests, ac-
cident risk, air and climatic emissions (notably methane) and various discharges to soil, to
ground/surface water bodies and to the marine environment. This can lead to their contami-
nation, to negative health effects and to harmful effects on biodiversity and economic activity
(Hoornweg and Bhada-Tata, 2012; European Environmental Agency, 2013). Other end-of-pipe
solutions, such as incineration, are also associated with air and climatic pollution (Linderhof
et al., 2001; Edgerton et al., 2009). Illegal storage or disposal of waste imposes even greater
risks (Kuo and Perrings, 2010). While infrastructure in developed countries is increasingly
built to mitigate environmental damage, this reduction in external costs comes at the expense
of higher explicit costs. Policy-makers face a tough job in weighing the environmental and con-
sequent socio-economic costs of poorly-managed waste against the (capital and running) costs
of infrastructure, the (administrative, implementation and enforcement) cost of policy-design,
and the possible losses in utility and productivity resulting from intervention.

Household waste is considered to be a particularly problematic source of waste (Euro-
pean Environmental Agency, 2009, 2013), and constitutes the bulk of Municipal Solid Waste
(MSW) worldwide. World Bank projections suggest that, globally, MSW has increased from
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0.7 billion tonnes per year in 2002, to 1.3 billion tonnes in 2012. It is forecast to rise to approx-
imately 2.2 billion tonnes per year by 2025 (Hoornweg and Bhada-Tata, 2012). This increase
is driven both by larger numbers of urban residents (estimated to rise from 2.9 billion in 2002
to 4.3 billion in 2025) and by higher per capital disposal rates (forecast to increase from 0.64
per person per day in 2002, to 1.42 per person per day in 2025). These, in turn, are asso-
ciated with higher incomes, more intensive use of packaging materials and more disposable
goods.

An oft adopted policy solution to reduce household waste going to landfill, is to encour-
age its separation at source into recyclable or compostable components. Even if the cost of
household time, storage, transportation, infrastructure, and management systems may not al-
ways be significantly outweighed by the non-market social benefits of reducing environmental
externalities, the goal of increasing household participation in waste separation is one that is
vigorously pursued in several countries and regions (Kinnaman, 2006). Sometimes this policy
stems from mandatory supra-national goals, as is the case in European Union countries (Kin-
naman, 2006; European Environmental Agency, 2009, 2013). Certainly, the net benefits are
larger when one considers the potential of reducing virgin material use (Dijkgraaf and Gradus,
2004; Ferrara and Missios, 2005), although rates of recovery vary between material types,
and the reconversion process itself may use considerable amounts of energy (Hoornweg and
Bhada-Tata, 2012). Whether separation/recycling activities are substitutive of waste reduction
efforts by households constitutes still another complication, though studies generally find both
outcomes to work in tandem (e.g. Van Houtven and Morris, 1999; Dijkgraaf and Gradus, 2004;
Dahlén and Lagerkvist, 2010; Bucciol et al., 2015).

The extent of policy intervention in the domain of household waste separation and recy-
cling participation is mirrored by the voluminous economic research on the determinants of
household cooperation in such activities. Spanning at least four decades, this literature is rich
and nuanced, and includes a well-developed theoretical backbone that started with models of
waste production (Wertz, 1976), and was later extended to consider recycling and illegal dis-
posal (Fullerton and Kinnaman, 1996). Building on economic theories of altruism in the field
of public goods (Andreoni, 1990), and upon insights on altruistic, moral and environmental
behaviour from the field of social psychology (Schwartz, 1970; Schwartz, 1977; Stern, 2000),
recent theoretical work has turned its attention to household motives, and the way in which
these may interact with recycling intervention (Brekke et al., 2003; Bruvoll and Nyborg, 2004;
Brekke et al., 2010).

The main muscle of this literature lies, however, in the range of applied studies which seek
to ascertain the determinants of household waste generation and cooperation under different
intervention regimes and in different contexts. Applied work in this field typically proceeds
by deriving and estimating a reduced-form equation, or system of equations, and employing
data drawn from one or more municipalities, or across an entire country. Much work on the
economics of recycling is, in fact, based on aggregated cross-sectional, or panel data (e.g.
Wertz, 1976; Callan and Thomas, 1997, 2006; Kinnaman and Fullerton, 2000; Berglund and
Matti, 2006; Beatty et al., 2007; Hage and Söderholm, 2008; Sidique et al., 2010). This said,
household-level survey-based data has become increasingly popular in economic analysis of
recycling behaviour (e.g. Thøgersen, 1994; Van Houtven and Morris, 1999; Jenkins et al.,
2003; Berglund, 2006; Saphores et al., 2006; Hage et al., 2009; Sidique et al., 2010). The use of
experimental or quasi-experimental techniques characterizes some of the more recent efforts
to understand the determinants of cooperation in the field (e.g. Bernstad, 2014; Czajkowski
et al., 2014).



HOUSEHOLD COOPERATION IN WASTE MANAGEMENT 113

In examining the extent of household cooperation in waste management, economic papers
have mainly focused on waste separation rates, that is, recycling waste as a fraction of to-
tal waste generation (see for instance Callan and Thomas, 1997; Ando and Gosselin, 2005;
Hage and Söderholm, 2009; Dahlén and Lagerkvist, 2010; Kuo and Perrings, 2010; Abbott
et al., 2011; Bel and Gradus, 2014; Lange et al., 2014). In some instances authors focus on
rates of recycling in single streams of waste (e.g. bottles in Viscusi et al., 2011), while in oth-
ers, the analysis extends to multiple streams (e.g. Ferrara and Missios, 2005). In some stud-
ies, recycling weight per capita was considered as the key dependent variable (e.g. Bartelings
and Sterner, 1999; Yau, 2010; Briguglio et al., 2015). This figure naturally captures not only
changes in separation effort but also in waste generation itself (Yau, 2010), a concern which
is also the case when cooperation is captured by recycling waste volumes (e.g. Nestor and
Podolsky, 1998; Dijkgraaf and Gradus, 2004; Dahlén and Lagerkvist, 2010).

Some work has sought to capture the extent of household cooperation by quantifying the
effort or the time spent on recycling (e.g. Reschovsky and Stone, 1994; Jenkins et al., 2003;
Meneses and Palacio, 2005; Meneses, 2010; Sidique et al., 2010), including, for instance, re-
cycling frequency (Barr, 2003), the number of waste fractions sorted (Ferrara and Missios,
2005; Czajkowski et al., 2014), and the time dedicated to rinsing/separating waste (Berglund,
2006). The broader literature in psychology also considers intent to recycle and attitudes to-
wards waste management as variables of interest (Hornik, 1995). This is the case in a handful
of the papers reviewed here, some of which focus on attitudes (e.g. Valle et al., 2005; Berglund,
2006), others on intent (Taylor and Todd, 1995; Barr 2004; Knussen and Yule, 2008; Bezzina
and Dimech, 2011; Lange et al., 2014). A small number of recent papers assess willingness
to pay for recycling providing a monetary value of the net marginal cost of cooperation to
households (Bruvoll et al., 2002; Berglund, 2006).

Turning to the determinants of cooperation, while the early focus of applied work lay on
demographic characteristics which could predict participation (e.g. Callan and Thomas, 1997;
Hong and Adams, 1999), more recent work on recycling economics has also focused on the
moral underpinnings of cooperation by household members (Brekke et al., 2010; Viscusi et al.,
2011; Abbott et al., 2013). In assessing the role of intervention, by far the strongest empha-
sis in economic studies on household waste has been on the responsiveness of households to
convenience-based attributes and to monetary incentives, both of which change the cost-benefit
trade-off faced by households (Reschovsky and Stone, 1994; Van Houtven and Morris, 1999;
Jenkins et al., 2003; Kinnaman, 2009; Kinnaman and Takeuchi, 2014). The role of communi-
cation as part of the intervention toolkit has received far less attention, not just in recycling,
but in environmental economics more generally (Glaeser, 2014). Nonetheless, useful insights
can be drawn from economic research on public goods and social dilemmas (e.g. Ledyard,
1995; Ahn et al., 2010) as well as from work in the field of economic psychology on framing
and priming to stimulate cooperation in environmental decisions (e.g. Ölander and Thøgersen,
2014).

A handful of studies have assessed participation in mandatory recycling schemes, where
fines operate in the case of non-compliance. A review of the impacts of this more heavy-handed
style of intervention falls outside the remit of the present survey where household cooperation
is considered to be voluntary, even if stimulated by convenience, charges or communication
intervention. Nonetheless, it is worth noting an early assessment in the literature, which finds
that, though fines may work in tandem with convenience, making recycling mandatory without
providing convenient infrastructure is likely to be both unpopular and ineffective (Reschovsky
and Stone, 1994). Neither Kinnaman and Fullerton (2000) nor Jenkins et al. (2003) find any
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significant positive effect on recycling in scenarios where recycling is mandated (Kinnaman
and Fullerton, 2000; Jenkins et al., 2003). A more recent study suggests that mandatory recy-
cling can harm personal motivation for recycling (Ferrara and Missios, 2012). Whether recy-
cling is mandatory or not can be a moot point - if it is neither enforced by fines, nor perceived
as such by households (Bruvoll et al., 2002). The relationship between a fine and participation
may also be diluted by low probabilities of detection and punishment (Akers, 1990).

The sections that follow review the literature on the determinants of household coopera-
tion in waste management activities, detailing both the kind of initial household conditions
that may lead to household participation in waste management activities, as well as the role
that the design of scheme intervention plays in stimulating such cooperation. Section 2 ex-
amines the motives and the constraints that households may face in managing their waste, as
well as the kind of demographics that tend to characterize participative households. This paves
the way for Section 3, which examines how variations in policy design may alter the initial
cost/benefit trade-offs with a view to enhancing cooperation. Three key attributes of interven-
tion are reviewed, namely enhancing convenience, charging for waste disposal and commu-
nication campaigns. Section 4 summarizes the key policy cues and provides suggestions for
further research.

2. Initial Conditions

Much of the work in economics which examines household waste management behaviour,
utilizes a constrained utility maximization model as a starting point. In such a model, house-
hold members are conceptualized as wanting to enhance the utility they can achieve given
their limited resources. Participation in a waste management scheme implies using limited re-
sources, and incurs an opportunity cost (of time and of household space, for instance). But the
effort may provide household members with marginal benefits, for instance the fulfilment of
moral preferences. While costs may be expected to exert a negative influence on cooperation,
benefits may stimulate cooperation. Furthermore, the diverse demographics that characterize
households may act as proxies for these preferences and constraints, and may provide further
insights on the initial conditions that can explain the willingness (or otherwise) of households
to cooperate in a waste management scheme. Findings on the relationship between household
motives and constraints and cooperation in waste management schemes are reviewed in Sec-
tions 2.1 and 2.2 respectively, while those between household demographics and cooperation
are reviewed in Section 2.3.

2.1 Moral Motivation

There is a general consensus in the literature that household cooperation in sorting, storing and
transporting recyclable waste is a behaviour driven by morality (Thøgersen, 1996). Responses
to the introduction of separated waste collection schemes in the absence of any financial in-
centive, can be considered a manifestation of such motives (Abbott et al., 2013). Indeed moral
preferences may be strong enough for individuals to express a positive willingness-to-pay to
recycle (Czajkowski et al., 2014) and to recycle even in the presence of financial disincentives
(Briguglio et al., 2015).

Early commentators had practically dismissed the role of voluntary cooperation in pub-
lic good scenarios (Hardin, 1968), expecting cooperation to be short-lived (Andreoni, 1995),
made in error (Palfrey and Prisbrey, 1997), possibly as a recreational activity (Bruvoll et al.,
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2002). But the possibility that households may be induced to cooperate without incentive in the
provision of public goods, has recently emerged as an important phenomenon (Meier, 2007).
By this token, several exponents have argued that exclusive reliance on standard economic
models (based on the assumption of narrow self-interest), to model waste management coop-
eration, falls short of offering satisfactory insights to explain observed levels of sustained coop-
eration by households, and therefore to adequately inform policy (Thøgersen, 1996; Berglund,
2006; Kinnaman, 2006; Hage et al., 2009; Viscusi et al., 2011; Abbott et al., 2013; Czajkowski
et al., 2014).

Much as theories of altruism (Schwartz, 1977; Stern, 2000) have provided the concep-
tual background to studies in recycling studies in the field of psychology (e.g. Ölander and
Thøgersen, 2006), so has the theory of “warm-glow giving” (Andreoni, 1990, p. 464) served
as a key theoretical workhorse, capable of explaining contributions to public goods, includ-
ing recycling, in the field of economics (e.g. Abbott et al., 2013). Contrary to notions of pure
altruism, where the individual wants simply to benefit others by giving to a public good, the
basic premise here is that the individual gets something back for cooperating: feeling good.
This is an “impure” form of altruism (Andreoni, 1990, p. 464), which can encompass pure
altruism as a very special case. Because this theory envisages individuals as receiving a pri-
vate benefit from giving, it is capable of explaining why people cooperate in environmental
domains, even when there are no legal, financial or social pressures to do so (Nyborg et al.,
2006). Once integrated within a utilitarian framework, the theory sees individuals trading off
this “warm-glow” (Andreoni, 1990, p. 464) against other sources of well-being, with the aim
of maximizing utility, subject to household constraints.

2.1.1 Pro-Environmental Preferences

Although Andreoni’s theory attributes public good contributions to warm-glow, it does not ex-
amine the mechanisms behind this, nor their application to recycling specifically. Many studies
that assess recycling behaviour describe the benefit that individuals receive from cooperating
as being that of adhering to one’s personal pro-environmental values (Bruvoll and Nyborg,
2004; Valle et al., 2005; Berglund, 2006; Halvorsen, 2008; Hage et al., 2009; Brekke et al.,
2010; Bezzina and Dimech, 2011). Some have described household members as being driven
both by a desire to feel good, and by a desire to avoid the guilt of not giving enough (Brekke
et al., 2003). This notion of duty-orientation, in turn, echoes research in psychology which
suggests that for personal moral norms to be activated, individuals must not only be aware of
the problem and of the actions that can relieve it, but they must also perceive themselves as
able to help and feel a sense of responsibility to be involved (Schwartz, 1970, 1977; Biel and
Thøgersen, 2007).

Generally, and albeit using different measures of environmental concern and efficacy be-
lief, studies on household waste management tend to confirm a relationship with such vari-
ables (Bruvoll et al., 2002; Thøgersen, 2003; Valle et al., 2005; Halvorsen, 2008; Bezzina and
Dimech, 2011). One recent study on waste composting finds the relationship to be insignif-
icant (Edgerton et al., 2009), suggesting that this particular type of waste may not respond
to environmental motives as much as other materials separated for recycling. As in other en-
vironmental domains, the gap between environmental values and action can been attributed
to the existence of other determinants (Thøgersen, 2000; Kollmuss and Agyeman, 2002). In-
deed environmental attitudes and behaviour seem to be most strongly correlated when struc-
tural conditions make this possible (Guagnano et al., 1995; Ölander and Thøgersen, 2006).
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Such conditions include favourable initial conditions (such as household demographics), and
favourable interventions. The rest of this review examines both sets of conditions. Evidence of
their relevance to waste management behaviour helps to explain why the environmental values
of household members are insufficient to predict cooperation.

2.1.2 Conformity Preferences

The other main source of warm-glow which has received considerable attention in the envi-
ronmental literature is that derived from adherence to social norms (Schwartz, 1977; Cialdini
et al., 1991; Stern, 2000; Thøgersen, 2006; Biel and Thøgersen, 2007; Schultz et al., 2007).
These are distinguishable from personal norms, by virtue of the fact that they are enforced by
social sanction rather than pride or guilt (Frey and Stutzer, 2006). Social psychology also high-
lights differences between injunctive norms (what one thinks others should do) and the more
influential, descriptive norms (what others actually do) (Cialdini et al., 1991; Schultz et al.,
2007). This distinction is also reflected in economic models of environmental behaviour, some
of which consider that it is what others do that informs the self-image benefits to be had from
pro-environmental behaviour (Nyborg et al., 2006). The concept of adhering to some socially
optimal recycling contribution which individuals hold themselves up against, is also one that
has featured in economic models of recycling cooperation (Brekke et al., 2003; Halvorsen,
2008).

Earlier findings in psychology suggest that conformity increases in novel and ambiguous
situations (Muzafer, 1935), a concept that is also entertained in economic models of confor-
mity (Bernheim, 1994). Economic research on how people behave in public-good scenarios
also suggests that conformity is higher in situations where the behaviour of others is visible
(Fehr and Gachter, 2000; Fischbacher et al., 2001; Nyborg et al., 2006). This is confirmed in
recycling research which suggests that both novelty and visibility hold relevance for under-
standing household cooperation, particularly at the early stages of an intervention (novelty)
and wherever recycling facilities or collection are visible to the public (Vining and Ebreo,
1990; Taylor and Todd, 1995; Barr, 2003).

Work in psychology based on social identity and self-categorization theories, also finds that
norm effects are moderated by the extent to which individuals actually identify with the con-
text/group from which they stem (Goldstein et al., 2008; Nigbur et al., 2010). This too is found
in experimental economics research, which documents higher contributions to public goods
among homogenous groups (Gachter and Thoni, 2005), or where relationships are durable
(Ostrom, 1998). Similarly, in the recycling field, there is evidence which suggests that the de-
gree to which individuals feel a sense of community makes a positive difference (Owen and
Videras, 2006). Indeed, in cross-sectional studies, small, close-knit, rural communities with
permanent residents (rather than those high in tourism, migrants or rental residents) tend to
find stronger participation (Callan and Thomas, 1997; Hong and Adams, 1999; Jenkins et al.,
2003; Dijkgraaf and Gradus, 2004; Ferrara and Missios, 2005; Hage and Söderholm, 2008;
Halvorsen, 2008).

Although convergent behaviour is notoriously hard to identify (Manski, 2000; Frey and
Stutzer, 2006), some studies in the economics of recycling have documented situations in
which the perceived social norm of recycling exerts a positive influence on cooperation. This is
especially so in cases where the cooperative behaviour takes place at visible drop-off sites (e.g.
Sidique et al., 2010). One difficulty with assessing the role of social norms is that these can
be absorbed into personal norms (Schwartz, 1977), such that the distinction between personal
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and social norms is merely one of degree to which they are internalized (Thøgersen, 2006). To
circumvent this problem, some studies employ constructs that combine the presence of both
(e.g. Bezzina and Dimech, 2011). Some authors measure both personal and social norms sep-
arately and nonetheless find a positive relationship between perceptions of others’ recycling
efforts and the households’ own efforts (e.g. Hage et al., 2009). Others have distinguished both
a direct effect of social norms as well as an indirect effect when interacted with personal norms
(Valle et al., 2005). The findings are not entirely unequivocal: in Viscusi et al. (2011) the ef-
fect of the social norm was not significant (Viscusi et al., 2011). One reason for this may have
been the manner in which norm was measured (by asking respondents whether they believed
their neighbours would be upset with someone who did not recycle), and the fact that many
respondents did not perceive there to be such a norm in the first place.

2.1.3 Political Preferences

While the recycling literature has paid considerable attention to environmental preferences and
conformity as drivers of cooperation, elsewhere in the environmental economics literature, po-
litical preferences have started to emerge as promising predictors of household participation in
public-good schemes (Kahn, 2007; Torgler and Garcı́a-Valiñas, 2007; Dupont and Bateman,
2012; Costa and Kahn, 2013). Political interest, for instance, tends to be associated with higher
environmental concern (Wakefield et al., 2006; Torgler et al., 2007) and right-wing ideology
tends to be associated with lower willingness-to-pay for environmental goods, for environmen-
tal taxes and for environmental causes (see Dupont and Bateman, 2012 for a succinct review).
A similar question has recently emerged in political science, investigating whether political
preferences spill from voting to real-world behaviours (Gerber and Huber, 2010), including
contributions to public goods (Bolsen et al., 2014) and recycling specifically. Political prefer-
ences were found to interact with the way that recycling was presented to create diverse levels
of recycling intent (McBeth et al., 2013). Democrats and Liberals were also found to have
higher actual recycling rates in the United States (Coffey and Joseph 2013).

Furthermore, in some economic studies on the determinants of recycling cooperation, po-
litical preferences have been considered as important control variables. Participation has been
found to be higher among political activists in the Netherlands (Dijkgraaf and Gradus, 2004),
among Green Party supporters in Sweden (Hage and Söderholm, 2008), and in some instances
even among non-voters in Norway, whose higher recycling rates were attributed to protesting
waste disposal fees (Halvorsen, 2008). In Brekke et al.’s 2010 study where political party af-
filiation was found to be insignificant as a determinant, the authors nonetheless argued that
ignoring its effect could lead to exaggerated predictions of other moral motives (Brekke et al.,
2010). A recent study from Malta finds that voluntary recycling uptake was much higher in
regions characterized by pro-government sentiment (Briguglio et al., 2015). The role of po-
litical preferences as a determinant of household cooperation in waste management schemes
appears to be an area that is ripe for further investigation.

2.2. Constraints Inhibiting Cooperation

Household members may have strong motivations to cooperate in a waste management
scheme, but may still not cooperate if the marginal cost of doing so outweighs the marginal
benefit. The economics literature on household waste has paid due attention to the opportu-
nity costs that households may incur, whenever participation implies the use of some scarce
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household resource, such as time or space. Such constraints create negative pressures on co-
operation regardless of the attributes of the intervention (be they incentives, convenience or
communication-based) but they help policy-makers and scheme-operators identify the kind
of households that may be resistant to cooperate. Moreover, the presence of such initial
constraints helps inform the design of the intervention in order tip households in favour of
participation.

2.2.1 Time and Space

One important finding that, in fact, emerges strongly, across the majority of studies, is that
household constraints do tend to suppress cooperation in waste management. Theoretically the
availability of household time and of household space, or more precisely, the lack thereof, is
often modelled in economics as imposing a shadow-cost on household cooperation in recycling
(Brekke et al., 2003; Bruvoll and Nyborg, 2004; Brekke et al., 2010). Although not everyone
perceives the process of waste management as a burden in itself (Bruvoll et al., 2002; Meneses,
2010), separating waste for recycling usually requires some household space and household
members’ time (Bartelings and Sterner, 1999; Halvorsen, 2008). These are limited resources,
constrained by the availability of non-working time and by dwelling size, both of which are
capable of yielding utility when used in ways other than sorting/storing waste.

In fact, empirical studies have been fairly consistent in finding that factors like limited stor-
age space – especially outdoor space, like yards and porches – suppress uptake of recycling
(Jenkins et al., 2003; Ando and Gosselin, 2005). Limited time, similarly acts as a constraint on
participation (Berglund, 2006; Suwa and Usui, 2007; Hage and Söderholm, 2008). Smells and
the risk of attracting rats and other pests create further constraints towards particular types of
waste, like biodegradable waste separation (Ölander and Thøgersen, 2006). The relevance of
these kinds of constraints is further confirmed by consistent findings on the role of convenience
attributes in intervention design (reviewed in Section 3).

2.2.2 Habit

While constraints can be considered as part of the cost-benefit trade-off which household mem-
bers could actively consider, a further force which may constrain household behaviour, albeit
in a less cognitive manner, is that of habit. In psychology, habit is known to act as a standard
operating procedure, rendering actions routine, such that, after a certain time, no decision-
making is actually entertained at all (Stern, 2000). In empirical assessment of household waste
management behaviour, an oft used proxy for habit is the duration of a waste management
programme itself. This is typically found to be a positive and significant determinant of par-
ticipation (Bartelings and Sterner, 1999; Sidique et al., 2010; Bucciol et al., 2015; Briguglio
et al., 2015). But even apart from past behaviour, habitual behaviour measured as frequency
has also been found to be an important determinant of uptake and intent in at least one study
that examined the role of habit in more detail (Knussen and Yule, 2008).

2.3 Demographic Characteristics and Cooperation

Practically all studies that examine what determines recycling, feature a fairly standard set
of demographic variables like education, age, income, gender, dwelling/household size and
community characteristics. These are typically employed as proxies for the preferences and
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constraints described above, or as additional controls to reduce unobserved heterogeneity in
a model. The findings are diverse and generally weak (Hornik, 1995), which is not entirely
surprising, considering that they are only weakly linked to theoretical underpinnings. Diverse
methodological approaches, and the diverse waste stream and schemes make it harder for
household demographics to systematically predict household cooperation (van den Bergh,
2008).

2.3.1 Education and Income

The educational level of respondents (expressed, for instance, as years spent in education or de-
grees earned) is sometimes used to proxy environmental knowledge and awareness levels. As
such it is normally hypothesized (and found) to exert a positive influence on cooperative effort
(Hong and Adams, 1999; Jenkins et al., 2003; Ando and Gosselin, 2005; Saphores et al., 2006).
The relationship may also be non-linear (Callan and Thomas, 2006) or occur only below cer-
tain levels (Ferrara and Missios, 2012). Similar findings emerge in environmental willingness-
to-pay studies, where higher education is linked to higher offers for environmental services
(Czajkowski et al., 2014).

Some authors (e.g. Meneses and Palacio, 2005; Nixon and Saphores, 2009; Bezzina and
Dimech, 2011) find no significant explanatory power on the education variable. One oft-
considered reason for this lack of signal, is that the positive pressures of higher education
may be off-set by the negative pressures of a higher opportunity cost of time which higher
education households may incur (given that higher education is linked to higher income). In
one Sweden-based study on household recycling, the relationship was not only found to be
non-positive but actually negative, and statistically significant at the 5% level. The authors,
in fact, suggest that this may be due to the high correlation between education, income and
employment rates (Hage and Söderholm, 2008).

Income itself captures other theoretical priors such as financial flexibility (to purchase recy-
clables) and higher waste-generation levels (from which to separate recyclable waste) (Saltz-
man et al., 1993; Callan and Thomas, 2006). Both priors, theoretically, exert positive pressures
for recycling levels. On the other hand, higher income also comes with a higher opportunity
cost of time, which could exert negative pressures on cooperative effort (Bruvoll et al., 2002;
Halvorsen, 2008). Indeed, in a good number of studies, the income variable is positive but not
statistically significant (Kinnaman and Fullerton, 2000; Callan and Thomas, 2006; Hage and
Söderholm, 2008; Hage et al., 2009). In such studies, authors argue that the positive and nega-
tive effects of income seem to work against each other, resulting in an insignificant co-efficient
on the income variable or proxy. The collinearity of socio-economic variables, like education
and income also serves to reduce the explanatory power of each of them. This said, the relation-
ship between income and recycling has been found to be significantly positive in a large number
of studies (Jenkins, 1993; Callan and Thomas, 1997; Nestor and Podolsky, 1998; Suwa and
Usui, 2007; Viscusi et al., 2011). Relationships are particularly strong and positive for some
recycling streams (like paper) given that certain products (like newspaper) are more likely to
be purchased by higher income households (Jenkins et al., 2003; Ferrara and Missios, 2005).

2.3.2 Age and Gender

Many recycling studies include an age-related variable as a determinant of cooperation, stipu-
lated as household mean age, children by age group, or fraction of household members above
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or below a certain age (Vining and Ebreo, 1990; Bruvoll and Nyborg, 2004; Saphores et al.,
2006; Sidique et al., 2010). While people beyond retirement age may have lower opportunity
costs of time, as well as stronger levels of adherence to social norms (Bruvoll and Nyborg,
2004; Hage et al., 2009; Bucciol et al., 2015), this positive pressure on recycling may theo-
retically be off-set by the lower consumption levels that may also be at play. In some contexts
(e.g. Jenkins, 1993), it is some other age group of the community which is found to recycle
more (for instance, in Jenkins, 1993, the proportion aged 18–49). In general, however, elderly
residents are found to recycle more (Vining and Ebreo, 1990; Meneses and Palacio, 2005;
Saphores et al., 2006; Sidique et al., 2010).

Having young children in the household may provide a stronger (bequest) motive for pro-
environmental behaviour (generally) and increased exposure to awareness-raising in schools
(Dupont, 2004). But these positive pressures do not always outweigh the higher opportunity
costs of time in families with children in waste management domains (Edgerton et al., 2009).
In fact, in one cross-country study, children under the age of five were found to suppress almost
any stream of waste recycling (Ferrara and Missios, 2012).

In household-level studies, gender is sometimes included as a control variable, on the gen-
eral expectation (drawn from the broader environmental literature) that females exhibit more
pro-social behaviour (Zelezny et al., 2000). Females do tend to report higher recycling par-
ticipation rates (Ando and Gosselin, 2005; Meneses and Palacio, 2005; Oates and McDonald,
2006; Saphores et al., 2006), and to bear a greater share of recycling chores (Meneses and
Palacio, 2005), including recycling electronic waste at drop-off centres (Saphores et al., 2006).
This said, not all studies that control for gender find this to be a significant distinction (Hage
and Söderholm, 2008; Hage et al., 2009; Sidique et al., 2010), suggesting that once other
factors are accounted for (e.g. time, education, age), gender per se does not offer additional
explanatory power.

2.3.3 Dwelling Size and Community Characteristics

Dwelling characteristics often emerge as significant indicators of household space constraints.
Houses are associated with higher recycling rates than multi-family dwellings, like apartments
(Ando and Gosselin, 2005; Hage and Söderholm, 2008; Hage et al., 2009; Abbott et al., 2013).
For similar reasons, population density (associated with smaller dwellings) is sometimes hy-
pothesized (and found) to exert negative pressures on cooperation (Berglund, 2006; Callan
and Thomas, 2006; Suwa and Usui, 2007). Household size, in terms of its members, is some-
times used to proxy time constraints: larger households offer a bigger pool of leisure time from
which recycling time may be drawn (Barr, 2003, 2004; Jenkins et al., 2003; Ando and Gos-
selin, 2005; Valle et al., 2005; Suwa and Usui, 2007; Nixon and Saphores, 2009), perhaps at
a decreasing rate as size increases (Callan and Thomas, 2006).

Studies using aggregate data often include community characteristics as proxies for moral
motives. Small communities and retirement areas tend to have higher recycling rates in com-
parison with large, highly urbanized centres, possibly capturing structural differences, as well
as elements like higher identification with the locality and stronger norms (Callan and Thomas,
1997; Hage and Söderholm, 2008; Halvorsen, 2008). Recycling also tends to be higher among
home-owners, who are theorized to have stronger attachment levels to their community (Jenk-
ins et al., 2003; Ferrara and Missios, 2005; Hage and Söderholm, 2008) in contrast with newly-
arrived immigrants, foreigners and rental dwellers (Hong and Adams, 1999; Dijkgraaf and
Gradus, 2004; Hage and Söderholm, 2008).
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2.4 Synthesis

The literature reviewed thus far suggests that household cooperation in waste management
is stimulated by members’ desire to fulfil their moral preferences, and suppressed by the
constraints of limited space and time. Habit also plays a role in determining household waste
management behaviour. The literature further suggests that demographic characteristics can
act as proxies for such preferences and constraints, in turn providing useful clues as to which
households are more likely to participate in recycling schemes. Higher educated persons,
females as well as residents in close-knit communities are associated with stronger coopera-
tion, while smaller dwellings and households face higher constraints and demonstrate lower
cooperation. Income and age cohorts, on the other hand, are harder to associate with cooper-
ation as they can proxy several motives and constraints. These initial conditions offer various
entry points for policy-makers or service-providers aiming to stimulate cooperation in waste
management.

3. Intervention

Theoretically, the environmental benefits of waste management accrue collectively to all mem-
bers of society: like other public goods, such benefits are characterized by non-rivalry and
non-excludability (Baumol and Oates, 1988). If households are made up of rational, self-
interested individuals, then it follows, by traditional economic assumptions, that they will tend
to free-ride on the efforts of others. Individuals consider their private costs and benefits, to the
exclusion of consideration of external (or social) costs, thereby over-producing environmen-
tally harmful waste (Wertz, 1976; Fullerton and Kinnaman, 1996). Although the emergence
of moral motives as drivers of cooperation suggests that households may glean some private
benefits in waste management cooperation, there remains a theoretical justification for gov-
ernment intervention to reduce waste externalities to optimal levels.

In theory then, government intervention can change waste management outcomes by
altering the cost-benefit trade-offs that households face. Charges can make it more expensive
for households to not cooperate or more financially rewarding for them to make the effort;
convenience based attributes can relieve costs of cooperation by making fewer demands on
time and space; communication can address information imperfections by promoting the
convenient scheme attributes and the presence of charges. Moreover, if individuals derive
private moral benefits from cooperation, then there is further scope for communication as
moral suasion as an avenue to boost the perceived benefits of cooperation (Briguglio et al.,
2015).

In practice, intervention aimed at stimulating household cooperation in public goods
typically does include not only the provision of infrastructure but also other elements like
incentives and public communication (Gsottbauer and van den Bergh, 2011). A key question
facing policy-makers is how best to combine elements of such intervention to achieve
desirable outcomes (Fullerton et al., 2010). This requires consideration not only of reliability,
cost-effectiveness and economic efficiency, but also of concerns like distributional equity
and political feasibility (Gsottbauer and van den Bergh, 2011). The next sections organize
the findings from the literature around these three key components of waste management
intervention targeting household cooperation, namely convenience, charges and communica-
tion. Each section reviews the theoretical underpinnings, the evidence, and some of the key
concerns.
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3.1 Convenience

On the ground, the main point of entry for intervention by policy-makers and service-providers
has generally been to design waste infrastructure and management schemes aimed at improv-
ing convenience and lowering costs and thereby boosting cooperation by households. Two
meta-studies (Hornik, 1995; Ferrara and Missios, 2012) confirm that convenient scheme at-
tributes do, in fact, constitute key precursor to cooperation. In their cross-country analysis,
Ferrara and Missios conclude that having any type of service results in more recycling, but
that kerb-side facilities tend to have the greatest positive impacts (Ferrara and Missios, 2012).
Kerb-side collection services increase recycling (Jenkins et al., 2003), even diverting recy-
clable waste from other (cheaper to administer but less convenient) disposal options (Beatty
et al., 2007).

Recycling also increases with more accessible collection (Ando and Gosselin, 2005;
Saphores et al., 2006) and with the possibility of combining recyclables (Judge and Becker,
1993; Wright et al., 2014). Higher frequency of collection also increases uptake (Ferrara and
Missios, 2005; Kuo and Perrings, 2010), a factor that can also be attributed to stimulating habit
(Knussen and Yule, 2008; Viscusi et al., 2011). Recent papers have examined whether it is pos-
sible to make the indoor aspects of recycling more convenient: providing convenient storage
and collection system is found to help in recycling of biodegradable materials (Ölander and
Thøgersen, 2006). Moreover, installing equipment for convenient segregation considerably
increases separation of food waste, both in the short and long term (Bernstad et al., 2013).

Convenience matters whether the scheme includes price incentives or not. The majority of
studies consider the role of convenient attributes when these operate in synergy with incentives,
and set out to parse out the effects of convenience versus incentives. Several studies consider
regimes that include both enhanced convenience and charges for waste (for instance, Judge
and Becker, 1993; Nestor and Podolsky, 1998; Bartelings and Sterner, 1999; Linderhof et al.,
2001; Jenkins et al., 2003; Dijkgraaf and Gradus, 2004; Ferrara and Missios, 2005; Saphores
et al., 2006; Beatty et al., 2007; Dahlén and Lagerkvist, 2010, 2012). In some such studies, the
synergistic effects of convenience-based attributes and charges have been examined. The find-
ings indicate that ease of separation of certain materials (like plastic) (Hage and Söderholm,
2008) and enhanced infrastructure/convenience create stronger responses to a charge (Callan
and Thomas, 1997, 2006; Bartelings and Sterner, 1999). Other studies consider whether con-
venience matters when recycling waste disposal is subsidized (e.g. Reschovsky and Stone,
1994; Callan and Thomas, 1997; Viscusi et al., 2011).

A good number of studies also consider the role of convenience in waste separation regimes
devoid of any form of charges (e.g. Barr, 2004; Ando and Gosselin, 2005; Berglund, 2006;
Halvorsen, 2008; Hage et al., 2009; Bezzina and Dimech, 2011; Bernstad et al., 2013; Cza-
jkowski Kądziela and Hanley, 2014), while a recent study presents an interesting scenario
in which residents recycled in the presence of (low) financial disincentives (Briguglio et al.,
2015). The findings strongly indicate that ceteris paribus, with or without the presence of price
incentives, convenience-based attributes generate a positive effect on cooperation.

3.1.1 Concerns with Enhancing Convenience

It is safe to say that the key concern with making recycling schemes more convenient to
households, is the cost of doing so (Kinnaman, 2006). Concerns that the cost of recycling
programmes may outweigh their benefits have long been expressed, particularly if these
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unnecessarily offer state-of-the art infrastructure and service (Judge and Becker, 1993). As
discussed earlier in this review, the social benefits of reducing environmental externalities do
not always justify the cost of household time, storage, transportation, infrastructure, and man-
agement systems (Kinnaman, 2006), at least not for materials with low recover potential or
involving high energy use for recovery (Hoornweg and Bhada-Tata, 2012).

A finding that also merits caution is that just as making recycling more convenient helps
increase recycling, making mixed waste disposal convenient hinders recycling cooperation:
the closer (Berglund, 2006) and the easier (Kuo and Perrings, 2010) it is to bin mixed (unsep-
arated) waste, the lower recycling participation seems to be. While establishing collection and
disposal methods for waste is still a challenge in many developing countries, several developed
countries also offer highly convenient (and expensive) kerb-side waste collection mechanisms,
alongside that of recycling.

An emergent concern is the prospect that, in the process of making recycling more conve-
nient, the moral benefits of contributing may somehow be suppressed (Brekke et al., 2003),
though there is no evidence in practise that this is sufficiently large to overwhelm the positive
effects of convenience on cooperation.

3.2 Charges

Since the earliest papers on the economics of household waste (Jenkins, 1993; Fullerton and
Kinnaman, 1996; Hong and Adams, 1999), right up to the most recent work (Watkins et al.,
2012; Bel and Gradus, 2014, Bucciol et al., 2015) contributions on the economics of house-
hold waste, have mainly focused their attention on the role of price in intervention. The main
question asked has been whether paying more per unit for mixed waste disposal (relative to
recycled waste), enhances the degree to which households cooperate in waste management
schemes.

Indeed, monetary incentives constitute the canonical economic remedy to any environmen-
tal market-failure to incentivize households through price-based intervention (Hahn, 1989).
Similarly, in the literature on the economics of waste, monetary incentives have also occupied
centre-stage (Fullerton and Kinnaman, 1996; Kinnaman and Takeuchi, 2014). Theoretically,
a “Pigouvian Tax” equal to the externality cost of waste, is capable of reducing waste up to
the point where the marginal benefits of internalization equal the marginal costs of abatement
(Pigou, 1960). This type of tax encourages lower-cost households to undertake the greatest
level of effort, thereby minimizing damage to society both statically and dynamically (Bau-
mol and Oates, 1988). And, as a double-dividend, such taxes raise revenue which can be used
to reduce the (distorting) burden of the overall tax system, or ear-marked for waste manage-
ment (Goulder and Parry, 2008), albeit the more successful the tax is in raising revenue, the
less successful it is in changing behaviour (Fullerton and Kinnaman, 1996; Fullerton et al.,
2010). From the perspective of a utility-maximizing households with income constraints, the
higher the marginal price of waste disposal, the less waste they will want to produce, consider-
ing that households derive benefits from using this income in ways other than paying for waste
(ceteris paribus).

On the ground, a practical example of a Pigouvian tax for waste is the oft-called Pay As
You Throw tax, levied on garbage weight. Volume-based (rather than weight-based) schemes
can come close to this theoretical ideal, and are easier to administer, but may lead to distortion
through compaction. In practice, within the European Union alone, the majority of states em-
ploy volume-based schemes, although several do use weight-based schemes or a combination
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of systems including frequency-based schemes (Watkins et al., 2012). While differentiated
charging of mixed/recycled waste has occupied centre-stage in both theory and practise, the
design of alternative incentives (like deposit-refund schemes) has also received some attention
(see for instance, Ashenmiller, 2011). An insightful overview of the distinctions between ad-
vance disposal fees, recycling subsidies and deposit-refund schemes (in a producer context)
is provided in Palmer et al. (1997), who find evidence for the latter as the least-cost option
(Palmer et al., 1997). Fullerton et al. (2010) also argue that alternative systems such as ad-
vance disposal fees for certain products or deposit-refund schemes may reduce certain risks
(for instance the risk of illegal dumping), though they caution that these can also be more
costly to operate (Fullerton, Leicester and Smith, 2010).

The majority of studies that set out to assess the role of price-based incentives confirm
that they do indeed stimulate household cooperation in waste separation/recycling activity
(Jenkins, 1993; Nestor and Podolsky, 1998; Bartelings and Sterner, 1999; Linderhof et al.,
2001; Dijkgraaf and Gradus, 2004; Ferrara and Missios, 2005; Callan and Thomas, 2006; Hage
and Söderholm, 2008; Sidique et al., 2010; Bucciol et al., 2015). Some authors also report
significant waste reduction effects (Van Houtven and Morris, 1999; Dahlén and Lagerkvist,
2010). This price effect appears to be vivid from the earliest studies (Jenkins 1993), to meta-
reviews of such studies (e.g. Ferrara and Missios, 2012; Bel and Gradus, 2014), and across a
wide range of waste materials (Ferrara and Missios, 2005).

There is, however, a small number of studies that fail to find a significant effect and the
reasons for this merit consideration. Authors of such studies have argued that a reason for a
low price effect may be that residents were already recycling prior to the introduction of a
fee; that they may have reacted by compacting waste or indeed by dumping it illegally in-
stead of recycling more of it (Fullerton and Kinnaman, 1996); that the price was too low for
the high-income households upon which it was levied or that it sent a discontinuous signal,
being subscription-based (Jenkins et al., 2003). Reschovsky and Stone (1994) find price ef-
fects to only be significant in the presence of kerbside recycling collection, echoing findings
presented earlier on the positive synergies between charges and convenience-based attributes
(Reschovsky and Stone, 1994).

In general, reviews reveal a relatively low elasticity of response to price (Van Houtven and
Morris, 1999; OECD, 2008; Watkins et al., 2012) and considerable variation in its level: elas-
ticity is estimated to lie between –0.12 and –0.39 (Kinnaman, 2009). Some studies detect larger
long-run elasticities, as households find ways to react to the price (Dahlén and Lagerkvist,
2010). Others find that, in the long run, the effect of tax actually wears off (Suwa and Usui,
2007). Some leading exponents in the field have questioned whether the elasticity of response
(albeit in the right direction) is sufficient to justify tariffs, particularly when considering other
possible consequences (Kinnaman, 2006). In a recent meta-regression analysis (using a sam-
ple of 65 price elasticities from economic studies), Bel and Gradus (2014) find that elasticities
tend to be higher in weight-based systems (Bel and Gradus, 2014).

Parsing out the net effect of price is somewhat confounded by the fact that per unit fees
are generally accompanied by expanded door-to-door collection systems (Kinnaman, 2006)
and/or intense promotion and education programmes (Thøgersen, 2003). Further obscuring
the measurement of impact are, firstly, the lack of uniform, comparable waste collection
in cross-sectional studies (Dahlén and Lagerkvist, 2010); secondly, the increased rigour
in measurement of waste that typically accompanies the introduction of fees; and, thirdly,
the unaccounted-for diversions of waste into compaction illegal disposal (Fullerton and
Kinnaman, 1996).
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3.2.1 Concerns with Charges

Although certainly popular in the field, waste disposal taxes are not universally adopted (Gsot-
tbauer and van den Bergh, 2011). Their administrative and political costs, as well as environ-
mental costs given the possibility of illegal-disposal of waste (Watkins et al., 2012; Kinnaman
and Takeuchi, 2014), and, to some degree, emerging concern with psychological reactions to
the presence of a fee, are among the key issues that stack up as concerns with their use. Such
concerns, have led some leading exponents to question whether the elasticity of response is
sufficient to justify the presence of waste charges (Kinnaman, 2006).

One of the earliest concerns with per unit waste fees, already hinted at above, is that in
suppressing one type of environmental problem (that of waste disposal), they may actually
stimulate another, worse environmental problem: illegal disposal. A number of studies have
flagged the prospect of burning, hiding, compacting or transporting waste elsewhere (Fullerton
and Kinnaman, 1996; Bartelings and Sterner, 1999; Hong and Adams, 1999; Van Houtven
and Morris, 1999; Linderhof et al., 2001). While such options may not be considered in the
absence of fees, setting a price on garbage disposal renders them more attractive on the margin
(Fullerton and Kinnaman, 1996).

The introduction of financial incentives may also stimulate self-interested, cost-benefit
thinking, leading to such options being entertained when they previously may not have been
considered (Thøgersen, 1994; Bowles, 2008). A recent review suggests that illegal disposal
may indeed be a realistic concern (Fullerton et al., 2010), to the extent that avoiding marginal
fees altogether and subsidizing garbage collection may be justified, as theorized in earlier liter-
ature (Fullerton and Kinnaman, 1996). But, even here, this finding is not uncontested (Watkins
et al., 2012; Bucciol et al., 2015): contextual, demographic and moral considerations can be
expected to make a difference; but, given the difficulty of finding data, they are far less scru-
tinized in research. Unsurprisingly, the shortage of waste treatment facilities is one factor that
increases the frequency of illegal dumping (Ichinose and Yamamoto, 2011).

More recently, attention has shifted to another type of behavioural response to monetary
incentives, namely that these suppress the benefits that household members get from cooper-
ating of their own accord. In the broader environmental literature, the presence of a fee may
be interpreted as controlling (Frey, 1999); as the matter of the problem having been take-over
(Nyborg et al., 2006); or indeed as a change from a community-based norm to one of exchange
(Heyman and Ariely, 2004). Fees may suppress social sanctions, and this can also inhibit con-
tribution (Fuster and Meier, 2010). If initial moral motives are high, then these crowding-out
effects could reduce the benefits of the price incentive to such an extent that the net effect
of a tax over what voluntary contribution would have produced may be nil or negative, as
documented in some contexts (Frey and Jegen, 2001; Bowles, 2008). Very few studies have
examined this phenomenon for waste disposal fees and those that have find no evidence that
a tax erodes intrinsic motivation (Thøgersen, 2003; Halvorsen, 2008; Ferrara and Missios,
2012). One example of crowding-out effects in a waste context was that of irreversible reduc-
tion in willingness to accept a nuclear waste treatment plant once monetary compensation was
offered (Frey and Oberholzer-Gee, 1997).

The interaction between moral motives and price incentives is more complex when consid-
ering that, contrary to crowding-out of moral benefits, monetary incentives can actually crowd
them in. Price can be interpreted as acknowledging of effort (Frey, 1999), and higher fees
have, in fact, been found to be associated with higher self-efficacy beliefs, possibly also due
to their signalling a norm or inducing trial, and hence stimulating efficacy-belief (Thøgersen,
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2003). This suggests that for household members, the benefit of avoiding waste disposal taxes
is complementary to (and not substitutive of) the moral benefits they derive from recycling
(Berglund and Matti, 2006). Distinctly different signals may be sent by the presence of a fee
which can be understood as either acknowledging the good effort of households or allowing
households to substitute effort by paying (Frey, 1997, 1999; Brekke et al., 2010), depending
on how it is communicated and perceived. In their discussion on payments to host communi-
ties for landfill siting in the US, for instance, Jenkins et al. (2004) present several cases where
payment secures cooperation and successfully defrays opposition to landfills (Jenkins et al.,
2004).

Practitioners in the field will be particularly well aware of the fact that charging for waste
can involve policy-makers in practical considerations beyond economic efficiency and envi-
ronmental costs (Kallbekken and Sælen, 2011). The first hurdle lies in the actual design and
implementation of a Pigouvian tax itself: in a world where information is costly, and adminis-
trators imperfect, setting an environmental tax itself runs into considerable institutional limi-
tations (Fleischer, 2014). Other policy considerations which inhibit enthusiasm for such taxes
include their (regressive) distributional impacts and their impact on a country’s competitive-
ness - concerns which can be particularly vivid to finance ministers (Clinch et al., 2006). These
concerns hold true also of waste disposal taxes (Brown and Johnstone, 2014). Privatization of
services poses another practical constraint specifically related to setting waste taxes in some
countries (Davies and O’Callaghan-Platt, 2008).

Finally, it is worth considering the political considerations that may inhibit the greater use of
waste fees (Thaler and Sunstein, 2008; Brown and Johnstone, 2014). This concern appears to
be particularly relevant to marginal (Pay As You Throw) waste taxes in contexts where political
competition is rife, given that they are considered to be a particularly salient kind of tax (Bracco
et al., 2013). Researchers in this field find evidence that preferences towards waste taxes are
capable of significant changes not only following experience with them (Brown and Johnstone,
2014), but also with communication in the run up to their introduction (Convery et al., 2007).
In other public good domains, enhanced trust towards government also increases acceptance
of taxes (Clinch et al., 2006), suggesting interaction effects between political preferences and
fees. The question remains open as to whether this is the case with waste fees.

3.3 Communication

Although mainstream economic theory considers information to be an important pre-requisite
for individuals to make rational decisions, in public-good scenarios, communication as in-
tervention has traditionally been considered as an element which is hard to manipulate to
obtain the necessary pay-offs (Baumol and Oates, 1988; Tietenberg, 1998). As such, it has
received much less scholarly attention; and experience with measuring the effect of commu-
nication campaigns on any environmental behaviour is limited, not only in economics, but
across scholarly work in social sciences more generally (Collins et al., 2003; Daugbjerg et al.,
2014; Glaeser, 2014). Yet, on the ground, the introduction of public-good schemes is very of-
ten accompanied by some kind of communication campaign, and often accorded hefty budgets
(Graber and Smith, 2005; John, 2013). This appears to also be the case in the domain of waste
management, where communication aspects can range from mass media to door-stepping tech-
niques (Bruvoll and Nyborg, 2004; Bernstad et al., 2013; Dupré, 2014).

The obvious starting point for communication intervention in the realm of waste manage-
ment is to focus on promoting the attributes of the specific waste scheme in operation, for
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instance, the frequency of collection, the types of waste to be collected, the fees charged and
the desired household behaviour, such as separating, rinsing and transporting waste for recy-
cling (Dupré, 2014). In theory, given that cooperation is expected to be higher when constraints
like time, effort and space are lower, then providing information on scheme attributes which
relieve time, effort and space requirements should increase uptake, ceteris paribus.

Knowledge of scheme attributes, in fact, emerges as one of the best predictors in an early
literature review in psychology (Hornik, 1995). In recycling studies which actually control for
the effect of this, information campaigns connected to infrastructure or scheme attributes are
found to be positively linked to participation (Vining and Ebreo, 1990; Gamba and Oskamp,
1994; Hornik, 1995; Barr, 2004; Sidique et al., 2010; Bernstad et al., 2013). Similarly percep-
tions of convenience or constraints (Ando and Gosselin, 2005; Sidique et al., 2010; Bezzina
and Dimech, 2011; Takahashi et al., 2013), including perceived distance to recycling facilities
(Lange et al., 2014) are found to matter to observed cooperation. In fact, overall, knowledge of
the recycling programme itself appears to predict uptake more than environmental awareness
does (Dupré, 2014).

One set of attributes the communication of which has not, to date, received sufficient atten-
tion in recycling literature is that of incentives themselves. The question of how to communi-
cate a fee/charge/tax is one that has recently started to be examined elsewhere in the literature,
where authors have asked whether a simple fee label (its name) changes its outcomes (Chetty
et al., 2009; Congdon et al., 2009; McCaffery and Baron, 2006). Theoretically, a label can act
as a frame to direct attention to certain attributes, and, as in other framing effects, it is this
re-focusing of attention that influences outcomes. There is some evidence to suggest that the
word “tax” itself is one that can generate aversion (McCaffery and Baron, 2006) (and there-
fore stronger elasticities), particularly given certain political preferences (Clinch et al., 2006;
Sussman and Olivola, 2011). Studies on environmental behaviour generally find that with the
right framing, and some social influence, even a temporary tax, set lower than the marginal
social benefit, can bring about substantial changes in pro-environmental behaviour (Nyborg
et al., 2006). Findings like these lend further insights as to why empirical reactions to taxes are
more diverse than standard environmental economics would predict. They also offer consid-
erable scope for assessing interaction effects between communication and incentives in waste
management.

But beyond the promotion of scheme attributes, communication intervention can also be
aimed at stimulating moral motives. With the increased recognition that cooperation in waste
management is driven by moral preferences (Hornik, 1995; Thøgersen, 1996; Kinnaman,
2006; Miafodzyeva and Brandt, 2012), which are themselves capable of influence (Thøgersen,
2003), the need to examine the role of moral suasion as intervention is one that is increasingly
receiving attention in environmental economics, if not to stimulate moral motives, then at least
to avoid inadvertently suppressing them, a prospect whose plausibility has been highlighted in
other public-good domains (Frey, 1997; Nyborg and Rege, 2003; Bowles, 2008; Croson and
Treich, 2014).

Only a small number of the studies on recycling control for the impact of such communica-
tion campaigns, and fewer still set out to explicitly examine their role or content (e.g. Bruvoll
and Nyborg, 2004; Nixon and Saphores, 2009). The thin findings indicate that communica-
tion effort (defined as grant money) is positively associated with uptake (Callan and Thomas,
2006; Sidique et al., 2010), although there are likely to be considerable lags between granting
an award and its expenditure. In Valle et al. (2005), communication, defined as recycling-
related promotional messages taken in by consumers (and including television, billboards,
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eco-spots, radio, and national newspapers), surprisingly creates no positive impact on planned
behavioural control. The authors argue that the message may have been too aggressive, or even
offensive, leading recipients to ignore it and call for more in-depth analysis of the impact of
communication strategies (Valle et al., 2005).

While it is clear that stronger moral motives are associated with stronger cooperation lev-
els, there remains considerable scope to investigate the payback of communication campaigns
intended to stimulate such moral motives by stimulating awareness of environmental impacts,
and efficacy beliefs; or by promoting the sense of responsibility, as has been investigated in
other environmental domains (Ajzen, 1992; Thøgersen, 2005; Nyborg et al., 2006; Steg and
Vlek, 2009). The potential of longer term investments in community education to enhance
social values also remains to be investigated – not only for waste but for public goods more
generally (Moore and Loewenstein, 2004).

One aspect of moral suasion which has received considerable attention in promoting pro-
environmental behaviour is the potential of stimulating social norms. The role of perceived
norms and community influences has been reviewed in Section 2 but its specific potential
as an angle for communication intervention has received limited attention in waste manage-
ment economics. Modelled theoretically, informing beliefs about norms has been shown to be
capable of permanent increases in instances of pro-environmental behaviour (Nyborg et al.,
2006). In experimental tests of the type of content of communication that stimulates cooper-
ation, the cooperative effort of others and acknowledgement of success are found to be par-
ticularly important (Cárdenas and Ostrom, 2004). Moreover, learning about the behaviour of
non-cooperating others may inhibit cooperation, not least because it undermines efficacy belief
(Ledyard, 1995; Gachter and Thoni, 2005). In social psychology too, normative information,
especially the actual behaviour of (relevant) others, emerges as a core stimulant of cooperation
(Cialdini et al., 1991; Cialdini, 2003; Schultz et al., 2007; Goldstein et al., 2008).

Beyond content (be it promotion of scheme attributes, moral suasion or normative commu-
nication), the source of information itself presents an interesting question and one that has
been examined in persuasion science (Jensen, 2013), in political communication and in pol-
icy promotion (Graber and Smith, 2005). Key attributes known to make a source successful
include authority, similarity and likeability (Dolan et al., 2012). In environmental policy too,
the source of information emerges as one of the more consistent determinants of impact, often
acting as a heuristic by which to assess complex scientific opinion (Bator and Cialdini, 2000;
Nisbet, 2009; Ahn et al., 2010). Only a handful of studies in the domain of waste management
have explicitly examined how the channel of communication can influence cooperation. The
findings indicate that the source of information does make a difference – trusted, close, sources
are more likely to increase participation (Nixon and Saphores, 2009), including sources that
are trusted politically (McBeth et al., 2013; Briguglio et al., 2015).

Findings in waste management also indicate that face-to-face communication matters
(Nixon and Saphores, 2009), as does personal feedback (Nomura et al., 2011; Bernstad et al.,
2013), suggesting that just as in other fields, the channel employed to communicate is relevant
to stimulating household cooperation. In social-dilemma research conducted across numerous
countries, communication in small group participative approaches is known to be effective to
achieve cooperation (Ahn et al., 2010), and face-to-face communication emerges as being par-
ticularly effective (Ledyard, 1995; Ostrom, 2000; Frey and Stutzer, 2006). The mechanisms
underlying this result include the reduction of uncertainty, the ability to coordinate, the ability
to gauge the extent to which others will cooperate the enhancement of group identity (Orbell
et al., 1990), as well as that of norms (Biel and Thøgersen, 2007).
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That content, source and channel matter for communication effectiveness, are hardly novel
insights for anyone involved in communication or marketing: these insights date back to Aris-
totle’s elements (speaker, message, audience, occasion, effect) of communication (Jensen,
2013), they are echoed in Laswell’s well-known maxim for mass communication “who says
what, in which channel, to whom, and, with what effect” (Lasswell, 1948, p. 216) and they find
resonance in social marketing approaches (McKenzie-Mohr et al., 2011). They also feature in
recent policy guidance based on behavioural economics (Dolan et al., 2012). But behavioural
economics has shed light on other, more novel insights on communication-based intervention.

The prospect that human behaviour may depart from standard economic theoretical assump-
tion of informed rational choice, has resulted in increased recognition that the manner in which
choice is presented may itself be an important part of any policy toolkit (Thaler and Sunstein,
2008), including that for environmental and waste management (Planas, 2013; Croson and Tre-
ich, 2014; Ölander and Thøgersen, 2014). Understanding predictable behavioural traits, known
as heuristics and biases (Tversky and Kahneman, 1974, 1986), offers considerable scope not
only to understand why efforts at stimulating cooperation may not always work, but also on
how to design policy which does.

One such bias which has received considerable attention is the role of communication frames
and the role of simple cues. Frames relate to the different manner in which equivalent prospects
are presented. Given that people have limited time and cognitive capacity to assess all attributes
of decision options, framing a prospect one way or the other can influence decision outcomes
in several domains (Tversky and Kahneman, 1981; Tversky and Kahneman, 1986). A different
presentation of the same prospect can generate weaker or stronger outcomes depending on who
is targeted, such as in the field of climate-change, for instance (Nisbet, 2009). This finding also
holds true in the field of waste management, where frames have been found to interact with
political preferences (McBeth et al., 2013).

Indeed, even subtle and peripheral cues can make a difference to behavioural outcomes.
By drawing on recently activated thoughts, primes can trigger different motives to emerge, to
the extent that this may stimulate pro-environmental cooperation (Biel and Thøgersen, 2007).
Such effects appear to be particularly relevant when the decision is complex and when people
are under cognitive load (Tversky and Kahneman, 1981, 1986). Although the effects may be
short-lived (Druckman and Leeper, 2012), if a cue induces a decision to try, this can lead to
long-term habits – a consideration that is particularly relevant to waste management (Viscusi
et al., 2011).

3.3.1 Concerns with Communication as Intervention

Communication intervention to stimulate household cooperation may, at face value, appear to
be more innocuous than price-based intervention. However a number of authors have exam-
ined possible unintended consequences of communication in environmental domains, if for
no other reasons, because the hefty budgets accorded could be spent more cost-effectively
(Burgess, 1990; Cialdini, 2003; Nisbet, 2009; Nolan et al., 2009). Indeed while findings sug-
gest that face-to-face and small group communication improves uptake, yet on the ground sev-
eral environmental interventions continue to rely on mass media-based communication (Bator
and Cialdini, 2000). Leaving aside the possibility that mass media agents may have their own
agendas (Davies, 2001), and, that people are hardly ever simply passive receivers of such in-
formation (Ajzen, 1992), one realistic concern is that such appeals are simply ignored (Bator
and Cialdini, 2000).
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In terms of content, one concern that emerges, is that reliance on factual information alone is
unlikely to suffice in stimulating environmental cooperation by those who are not interested in
environmental issues (Ölander and Thøgersen, 2014). The fairly extensive research on the use
of eco-labels provides useful insights here. Studies suggest that it is unlikely that a consumer
pays any attention to such labels at all, unless the consumer already values protecting the
environment, perceives buying behaviour as an effective means to protect it and perceives the
information to be useful for this purpose (Thøgersen, 2000). Trust in the label plays a key role
in driving any effect (Thøgersen, 2000; Daugbjerg et al., 2014), and can itself be determined
by the manner in which the information is presented (Topolansky et al., 2013). By this token,
it is a valid question to investigate whether those who are not interested in, say, recycling, may
not care about information on the scheme at all - and simply ignore it.

Furthermore, while moral suasion may be a more powerful form of communication, in other
environmental domains, caution has been advocated in approaches that induce fear or guilt, for
these can be met with avoidance (not paying attention) rather than behavioural change (Roth-
schild, 1979; Thøgersen, 2005; Brekke et al., 2010). Furthermore, there is a considerable body
of work in environmental psychology on the notion that there may be strong interaction ef-
fects between value orientations (egoist to altruist, bio-centric to anthropocentric, eco-centric
to techno-centric, citizen to consumer, hedonic, gain-framed, normative) and how communica-
tion is interpreted (Barr, 2003; Thøgersen, 2004, 2005; Berglund and Matti, 2006; Lindenberg
and Steg, 2007; Schultz and Tabanico, 2007; De Groot et al., 2009; Steg and Vlek, 2009). This
suggests that predicting the effect of moral suasion on waste management cooperation is also
a matter of knowing pre-existing preferences. In one economic study on voluntary recycling,
the interaction between government promotion and unfavourable voting preferences actually
suppressed cooperation among some of the households exposed to promotion (Briguglio et al.,
2015). At the same time, however, framing of content cannot be avoided, making it necessary
for policy-makers to decide which frames to activate in communicating with the public (Thaler
and Sunstein, 2008; Lakoff, 2010).

Normative communication may well be one of the strongest weapons in the communication
toolkit, but it too can backfire if the desired pro-environmental behaviour is presented as re-
gretfully uncommon, thereby promoting a descriptive norm (what people do) that undermines
the injunctive norm (what people ought to do) (Cialdini et al., 1991; Cialdini, 2003; Schultz
et al., 2007; Goldstein et al., 2008). The visibility of a scheme itself (for instance by collecting
regularly at the kerb-side) also sends informational signals (Oskamp et al., 1991; Barr, 2003).
If the signal given by other people’s visible actions is positive then this acts as positive nor-
mative communication. But the opposite may well be true if what is visible is a poor effort by
others.

Linked to this, is the prospect that the very presence of the attributes of a public-good
schemes can themselves be informational, sending a message which can hint at the level of
priority that government accords the issue and the role of the individual in it (Sunstein, 1996;
Frey and Oberholzer-Gee, 1997; John, 2013). In the absence of communication, incentives can
be interpreted as having bought the right to waste (Gsottbauer and van den Bergh, 2011). Even
the very level at which the fee is set can send messages about the importance of the issue: very
low or very high taxes may be better than intermediate taxes. Low taxes may support morale,
high taxes work through price effects, while intermediate taxes may fall short of generating
either effect (Gneezy and Rustichini, 2000).

Finally, the behaviour of the policy-making body itself can send communication signals
which can complement or undermine the behaviour promoted (Jackson, 2005; Thøgersen,
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2005), echoing broader concerns about lack of trust in the communicating body (Collins et al.,
2003; Nisbet, 2009; Daugbjerg et al., 2014) and the possibility of communication being seen as
green-washing (Glaeser, 2014). Such considerations may not be the most obvious in designing
communication of a waste management intervention, but they seem to matter in other public
good domains and are worth factoring into the design to avoid the prospect of the medium
undermining the message.

3.4 Synthesis

In synthesis then, waste management intervention can, and often does involve convenience-
based attributes, sometimes complemented with monetary incentives and often with some form
of public communication. Such instruments may aim to enhance the (perceived) benefits from
cooperation, to reduce the (perceived) costs of cooperation and to increase the (perceived) costs
of waste disposal. A marginal tax on household waste disposal seems to incentivize cooper-
ation but political implications, including low rates of substitution into recycling/reduction,
the possibility of incentivizing other (polluting) options, and the possibility that taxes sup-
press the moral benefits, merit consideration. Communication intervention, be it the promo-
tion of scheme attributes (including incentives themselves), awareness-raising on environmen-
tal impacts, efficacy, or norms, can also stimulate cooperation. But some considerations merit
caution here too, including the prospect that (costly) mass media appeals and promotion can
simply be ignored, that communication interacts with motives to create divergent outcomes;
and that subtle cues (including scheme attributes themselves) can communicate messages to
households.

4. Conclusion

This review started off by presenting waste management as a high-stakes issue and one with
considerable private and social costs. The need to divert municipal waste away from end-of-
pipe solutions by stimulating household cooperation in waste separation and recycling was
presented as an important and widespread policy-objective. A considerable body of research
on such cooperation was synthesized in response to two key questions, namely the initial con-
ditions that may be associated with cooperation, and the way intervention can be designed to
induce further cooperation. Policy-makers and scheme operators may benefit from the follow-
ing implications emerging from these findings.

4.1 Policy Cues

The insights may be synthesized into three key messages for policy makers. The first is
that household cooperation in waste management is stimulated by members’ desire to fulfil
their moral (environmental, social, political) preferences. Higher cooperation can be expected
among households where such favourable preferences exist, all other factors remaining con-
stant. Such households constitute a low-lying fruit and a favourable demographic to start with
when rolling out interventions, and it would be useful to identify them, even if this is done
through demographic proxies like vote and educational level. The finding that such prefer-
ences may be strong enough to see households willing to recycle without incentives is partic-
ularly important for municipalities which, for some reason or other, may be unable to institute
waste disposal taxes. But even when price-based intervention is envisaged, the presence of
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moral preferences should still be a factor for consideration to ensure that the manner in which
incentives are communicated stimulates rather than crowds-out motivation.

Secondly, the finding that households have limited space and time, and that this constrains
cooperation in waste management, suggests that policy makers would do best to avoid neigh-
bourhoods, localities or regions characterized by high constraints. These, in turn, may be
proxied by demographic data on poverty, dwelling size, and household size. Additionally, the
findings clearly suggest that higher cooperation can be induced by relieving the constraints.
Schemes may offer more frequent collection and smaller waste-collection containers to relieve
limited space. Simple and clearly communicated waste separation processes can also relieve
time constraints. A longer-term consideration is that developments which result in the con-
struction of smaller dwellings could carry with them the added negative prospect of lower
participation rates.

Thirdly, this review confirms that intervention may incur unintended consequences. Ad-
ministrators are therefore called upon to pre-empt side effects (like illegal disposal, regressive
impacts) of intervention and to consider not only the attributes of the schemes but also how
these are perceived, and how they interact with household members’ motives and constraints.
One implication of these findings is the need to pay due attention to the subtle cues given by
the scheme attributes and sponsors themselves. Earlier commentators have suggested that, in a
world where actors are less predictable than rational models would assume, governments need
to adjust fiscal and regulatory measures in an iterative process (Shogren and Taylor, 2008).
As it becomes increasingly feasible to conduct randomized controlled experiments (Croson
and Treich Jackson, 2005, 2014), linking research to policy-development becomes one way
to collect evidence and adjust policy (Dolan et al., 2012; Lunn, 2013). This ties in with the
potential for future research, discussed next.

4.2 Suggestions for Future Research

Notwithstanding the enormity of the literature on the economics of waste, yet given the di-
versity in preferences for recycling among municipalities and countries (Kinnaman, 2009),
empirical work on household cooperation in waste management continues to be necessary. In
cross-country analyses, country-effects tend to be significant, suggesting that institutional and
cultural factors play a role (Ferrara and Missios, 2012). And, while the majority of studies to
date have focused on the extent to which households separate dry recyclable waste (e.g. paper,
plastic, metal and glass), biodegradable waste separation, home-composting and consumption
reduction have received far less attention (Thøgersen, 2003; European Environment Agency,
2009; Abbott et al., 2011; Andersen et al., 2012; Ferrara and Missios, 2012).

Under-explored determinants, like political preferences, also merit further study. Political
promotion is not uncommon in other public-good domains (Graber and Smith, 2005; John,
2013), and it would seem relevant to examine the interactions between the promotion of waste
schemes and political preferences; the impacts of politicizing intervention; and the prospect of
emphasizing technocratic expertise as an alternative (Briguglio et al., 2015). More broadly, the
waste management field would benefit from studies on communication, including the subtle
informational cues that intervention attributes may signal, as witnessed in similar studies in
other environmental domains (Graber and Smith, 2005; Nolan et al., 2009; Gsottbauer and van
den Bergh, 2011; John, 2013; Glaeser, 2014). As mentioned in the review itself, there seems
to be considerable scope to examine interaction effects among the various scheme attributes
and between the scheme attributes and the households they target.
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For instance, while intervention to stimulate household cooperation has been extensively
studied by economists, much of the work has assumed rational self-interest as a response. Be-
havioural reaction to price is still a young research area (McCaffery and Baron, 2006; Congdon
et al., 2009), though fast making its way to the regulatory tool-kits (Dolan et al., 2012; Lunn,
2013). There is potential to consider consequences in the waste management domain (Kin-
naman, 2006; Davies and O’Callaghan-Platt, 2008; Fleischer, 2014). The potential to design
incentives that combine the power of economics and psychology is one that has been advocated
in environmental intervention (Shogren and Taylor, 2008; Venkatachalam, 2008; Gsottbauer
and van den Bergh, 2011; Croson and Treich, 2014), and holds promise for improving house-
hold waste management too (Croson and Treich, 2014).

Indeed the promise of behavioural intervention more generally is one that is ripe for exam-
ination in the waste field. Its potential in stimulating pro-environmental behaviour has been
examined elsewhere (Gowdy, 2008; Shogren and Taylor, 2008; van den Bergh, 2008; Venkat-
achalam, 2008; Croson and Treich, 2014; Ölander and Thøgersen, 2014), and some exponents
in the field have singled out waste management as an area ripe for behavioural intervention
(Thaler and Sunstein, 2008; Nomura et al., 2011; Planas, 2013). Research on household co-
operation could assess behavioural nudges such as whether commitment devises can be em-
ployed for waste management; how time preferences influence the decision to store waste;
how pro-recycling/composting default options may influence outcomes; how scheme modifi-
cations effect habit formation; and how loss-aversion can be used as a frame, among others
(see for instance Karp and Gaulding, 1995; Kuo and Perrings, 2010).

Significant and sustained pro-environmental behaviour remains a scarcely documented phe-
nomenon in generally (Shogren and Taylor, 2008; van den Bergh, 2008). Given that the man-
agement of waste by households is one area where such behaviour has been observed, often
in the absence of any mandatory regime, both with and without financial incentives, the field
of waste management offers researchers the opportunity to examine the kind of moral prefer-
ences, and policy, that may trigger such cooperation more generally, and beyond the field of
waste (Kinnaman, 2009; Kinnaman and Takeuchi, 2014).

Finally, a long standing research question is whether and how recycling spills over to other
pro-environmental behaviours, including waste reduction (Thogersen and Grunert-Beckmann,
1997). Recent findings suggest that unless environmental norms are strong, transfers between
behavioural categories are few and modest in size (Thøgersen and Ölander, 2003). Of particu-
lar concern is the prospect that increased cooperation in waste management is instead off-set,
through moral licensing, by negative effects in other domains (Croson and Treich, 2014). This
question becomes all the more pertinent to examine as intervention becomes increasingly suc-
cessful at stimulating household cooperation in waste management.
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1. Introduction

Many studies highlight the evolution of consumption patterns and the increasing power of
an ecological conscience as likely to change consumers’ behaviours and choice criteria. A
growing group of ‘pro-environmental’ consumers favour environmental and ethical criteria
in their consumption choices. At the same time, consumers’ requirements have resulted in
the creation of products and services that generate significant waste. The increase in their
volume is such that waste management currently is a major issue for public authorities. The
European Commission estimates that ‘Today in the EU, each person consumes 16 tons of
materials annually, of which 6 tons are wasted, with half going to landfill’.1 Generally, law
offers a broad definition for the concept of waste, and policy objectives are ambitious. For
example, European Directive 75/442/CEE defines waste as ‘any substance or object of which
the holder disposes or has a duty to dispose of under the national provisions in force’, and
reducing residual waste to zero by 2020 is a declared aim for the European Commission.

This paper provides a review of the economic literature on household waste management
and recycling, which considers unsorted waste (residual waste) as a source of negative exter-
nalities, and as wasted resources. This literature is important and diversified for several reasons.
These reasons underline the original features of waste as an environmental problem requiring
regulation.

First, dealing with an externality requires acknowledgement of a responsible polluter. In the
case of waste, there are two entities that can be considered as the polluters: the original pro-
ducer of the waste, and the ultimate holder of the waste. From an empirical point of view, the
evolution of regulation shows that few constraints are placed on producers’ behaviour, and sug-
gests that consumers will become strategic actors in the achievement of regulatory objectives.
Producers are treated separately with mandatory financial contributions to the organizations
responsible for waste management. The system is far from being an environmental policy and
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will not stem the rise of non-recycled waste. In France, for example, since the implementa-
tion of these provisions and until the 2000s, the costs of solid waste management have been
increasing at an average of 4.74% a year (Dufeigneux et al., 2003). In this context, there are
calls to economists to design economic policies to improve consumers’ selective sorting or to
achieve the quantitative targets set by regulation.

Secondly, a historical feature is of great importance. The budgetary logic has for long been
directed to the regulation of household waste, resulting in a substantial literature on whether
household waste management should be delegated.

Thirdly, the regulatory logic is not confined to budgetary logic since ignoring the external
cost would result in non-optimal sorting. Were the regulatory focus to be solely on the ex-
ternal costs and their internalization, then, the development of incentive policies would make
selective sorting ineffective. Individual sorting requires a public infrastructure which has bud-
getary consequences which generally are overlooked in conventional environmental policies.
It is clear that public policy on waste management should be somewhere between these two ex-
treme positions and should involve a combination of several policy tools (equipment, incentive
pricing, etc.).

Fourthly, economic research shows the positive impact of incentives while emphasizing
illegal dumping by waste holders. To overcome these externalities, the regulator might need
to publish complementary policies, such as subsidies, and provide information on the role of
recycling, how to recycle, etc. This reinforces the importance of a policy mix highlighted in
research on household waste management (Lehmann, 2012).

Fifthly, participating in recycling can be seen as contributing to a public good. Traditional
approaches suggest that decisions respond to rational behaviour, particularly cost savings.
However, as highlighted in the behavioural economics literature, households have both in-
trinsic and extrinsic values in relation to public goods. Deci (1975) considers that intrinsic
motivations are defined by the absence of an external reward, as due to ‘the person’s attitude’,
and extrinsic motivations as being external to the individual. Thus, personal factors such as
emotions, the influence of social interaction, the importance of others’ opinions, social ap-
proval, etc. need to be taken into account when developing public policies. Therefore, the
management of household waste has become an important topic in behavioural economics.
The proposition that behavioural tools, such as nudges, could be used to complement incen-
tive pricing, for example, highlights the need for a policy mix.

The paper is organized as follows. Section 2 presents the regulatory and governance frame-
work for waste management. Section 3 introduces the use of economic incentive instruments
and their limits. Section 4 describes the incorporation of behavioural instruments into practice.
Section 5 concludes.

2. The Waste Management Framework

The economic literature on the general theme of household waste management is diverse and
includes several different issues. It is useful first to define a unit of recyclable waste needing a
public intervention to ensure its effective recycling in relation to the works reviewed. We con-
sider a unit of waste which yields a Marginal Benefit (MB) when reused, and simultaneously
implies a reduction in the marginal external cost MEC of waste. The justification for regulation
depends on three criteria. First, the individual sorting ex-ante (i.e. at source) is not profitable
for the individual and, therefore, will not be implemented automatically. This situation arises
when the marginal cost of individual sorting MCi is greater than the benefit it yields for the
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consumer: MCi > MB. Secondly, the ex post sorting operated by the local authority (i.e. sorting
the mixed detritus collected) should not profitable, even if it leads to the valourization of waste
and allows for management of the externality of the residual waste. In the absence of this con-
dition, sorting ex post would automatically be implemented by the community, and regulation
of individual behaviours would be unnecessary. This situation occurs when the marginal ben-
efit of reusing MB and saving of the external cost of the non-recycled unit, MEC, do not cover
the cost of the ex post sorting MCc : MB + MEC < MCc. Finally, ex ante individual sorting
must be socially beneficial even if this requires an infrastructure whose reported cost per unit
of waste considered is 𝛼. This situation arises when the marginal benefit of reusing MB and the
saving on the marginal external cost of the non-recycled unit, MEC, cover the marginal cost of
sorting ex ante MCi plus the cost of the infrastructure 𝛼: MB + MEC > MCi + 𝛼. Thus, it is ra-
tional to introduce regulation to encourage individual sorting for the benefit of the community,
if the marginal benefit MB is such that

MCi > MB and MCi + 𝛼 − MEC < MB < MCc − MEC (1)

These inequalities define the units of waste that are relevant according to the regulation, that
is, those units of waste whose recycling generates an increase in the social surplus and which
requires regulation to ensure their recycling. This economic definition of a unit of waste for
recycling implies that not all units of waste need to be recycled.2

Inequalities (1) implicitly consider an isolated agent looking only at his marginal cost and
marginal gain of sorting. An emerging stream of the literature enlarges this picture considering
more complex individual motivations for household recycling: peer effect, warm-glow, self-
image, reputation effect, etc. (see Section 4). For instance, consider that together with marginal
benefit a unit of waste recycled implies a marginal individual reputation: MRi. The unit is not
recycled only if MCi > MB + MRi. With this decision rule, some units of waste that an agent
does not recycled under (1) (MCi > MB), can be recycled when taking into account of marginal
reputation (MCi < MB + MRi). Therefore, the question whether public policies reinforce or
weaken the marginal reputation (i.e. whether there is a crowding-in or a crowding-out effect)
has to be addressed.

2.1 Regulatory Framework

Environmental regulations such as ‘command and control’ are aimed at prohibiting and/or
limiting the amount of pollution emitted by individuals. Through regulation, public author-
ities establish a pollution limit they consider socially acceptable and implement appropriate
public policies to achieve it. This is the most common tool used by public authorities to curb
pollution and can take many forms. It can (i) define environmental quality objectives, (ii) set
a maximum acceptable level of pollution (x amount of non-recycled, recycled, incinerated
or buried waste) or (iii) impose environmental infrastructure requirements (e.g. prioritizing
incinerators with energy recovery), etc. Although this type of regulation helps to achieve en-
vironmental objectives (Barde, 1992), it rarely corresponds to an economic optimum in terms
of pollution.3 Also, the social cost of this type of regulation is not minimized, and its effects
are limited by its non-incentivizing nature.

For example, the French law no. 92-646 (13 July 1992) recommends a reduction in waste
production through the implementation of separated waste collection and recycling schemes.
Local regulation sets the rules related to the collection and treatment of waste. It dictates the
types of containers for collection, and the collection schedule (day and time, type of waste),
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etc. These rules constrain the users; for example, if the waste is to be collected twice a week
and the container size is set, then the individual is limited in his or her ability to emit waste. The
lower the frequency of collection, the more the individual must pay attention to the quantity of
waste they produced. Also, if the municipality decides to increase the frequency of kerbside
collection of recyclable and residual waste, this should encourage recycling and composting
behaviour.

These ideas were examined in Wertz (1976), Gellynck and Verhelst (2007) and Ferrara and
Missios (2012), which show that a high frequency of residual waste collection has a positive
effect on the quantities of waste produced. Conversely, a low frequency of residual waste col-
lection results in lower amounts of waste produced because of waste storage problems. The
result in Yamamota and Yoshida (2014) is ambiguous about the relation between collection
frequency and illegal dumping. They show that the frequency of collection of recyclables is
significant and negative, that is, that to reduce illegal dumping, recyclable material should be
collected less frequently. Stevens (1978) focuses on the density, frequency and proportion of
recovered material, and shows that all three have a significant effect on the total cost. The
study by Callan and Thomas (2001) confirms this finding. The authors examine spending on
waste management (including costs related to the disposal and recycling of waste) by 110
municipalities in Massachusetts. They estimate the cost of the disposal service and the cost
of recycling as a function of the quantities of waste recycled or disposed of, the frequency
of separated collection, the location of disposal sites, access to infrastructure and state subsi-
dies. They conclude that no economies of scale emerge in the case of waste disposal, which
contrasts with what is observed for recycled waste.

From this viewpoint, the problem of waste management can be understood primarily as a
public services problem. An important part of the literature focuses on the question of how to
secure this service at least cost (see below). Compared to the ideas expressed by the inequal-
ities (1), this literature does not question the value or the form of the regulation, but seeks an
organization of waste management that generates the lowest cost (𝛼) to the community.

2.2 Waste Management

2.2.1 Infrastructure

Provision of an appropriate infrastructure is necessary to encourage recycling practices. The
availability of services is a determining factor in the participation of residents in sorting (Folz,
1999). Municipalities offer different types of services based on the flows of collected waste
(packaging, paper, glass, cardboard, etc.) and types of collection (kerbside or garbage collec-
tion station). These vary by municipality and do not have the same effects on the behaviour of
individuals.

Sidique et al. (2010) show that kerbside collection systems and garbage collection stations
improve recycling rates because they reduce the opportunity costs of recycling. However, they
are used by individuals who are already aware of environmental issues and are ready to expend
more effort on waste recycling. The idea of effort is well developed in the literature. For exam-
ple, Oskamp et al. (1991) and Guagnano et al. (1995) show that the simple fact of an available
selective sorting container increases the volume of recycled materials. Many studies show that
people are likely to participate in an activity if it does not require them to expend too much
effort, that is, if it is not too constraining (Vining and Ebreo, 1990; Folz, 1991; De Young,
1993; Guagnano et al., 1995; Knussen et al., 2004; Peretz et al., 2005). Folz (1991) shows
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that recycling behaviour is greater when the level of effort required is low (shorter distance
to a recycling station, no need for sorting by materials, kerbside waste collection). In another
study, Folz (2004) shows that what makes recycling services more convenient for individuals
is waste collection on the same day as non-recyclable materials collection and collection of
mixed rather than sorted recyclable materials.

Abbott et al. (2011) analyse the influence of introducing selective recyclable waste col-
lection on household behaviour. They model the recycling rates of English local authorities
based on socio-economic and political variables (community’s average annual income, house-
hold size, population density, frequency of collection by recycling methods, size and type of
container). Recycling rates are defined separately for green waste and recyclables. Abbott et al.
(2011) conclude that the frequency of residual waste collection is inversely proportional to the
amount recycled (but is more important for green waste than recyclable waste), meaning that a
low frequency of collection increases recycling performance. Extension of kerbside collection,
type of container for recycled materials and the lower frequency of residual waste collection
play important roles in improving the recycling performance. Abbott et al. (2011) show also
that the collection method for recyclable materials has an effect on recycling rates (more for
recyclables than for green waste). The rate is lower for 50-L containers and higher for non-
reusable bags and containers on wheels; for example, 120-L containers show greater increase
in recycling rates (+3.4%).

2.2.2 Private versus Public Management of Waste Collection

In addition to the choice of waste collection methods, controlling collection costs is a particular
objective for local authorities. Direct and delegated (for all or part of the service) management
of household waste is often compared. Direct management means that the community bears
the infrastructure costs (garbage bins, trucks, containers, garbage collection stations, etc.) and
staff costs. Delegated management means that the municipality delegates these responsibilities
to one or more companies, either public or private.4 Delegation is often preferred because
operating a waste collection service requires significant specific investments and incurs several
costs (of managing the containers, personnel, waste transportation, infrastructure, etc.).

In studies of the costs of solid waste management, many authors show that direct collection
is more expensive than delegated collection by service providers. The first study of this type
was conducted by Hirsch and Engelberg (1965). They conducted an econometric study of 24
municipalities in the region of St. Louis (Missouri), which showed that there was no difference
in the costs of public and private provision. Stevens (1978) examined the cost structure of 340
waste collection companies (both public and private) in the USA, which confirmed of Hirsch
and Engelberg (1965)’s results for cities of 50,000 inhabitants or less, but showed also that in
larger cities, private providers use more efficient technologies. Whatever the city size, private
providers use fewer staff and larger capacity garbage trucks than public monopolies, which
enables economies of scale. Hart et al. (1996) applied the theory of incomplete contracts and
property rights to the choice between public and private provision. Their results suggest that
there are greater incentives to reduce costs in the case of private provision. They show that
public provision dominates if the decrease in non-compressible costs causes a decrease in the
quality of the service. However, as long as the reduction in the quality of the services offered
can be controlled by contracts or competition, privatization is more efficient. Dijkgraaf and
Gradus (2003) studied the differences in the cost of waste management in the case of public or
private provision for 85 Dutch municipalities. They find, in general, that private provision of
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waste collection is more effective, and achieves a 5% reduction in total costs compared with a
public service provider.

Other studies show that differences in the costs of public and private collection are not nec-
essarily significant. For example, Bel and Costas (2006) qualify these results considering the
long term: Studying 186 Spanish municipalities, and comparing cities with privatized public
provision to cities using a public service, they conclude that there is no significant cost differ-
ence. The authors explain this result as due to the benefits of privatization being eroded over
time, which is confirmed by Dijkgraaf and Gradus (2007). Finally, Bel et al. (2010) conducted
a ‘meta-analysis’ of 27 studies involving very different municipalities, to compare the costs
of public and private waste management. The authors assume that competition among private
service providers lowers the costs of waste management. However, their study does not reveal
a systematic relationship between cost savings and private production.

Focusing on cost minimization of the supply of only the public service, the literature on
delegated management ignores the environmental dimension of waste management. Reason-
ing based on fiscal logic involves comparing two funding opportunities and identical amounts
of waste. If we focus more specifically on selective sorting, the efficacy of the alternative
providers becomes an issue that has not been tackled in the economic literature. The environ-
mental dimension is crucially important and provides the economic rationale for public policy.
A large part of the literature addresses the roots of this issue, that is, the individual Willingness
to Pay (WTP) for waste management.

2.3 Evaluations of the WTP

WTP evaluates the monetary value that people attribute to environmental goods and ser-
vices. It can be assessed using a contingent valuation method that involves surveying indi-
viduals about their WTP for improvement to environmental quality. This method yields an
estimate of the surveyed individuals’ WTP for an environmental asset or their willingness
to accept an environmental asset (Beaumais and Chiroleu-Assouline, 2001). It is generally
used to value a public good to improve the service offered by public authorities. Individuals’
WTP has been investigated also in relation to household selective sorting (Lake et al., 1996;
Sterner and Bartelings, 1999; Caplan et al., 2002; Aadland and Caplan, 2006; Berglund, 2006;
Koford et al., 2012; Beaumais et al., 2014). Common to these studies is the idea of rational-
izing public intervention. In inequalities (1), public intervention is socially desirable if the
value that individuals attribute to recycling (MB + MEC) is high enough compared to its cost
(MCi + 𝛼).

For example, Lake et al. (1996) analyse the WTP for kerbside recycling. In their survey, the
majority of respondents are willing to pay for this service. Apart from previous recycling be-
haviour, the demographic variables do not affect the individuals’ WTP for kerbside recycling.
Notably, although socio-economic characteristics affect people’s decision to pay, they do not
determine the effective payment level. Using a mail survey, Sterner and Bartelings (1999) stud-
ied the willingness of 450 households in the Swedish municipality of Valberg, to pay for better
waste management (which did not involve any additional personal effort or work). Sixty per
cent of households considered it unreasonable to pay someone else to sort their waste. How-
ever, when conditioning on non-recycling behaviour, 23% of households declared they would
prefer to pay in money rather than in time (and effort) for the rational management of waste.
Sterner and Bartelings (1999) show also that women, less well-educated people and young
people are willing to pay more for waste collection.
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A study by Caplan et al. (2002), based on a telephone survey of 350 households in the city
of Ogden (Utah), estimated the WTP for kerbside recycling. This work focuses on evaluat-
ing three options to divert parts of the waste stream away from landfill. The participants were
asked to classify the three options in order of preference. The first option corresponds to the
traditional system of waste collection, of depositing recyclables and green waste in a container
without separating them from other waste at a cost of USD10.65 per month. The second option
offered to separate green waste only, for a maximum additional cost of USD2.00 per month.
Finally, for a maximum additional cost of USD3.00 per month, the third option allowed for the
separation of green waste and recyclables from residual waste. The results of the study show
that two-thirds of respondents supported the expansion of kerbside recycling, and that de-
mographic characteristics influence household preferences for alternative waste management
systems. More precisely, men, residents aged 45 years, residents who had lived in the city for
more than 10 years, and those on low or moderate incomes (less than USD30.000 per annum)
prefer the option of ‘trash can alone’ (option 1); women, residents aged under 45 years, new
residents in the community and residents in the medium and high-income categories prefer the
option of kerbside garbage and green waste collection (option 3). In a related study, Aadland
and Caplan (2006) analysed the costs and benefits of kerbside recycling using a sample of
households in 40 cities in the western USA. They were interested in the WTP. Their results
show that young people, women, highly educated people, individuals motivated to recycle for
ethical reasons, members of environmental organizations, and those who consider their current
collection recycling scheme to be satisfactory are willing to pay more.

Berglund (2006) uses a Tobit model to analyse individuals’ perception of recycling activ-
ities in a municipality in northern Sweden. The system of municipal waste management in
this community is fairly representative of Sweden as a whole; households sort their waste at
source and take it to a recycling centre. The WTP to leave this activity to someone else is
estimated as a linear function of the socio-economic variables (income, gender, age, educa-
tion, type of housing) and other specific indicators such as the distance to the recycling centre,
whether waste recycling collection is a requirement imposed by the authorities, perception of
recycling as an enjoyable activity, and, most importantly, the green moral index (GMI). The
GMI measures the moral motivation for recycling. The results show that men, younger peo-
ple, people living in apartments or at a distance from a recycling centre, people who perceive
sorting as a requirement imposed by the authorities and people with the lowest GMI tend to
have a greater WTP (GMI is a determinant of the individual’s WTP to avoid sorting waste at
the source). In addition, ethical reasons for recycling result in a lower WTP for another person
to take on the recycling activity. The financial cost associated with the recycling effort is lower
than the time cost for recycling.

Koford et al. (2012) estimate the WTP for kerbside recycling based on a contingent valu-
ation survey of 600 residents of large cities in the south-eastern USA. The results show that
people have a mean WTP of USD2.29 per month to participate in a kerbside recycling scheme.
High-income households and individuals who consider it an ethical duty to recycle are most
likely to exhibit a positive WTP. Koford et al. (2012) estimate that an increase of USD1.000
in income leads to an increase in the WTP of 0.0014, and an ethical duty to recycle increases
the probability of consenting to pay by 0.24.

Beaumais et al. (2014) evaluate the WTP for the case of household waste in Corsica. Their
results reveal that house owners and city dwellers have a greater WTP to reduce the external-
ities associated with waste. They explain this result as due to the fact that owners pay more
attention to reducing the externalities of waste because it has a negative effect on the housing
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Table 1. Empirical Analyses of Willingness to Pay for Waste Management.

Author/Country Topics investigated Major findings

Lake et al. (1996)/UK The willingness to pay for
kerbside recycling
scheme in the village of
Hethersett, South
Norfolk.

Socio-economic factors were important
in determining the willingness to pay
for the scheme, but once people have
accepted the payment principle, its
magnitude depend mainly upon on
the amount of recycling that they
were already undertaking before the
scheme’s implementation.

Bartelings and Sterner
(1999)/Varberg,
Sweden

The importance of
behavioural variables
on household waste
management decisions.

Economic incentives are not the only
driving force behind the observed
reduction in municipal waste: Given
the proper infrastructure that
facilitates recycling, people are
willing to invest more time than can
be motivated purely by savings on
their waste management bill.

Caplan et al. (2002)/
Ogden, Utah

Estimation of household’s
willingness to pay for
varied curbside
services.

A discrete choice contingent ranking
approach is a cost-effective means
for municipalities to evaluate waste
disposal solution.

Aadland and Caplan
(2006)/40 Western US
cities

Estimation of social net
benefit of curbside
recycling over state and
local recycling policy.

The estimated mean social net benefit of
curbside recycling is almost exactly
zero. Several existing curbside
recycling programmes in our sample
are inefficient use of resources.

Berglund (2006)/Pitea,
Sweden

Analyses households’
perceptions of
recycling activities.

Moral motives significantly lower the
costs associated with household
recycling efforts.

Koford et al. (2012)/
Lexington, Kentucky

Estimation of WTP for
curbside recycling.

Monetary incentives had a greatest
impact on household recycling, but
the monetary incentives interact
negatively with communication
appeals which by themselves had
little impact overall.

market and, therefore, the value of their home. Their results show also that people who under-
stand that they are already paying a fee for waste (16% of respondents) and who respond best
to monetary incentives are more likely to accept an increased fee, thus, showing a higher WTP
to reduce externalities. Corsicans are aware of the issue of waste management on the island,
and the resulting externalities, and want change.

Table 1 summarizes the studies on WTP.
A too low individual WTP indicates that the local authorities cannot expect consumers to

properly tackle the problem of selective sorting, and that public policy is required. The problem
is related not so much to providing a public waste collection service, but rather to encourage
households to recycle. Two broad categories of policy instruments have been studied applied
to field: incentive policy, and information provision.
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3. The Use of Economic Incentives

The question addressed by the literature discussed in this section is how to encourage or per-
suade households to recycle using monetary incentives (and to support their cost MCi as a con-
sequence) when selective sorting is socially beneficial, that is (MB + MEC > MCi + 𝛼). For
example, if communities require individuals to pay a tax or a fee for each unit of non-recycled
waste, then these individuals will have an incentive to reduce their pollution by increasing se-
lective sorting to avoid paying more. Similarly, if individuals receive a subsidy for each unit of
recycled waste, it is in their interests to reduce their residual waste. Hahn and Stavins (1992)
show that economic instruments give greater importance to the individual willingness to re-
duce polluting emissions (households choose their own level and means of waste reduction)
than is given by regulatory instruments such as ‘command and control’ described above.

The public service of household waste disposal comprises its collection and treatment.
As already mentioned, local authorities have an obligation to manage waste, which can be
financed in three ways. First, it can be financed from the municipality’s general budget.
Although this is a simple method, it does not provide individuals about the costs generated
by the production of waste. Secondly, a garbage collection tax can be imposed to provide the
resources to fund the collection and treatment of household waste. This form of tax is rela-
tively simple to implement and enhances users’ awareness of the cost attached to managing
their waste. However, this flat rate does not send a ‘price signal’ which might lead individuals
to reduce their waste production. The third method is incentive pricing which operates by: (i)
identifying the generator of waste, (ii) measuring the quantities of waste generated and (iii)
setting a price according to individual effort (Bilitewski, 2008; Reichenbach, 2008). Incentive
pricing corresponds to unit pricing, that is, billing based on the quantity of waste generated
(which can be measured as weight, volume, per bag or same subscription). This encourages
households to change their behaviour by internalizing the negative externalities generated.
However, it can induce perverse effects, such as illegal dumping, to avoid paying the tax.

In the following, we discuss the analyses of three major types of incentive instruments (taxes,
subsidies and the deposit-refund system) in the economic literature. We show that this literature
considers that, to be effective, these incentive instruments need to be coupled with other forms
of state intervention.

3.1 Taxes

The first articles to focus on incentive pricing are generally empirical. For instance, Wertz
(1976) studied the city of San Francisco where incentive pricing was adopted to charge for
waste services. Wertz (1976) seeks to explain households’ waste production decisions and ex-
amines the effect of incentive pricing on the production of waste for different levels of house-
hold income. He compares the average production of waste in the city in 1970 to the average
amount of garbage produced in other comparable US cities that had not adopted this pricing
system. Wertz (1976)’s results suggest that the quantity of waste generated decreases as the
waste tax increases (the estimated price elasticity is −0.15, which means that a 1% increase in
the incentive pricing causes a decrease of 15% in the amount of waste generated). In contrast,
waste generation increases with income.

This work was extended by Jenkins (1993), who modelled residential and commercial de-
mand for waste management, including recycling as an option to reduce waste. Jenkins used
data for nine American cities, five of which had an incentive pricing system. The author devel-
ops a model in which households utility depends positively on the consumption of goods, and
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negatively on the quantity of waste recycled. The model of households’ utility maximization
suggests that the household’s income level, the price of consumer goods, the money received
for recyclable materials (deposit) and incentive pricing have an effect on the demand for waste
services. Jenkins concludes that incentive pricing is more effective for achieving a reduction
in waste quantity than a flat-rate tax, in the absence of any possibility of illegal disposal. She
estimates that the introduction of a USD0.8 incentive for a 32-gallon container reduced waste
by 9.5% without a separate-collection system, and 16% with one.

Several studies (Fullerton and Kinnaman, 1996; Nestor and Podolsky, 1998; Linderhof et al.,
2001; Dijkgraaf and Gradus, 2004; Ferrara and Missios, 2012) show that incentive pricing
(based on weight, volume, bag or subscription) has a positive impact on waste reduction and
increases the quantity of recycled waste, thus, acting as a Pigouvian tax. It also provides indi-
viduals with information about the quantity of waste they produce and encourages responsible
behaviour and the funding of a waste management service. Non-recycling households pay
more, and recyclers pay less. Glachant (2003) and Ferrara and Missios (2005) show that this
system of unit pricing not only increases households recycling but also causes a decrease in
waste at source. Indeed, the tax encourages individuals to buy products with less packaging,
and pushes the industry to change their offers to the provision of ‘greener’ products.

The study by Fullerton and Kinnaman (1996) is interested in the effect of introducing unit
pricing, on the quantity of waste produced, the number and weight of waste containers and
the amount of waste recycled. The authors estimate the quantities of waste generated by 75
households5 in Charlottesville, VA, before and after the introduction of an incentive pricing. In
this city, traditional collection is provided by the city and financed by local taxes, and recycling
is voluntary (waste is deposited in landfills, and there is no kerbside waste collection). In 1991,
the community provided each household with a recycling container and developed a kerbside
recycling scheme. In 1992, the city went from a voluntary to an incentive pricing programme
based on stickers (unit pricing for weight). The stickers indicate USD0.80 for a 120-L bag
collected at the kerbside, and USD0.40 for a 60-L bag; bags with no sticker were not collected.
A comparison of the waste stream was made 4 weeks before and 4 weeks after the tax was
introduced. The results show a 14% reduction in the weight of waste collected and a 37%
increase in the volume and 16% increase in the weight of recyclable materials. However, after
estimating illegal waste diversion, the decrease in collected waste weight reduced to 10%.

The consequence of the introduction of illegal waste disposal (illegal dumping, depositing
waste in the workplace or in neighbours’ bins and burning of waste) is an important topic in this
literature. It is considered a negative effect of incentive pricing (Fullerton and Kinnaman, 1996;
Linderhof, 2001). Controlling for such anti-social behaviour is costly and difficult to imple-
ment, particularly for collective housing, where individual households’ practices are difficult
to isolate. Fullerton and Kinnaman (1996) propose several arguments against incentive pricing.
First, they consider that the administrative and implementation costs are too high. Secondly,
they estimate that 28–43% of total waste is diverted away from legal waste flows. However,
these results should be interpreted with caution because a study by Linderhof (2001) estimates
that illegal disposal represents 4–5% of total flows, that is, 13–17% of total waste reduction.
These anti-social behaviours can be explained by differences in individual levels of environ-
mental awareness. However, the negative externalities generated by the tax are difficult to
measure and these studies show that, when they occur, anti-social behaviours are insignificant
or remain at the margin and diminish over time. According to Fullerton and Kinnaman (1996),
the effect of the incentive pricing remains positive and is a source of income which, by encour-
aging individuals to control the amount of their waste, also reduces waste management costs.
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Several empirical studies that compare different pricing systems followed the study by
Fullerton and Kinnaman (1996). Using a Tobit model, Nestor and Podolsky (1998) estimate
the total waste generated based on the chosen pricing system. In particular, they compare a
unit-pricing rule based on bags, to one based on subscription. Individuals who opted for bags
were obliged to buy them. Therefore, the costs associated with waste disposal depend on the
number of bags used and the waste produced. Individuals who opted for subscription, could
choose the number of collections per week, the cost increasing with the frequency. The results
in Nestor and Podolsky (1998) show that a system based on unit pricing for bags compared to
subscription, leads to a greater reduction in the quantity of waste.

Taking different approach, the study by Linderhof (2001) evaluates the effects of the intro-
duction of the first weight-pricing system in the Dutch municipality of Oostzaan. The authors
compare the behaviour of households before and after the introduction of the tax in this munic-
ipality. They interviewed 3437 households (accounting for almost the entire population), be-
tween 2 and 42 times up to July 1993, that is, before the implementation of the weight-pricing
system, and in September 1997 (a total of 42 months). These panel data allow the effects of
the new pricing system to be distinguished over the short and the long terms. The authors sep-
arately investigate behaviour regarding compostable waste (vegetable, fruit and garden waste)
and recyclables (glass, textiles and paper). The weight of waste (alternatively compostable and
recyclable) is estimated as a function of the marginal price of waste, household composition,
household size and other determinants. Both regressions consider the tax to be effective for
reducing waste, and its effect is more significant for compostable waste. In addition, the long-
term effects are more important than the short-term effects: Price elasticities are 30% greater
over the long term. This suggests that the effects of pricing based on weight are permanent. The
results show that 3 years after the introduction of this system, annual collection of all waste
had decreased by 42%, and the share of non-recycled waste had decreased by 56%. However,
as underlined by the authors, the success of such a scheme can be explained by the fact that
the Oostzaan citizens are more environmentally conscious than the average Dutch citizen.

Dijkgraaf and Gradus (2004) also study Dutch municipalities over a 3-year period (between
1998 and 2000). They extend Linderhof (2001)’s study by estimating the effects of four unit
pricing systems (based on waste weight, waste volume, bags and collection frequency) on
the production of total, unsorted, compostable and recyclable waste. As determinants of the
quantity of waste under the different pricing systems, Dijkgraaf and Gradus (2004) consider a
range of socio-economic characteristics.6 They also test whether neighbouring municipalities
with no incentive pricing received some of the waste from municipalities with unit pricing.
Their results show that with respect to unsorted waste, unit pricing is effective because it re-
duces the quantity of waste by approximately 50% in the case of pricing based on weight or
on bags, by 27% in the case of pricing based on collection frequency, and by 6% if based on
waste volume. Similarly, for recyclable waste, the amount increases by 21% in the case of a
system based on weight and by 10% in a system based on frequency, while the volume-based
system does not yield a significant effect on the quantity of recycled waste. In the case of total
waste, all four systems have a significant negative effect on the quantity of waste produced.
The systems based on weight and bags are the most effective (they reduce the quantity of waste
produced by 38% and 36%, respectively), followed by the frequency system (21% decrease)
and the system based on volume (6% decrease only). Concerning illegal dumping in neigh-
bouring municipalities without unit-based pricing systems, the result of the statistical analysis
of Dutch citizens does not provide evidence that surrounding municipalities collect part of the
waste of municipalities that have unit-based pricing systems. The recent studies by Kinnaman
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(2009) and Ferrara and Missios (2012) show weaker results for incentive pricing. However,
Ferrara and Missios (2012) emphasize that a volume-based system is more efficient than a
weight – and frequency– based system.

Also, in case of monetary incentives, pro–environmental behaviour usually lasts only as long
as the incentive is in place, and may even cause motivational crowding–out if it is discontinued
(Frey and Jegen, 2001). The authors use the example of children who receive money to mow
the lawn and stop doing it if the monetary reward is withdrawn.

3.2 Subsidies versus Deposit-Refund

Subsidies are financial transfers towards individuals, communities and the private sector to
encourage waste reduction and the choice of a more sustainable waste treatment (Taylor, 2000).
They represent a price signal by increasing the revenue of individuals who perceive them and,
therefore, are understood as promoting selective sorting.7

Palatnik et al. (2005) examine the use of economic incentives in the management of mu-
nicipal waste to assess the potential benefits of recycling schemes. Their study is based on in
two Israeli cities: Tiv’on and Misgav. Forty-eight per cent of Israel’s household waste consists
of organic material, yard waste and disposable diapers which can be separated from residual
waste and recycled. The people of Tiv’on have a choice between a voluntary and a mandatory
policy. The voluntary policy enables participants to purchase 500-L concrete containers for
USD105 (50% of their real price) in order to separate organic waste from other waste. The
mandatory policy involves installation of a 90-L container outside a group of residences, to
store non-recyclable waste. Recyclable waste is stored at home, and kerbside collection takes
place once a week. The voluntary system is more user-friendly since residents are not required
to store any waste at home; they can drop it directly into the concrete containers. The resi-
dents of Misgav can buy backyard composters at a subsidized price equal to 50% of their real
value. If at least 80% of households opt to buy a home composter, they receive a discount of
USD11.5 on the tax for local environmental services. The results show that when the invoice
price of waste disposal services increases, the socio-economic characteristics of households
have a positive effect on the household decision to buy or not a container for sorting. They
show also that if the container prices are not subsidized, people are unwilling to pay the real
price. This indicates that the opportunism effect generally attributed to this type of policy is
not at work in this example.

The deposit-refund system assumes that when a consumer buys a product, the individual
pays an amount that will be refunded on the return of the product or its despatch to a collec-
tion centre. The literature review by Lehmann (2012) considers the deposit-refund system as
a policy mix, and shows its superiority. Lehmann (2012) considers the deposit-refund system
as representing an indirect combination of two public policies: taxes and subsidies. Lehmann
(2012) cites Fullerton and Kinnaman (1995) which focuses on waste tax. Fullerton and Kinna-
man (1995) show that, to avoid paying more tax, individuals resort to illegal disposal. Policy
control is very costly and generates high transaction costs. To reduce these costs, the regulator
can subsidize recycling with a deposit-refund system. Lehmann considers this as providing
a double advantage. First, the polluter, in order to receive the subsidy, must provide proof
of recycling, so it encourages polluters to recycle. Second, it facilitates control because the
recycling proofs disclose information about behaviour and, thus, reduce transactions costs.

Several authors (Dinan, 1993; Palmer and Walls, 1997; Palmer et al., 1997; Calcott and
Walls, 2000) show the effectiveness of a deposit scheme to decentralize the social optimum
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in alternative to incentive pricing. Palmer and Walls (1997) present a theoretical partial equi-
librium model of the market for a consumer good (consisting of raw and recycled material)
that ultimately will be disposed of in a landfill. The model takes account of both individu-
als decisions about consumption and waste disposal and producers’ decisions about inputs.
The authors study the consignment and norm of a minimum content of recycled materials (i.e.
a product that contains some proportion of recycled material) to achieve a socially efficient
outcome. They show that without a tax on production inputs and a subsidy on recycling, the
norm is not sufficient to achieve an optimal situation (i.e. an optimal amount of production).
They show that this norm encourages use of recycled materials, and discourages use of virgin
material. When the marginal productivity of recycled materials is high, the norm increases
production, when it is low, it reduces production. In the first case, it should be taxed to reduce
waste, and in the second case, it is necessary to subsidize the output to avoid a below optimum
result. For the authors, the deposit system is an adequate tool to achieve an optimal situa-
tion that equalizes the marginal social cost of disposal by, combining a production tax with
a subsidy for recycled products. This means it is unnecessary to combine the deposit with an
additional tax. However, the authors specify that subsidizing recycling encourages substitution
of raw materials, which might indirectly encourage consumption and waste generation. (The
subsidy reduces the real price of a good for consumers even though it is potentially polluting.)

A different partial equilibrium model of waste production and recycling is developed in
Palmer et al. (1997). This model analyses public policies to reduce quantities of waste, and
evaluates the impact of different policies to reduce waste. It models a deposit/refund system,
advance disposal fees and recycling subsidies in relation to five recyclable materials (alu-
minium, glass, paper, plastic and steel). Palmer et al. (1997) assume that the price of a product
includes a deposit, which is partly or entirely reimbursed when the product is returned (recy-
cled). The deposit acts as a tax on the final material by increasing its price by the amount of
the deposit for non-recyclers. The authors then calibrate the model with supply and demand
elasticities based on the economic literature; they consider 1990 price and quantity data for
each type of material. They then compare the three policies with respect to a 10% reduction
in total waste. Palmer et al. (1997) show that to achieve such a reduction requires a deposit
equal to USD45 per ton. The same reduction in the total amount of waste can be achieved by
the application of other policies – advance disposal fees costing USD85, and a subsidy for re-
cycling activity of USD98 per ton. However, these costs are around twice those of the deposit
scheme. The deposit has a doubly positive effect because it promotes both source reduction
and recycling. A more recent study by Loukil and Rouached (2012) concludes that the deposit
system reduces the cost of waste collection, but is not efficient for irregular recyclers.

Fullerton and Wu (1998) develop a general equilibrium model which takes account of house-
holds, producers and the influence of production processes decisions8 on flows of materials.
In the same paper, the authors consider the different pricing instruments that act upstream or
downstream. They are interested in how these instruments can be used to solve market fail-
ures in waste management and achieve the social optimum. Fullerton and Wu (1998) show
that a deposit-refund system is not sufficient to achieve the social optimum and should be cou-
pled with a tax on packaging. This is based on the hypothesis the packaging is not recyclable.
Fullerton and Wu (1998) examine several other policies, many of which include a subsidy for
recyclability and generate the social optimum. Calcott and Walls (2000) show that when taxes
and subsidies vary perfectly with recyclability, a tax on products combined with a subsidy of
recycling, such as a deposit-refund system, can achieve the social optimum. This is similar
to one of the conclusions in Fullerton and Wu (1998). Choe and Fraser (2001) highlight that
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different combinations of taxes and subsidies can achieve the social optimum and show that
flexibility of the instruments occurs only if the individual actions of agents can be targeted
by different economic instruments. The authors show that the flexibility of policies depends
on the ability of public authorities to introduce appropriate policy instruments to target the
specific behaviour of economic agents.

The deposit-refund system is possible for reusable or recyclable products and packaging.
Therefore, it assumes that there is a market for recyclable and recycled goods that is more
attractive than the market for residual waste. Also, implementation of such a system requires
a sufficient number of conveniently accessible sorting centres. It requires the refund to be
sufficiently high in relation to the required recycling. Finally, deposit allows people to both
report reusable products, but also to return hazardous materials that should not be mixed with
other waste and high-value recyclable products (Attar, 2008).

The above studies show that incentives act on extrinsic motivations because they involve
monetary or material rewards as defined by Deci (1975).

Table 2 summarizes the studies on incentive instruments.

3.3 Information Policies

The origin of waste as an environmental problem arises because a tax (or subsidy), on its
own, is not the solution to the environmental issue. Without an efficient infrastructure policy,
individual recycling will not be efficient. Similarly, if information on recycling possibilities
(where, how, what, etc.) is not made available to consumers, they will under-recycle. Therefore,
the literature considers information and infrastructure policies as complementary to economic
incentives to promote selective sorting (Aadland et al., 2005).

Information-based instruments are tools that allow for the transmission of knowledge
needed by individuals to adopt ecological behaviour. A change in voluntary waste behaviour
can reduce the amount of residual waste and increase recycling. This is why information-based
instruments are considered voluntary instruments. Grolleau et al. (2004) understand individual
voluntary commitment as individuals not being forced by the community.

Unlike the instruments discussed so far, information-based instruments can be introduced
by local authorities and by organizations, such as public institutions, associations, educators,
etc. always with the same purpose of making individuals aware of their duty to adopt more re-
sponsible behaviour. Information-based instruments teach individuals to adopt good attitudes,
and inform them of the means available. They sensitize people to waste and its characteris-
tics, that is, the materials that constitute waste, and the potentially useful resources that are
thrown away. In other words, education and information shape responsible individuals willing
responsibly towards the environment, not only to respect nature but also to achieve more ra-
tional management of resources. ‘Waste Reduction Week’, which was launched in 2009 at the
European level, is an example of an information campaign. Alternatively, municipalities could
provide interactive information maps showing the location and type of garbage collection sta-
tions. The earliest communication campaigns employed ecological arguments to highlight the
importance of recycling and communicate good behaviour. However, over time, communities
have sought to discipline and educate individuals regarding the norms of good environmen-
tal conduct (Rumpala, 1999). Information campaigns might focus on the benefits (or harm)
of (not) recycling (Lord and Putrevu, 1998). Waste must be perceived as a reusable resource
and a source of income. It is impossible to grab the attention of individuals with different
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Table 2. Empirical Analyses of Incentive Instruments in Waste Management.

Author/Country Topics investigated Major findings

Jenkins (1993)/USA The impact of a waste
service pricing policy
(based on an incentive
pricing) on waste
generation.

The amount of waste generated is
sensitive to the price of waste
collection. Incentive pricing is more
effective for achieving a reduction in
waste quantity than a flat-rate tax, in
the absence of any possibility of illegal
disposal.

Fullerton and Kinnaman
(1995)/Charlottesville,
USA

Estimation of the
implementation of a
unit-pricing programme
on the weight of
garbage, the number of
containers, the weight
per can and the amount
of recycling.

Households reduced the number of bags,
but not necessarily the actual weight of
their garbage (households stomped on
their garbage to reduce their costs).
The weight of recycling increased, and
illegal dumping too.

Nestor and Podolsky
(1998)/Georgia, USA

Examine the two most
common forms of unit
pricing (based on bags
vs. based on
subscription) practiced
in the USA.

Households in neither programme
engaged in source reduction and
households in the can programme
increased total waste generation.
Compared to the subscription
programme, the unit-pricing
programme leads to a greater reduction
in the quantity of waste.

Linderholf et al. (2001)/
Oostzaan, The
Netherlands

Test the effects of
weight-based pricing
on the collection of
household waste.

The weight-based pricing has a strong
effect on the amount of waste
presented for collection. This pricing
appears to be cost-effective, and thus
to yield a significant social benefit.
Illegal dumping is small.

Dijkgraaf and Gradus
(2004)/The Netherlands

Estimate the effects of
four unit-based pricing
systems (Bag/Weight/
Volume/Frequency) on
waste collected in
Dutch municipalities.

Unit-based pricing is more effective in
reducing unsorted and compostable
waste and in increasing recyclable
waste. The bag- and weight-based
systems perform better than the
frequency- and volume-based systems.

Palatnik et al. (2005)/
Israel

Examine the use of
economic incentives in
municipal waste
management.

With low levels of effort needed,
households’ participation rates in a
curbside recycling programme are
mainly influenced by economic
variables and age. When the required
effort level is relatively high, however,
households is influenced mainly by
their environmental commitment and
by economic considerations. In both
cases, a subsidy is required in order to
achieve an efficient level of recycling.
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environmental sensitivities using one means. However, it is possible to identify groups of
individuals and to design specific awareness and education campaigns. The advantage of
information-based instruments is precisely the flexibility of their design which allows them
to reach the greatest number of people.

Some of the work in the literature (Grodzińska-Jurczak, 2003; Aadland et al., 2005; Kinna-
man, 2005) examines the influence of information on individual behaviour, other studies focus
on the knowledge necessary to overcome environmental problems (Granzin and Olsen, 1991;
Oskamp et al., 1991; Pieters, 1991). All of this work confirms the importance of awareness
and information in individual recycling or waste reduction behaviour. From a general perspec-
tive, to motivate green behaviour, Owens (2000) shows that it is better to inform people about
the future environment. Information campaigns that emphasize the catastrophic state of the
world motivate people to change their behaviour to become more environmentally friendly,
even if it involves personal sacrifices (Griskevicius et al., 2010). Grodzińska-Jurczak (2003)’s
study analyses the effect of a good understanding/knowledge of waste on selective sorting. He
compares the behaviour of residents in different municipalities, some of whom have been ex-
posed to information through communication campaigns, and some who have not. The author
shows that combining an information campaign and a sorting programme has a positive effect
on reducing waste. Aadland et al. (2005) study a costly kerbside recycling scheme. With the
help of a cost/benefit analysis of 4000 US households, the authors propose that individuals
should subscribe to a scheme that involves sorting and taking their waste to a landfill. They
recommend that communities make the necessary infrastructure available and conduct a par-
allel communication campaign. Along the same lines, Kinnaman (2005) highlights the need
for information campaigns on waste minimization through waste sorting. Individuals exposed
to such information acquire a greater knowledge of environmental issues, which has a pos-
itive influence on recycling (Granzin and Olsen, 1991; Pieters, 1991). Oskamp et al. (1991)
show that recyclers are better informed about recyclables and recycling locations compared to
non-recyclers.

However, Iyer and Kashyap (2007) show that, although the information can be effective,
it is much less effective than economic incentives. However, they add that the effect of an
information policy persists, which does not apply to incentives which are withdrawn. Thus, the
short-term/long-term distinction is important for policy choice. If communities are aiming at
quick results related to behaviour changes, then incentives are the right instrument. If they are
seeking outcomes that will endure over time and produce real change in the individual habits,
they should develop information-based instruments which will have a more permanent effect
on behaviours. Information-based instruments are not alternatives to incentives, rather they
are complements. Furthermore, to complement information campaigns, a public infrastructure
policy would seem necessary. In the absence of an efficient infrastructure to facilitate sorting
behaviour, recycling will not increase (Knussen et al., 2004).

Taxes, subsidies, deposit-refunds, infrastructure policy and information on sorting do not
constitute the complete range of public policies to increase individual selective sorting. This is
the second original feature of waste management understood as an environmental problem. Re-
cycling is part of broader consumer behaviour. The literature on behavioural economics shows
that individuals’ decisions respond to factors other than maximizing private interest that can
be exploited by other public policies. Social norms, social approval, others’ esteem, altruism
and others’ choices are all important determinants of individual actions. The individual choice
of recycling is no exception, as demonstrated by an emerging literature on waste management
which is underpinned by behavioural economics.
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4. The Incorporation of Behavioural Instruments into Practice

Applying behavioural economics to waste management reveals that in Equation (1) the MB
an individual obtains from recycling is complex. As explained below, MB includes various
measures such as the importance given to the environment, the benefit derived from peers’
esteem and the value attributed to social norms. We define behavioural instruments as public
policies that seek to influence individuals to lead them to adopt behaviours that are aligned to
the public interest.

A recent survey by Van den Bergh (2008) highlights studies that show that people are not
motivated solely by financial compensation. Van den Bergh (2008) notes that non-monetary
instruments can also be used to induce desired behaviour. Therefore, to change individual
behaviour, it is important to focus also on social factors such as attitude, social norms and
peer pressure. Behavioural incentives are being offered increasingly by public authorities to
encourage individuals adopt socially desirable behaviours.

Psychologists and sociologists have conducted extensive studies on the influence of
social norms on individual behaviour. These works focus on warm-glow, social pressure
and surroundings (Hornik et al., 1995; Courcelle et al., 1998; Cheung et al., 1999) and,
more recently, nudges. Economists are incorporating these concepts into analyses of waste
management (Brekke et al., 2010; Viscusi et al., 2011; Abbott et al., 2013; Cecere et al.,
2014) defined in various ways. For example, Andreoni (1990) defines warm-glow as a feeling
of inner welfare that comes from performing a good deed while Brekke et al. (2003) translate
it as a positive self-image and consider it the threshold to what individuals believe is socially
responsible behaviour. Halvorsen (2008) interprets warm-glow as respect for social and moral
norms.

4.1 Understanding More Complex Individual Motivations to Recycle

Although the study by Bénabou and Tirole (2006) is not focused on waste, it provides guid-
ance to understand this literature. Bénabou and Tirole (2006) distinguish individual actions
based on two motivations: the importance of appearing pro-social versus being seen as greedy.
The authors model the effect of these arguments on reputation: the individual’s perception of
others’ opinions his or her motivations based on observation of the individual’s actions. They
stress that this is at the heart of the crowding-out effect.

The decision to recycle can have other motivations. The psychologist De Young (1985),
highlights intrinsic motivation (i.e. based on altruism or environmental awareness) and per-
sonal satisfaction. He suggests that people may ‘do a good deed’ for the personal satisfaction
they derive from it with no promise of another reward. For Deci (1975), pure altruism and
warm-glow are considered intrinsic motivation because the reward is personal and invisible
to others. For example, De Young and Kaplan (1985) show that people interested in ecology
try to do what they consider to be useful and beneficial and do not seek an economic ad-
vantage. McCarty and Shrum (2001) distinguish between people displaying in individualistic
behaviour and those displaying collectivist behaviour. Collectivists focus more on the group
and on shared objectives compared to individualists. Collectivists attribute a high importance
to recycling because they consider the future benefits to society from recycling. Individualists
assign low importance to recycling because they focus only on the short-term benefits. Col-
lectivists consider recycling to be important which belief leads to their involvement. D’Amato
et al. (2014) show that intrinsic motivation for environmental preservation (resulting from the
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level of knowledge of environmental issues and individual pro-environmental behaviour) pos-
itively affects waste reduction. For these authors, there are reciprocal positive and significant
links between recycling and waste reduction behaviours. They suggest that recycling and pol-
lution prevention behaviour tend to be self-reinforcing. Ferrara and Missios (2012) consider
that intrinsic motivation contributes to moral/social aspects, and show that individuals who
show consideration for society tend to engage more extensively in recycling.

We can also distinguish between those who support recycling and those who implement
recycling behaviour. This is discussed in the social psychology literature to determine how
behavioural and cognitive strategies can change behaviour. Hopper and Nielsen (1991) study
both strategies and pay particular attention to the hypothesis that recycling is a form of altruistic
behaviour guided by social and personal norms. They point out that recycling is costly to the
individual (e.g. in time and effort) and its benefits are neither personal nor immediate, although
they are advantageous to the whole society in the long term. Andreoni (1990) develops the
concepts of pure and impure altruism. Pure altruism occurs when an individual can improve
the lot of his or her friends (e.g. by purchasing a green product); impure altruism refers to a
situation where the individual derives no benefit from improving the lot of his or her friends,
but, instead, derives a feeling of personal satisfaction from achieving something good.

Peer effects or social approval can act as secondary motivations. Bénabou and Tirole (2006)
consider that, although some people are sincerely altruistic, motivations to adopt ‘pro-social’
behaviour can be explained by the desire to create a positive self-image, but also to establish a
certain type of social esteem. The authors assume that the behaviour of some people may not
appear rational since individuals adopt pro-social behaviour despite its cost in terms of time,
effort and money. The authors emphasize that monetary incentives can crowd out reputation
effects. For an individual to gain reputation effect, his or her behaviour must be seen by others
as the least greedy. Reputation effects can decrease if individual behaviour is perceived as due
to monetary incentives.

In a study of the factors affecting individual recycling and waste reduction behaviour, Cecere
et al. (2014) assume that agents only respond to government economic incentives, such as taxes
and subsidies, and consider motivations that extend beyond economic incentives. In respond-
ing to intrinsic motivation, agents may be altruistic and make environmentally friendly choices,
maximizing both their individual welfare and the social welfare. Cecere et al. (2014) show that
in the case of extrinsic motivations, agents are encouraged to engage in pro-environmental be-
haviour because of external pressures, corresponding to the reputational concerns defined by
Bénabou and Tirole (2006). However, note that, as underlined by Deci (1975), social norms
and reputation are difficult to classify as intrinsic or extrinsic motivations. For example, if in-
dividuals conform to social norm, this may be out of a desire for a good self-image (intrinsic
motivation), but may also be to obtain the approval of others (extrinsic motivation).

4.2 Facing Social Pressure: From Peer Effects to Reputation Effects

Social norms correspond to the rules of conduct in a particular group. Ajzen and Fishbein
(1980) related social norms to social pressure. Social pressure is measured by the individual’s
beliefs concerning the expectations of others (i.e. family, neighbours, friends) regarding his
or her behaviour. Ajzen and Fishbein (1980) assume that an individual will adopt a behaviour
if it seems that his or her family, neighbours or friends attach importance to it. In the case
of waste, many studies, not always convergent, show a relationship between social norms and
recycling (Nyborg et al., 2006; Brekke et al., 2010; Viscusi et al., 2011). For example, Oskamp
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et al. (1991) and Schultz et al. (1995) show that participation in kerbside recycling is more
prevalent if neighbours and friends also recycle because it creates a social pressure which
encourages greater participation in order to avoid negative judgements. Similarly, when social
norms are visible to everyone (e.g. using a recycling bin), Vining and Ebreo (1992) show that
recycling rates are higher. Berglund (2006) confirms the importance of social pressure for
recycling behaviour, especially for children. Nyborg et al. (2006) model peer pressure. They
assume that a society can be completely ‘green’ (i.e. everyone makes efforts to preserve the
environment) or completely ‘grey’ (i.e. everyone chooses to pollute). The model equilibrium
occurs when everyone acts according to the green or the grey norm. The social norm is based
on the hypothesis that moral motivation to act ‘green’ is important if enough people act in this
way; if not, moral motivation is low.

Social pressure can also arise from self-image. Ek and Söderholm (2008) considered
whether the consumption of certain goods conveys a self-image of socially responsibility. The
utility of this self-image does not result from the consumption of the good as such. It arises
instead, from the individual decision to purchase a good based on a selfish desire not to be
judged by peers, rather than altruism. For example, a person may decide to use reusable bags
for shopping, not out of consideration for the environment, but in order to show this behaviour
to others. Brekke et al. (2003)’s model assumes that individuals prefer to achieve and main-
tain a socially responsible self-image. The more that individual’s behaviour approaches what
he or she considers to be socially responsible, the more his or her self-image improves. The
authors conducted a survey to determine the moral motivations for recycling and obtained
1102 responses. Eighty-eight per cent of individuals claimed to recycle because they believed
in behaving in the way they would like others to behave. However, 41% recycled in order to
be perceived as responsible by their peers. However, declarative surveys have some limita-
tions. For example, individuals may make a particular response in order to be perceived as
someone who cares about the environment, but might act quite differently. Czajkowski et al.
(2014) study individual preferences with respect to households’ recycling behaviour. The au-
thors show that behaviours are mainly determined by a feeling of personal moral responsibility
to recycle. Fear of social pressure is less important.

Brekke et al. (2010) tests social interaction of ‘duty-orientation’ using the results from a
survey on glass recycling behaviour among Norwegian households. A duty-oriented individual
is defined by Brekke et al. (2003) as someone who prefers a socially responsible self-image
and who suffers from loss of self-image if his or her perceived duty to recycle is not fulfilled.
Brekke et al. (2003) conclude that for a duty-oriented person, responsibility ascription is an
inference (i.e. the result of a learning process) and not a choice. Like Nyborg et al. (2006),
the authors suppose that if there is some doubt over the right thing to do, people infer their
individual responsibility by considering others’ behaviour.

Concerning responsibility ascription, Brekke et al. (2010) suppose that responsibility is ac-
cepted if the percentage of others who recycle is greater than a certain individual threshold.
Decisions may be motivated by duty-oriented recycling leading to interaction effects from so-
cial learning about individual responsibility. A duty-oriented individual will feel loss of self-
image if he or she does not fulfil his or her perceived responsibility to recycle. A duty-oriented
individual will distinguish the effects of direct social interaction caused by a preference for
compliance, and indirect social interaction stemming from responsibility ascription. The di-
rect effect is not affected by the degree of uncertainty of the individual concerning the supposed
behaviour of their peers, whereas the indirect effect is completely affected by the supposed be-
haviour of peers (e.g. the more respondents are confused about the recycling behaviour of their



162 KIRAKOZIAN

peers, the less they will be willing to accept responsibility). Nyborg et al. (2006) show that
duty-orientation is a major determinant of declared recycling. They show also that the willing-
ness of respondents to accept recycling is influenced by beliefs about the others’ behaviour.
This means that their responsibility changes depending on others’ behaviour or the certainty
on their peers’ behaviour. Social learning of responsibility is statistically significant and pos-
itive, indicating that the people’s propensity to assign responsibility increases with common
thinking about how to recycle in their social group. When responsibility is already assigned, a
change in perception of the behaviour of others will only affect individual behaviour directly.
However, if responsibility is not assigned, an upward revision of the belief that recycling is
common practice in the immediate social group of an individual will increase the probabil-
ity of taking responsibility, which has a positive indirect effect on recycling and increases the
probability of direct recycling.

4.3 Personal Norms versus Social Norms

Knussen et al. (2004) suggest that social pressure does not influence recycling (i.e. there is
not a significant correlation). They suggest that social norms may operate at an early point
in a recycling scheme, or when a recycling scheme is well-established, after individuals have
had time to develop strong attitudes (positive or negative) and are not influenced by external
social pressure. The empirical study conducted by Viscusi et al. (2011) is important because
it investigates the role of ‘social norms’9 on ‘pro-environmental’ behaviour based on recy-
cling of plastic bottles. The authors evaluate the roles of personal norms (i.e. norms a person
imposes on others) and external norms (i.e. norms people perceive as imposed by others).
External norms act as a societal reference for appropriate behaviour or pressure to adopt envi-
ronmentally friendly behaviour. Personal norms can lead to pro-environmental social pressure
on others if they are adopted by a part of the population, and can serve as a benchmark for
appropriate behaviour that affects the decisions of others. The authors show that, although the
variable ‘internal private value’ is important, ‘social norm’, reflecting individual guilt, due to
the behaviour of neighbours, from not recycling, is not statistically significant.

This results of Viscusi et al. (2011) contradicts the findings from the studies discussed ear-
lier, and suggests that social pressure cannot be considered an effective method to change
recycling behaviour. Hage and Söderholm (2008), in a Swedish study, qualify these results.
The authors show that individual recyclers do not tend to be influenced by friends, family or
other important people, but that ‘new immigrants’ are. They explain this as being due to the
fact that, in general, when immigrants arrive in a new country, they are unfamiliar with the laws
and regulations, and may not have a good grasp of the local language, which can lead to ini-
tially low levels of recycling participation. However, over time, immigrants adjust to the social
norms of behaviour and sort (on average, immigrants recycle more than Swedish citizens).

Fornara et al. (2011) stress the importance of spatial distance in developing norms. They
believe that people living close to each other behave more similarly than people living at a
distance. They show that this applies particularly to recycling if it takes place in a specific
location. Abbott et al. (2013, 2014) study the concept of social norms and adhere to the aspect
of visibility. Abbott et al. (2013) provide a theoretical and empirical analysis of how social
norms and ‘warm-glow’ affect the relationship between the quality of recycling facilities and
recycling efforts. Abbott et al. (2014)’s, empirical results confirm the theoretical model’s hy-
potheses of a social norm effect and a slight effect of environmental concern. However, this
empirical study fails to establish a significant relationship between warm-glow and recycling.
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Abbott et al. (2013, 2014) believe that rather than imposing recycling levels on individuals
or implementing measures to guide individual behaviour, governments should introduce mea-
sures that activate social norms. For example, implementing kerbside collection programmes
that make recycling more visible to neighbours might encourage the emergence of a social
norm to recycle.

If selective sorting by others and the recycling social norm more generally, are recognized as
key determinants of individual choices to recycle, the question for public authorities is how to
activate these factors. From this perspective, the use of nudges seems particularly promising.

4.4 Nudges to the Rescue

The willingness of individuals to act in a certain way does not necessarily translate into real
action. The 2009 study by the European Commission shows that 93% of French citizens believe
that climate change is an important problem. However, the same survey shows that only 33%
use a transport means with low CO2 emissions. Similarly, the fact that an individual is informed
does not lead necessarily to the right choice. For example, being aware of the fact that failure
to recycle increases the cost of household waste disposal does not encourage all individuals to
recycle. Several public authorities have experimented with ‘nudges’, to control the production
of waste. Nudges first emerged in the USA. Thaler and Sunstein (2003) consider that a nudge
‘guides the choice of individuals to favourable decisions for the community while respecting
everyone’s freedom to act in his convenience.’ The idea is based on work in psychology and
behavioural sciences, aimed not at understanding the tools to bring out decision making, but
rather to understand those who adopt the reported behaviour. It consists of giving a ‘boost’ to
those individuals who adopt solutions that benefit communities and generally are consistent
with the public interest.

Nudges influence decisions and individual actions by acting on the individual’s perception
of the conduct adopted by a group. They impose an environment-friendly option by making
the option seem unique. For example, a ban on the provision of free plastic bags in shops
resulted in the default option for individuals to opt for reusable bags. This initiative helped to
limit overconsumption and pushed individuals to choose reusable bags. In France, the number
of disposable bags distributed in stores decreased from 10.5 billion in 2002 to 1.6 billion in
2008 (Ministry of Ecology, 2010). In Washington DC in 2010, in order to promote the reuse of
plastic bag, a tax of 5 cents on plastic bags was introduced. It indirectly caused a 66% decrease
in the number of bags retrieved from the Potomac River between 2009 and 2010.

Another effect achieved by nudges consists of encouraging good environmental practices
so that they become social norms. For example, Schultz (1999) conducted an experiment on
waste recycling in 120 households in the city of Laverne, CA. Every day for a month, house-
holds were informed about the number of families (i.e. their neighbours) who participated in
recycling household waste, and the quantity of recycled waste. To obtain this information and
create proximity, a handwritten note, was glued to their door. The author observed an immedi-
ate 19% increase in the volume of recycled waste. Schultz (1999) adds that the effect persisted
and the observed increase continued after the end of the experiment. A nudge informs partici-
pants about the behaviour of their neighbours by providing information on the social norm of
recycling in their neighbourhood.

However, using nudges to disseminate social norms can have adverse effects and social
norms can have positive as well as negative effects on individual behaviour. If the social norms
of behaviour adopted by the majority of population correspond to behaviour that does not
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respect the environment, then these social norms will have a negative effect. A study by Schultz
et al. (2007) focuses on energy consumption in 1000 Californian households and shows that
a nudge can have a negative effect. Informing households about their energy consumption
compared with the consumption of others in the neighbourhood acts as a nudge diffusing a so-
cial norm. However, although their results showed a decrease in energy consumption among
high consuming households, they showed also that low-energy households increased their con-
sumption. In addition, nudges do not have the same impact on all individuals. This is confirmed
by a study of Schultz and Zelezny (2003) which shows that receptiveness to nudges depends on
the individual’s level of altruism and the importance given by the individual to environmental
issues. Nudges are likely to become important elements in future regulatory systems.

Table 3 summarizes the studies on behavioural instruments.

5. Conclusion

Since the 1970s, many directives and laws have been implemented to regulate waste man-
agement to limit its production. New services, such as kerbside recycling, drop-off centres,
incinerators and garbage collection stations, have emerged and incentive policies have been
implemented. However, the production of household waste countries continues to grow.

The studies presented in this paper show that regulatory solutions alone, although necessary,
are failing to reverse the trend of increased waste or to change consumer behaviour. However,
economic incentives, which act via a price signal, encourage changes in individual behaviour.
Environmental taxation appears particularly effective in the case of household waste. Indeed,
empirical studies on the OECD countries show that incentive pricing in the form of progressive
taxation based on the weight of garbage, is efficient. This form of taxation encourages and
rewards individuals to recycle, and minimizes the amount of residual waste. However, it is
difficult to assess and control the negative effects of these policies, as individuals reluctant to
comply, may resort to illegal dumping to minimize their tax burden.

Although the effectiveness of economic incentive instruments is not challenged, there are no
studies showing whether their withdrawal results in cessation of this behaviour. In addition,
tax mechanisms achieve maximum welfare gains only if they are paired with informational
and behavioural instruments. These instruments appear to be complementary.

In addition, the studies reviewed show that information-based instruments by increasing
consumer awareness of the adverse effects of pollution, encourage the adoption of environ-
mentally friendly behaviour and foster its persistence even if the tax is discontinued. Without
information, people cannot understand the consequences of their behaviour. However, knowl-
edge of environmental issues alone does not guarantee adoption of the desired behaviour or
eradication of the problem. This is because there is a difference between individuals’ intentions
and effective actions. The willingness to adopt behaviour and, therefore, to change habits may
be limited by the costs involved (e.g. financial, time and convenience costs). Several recent
studies highlight the social aspect: awareness of individuals exposed to environmental infor-
mation depends on the behaviour of their neighbours, social norms or self-image with respect
to society, as well as financial incentives. In targeting change in habits and individual prac-
tices, informational and behavioural instruments seem to provide the underpinnings of waste
management policies.

Although the literature suggests that some policies have stronger effects on the behaviour of
individuals, it also suggests that a definitive hierarchization of policies is not possible. Different
policies have different effects, some act on the long term and the others on the short term, some
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Table 3. Empirical Analyses of Behavioural Instruments in Waste Management.

Author/Country Topics investigated Major findings

Hage and Söderholm
(2008)/Swedish

The determinants of recycling
efforts (in particular,
packaging waste) in the
case of Swedish
households.

Economic and moral motives influence
inter-household recycling rates. The
property-close collection in
multi-family dwelling houses leads
to higher collection rates. The
strength of moral (self-enforced)
norms explains a large part of the
variation across households, but the
importance of such norms in driving
recycling efforts partly diminishes if
improved collection infrastructure.

Brekke et al. (2010)/
Norway

Examine if recycling
decisions may be motivated
by duty-orientation, and if
this can lead to interaction
effects through social
learning of individual
responsibility.

Responsibility ascription is influenced
by the perception of what others are
doing. People are reluctant to accept
responsibility based on uncertain
information.

Viscusi et al. (2011)/USA The determinants of recycling
behaviour for plastic water
bottles.

Private values of the environment are
influential in promoting recycling,
while the external norm is not.
Households’ recycling behaviour ts
influenced by policies that create
economic incentives to promote
recycling (recycling laws to reduce
the time and inconvenience costs of
recycling).

Abbott et al. (2013)/UK Examine the role of social
norms and warm-glow.

The empirical analysis failed to
establish a significant relationship
between warm-glow and recycling.
In the context of household
recycling, it may be more attractive
to policymakers to rely on social
norms rather than other measures to
guide behaviour.

Abbott et al. (2014)/UK Examine the importance of
social norms for recycling
behaviour.

The study confirms the existence of a
social norm effect but fails to
establish a significant relationship
between warm-glow and recycling.

Cerere et al. (2014)/EU Examine whether individual
waste reduction behaviour
is more strongly driven by
extrinsic motivations like
social norms, or intrinsic
motivations like purely
altruistic preferences.

In the case of food waste prevention,
sustainable behaviour is firmly
dependent on intrinsic motivations.
Waste reducers tend to exhibit a sort
of altruistic motivation, which does
not relate to economic incentives or
social norm pressures.
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affect the volume of waste and some affect behaviour. Most work evaluates the effectiveness
of single policies in isolation from other measures. In real life, these instruments coexist, and
the complementarities between them need to be taken into account and discussed in depth. In
our view, incentive mechanisms that force people to quickly adopt the desired behaviour need
to be combined with behavioural instruments that change the preferences of individual agents
towards more environmental friendly behaviour.

Finally, public policies on household waste will be effective if producers produce goods for
which the ‘waste’ part of the product is recyclable. Therefore, taxing producers for the non-
recyclable part of their product could be considered a useful complementary policy unless
changes in households’ purchasing behaviour towards products that generate less waste are
sufficient to generate a change in the supply of goods.
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Notes

1. Communication from the Commission to the European Parliament, the Council,
the European Economic and Social Committee and the Committee of the Regions,
Roadmap to a Resource Efficient Europe, COM(2011) 571 final, Brussels, 20 September
2011.

2. Therefore, the legal definition proposed in the introduction focusing on the ‘nature’ of waste
appears broader. However, note that as MB increases because of resources scarcity, residual
waste decreases.

3. The economic optimum for pollution is achieved when the marginal cost of reducing the
quantity of waste is equal to the marginal cost of the environmental damage associated with
the production of waste.

4. Generally, communities employ private companies for the treatment of waste.
5. A total of 97 of 400 households agreed to participate in the study. The final sample included

75 households with complete data.
6. These comprised the municipality’s area, average family size in the area, number of non-

Western foreigners per inhabitant, percentage of total inhabitants earning a median in-
come, number of houses sold per inhabitant, number of flats sold per inhabitant, an in-
dicator variable for small and large municipalities and percentage of the population aged
over 65.

7. Taking a different point of view, De Beir et al. (2007) explain that it is necessary to sub-
sidize the recycling sector when there is no competitive waste sector and when the cost of
recovery/recycling is high. Conversely, they argue that as soon as recycling activity is prof-
itable, the subsidy becomes unnecessary.

8. The amount of waste generated by the consumption of goods depends on the production
process (Producers need to take account of the design of their products and the recyclability
of the waste part product).

9. They define social norms as ‘normatively appropriate’.
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1. Introduction

The theory of economic evolution has argued that the endogenous innovation drives economic
growth whether or not with a consideration of Location Theory (North, 1955; Solow, 1956,
1957; Arrow, 1962). From the perspective of endogenous innovation, philosophical explana-
tions of economic evolution borrow some basic ideas from either Darwin’s natural selection
or Lamarck’s biological evolution (Hodgson and Knudsen, 2006). In the process of economic
evolution, it is debatable that innovations are spontaneous free wills or environmental adap-
tation for survival. Joseph Alois Schumpeter (1934) proposed that firms’ behaviours of the
investment of the Research & Development (R&D) reflect the capability of innovations and
entrepreneurships, indeed, which are endogenous engines to drive economic growth through
a non-linear path back to a series of critical points in a dynamic equilibrium (Schumpeter and
Opie, 1934; Nelson and Winter, 1982; Winter, 2003). It indicates that R&D can also lead to
inefficient investment (Hunt, 2006). Ahmed (1998) addressed that innovation is also a cul-
ture because people who are living in different region create various ‘innovation cultures and
climates’. In those ecological fragile regions, innovation culture does not only have been dis-
torting abstractive innovation climate but also have statistically significant impacts on natural
climate and environmental change in the process of economic evolution (Adger, 1999; Adger
et al., 2013; Leonard et al., 2013).
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From the perspective of Location Theory, climatic conditions, resource endowments, trans-
portation cost and local culture have been always regarded as constraints of maximizing firms’
profits and individuals’ utilities, thus, interrupting and reshaping the path of economic growth
(North, 1955). Both the autonomous factors and the export based markets directly affect the
path of regional development, but the debates on which one is more efficiently has no end-
ing yet (Audretsch, 1998). To explain the capital accumulation in a new business circle, neo-
classical theory tries to involve viewpoints of public finance, input–output analysis and Nash
Equilibrium (Groves and Ledyard, 1977; Duchin, 1992; Fujita and Thisse, 1996; Fujita and
Krugman, 2004). These studies have discussed market failures challenging the rational as-
sumptions of theoretical deduction and induction in classical economics about resource allo-
cation, income equality and complete information. Even so, it is very complicated to delineate
a path of regional economic growth. In 20th century, the development of intergovernmental ac-
tivities, complex studies of climate change and experimental studies on individuals’ or firms’
behaviours have been strikingly propelled to minimize the potential losses of climate change
and lower the uncertainties of socioeconomic behaviours. Such that targets of development are
to fulfil sustainable development rather than ‘creative destruction’ (Gowdy, 2008).

Regional specific impacts of climate change drive global concerns when climatic condition
and geographic information have been discussed increasingly to become more important to re-
gional development than before. For instance, a challenge to evolutionary economics is to test
and assess uncertain shocks and irrational behaviours that affect economic development from
the perspective of Location Theory within social dynamics. Academic debates about these non-
mainstream points of views have also drawn attentions widely. Stern’s paper, the economics
of climate change (2006), were fiercely criticized by some mainstream of economists (Nord-
haus, 2007; Weitzman, 2007; Dasgupta, 2007), and the paper had been under reviewed for
two years before finally published on the American Economic Review in 2008 (Stern, 2008).
These mainstream economists questioned on how large impacts of climate changes on the
discounted intergenerational benefits, income inequality and economic efficiency of regional
development. Weitzman (2009) even criticized the uncertainty of estimated results on the eco-
nomic impacts of catastrophic climate change. Despite all that critical comments were strong
enough, empirical studies have provided evidence that the spatial distribution of economic
activities has been reshaped by these climatic conditions and geographic characteristics. For
instance, Zheng and Kahn (2008) have pointed out environmental amenities as key factors hav-
ing statistically significant impacts on real estate pricing in urban area of China. In addition,
due to specific geographic characteristics of a location, the maladaptive climate of industrial
production has led to dense pollution in urban area. For example, coastal cities with high moist
and less windy days have high possibility of severe air pollution and poor quality of life (Zheng
et al., 2014). Especially, arable land suffering from degradation of natural conditions and other
unpredictable natural hazards have led to tremendously economic losses of agricultural pro-
duction (Deschenes and Greenstone, 2007). In contrast to these negative effects of climate
changes, warmer weather with more precipitation benefit to agricultural production in rela-
tively higher altitude mountainous region due to earlier germination than before (Mendelsohn
et al., 1994). Thus, beyond the risk management of natural hazards, climatic condition and
regional characteristics are critical factors of economic evolution needed to be examined from
the perspective of Location Theory.

Location accessibility and transportation cost significantly influence on consumers’ choices,
so that have inevitable impacts on regional agglomeration (Keebleand et al., 1982; Vickerman
et al., 1999; Gutiérrez, 2001). High transportation accessibility fosters commercial trade and
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promotes multi-level communication among various social groups across different regions.
Intuitively, knowledge spillover has close relationship with physical distance (Andersson and
Karlsson, 2007). It enlightens that studies on regional economic evolution have to take local
characteristics into considerations. Hence, Rietveld (1989) has proposed that infrastructure can
be a production factor influencing regional private investments and interregional trades; and,
government investment on infrastructure can be an endogenous factor to drive regional eco-
nomic growth (Albalate et al., 2012). Especially, the urban–rural coordinative development has
been stimulated by high standard transportation network (Ozbay et al., 2003). Central Place
Theory has emphasized that urban expansion with advanced transportation accessibility ab-
sorb peri-urban employments moving into cities; and supervene with cheap contracts of land
use and other resources utilization at urban fringes to improve the quality of life in urban com-
munities (King, 1985; Adell, 1999). Thereafter, those close connections prosper economic
activities, concurrently import and export local resources for political or military purposes.
Hence, regional social norms across different cultures are always challenged by some preju-
dice and discrimination. Cultural elements within economic evolution have uncertain impacts
on regional equality. Under this circumstance, the effects of transportation accessibility for im-
proving regional equality are controversial, and needs to be reexamined for different regions,
so that Location Theory reinforces that advanced transportation is a critical role to determine
the pattern of regional agglomeration.

Relatively scarcity of resource endowments and their uneven distribution reshape social net-
works in a stochastic process, so that to maximize firms’ profits or individuals’ utilities is not a
divine guide of economic development (Alchian, 1950; Jackson and Watts, 2002; Martin and
Sunley, 2006; Glückler, 2007). Studies on evolution of economic theory, thus, is challenged
and developed by both natural-science-based empirical analysis and social-science-based
experimental results of irrational behaviours tests (Kelm, 1997). Nevertheless, neoclassical
economists still stand for laissez-faire and believe economic evolution is from economic
system itself (Lo, 2004). Recall evolution of market efficiency, Samuelson (1952, 1954) has
addressed that the tendency of economic growth under the linear assumption prone to a station-
ary time series, and other supplementary theories have tried to explain and fix the uncertainty
of market failure. However, the inequality of market power across different polities generates
price discrimination, increase transaction cost, lead to inefficient resource allocation, and fun-
damentally challenge the grounded assumption of unbounded resource utilization over time.
Sen (1977) has stated that there are positive and negative freedoms that devote to social in-
equality. Because resource-based exporting markets distort the assumption of a close economy,
interregional and international free trades actually are not free (Isham et al., 2005). Nowadays,
it is straightforward that natural resource is one of the most important production factors dis-
cussed by energy economists and climatic scientists (Bosello et al., 2007). Research focuses
retrospect the hardcore of economics to study efficiency of resource allocation when market
failure breaks through the fairy tale of market efficiency, and to review the policy-oriented
or private investment of R&D as a critical role to interpose trade-offs for mitigating potential
economic losses (Sethi and Somanathan, 1996).

Theoretical studies have examined the path of economic growth in line with endogenous in-
novation; while empirical analysis have argued that the effects of the initial level of economic
base is also a determinate factor (Andrews, 1953). Nelson and Beyers (1998) have examined
western rural area of U.S. experienced population growth in 1990s that illustrates that the
traditional natural-resource-based economic base is somehow contributing more than other
factors to regional economic growth. In those large developing countries, such like China,
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India and Brazil, the economic development of ecologically fragile regions is used to lack of
well-planned schemes. As personal per capita income increases, rich people require higher
standards of clean water, air and blue sky. Industrial production gradually moves out from
cities to rural regions, so that rural regions undertake risks of pollution and environmental
degradation and having unexpected impacts on the health of future generation, particularly at
urban fringes (Homer-Dixon, 1994). Especially, regional economic development in ecologi-
cally fragile regions highly depends on natural resource endowments and traditional economic
base. Such that leads to the regional and environmental inequality getting worse than before.
In recent decades, global warming rises up world attention to ecosystem and natural environ-
ment protection. The studies of the regional planning management of the adaptation response
to climate change are looking for the thresholds of environmental vulnerability and ecosys-
tem resilience with consideration of both economic base and regional characteristics (Simmie
and Martin, 2010). Richardson (1985) has emphasized that there is a long history of docu-
mented reviews on economic base model which are developed towards regional case studies
for decision-making of economic development with more considerations of local multipliers
and cultural elements.

Economic evolution has cultural preference (Bowles, 1998). Neo-institutional theory
proposes to minimize transaction cost to remedy market failure and save economic cost
of irrational behaviours (Lin, 2007). In a process of learning-by-doing, local culture has
itself market of knowledge and itself evolutionary process (Lin, 2008), which creates a
unique path of economic growth involving various components of resource endowments,
natural environmental conditions, and idiomatical industries in a specific region (Carlsson
and Stankiewicz, 1991). Multinational Corporation towards local marketing strategy has
suffered from maladaptive regional culture so that had to pay high cost of ‘tuition’ to learn
how to cooperate with local partners (Hennart and Larimo, 1998; Buckley and Casson, 1998;
Alden et al., 1999). In those cultural transitions, social norms have been reshaped by global
multi-cultural elements, and that further influence on public opinions (Chatman and Flynn,
2001). However, in various social transformations, some local cultures are not influenced by
importing cultural elements, while some others do. The consequence of economic evolution,
thus, can be determined by cultural transitions critically, or can influence cultural evolution
endogenously.

Given the above information, we aim to study the economic evolution in ecologically fragile
regions of China. In the rest of this paper, we will first introduce background information of
the study regions in underdeveloped western China; then, geographic characteristics of each
region are summarized in Section 3; sequentially, the methodology and data statistics from
Google Scholar search engine are described in Section 4; based on comparison of research
records, research questions are remarked and analysed in Section 5; and finally, this paper
ends by discussion of different cultural stages.

2. Background Information

Ecologically fragile regions of China are almost all located in western China, which cover 6.87
million km2, accounting for 71.54% of the total area of China. According to China Council for
International Cooperation on Environment and Development (CCICED) (2012) Annual Gen-
eral Meeting Report, more than 360 million population including 55 minority ethnic groups
inhabit there, accounting for 27.04% of the total population of China in 2011. From the per-
spective of strategic development, other details of ecological vulnerability of western China
are shown in Table 1.
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Table 1. Overview of Ecological Vulnerability of Western China.

Resource and energy security � Accounting for 81.1% of exploitable water resources2

� All of 171 types of mineral resources
� 132 types of mineral reserves have been proven
� Accounting for 67% of China’s fossil energy
� Accounting for 65% of China’s renewable energy sources3

Ecological security � Owning 85% of China’s national nature reserve areas4

� Owning 70% of the state-level protected ecosystem and species
� Accounting for more than 65% of ecological service value of

China5

Poverty alleviation � Accounting for 66% of China’s poverty population6

� Poverty rate is almost 17 times that of the eastern area
� 95% of absolute poverty population of China are in minority

nationality areas, remote areas, border areas and ecologically
fragile area, and these areas are mainly in western region

� The illiteracy rate among adults (above the age of 15) is 5.41%,
1.33% higher than the national average7

Urbanization � Urbanization rate is as low as 28.70%, which is 7.52% lower than
the national average in 2000; after 10 years development, the
urbanization rate had increased to 40.48%, which is still 9.20%
lower than the national average.

Industry development � GDP per capita is 25% lower than the national average
� Output of energy and mining industry account for 63.41% of the

regional output of industry.
� Emissions of the ‘three wastes’ per 10,000 yuan industrial

value-added is 1.1 times more than national level

Transformation of economic
structure Domestic demand
playing larger role

� Western China is a vast area, with an economy below other parts
of China. There is huge potential for expanding regional domestic
demand.

Notes: Data source from 1NBSC (National Bureau of Statistics of China). China Statistical Yearbook (2011),
Beijing; 2(Kong and Hu, 2003); 3NBSC (2009); 4(Quan et al., 2011); 5Ecological Environment Protection
Research Center (2009); 6NBSC (2010); 7NBSC (2011).

In this study, there are five representative geomorphic units selected from ecologically frag-
ile regions of western China, including 10 administrative divisions: Tibet autonomous re-
gion (hereinafter abbreviated to Tibet) and Qinghai Province on the Qinghai-Tibet Plateau;
Yunnan Province and Guizhou Province on the Yunnan-Guizhou Plateau; Sichuan Province
and Chongqing Municipality in the Sichuan Basin; Shaanxi Province, Shanxi Province and
Ningxia Hui Autonomous Region (hereinafter abbreviated to Ningxia) on the Loess Plateau;
and Xinjiang Uygur Autonomous Region (hereinafter abbreviated to Xinjiang) as the largest
province located at the northwestern corner of China (Figure 1). The total area of these study
regions accounts for four fifths of the whole western China.

3. Geographical Conditions

The Qinghai-Tibet Plateau (25◦–40◦N, 74◦–104◦E) is surrounded by the Kunlun Mountains,
the Hengduan Mountains and the Himalayas, which is the largest plateau in China and the
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Figure 1. Five Study Regions in a Map of China: The Qinghai-Tibet Plateau, the Yunnan-Guizhou
Plateau, the Loess Plateau, the Sichuan Basin, and the Xinjiang Region.

highest plateau on the Earth. The most part of the Qinghai-Tibet Plateau is located in south-
western China, covering Tibet and Qinghai Province, including a small part of Sichuan
Province, Gansu Province, Yunnan Province and Xinjiang. Due to high altitude, there are less
rainfall and quite dry and thin air solar radiation is relatively strong; and, the temperature is
relatively low with spatial variation mainly because regional climate changes interact with
complex and diverse terrain of microwatersheds. It leads to average temperature in July be-
tween 15 and 20 ◦C which is much lower than other regions’ at the same latitude; especially
above 4500 m, the average temperature is below 0 ◦C, and annually average minimum temper-
ature even around –10 to –15 ◦C. In general, a maximum of monthly average temperature is still
lower than 10 ◦C in many regions of the Qinghai-Tibet Plateau (Mo et al., 2004), and the north-
ern Tibet Plateau (the Bayankala Mountain, the Maduo and the Qingshui River and the Qilian
Mountains in Toler) is the centre of frigid highlands with the lowest temperature in China.

The Sichuan Basin (27–32◦N, 101–110◦E), the centre of China and the centre of south
Asia, is located in the upstream of the Yangtze River mainly occupied by Sichuan Province
and Chongqing Municipality with a total area of 26 million km2. The Sichuan Basin are to-
pographically surrounded by connecting mountains at elevation of 2000–3000 m, bordering
on the east of the Qinghai-Tibet Plateau and the Hengduan Mountains; beside the west of the
Mountains of Hubei and Hunan Province; adjacent to the south of the Qinling Mountain across
the Loess Plateau; and, bordering on the north of the Yunnan-Guizhou Plateau. Due to these
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topographical characteristics, temperature in Sichuan basin is higher than in other regions at
the same latitude. Average temperature in the coldest month is between 5 and 8 ◦C; and, the
minimum temperature is between –6 and –2 ◦C. The temperature in east side of the basin is
higher than the west side, and the south side is higher than the north side. With rare frost and
snow, the annual rainfall of the Sichuan Basin is between 1000 and 1300 mm; and, there are
abundant precipitations at the edge of the basin where the maximum daily rainfall is between
300 and 500 mm (Li et al., 2015). Moreover, clouds usually stay at relatively low altitude
resulting in much foggy and cloudy weather.

The Yunnan-Guizhou Plateau (23◦–27◦N, 100◦–110◦E) is the fourth largest plateau with
the altitude of 1000–2000 m located in southwestern China. It is adjacent to the Hengduan
Mountains on the west side; beside the Sichuan Basin on the north side; next to the Xuefeng
Mountain in Hunan Province on the east side; and border on Myanmar, Laos and Vietnam on
the southwest corner. Yunnan Province and Guizhou Province are the main part of the Yunnan-
Guizhou Plateau. Both regions belong to the humid subtropical zone with the subtropical mon-
soon climate (except xishuangbanna which is the tropical monsoon climate). Climate among
micro-watersheds are strikingly different due to the difference of altitude and atmospheric cir-
culation; and the annual temperature is about 12–l6 ◦C varied in terms of the complex terrain
(Zhao, 1999), but the difference of annual temperature is moderate because of the relatively
warm winters and cool summers.

The Xinjiang Region (35◦–50◦N, 75◦–95◦E) is divided into the northern and southern parts
by the Tianshan Mountains. The northern Xinjiang has the second largest desert in China –
the Gurbantunggut Desert – in the Junggar Basin between the Tianshan Mountains and the
Altai Mountains. The southern Xinjiang has the Turpan Depression on the east and the Tarim
Basin on the west. The Turpan Depression includes the fourth lowest exposed point on the
Earth’s surface. The Tarim Basin is between the Tianshan Mountains and the Kunlun Moun-
tains, and inside of which has the largest desert in China – the Taklimakan Desert. Because the
Xinjiang is located in deep landlocked region far away from the ocean and surrounded by high
mountains, the marine moisture is not easy to enter. Such terrain forms a distinctive temperate
continental climate with undulate daytime temperature, long lasting sunshine (annual sunshine
time about 2500–3500 hours), less precipitation and dry air. The average annual rainfall in the
Xinjiang is about 150 mm with great variation in different areas. The temperature is higher in
the south than in the north. In the coldest month (January), the average temperature in Junggar
Basin is below –20 ◦C; and, in the hottest month (July), the average temperature in Turpan is
over 33 ◦C. The Turpan Depression is the hottest and driest area in China, which is so called
the ‘Fire Island’. The absolute maximum temperature once reached up to 48.9 ◦C in the city
(Gong, 2007), and it was the highest temperature record in Chinese history of meteorological
observation.

The Loess Plateau (34◦–40◦N, 103◦–114◦E), also known as the Black-Golden Plateau, is
covered by the largest number of loess in the world, covering the vast region from the west of
the Taihang Mountains to the east of the Riyue Mountain in Qinghai Province, from the south
of the Great Wall to the north of the Guanzhong Plain. It is located in China’s second-stage
ladder of terrain with an area of 620,000 km2 and the altitude from 800 to 3,000 m, mainly
occupied by Shaanxi Province, Shanxi Province, Ningxia Hui Autonomous Region, southeast-
ern Gansu Province, and a small part of northeastern Qinghai Province. The average annual
temperature on the Loess Plateau is about 8–14 ◦C, with a (warm) temperate (continental)
monsoon climate. In winter and spring, it is cold, dry and sandy due to the polar air mass; in
summer and autumn, it is quite hot and much rainy due to the western Pacific subtropical high
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pressure and the Indian Ocean low pressure. The average annual rainfall of the Loess Plateau
is about 466 mm, and decreasingly spatially distributed from 600 to 700 mm in southeast sub-
humid area, to 300 to 400 mm in central semi-arid area, and continually to 100 to 200 mm
in northwest arid area. Sixety-five percent of rainfall occurs in summer, and usually 30% of
annual precipitation occurs at one-time rainfall, leading to severe soil erosion on the Loess
Plateau (Zhang et al., 2012).

4. Method and Data Statistics

A paradigm labelled the ‘cluster approach’ means that those contrary research results from dif-
ferent research studies are reclassified for pointing out some novel findings or research biases
(Light and Smith, 1971). The term of ‘meta-analysis’ is a comprehensive expansion from the
‘cluster approach’, which was firstly named to represent the analysis of analyses, as well as to
refer to the statistical analysis of a large collection of individual studies’ results for the purpose
of integrated findings (Glass, 1976, 1984). This method hence has been widely used for natural
and social science studies because it emphasizes and summarizes the nuances of previous re-
search findings about a similar or the same research question, objectively examining previous
literatures and generally qualifying some conclusions, in order to yield an unbiased conclu-
sion from both quantitative and qualitative summaries of empirical analysis past (Egger et al.,
1997). However, the meta-analysis is limited by investigators’ preference to the importance of
former research studies that result in the new findings still with some subjective judgments or
prejudices consequently; not strong enough to be a critical way to draw conclusions that are
supposed to be impartial (Bradley et al., 2014). Applications of the meta-analysis in studies
of sociology and psychology, hence, call for a restructured and modified approach which is
beyond a standard approach because of cultural diversities and cognitive differences across
different ethnic groups (Bandura, 2001; Zhao et al., 2007). In this research, thus, we follow a
series of steps on reviews and analyses.

(1) To review ‘cultural’ adaptation to ‘climate change’ in ‘economic evolution’ in each case
study region, firstly the count number of the searched records on Google Scholar is
assumed to represent the degree of innovative knowledge. Hence, we count the number
of the combination of these three word groups to present capability of innovation with
cultural-oriented adaptation to climate change in economic evolution in each case study
region, and then separately compare with the real GDP and the average annual resident
consumption (ARC) in available statistical years; thereafter, we question on endogenous
innovative knowledge that supposedly has large contribution to economic evolution in
ecologically fragile regions of China.

(2) To know relationship between historical climate changes and cultural evolution in each
region, each combination including ‘climate change’, ‘cultural transition’, and the name
of each region is searched on Google Scholar in English separately; and then, records of
historical climate change and severe natural hazards are picked up and compared with
chronological changes of dynasties in Chinese history.

(3) To understand the critical role of cultural elements in social transformation under the
constraints of climate change and geographical conditions, the comprehensive view-
points of historical literatures are analysed from the perspectives of literature, poem,
folk-custom, architecture, art, religion, language, costume, living style, and local cui-
sine in each case study region.
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(4) To further understand cultural trends having impacts on economic evolution, an assump-
tion is discussed that the life-cycle of a culture has itself stages which are involved into
the economic evolution. Evidence of indigenous knowledge and regional characteris-
tics that are representatives of different cultural stages responding to climate changes in
economic evolution are reviewed and enumerated in this study.

In a short summary of methods, we have modified the ‘serious meta-analysis’. Because
the Google Scholar is considered as a recommended academic research engine being used by
the most of the universities and academic institutes, we adopt counts of records due to the
popularity of Google Scholar for collecting papers and articles including patents records and
citations at the very first step. It is straightforward to let readers know how few of the relevant
research records have been published relevantly to the keywords in those ecological fragile
regions of China. In spite of this, these few publications are representing the improvement of
civilization apparently presenting the advanced knowledge in human history and published
in English at higher ranking journals. We assume the ‘documented knowledge’ is not always
representing human innovation, because cultural transformation and adaptation of natural en-
vironment for survival are somehow indeed excluded or being considered as common senses
and being accepted that are less important than the innovation of higher advanced technology.
We thereby look over the relationship between the performance of economic indicators and the
‘culture’ elements in the ‘documented knowledge’ based on the counts of key words (rather
than using indicators of education level or other accountable modern cultural indicators pro-
posed by some organizations or programs like UNRISD-UNESCO). If this relationship is sta-
tistically significant in ‘documented knowledge’ according to the analysis, those unobserved
cultural changes and adaptive transformation in a long chronological period are inferred more
important than we have learnt from the documents (because many western countries have
a very short history unlike Ancient China with a long history of various cultural identities
from different minorities in the mixed cultural transformation). Furthermore, we test the rela-
tionship between ‘culture’ elements in the ‘documented knowledge’ and the performance of
economic indicators. If it is statistically significant reported by econometric analysis, it will
prove that cultural research as a kind of innovation is critical for economic growth, and each
region highly possibly has own distinguished culture-labelled adaptation of regional climate
change which has different impacts on regional economic growth because of regional culture
per se.

On Google Scholar, the publications including a word group of ‘economic evolution’ dur-
ing past 200 years is about 25,100 records, but merely 10.8% of which are relevant to our
study regions, including replicated records across different categories. Table 2 shows the list
of the record count of the combinations of these searched word groups; and, the word groups
of ‘economic evolution’ with ‘cultural’, ‘economic evolution’ with ‘climate change’, and ‘cul-
tural transition’ and ‘climate change’ account for 60.4% in total.

There are 6,920 records of the combination of the word groups of ‘economic evolution’ and
‘China’; and approximately 3,330 records of the combination of the word groups of ‘innova-
tion’ and ‘economic evolution’ and ‘China’ on Google Scholar; thus, that the total searched
word groups about these study regions still occupy about one third of research records of the
‘economic evolution’ in ‘China’. The record count of ‘economic evolution’ on the Qinghai-
Tibet Plateau is the most; of that in the Sichuan Basin is the second most; and sequentially
followed in the order are on the Yunnan-Guizhou Plateau, the Xinjiang and the Loess Plateau
(See Figure 2).
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Table 2. Categorized Record Count of the Searched Word Groups in Study regions on Google Scholar.

Category Search terms Records Percentage

1 ‘economic evolution’ and ‘climate change’ 205 7.6
1 ‘economic evolution’ and ‘cultural’ 963 35.5
1 ‘climate change’ and ‘cultural transition’ 468 17.3
2 ‘economic evolution’ and ‘economic base’ 47 1.7
3 ‘economic evolution’ and ‘location’ 906 33.4
4 ‘economic evolution’ and ‘natural environment’ 87 3.2
4 ‘economic evolution’ and ‘resource endowment’ 8 0.3
5 ‘economic evolution’ and ‘ruggedness’ 25 0.9

Total 2709 100
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Figure 2. Comparison of the Record Count of the Searched Word Groups in Each Study Regions on
Google Scholar.

Comparing the record count of different combinations of word groups in each study region
on Google Scholar, we find that regional diversity is quite interesting. With regards to ‘eco-
nomic evolution’ the record count of publications including ‘climate change’ and ‘cultural’ ‘lo-
cation’, or ‘ruggedness’ on Qinghai-Tibet Plateau are the most, while of that on Loess Plateau
are the fewest; the record count of publications including ‘economic base’ in Sichuan Basin
are the most recorded, while of that on Loess Plateau are none; and the record count of pub-
lications including ‘natural environment’ or ‘resource endowment’ on the Yunnan-Guizhou
Plateau are the most recorded, while of that on Loess Plateau are the fewest (See Figure 3).

5. Research Findings

Comparing the ranking order of the record count of the five categories of word groups in
each study region on Google scholar to the ranking order of the real GDP in each study
region, we find that the Qinghai-Tibet Plateau ranking the highest record count but with the
lowest economic production, while it is opposite on the Loess Plateau with the lowest record
count but ranking the second highest economic production among the five study regions (See
Figures 3 and 4).

The changes of scale and trend of the real GDP in study regions during 1993–2014 are shown
on the left-hand side in the Figure 4. The economic performance in the Sichuan Basin is ranking
the highest among five regions; which on the Loess Plateau is the second highest; and followed
in the order by on the Yunnan-Guizhou Plateau, the Xinjiang and the Qinghai-Tibet Plateau.
Whereas, the changes of scale and trend of the average annual resident consumption (ARC)
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Figure 3. Categorized Comparison of the Record Count of the Searched Word Groups in Study
Regions on Google Scholar.
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Figure 4. Comparison of the Range of Economic Evolution by Annual GDP (Left) and Average
Resident Consumption (Right) in Study Regions, 1993–2014.

(on the right hand side in Figure 4) in all five regions are lower than the national average level
respectively. Except on the Qinghai-Tibet Plateau, the changes of scale and trend of ARC in
all other four regions are around 10–15 thousands Chinese Yuan. Some remarkable questions
are summarized as follows:

i. According to the record count on Google Scholar, the Publications in English including
the word group of ‘economic evolution’ on the Qinghai-Tibet Plateau are the highest
number which is much more than that in other ecologically fragile regions of China.
However, the actual economic outputs on Qinghai-Tibet Plateau are the lowest in China.
If publication records including patents and citations token regional innovation and being
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highly relevant to economic growth, why ‘economic evolution’ on Qinghai-Tibet Plateau
of China is a contrary case, and other than innovation, what factors determine to regional
economic growth;

ii. In the selected ecologically fragile regions, we find that there is a large difference between
the highest and the lowest proportion of the regional economic production contributed to
the total GDP of China; while it is a relatively small difference from the highest to the
lowest of the ARC in each region, and ARC of these regions even tend to be similar. If
there is no difference at very beginning of the human history in education among regions
individual in each region should have similar social cognitions and economic behaviours.
Then, if the average intelligence level of individuals is similar in the study regions, there
should be no statistically significant difference of the capability of innovation and creation
that contribute to economic growth, and individuals’ consumption demands can token
their capabilities of that. If these assumptions are correct, it would be reasonable that
ARC in other four regions tend to be similar. However, the question is why people in
Sichuan Basin have higher level of ARC, and why the record count that to some extent
represents the capability of innovation and creation in five regions are different even if
they are all in the ecologically fragile regions of China; and

iii. There are the fewest publication records about the Loess Plateau but which has the second
highest economic outputs among study regions. Why ARC at there is close to the highest
level in the Sichuan Basin and higher than other three regions. If people in study regions
have the similar social cognitions and economic behaviours, and endogenous knowledge
should be the largest part of contribution to economic evolution, why there are the fewest
research records about the Loess Plateau on Google Scholar in English, and what different
kind of paths of ‘economic evolution’ in five study regions happened in documented
Chinese history.

5.1 The Sichuan Basin

According to the record count of Google Scholar, there are over 56% of records in cate-
gory 1 including three combinations of key words in Table 3. In the Sichuan Basin, three an-
cient civilizations in the Baodun ancient city (2500 B.C.), the Sanxingdui ancient city (3000–
1000 B.C.), and the Twelve Bridges (or Jinsha culture, 1700–771 B.C.) died out mainly

Table 3. Categorized Record Count of the Searched Word Groups about Sichuan Basin
on Google Scholar.

Category Search terms Records Percentage

1 ‘economic evolution’ and ‘climate change’
1 ‘economic evolution’ and ‘cultural’ 404 56.7
1 ‘climate change’ and ‘cultural transition’
2 ‘economic evolution’ and ‘economic base’ 17 2.4
3 ‘economic evolution’ and ‘location’ 264 37.1
4 ‘economic evolution’ and ‘natural environment’ 23 3.2
4 ‘economic evolution’ and ‘resource endowment’
5 ‘economic evolution’ and ‘ruggedness’ 4 0.6

Total 712 100
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because regional weather got colder and flood hazards during the first Holocene cold stage (Fu,
2006). Because mountains surround the Sichuan Basin, ancient people in the Sichuan Basin
used to migrate back and forth between hillside and the Chengdu Plain. This causes those an-
cient civilizations dying out from specific location in mountainous regions and move to the
places with a relatively lower altitude inside of the Sichuan Basin. For instance, Bā ethnic cul-
ture started from a branch of Neolithic culture in Ancient China. Until the Spring and Autumn
and Warring Stage Period (770–221 B.C.), Bā ethnic group was assimilated by Hàn ethnic
group due to colonization by the Qin Dynasty (770–206 B.C.). A large population growth in the
south of the Sichuan Basin started from the Western Han Dynasty (206 B.C. to A.D. 24), and in-
creased twice of population in the Eastern Han Dynasty (A.D. 25–220). This is also supposed
to be caused by the weather in the north of Sichuan Basin getting colder during the second
Holocene cold stage (Hinsch, 1988). Until the Tang Dynasty (A.D. 618–907), temperature in
the Sichuan Basin returned to getting warmer (Ge et al., 2010), but ruggedness of terrestrial sur-
face is still a key constraint of regional economic development. The Poetic Genius in Chinese
history, Mr. Bai Li, wrote a poem approximately during A.D. 742–744, Hard Roads in Shu,
translated into English by an American poet (Bynner and Jiang, 1972), for metaphorizing that
‘go into the Sichuan Basin is like to go into the Sky’. Thus, the distinctively geographical con-
ditions form a baronial force having huge impacts on economic evolution in the Sichuan Basin.

Indigenous innovation in the Sichuan Basin made great efforts to economic development.
The Dujiangyan Irrigation System was constructed by the Royal Court of the Qin Dynasty dur-
ing 256–251 B.C., which is the longest still being used irrigation system in Chinese history and
the world history, so that has influenced the regional cultivation culture profoundly. Cultiva-
tion in the Sichuan Basin can be retrospect back to the Sanxingdui ancient civilization (3000–
1000 B.C.). After people moved to the Chengdu Plain gradually, population density inside of
the Basin became intense over time, and cultivated land suffering from natural disasters be-
came scare which lead that some of them have to go back to live in some low hill mountainous
regions. Minority ethnic group in Chongqing, thus, live on fishing and hunting. Local people
were used to wearing simple sackcloth and straw sandals, carrying a bamboo pole balanced on
their shoulders to hold necessary provisions for a trip, or to take out local products from the
mountains to sell at street market. Because people in Chongqing used to take a bamboo pole
or a woody stick, they used to be called bàng bàng army that means ‘stick army’. Due to the
humid weather, local people, like others in many regions of Sichuan, Yunnan, Guizhou, Hubei,
and Hunan, prefer to eat spicy and cured food; and, Chongqing is famous for a kind of extreme
spicy ‘hot pot’. Until 1949, People’s Republic of China established, Chongqing was set as a
military base and a heavy industry base. Based on this background of strategic development,
economic growth in Chongqing was relatively faster than other place in the Sichuan Basin
in the past, so that has become a municipality since 1997. In the Sichuan Basin, economic
evolution is mainly influenced by population migration and residence shift for struggling with
climate changes and geographical conditions. Thus, regional innovation with environmental
adaptation in the social transformation is compelled for survival in the Sichuan Basin.

5.2 The Yunnan-Guizhou Plateau

According to the record count of Google Scholar, there are over 55% of records in category 1
including three combinations of key words in Table 4. On the Yunnan-Guizhou Plateau, mixed
minority culture stimulates regional economic evolution. Yunnan province ranks the number
one of the multi-ethnic provinces in China. There are about 25 ethnic groups with a population
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Table 4. Categorized Record Count of the Searched Word Groups about Yunnan-Guizhou Plateau
on Google Scholar.

Category Search terms Records Percentage

1 ‘economic evolution’ and ‘climate change’
1 ‘economic evolution’ and ‘cultural’ 320 55.0
1 ‘climate change’ and ‘cultural transition’
2 ‘economic evolution’ and ‘economic base’ 13 2.2
3 ‘economic evolution’ and ‘location’ 215 36.9
4 ‘economic evolution’ and ‘natural environment’ 32 5.5
4 ‘economic evolution’ and ‘resource endowment’
5 ‘economic evolution’ and ‘ruggedness’ 2 0.3

Total 582 100

of over 4000 people in each group. Guizhou Province is also a multi-ethnic province having
18 ethnic groups. In documented Chinese history, Guizhou Province belongs to China in each
dynasty. A few wars happened in Guizhou, and the Sino-Japanese War was the largest in the
history. While Yunnan province was conquered by outlanders in each dynasty. Multi-culture
in this region facilitates social communication and integration. More interestingly, there were
very few inner wars among different tribes among different ethnic groups in the history of Yun-
nan. The highly possible reason behind that is one of three Ancient Tea Horse Roads passing
through Yunnan. This road promotes regional development for selling the Pu’er (or Pu-erh)
Tea to Tibet and Beijing. Moreover, each ethnic culture has its own strict disciplines and regu-
lations to precaution moral hazards when facing conflicts of economic benefits. For instance,
each ethnic group has its own settlements, specific style of clothes and hair accessories. When
public resource needs to be shared, the patriarch of the tribe makes decisions or negotiates
with the patriarch of another tribe.

Mountainous and semi-mountainous terrain conditions with climate changes in micro-
watersheds foster natural habitats and diverse cultures on the Yunnan-Guizhou Plateau. Yun-
nan Province is across the north tropic, the south subtropical, the mid-subtropical, the northern
subtropical, the south temperate, the mid-temperate, and the north temperate (plateau climate),
in total seven climate zones. There are also eight large lakes and over 600 rivers with uneven
precipitation severely that causes high geo-risk of debris flow. Local people learn ecological
knowledge from their ancestors and believe their faiths can survive their lives, as well as pro-
tect their settlements (Zhang, 2011). For example, traditions of the ethnic groups, Yı́, Wă and
Dé’áng, set logging ban in the Longshan forestry where is beside their settlements because they
believe deities are living there (Guan and Liu, 2014). These kinds of religions highly influence
regional environmental conservation and climate adaptation. In Guizhou Province, there are a
plenty of mineral resources in mountainous regions including mercury, barite, sandstone, di-
abase, phosphorus, bauxite, rare earth, magnesium, manganese, gallium, coal, antimony, gold
and pyrite, so that Guizhou is so-called ‘Coal-sea in South of China’. Climate also varies in
micro-watersheds. There is a local old saying, ‘four seasons in a Mountain, different weather
in ten miles’, to illustrate climatic diversity. In addition, the area of rocky desertification and
dry river valley are still expanding, which increases natural hazards and endangers agricultural
production (Wang et al., 2004). Ancient Tǔ ethnic people in Guizhou, thus, construct houses
with stilted fir as feet of the houses on semi-mountain to avoid flooding or mud-rock flows. The
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Table 5. Categorized Record Count of the Searched Word Groups about Xinjiang Region
on Google Scholar.

Category Search terms Records Percentage

1 ‘economic evolution’ and ‘climate change’
1 ‘economic evolution’ and ‘cultural’ 311 68.1
1 ‘climate change’ and ‘cultural transition’
2 ‘economic evolution’ and ‘economic base’ 7 1.5
3 ‘economic evolution’ and ‘location’ 126 27.6
4 ‘economic evolution’ and ‘natural environment’ 9 2.0
4 ‘economic evolution’ and ‘resource endowment’
5 ‘economic evolution’ and ‘ruggedness’ 4 0.9

Total 457 100

most of them believe a successful family will bring flourish and prosperity; thus, mixed mar-
riage among minority and Hàn ethnic group in mountainous and semi-mountainous regions
boost cultural transition (Ran, 2010). This lights up economic evolution through seasonally
trading natural resources and absorbing outlanders to settle down in history continually.

5.3 The Xinjiang Region

According to the record count of Google Scholar, there are over 68% of records in category 1
including three combinations of key words in Table 5. In documented Chinese history of the
Xinjiang Region, human activities occurred in the Neolithic Age. In the Western Han Dynasty
(202 B.C. to A.D. 8), it was called Serindia (Xı̄yù in Chinese means the Western Regions).
In 138 B.C., the Emperor Wu (156–87 B.C.) of the Western Han Dynasty dispatched envoy
Mr. Qian Zhang (164–114 B.C.) to establish diplomatic relation to the countries or tribes in
the Western Regions, and to build up the Silk Road. Since the Tang Dynasty (A.D. 618–907),
the Xinjiang and its surrounded regions have been governed by Ancient China. Until the Qing
Dynasty (A.D. 1636–1912), it was renamed as ‘Xinjiang’, and then population significantly
increased in the Ili City due to military garrison during the Qianlong Emperor (A.D. 1711–
1799). In history of the Xinjiang, the pillar industry is animal husbandry. After the People’s
Republic of China established, the Xinjiang Production and Construction Corps settled down
to support local agricultural production. This oasis economic evolution does not only stimulate
regional prosperity (Qiao et al., 2009), but also generate social frictions between minority
ethnic groups and the Chinese Central Plain Culture (or Hàn culture). First, local language
is totally different from Chinese mandarin. Public schools of K-12 level teach in Uygur, Han,
Kazakh, Kyrgyz, Mongol, Xibe and Russian. Second, over 95% of population is not Hàn ethnic
group people, and most of them believe some religions including Islam, Buddhism, Lamaism
(Tibetan Buddhism), Christianism, Catholicism, Orthodox and Shamanism. There are over
24 thousand temples, and over 98% of them are Moslem temples. Third, their etiquettes and
customs are quite different from Hàn ethnic group.

Climatic factors have critical impacts on changes of people’s mood and behaviours (Kasper
et al., 1989). Dry and hot weather with large daytime temperature difference and many windy
days foster plenty of luscious fruits and local people’s ebullient characters. The weather also
impels local preference to wear waistcoats, and women to wear a hood. In ancient time,
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transportation accessibility is quite low in many regions of the Xinjiang. Horses and camels
are the main transportation tools, so that local people prefer to wear boots. This makes iden-
tify different ethnic groups easily. Due to dry climate, food is easily to be stored and dried
which let the Xinjiang be famous for various dry fruits, such like raisin and dried cantaloupe.
Because of lacks of diversity of grains, traditional local food is a kind of very dry pancake,
named náng in Chinese. After 1949, the Xinjiang Production and Construction Corps en-
ter and garrison the Xinjiang. Their highly productive agricultural productions prosper re-
gional economy, but also lead to income inequality that significantly influence on the social
frictions and living style of local people. Urbanization breaks the traditions of ‘temple life’
and leads to diverse ethos serving to various interest groups, so that reshape the path of re-
gional development. Considering the debates about the positive or negative impacts of local
Moslem religion on economic evolution (Abuduli, 2010), we cannot make a conclusion about
which culture is superior. However, we can conclude that the unique economic evolution in
the Xinjiang follows the traditional inheritance and has been influenced by their own cultural
force.

5.4 The Qinghai-Tibet Plateau

According to the record count of Google Scholar, there are nearly to 60% of records in cat-
egory 1 including three combinations of key words in Table 6. On the Qinghai-Tibet Plateau,
population is much less than other regions in China due to atrocious weather and physical
geographic conditions. In the Tang (A.D. 618–907) and the Song (A.D. 960–1279) Dynasties,
Qinghai and Tibet was named TǔFān in Chinese which was the first regime on the Qinghai-
Tibet Plateau; and they were governed by Ancient China from the Yuan Dynasty (A.D. 1271–
1368). From the Qing Dynasty (A.D. 1636–1912) to present, the territory of Qinghai and Tibet
almost were not changed in Chinese history. Local Tibetans had been divided into multi-tribes
obeying serf system culture from the Tang Dynasty (A.D. 618–907) to A.D. 1951. Local patri-
archal culture is mixed with religion of the Tibetan Buddhism, so that the patrician of each tribe
held absolute power of institutions in the past. Conflicts between theocracy and democracy
had influenced regional political stability all the time. Under this Polity of Caesaropapism, the
historical population in Tibet was 0.8 million in total, while Qinghai was near to 1.5 million.
After 1949, Qinghai Province has been governed by the P.R. of China; until 1951, the Chinese

Table 6. Categorized Record Count of the Searched Word Groups about Qinghai-Tibet Plateau
on Google Scholar.

Category Search terms Records Percentage

1 ‘economic evolution’ and ‘climate change’
1 ‘economic evolution’ and ‘cultural’ 500 59.3
1 ‘climate change’ and ‘cultural transition’
2 ‘economic evolution’ and ‘economic base’ 10 1.2
3 ‘economic evolution’ and ‘location’ 289 34.3
4 ‘economic evolution’ and ‘natural environment’ 30 3.6
4 ‘economic evolution’ and ‘resource endowment’
5 ‘economic evolution’ and ‘ruggedness’ 14 1.7

Total 843 100
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People’s Liberation Army entered in Tibet; until 1965, the present Tibet was established. In
recent 50 years, the quality of life represented by the value of the average annual resident
consumption (ARC) of Qinghai and Tibet has been improved significantly. According to the
statistics of ACR during 1993–2014, local ACR has been close to the level of other regions
in ecologically fragile regions of China. Until 2014, population in Tibet reached 3.18 million,
and in Qinghai reached 5.83 million.

Mountainous condition and harsh climate limit local people’s choices of migration into the
Qinghai-Tibet Plateau. Climate change in this region experienced a similar changing process
as other regions in documented Chinese history, but with a relatively larger range of changes in
temperature and precipitation (Song et al., 2012). The frigid highlands determine cold weather
and limit regional economic activities; and we guess there are some relationships between
harsh climate and local religious inclination. As similar as in the Xinjiang, the religion in Qing-
hai and Tibet has both positive and negative impacts on economic evolution and environmental
protection. Because of the limitation of cultivation in this region, economic development is
highly depending on natural grassland and mineral resources. Animal husbandry hence is the
pillar industry until now. Worse than in the Xinjiang, climatic hazards on the Qinghai-Tibet
Plateau lead to over 25% of livestock dead before being sold or eaten (Yin et al., 2014). Re-
gional industrialization even did not occur due to immigrations mainly for religious purposes,
so that development of advanced technology was deterred. Emigration moved to the relatively
low altitude fringes of the Qinghai-Tibet Plateau, and also took their religion and culture to
the border regions of Sichuan and Yunnan Provinces. Moreover, Tibetan believe the Buddha
and some unknown the Holy Spirit living at the snow covered peak of mountain, so they have
never climbed up to the top, even never try to climb, and even to think about that is prohibited
in their faiths. These thoughts from some mysterious religions form local esteem to natural re-
source and environment that to some extent protect ecosystems in many mountainous regions
on the Qinghai-Tibet Plateau and the border regions of Sichuan and Yunnan; but also to some
extent hinder innovative spirits of scientific exploration, and make outlanders are very hard to
be allowed to invest business there. Interestingly, research studies about this region are much
more than any other ecologically fragile regions of China, however, we did not find convictive
evidence to prove positive relationship between research records and economic growth on the
Qinghai-Tibet Plateau.

Local indigenous knowledge is distinctive and obvious. For instance, traditional housing
structure has been inherited almost everywhere at Tibetan settlements. The architectural ex-
planation of Tibetan housing has proved that their housing structures are climate adaptation
(Zhang, 2008). The flat roof is for absorbing solar energy and keeping warm during night time;
and, the edge of eaves and windows are piled with coloured wood for sheltering from rains,
and these white or red coloured wood on the wall for striking people from the outside view.
Because of the low production of agriculture, the most of Tibetan people eat mutton, beef,
buttered tea and zanba; but local people do not eat the meet that was just slaughtered in a day,
named nyin sha, because they believe every life has its soul which will leave in a day after
it dead, so that they will eat them after a day past. Some of Tibetan living at the east of the
Qinghai-Tibet Plateau do not eat fish, snake and frog also because they believe these animals
are the embodiments of sacred dragons. Actually, that somehow protects biodiversity in the
upstream Yangzi River. In addition, the convention of Tibetan funeral is celestial burial. In
their folk custom, people only in upper class can be executed by celestial burial. After they
died, their bodies will be cut into several pieces and transported to a specific ‘holy’ place to
wait for wild vultures to eat them all. Specialist Tibetan monks take in charge of this ceremony
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in every day. We think these folk customs let Tibetan is a part of natural food chain to provision
local biodiversity.

To respect of local religions and folk customs, exploration of natural resource on the
Qinghai-Tibet Plateau is also restricted by some strategic development policies of the cur-
rent Chinese government. This shapes the region prone to developing tourist economy, but
facing a slow urban growth and an increase of inequality of the quality of life between urban
and rural residents. In those far rural regions on the Qinghai-Tibet Plateau, people still rely
on pastoral and agricultural production with a low economic efficiency. Comparing to Tibet,
Qinghai Province is trying to develop manufacture and absorbing investments in the Golmud
City, we will remain concerns about this trend. To short summarize, economic evolution on
the Qinghai-Tibet Plateau in documented Chinese history is somehow hindered by local reli-
gion and folk customs mainly due to geographic limitation and atrocious climate but obviously
preserving regional environment and ecosystem.

5.5 The Loess Plateau

According to the record count of Google Scholar, there are near to 88% of records in category 1
including three combinations of key words in Table 7. The Loess Plateau suffers from climate
changes in history severely, but is a typical region which has developed in western China
successfully. The upstream and midstream Yellow River lie on the Loess Plateau. The upstream
Yellow River after flowing down from the Qinghai-Tibet Plateau passes through the south of
Gansu Province firstly. There were three times of large deforestation for reclamation in the
Qin Dynasty (221–207 B.C.), the Ming Dynasty (A.D. 1368–1644) and the Qing Dynasty
(A.D. 1636–1912). This leads to environmental degradation severely, having great impacts on
water loss and soil erosion in south of Gansu and north of Shannxi, and also results in local
people suffering from extreme poverty in modern history.

Economic evolution in this region has been influenced by mixed effects of cultural
evolution in which local culture experienced three stages of development: culture-hindered,
culture-mixed and culture-impelled. During the Wei-Jin Period and the Southern and Northern
Dynasties (A.D. 220–589), regional climate was cold. There were social chaos with melees
among vassal states. After the Tang Dynasty (A.D. 618–907) unified the all vassal states,
Ancient China achieved the most prosperous period; interestingly, weather got warmer during

Table 7. Categorized Record Count of the Searched Word Groups about Loess Plateau
on Google Scholar.

Category Search terms Records Percentage

1 ‘economic evolution’ and ‘climate change’
1 ‘economic evolution’ and ‘cultural’ 101 87.8
1 ‘climate change’ and ‘cultural transition’
2 ‘economic evolution’ and ‘economic base’ 0 0.0
3 ‘economic evolution’ and ‘location’ 12 10.4
4 ‘economic evolution’ and ‘natural environment’ 1 0.9
4 ‘economic evolution’ and ‘resource endowment’
5 ‘economic evolution’ and ‘ruggedness’ 1 0.9

Total 115 100
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that time period. Then, during the Five Dynasties and Ten Kingdoms (A.D. 907–960), climate
in Ancient China became cold again, wars among vassal states occurred again (Ge et al., 2014).
We cannot reject that continuous wars occurred during cold periods that brought negative
impacts on economic growth in history, and that also broke through cultural parclose among
different ethnic groups. Typical provinces like the Ningxia was subordinate to Shannxi and
Gansu Province in the Qing Dynasty (A.D. 1636–1912), and it became a province until 1957
since many Huı́ ethnic groups have settled down there. Because the Silk Road has been across
Ningxia from the Eastern Han Dynasty, regional transportation has been developed which
promotes commercial trade and cultural communication, so that mixed-culture has positive
impacts on economic development. Skills of agriculture production and engineering of envi-
ronmental management also push economic growth with technical innovation, such as making
glass and planting some imported seeds including pepper, grape, pomegranate and carrot, etc.

Another case study region is Shanxi Province, which has been an important military prefec-
ture since every dynasty of Chinese history, and even so-called the cradle of Chinese civiliza-
tion. Cultivation culture was documented from ancient Yao time (2447–2307 B.C). According
to the latest archaeological findings, researchers infer that the centre of the Yao time was in
the south of Shanxi where was also the location of the centre of the Western Zhou Dynasty
(1046–771 B.C.) in documented Chinese history. During the Spring and Autumn and Warring
Stage Period (770–221 B.C.), Shanxi was occupied by the Jin State (632–349 B.C.), so that
its abbreviation in Chinese is Jı̀n. As a rich region in history, population has increased there in
two millenniums continually. Agricultural activities hence have huge impacts on regional en-
vironment. Soil degradation becomes to impede traditional cultivation. Droughts and plagues
of pests even induced chaos and rebellion that consequently led to changes of dynasties (Dai
et al., 2009; Fan, 2010). Local people have to live on other business. Until the late of the Qing
Dynasty (A.D. 1636–1912), there were many famous merchants holding a large business and
formed a new trend of social ethos in mercantilism. They opened Piào Hào in large cities,
which are similar to those present private banks to support small business, so that boomed
national economy at that time.

This kind of pro-business culture actually restrains from environment degradation getting
worse and drives economic growth efficiently. After those rich merchants went back to home-
town, they built up large houses; thus, Shanxi is the province with the most ancient buildings
in China. Even so, those rich people kept a simple living due to their traditional living style
with the harsh weather in the past. People in the north of Shanxi eat processed Avena chinensis,
potato and maize as their staple food because where mainly grow these kinds of plants due to
the cold weather; while people in the south usually eat processed wheat, millet and maize. Mis-
cegenation in history has not been limited that somehow facilitates cultural exchanges. Thus,
economic evolution on Loess Plateau experienced three stages of cultural transition: culture-
hindered, culture-mixed and culture-impelled. Even if the documented innovation records are
less than about the Qinghai-Tibet Plateau, economic performance on the Loess Plateau is still
higher than other regions in ecologically fragile regions of China because of those undocu-
mented indigenous knowledge throughout cultural evolution.

6. Discussions and Conclusions

In ecologically fragile regions of China, climatic factors and natural geographical characteris-
tics are constraints of economic evolution. In a process of social transformation, local culture
adapts and shapes regional environment interactively and dynamically. Innovation throughout
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cultural transition has involved tremendous indigenous knowledge unpublished on journals
or books. This forms traditions of local culture being inherited generation by generation. Ge-
netic facts also illustrated climate adaptation within cultural transition in many species and
human ourselves (Smith, 1987; Boyd and Richerson, 1988; Rehfeldt et al., 1999; Rogoff and
Ebrary, 2003; Klein, 2009; Boyd and Richerson, 2009; Richerson et al., 2010; Ammerman
and Cavalli-Sforza, 2014).

From the record counts in recent 200 years on Google Scholar, we search eight combina-
tions of key word groups to examine economic evolution in each selected part of ecologically
fragile regions of China. We find that the climate and culture are the main concerns; then
the location ranking at the second place; the environment and resource are placed at the third
place; the economic base is at fourth place; and the ruggedness is the lowest. These results
match our assumptions that culture and climate are the most important to economic evolution
in ecologically fragile regions in modern Chinese history. More interestingly, the number of
research records in English which are supposed to symbolize endogenous innovation is not
as much as the numbers of real economic performance in modern Chinese history. For in-
stance, higher economic outputs on the Loess Plateau with lower research records in English
on Google Scholar, while, the Qinghai-Tibet Plateau has the lowest economic outputs with the
most concerns from English world.

To further understand relationships between research records and economic development
generally, we also analyse variants of dictators in study regions. By constructing panels, we
test whether five categories of innovative knowledge have impacts on real GDP and the av-
erage resident consumption (ARC) during 1993–2014, and find some interesting results. See
Table 8. In the base model (a), we assume final demand of individuals’ consumption deter-
mines economic outputs over time; then in the model (b), historical endogenous knowledge
of ‘economic base’ are assumed to be highly relevant to economic growth which drives eco-
nomic outputs over time; and in the model (c), adaptive ‘cultural’ response to ‘climate change’
is assumed to be the dictator for economic growth of regional development. To analyse three
models with the fewest bias and the least heteroscedasticity (Shonkwiler and Yen, 1999), three
dictators are tested by two instrumental variables: first lag of real GDP and first lag of ARC.
Estimations of three models by employing two-stage least square (2SLS) report that the adap-
tive ‘cultural’ response to ‘climate change’ determines real GDP as an engine of ‘economic
evolution’ in the study regions. Therefore, it further addresses that a comprehensive under-
standing of the adaptive ‘cultural’ response to ‘climate change’ is determinate in ecologically
fragile regions of China.

By elaborating previous research about study regions, we find that there are three stages of
cultural transition in economic evolution in ecologically fragile regions of China. The Qinghai-
Tibet Plateau and the Xinjiang region are culture-hindered adaptation in economic evolution
to climate change in social transformation mainly due to traditional religions and distinctive
folk customs. The Yunnan-Guizhou Plateau is culture-mixed adaptation in economic evolution
mainly because multi-ethnic groups coexist under diverse climates in micro-watersheds. The
Sichuan Basin is cultural-impelled adaptation in economic evolution to regional environmental
change. There people migrate back and forth between mountainous and plain regions mainly
for survival under variance of regional climate changes and the ruggedness of geographical
conditions. The Loess Plateau has experienced culture-hindered and culture-mixed adaptation
due to its important military location and long history of economic base. This forms a dis-
tinctive local culture which can self-impel technological innovation through advanced trans-
portation induced multi-cultural communication. The cultural elements are the most important
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factor to the economic evolution on the Loess Plateau, which experiences all three stages of
cultural transition under the limitations of climate changes and regional characteristics in so-
cial transformation. Thus, the real economic performance on the Loess Plateau is higher than
the most of ecologically fragile regions in China even if research records in English are less
than other regions on Google Scholar.

The implication of this study is that the English world has different preferences from Chinese
native researchers which lead to lower research records of the Loess Plateau on Google Scholar.
Another explanation is that indigenous knowledge throughout cultural evolution have already
solved some real problems and have been applied in daily living before those are documented
and published. This argument needs to be figured out in reviews of historical documents of a
specific region.
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1. Introduction

In recent years, globalization and its effects on the environment have garnered enormous at-
tention in connection with the heated debate over the so-called ‘pollution haven hypothesis
(PHH)’, which argues that pollution-intensive industries will move from developed countries
with stringent environmental regulations to developing countries with lax environmental regu-
lations (Eskeland and Harrison, 2003; Copeland and Taylor, 2004; Bu et al., 2011; Cole et al.,
2011). As a phenomenon, globalization has thus far proven to be too complicated to be exam-
ined through the lens of any single of its facets (such as its economic, cultural and political
facets), thus indicating that a multi-angle spatial vision must be constructed (Held, 1999; Held
and McGrew, 2003).

Previous studies of this subject in the economics literature have generally suffered from two
main constraints. First, most studies rarely consider a sufficiently large number of countries,
with most samples consisting of one or a few countries that do not provide a general global
picture. Second, regarding the dimension of globalization, nearly all the studies take the form
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of either trade or foreign direct investment (FDI), and dimensions of globalization other than
economic globalization have been largely ignored (Frankel, 2003).

FDI has been in the spotlight with regard to economic globalization because of the im-
portance attributed to greenhouse gas (GHG) emissions and global warming. Held (1999)
describes globalization as a historical process that transforms the spatial organization of so-
cial relations and transactions by developing transcontinental or interregional networks of
interactions through which power is exercised. However, Albrow (1996) sees globalization
in the spillovers of various actions, values, technology and products, which implies that –
beyond economic globalization – the international political and organizational struggle and
cross-cultural broadcasting are imperceptibly transforming our environment on a certain level
through political and social globalization.

Pollution issues cannot be assessed from a single perspective. Since the mid-1980s, glob-
alization has been associated with a remarkable growth in the level of popular concerns for
political, economic and sociocultural issues – including pollution – on a global basis due to
accelerated economic growth, intimate regional cooperation and widespread cultural broad-
casting. Among the concerns, Rodrik and Wacziarg (2005) indicate that political institutions
play a key role in global negotiations and have been recognized to exert an important influ-
ence on world economic growth. This recognition has attracted more attention to the link be-
tween political pluralism and economic liberalization and development, which may have led
to increased pollution levels based on all the linkages. At approximately the same time, envi-
ronmental reforms (mainly in OECD countries) also began to detach economic growth from
intensifying environmental or ecological disruptions, which served to enable economic growth
in some cases despite an absolute decline in resource consumption and pollution. In transition
economies (mainly non-OECD countries), only an improving democracy has a significant ef-
fect on political and economic conditions (Rodrik and Wacziarg, 2005), which may lead to
better environmental quality.

Generally, globalization not only eliminates border barriers around the world through its
own pluralism but also liberalizes the circulation of investment and sociopolitical flows. How-
ever, while higher levels of globalization can mean the advancement of our society, it can also
lead to environmental degradation. Because climate change is considered a challenge to our
future development, an increasing amount of research has focused on untangling the relation-
ship between the environment and how the multiple aspects of globalization affect different
types of FDI and firms’ relocation choices – how technological and knowledge spillovers work
in more than just an economic sense. However, it has thus far been difficult to understand the
extent to which environmental quality is influenced by the current wave of social and political
globalization.

Some research has intended to include political concerns – at least partially. For example,
Barrett and Graddy (2000) find that increases in civil and political freedoms significantly im-
prove environmental quality, and Fredriksson and Mani (2004) find that the combination of
trade integration and political stability enhances the stringency of environmental regulation.
Nonetheless, few researchers have explored globalization using a comprehensive analysis.

This paper aims to rectify this deficiency in the literature by integrating the theoretical prin-
ciples developed by Grossman and Krueger (1991) with empirical panel data evidence and
the new KOF globalization index. Adopting a panel data sample of 166 countries from 1990
to 2009, our results suggest that, on average, increased carbon emissions move in tandem
with higher levels of economic, social and political globalization and that this effect varies by
OECD and non-OECD country group. Further evidence reveals this coordinated relationship
after we decompose the major contributors of carbon emissions to identify emissions from the
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manufacturing and construction sector. We therefore provides consistent evidence and further
discussion of pollution haven effects in terms of climate change.

The remainder of this paper is organized as follows. Section 2 presents a literature review
of pollution haven studies and the analysis framework. Section 3 presents our basic empirical
strategy, including the model, the data and our instrumental variable (IV) method. Section 4
explains and discusses the estimation results. The conclusions are presented in Section 5.

2. Literature Review and Analytical Framework

2.1 Literature Review

Sanna-Randaccio (2012) summarizes the conclusions of several papers and indicates that the
importance of low-carbon FDI from developed countries and emission-saving technology from
multinational enterprises (MNEs) may improve the environmental quality in non-OECD coun-
tries by easing the degradation related to climate change. Thus far, empirical research (e.g.,
Frankel, 2009) based on cross-country data finds no support for pernicious effects of trade
with certain measures of environmental degradation. In another summary of empirical stud-
ies, Erdogan (2014) indicates that empirical studies have not found widespread support for
pollution haven effects that are triggered by FDI flows from developed to developing coun-
tries. The empirical evidence does suggest that trade and growth will lead to degradation of
some environmental measures, but carbon emissions may be an exception. A number of pio-
neering papers by John List and a series of researchers have explored the time series properties
of many types of pollutants to test the convergence of pollution levels across states and coun-
tries. Thus, Strazicich and List (2003) examine the convergence properties of carbon emissions
over a panel dataset of 21 industrial countries from 1960 to 1997 and find evidence that carbon
emissions patterns have converged. Brock and Taylor (2010) reinvestigate the Environmental
Kuznets Curve (EKC) with a modified approach and connect the EKC to the Solow model.
Using carbon emission data from 173 countries over the pre-Kyoto period, that is, 1960–1998,
the evidence developed by Brock and Taylor (2010) also provides an answer for current dis-
putes regarding the EKC and carbon emissions, as well as other pollutants. Some researchers
believe that differences in carbon emissions evidence emerge because carbon emissions are an
externality that can be addressed only at the global level (and not at the national level) because
of free rider problems. Thus, institutions of governance are necessary at the multinational level,
and these have not been in place until the recent wave of globalization.

As a result, globalization, economic growth and the environment may not necessarily be
in conflict. Air pollution problems require both an adequate level of income and an effec-
tive mechanism of supervision and governance. Thus, externalities such as GHG emissions
and other air pollutants are likely the consequence of global interactions. National govern-
ments cannot address these types of externalities on an individual basis but only with a global
mechanism. Our research contributes mainly by attempting to provide a general overview to
elucidate these problems and to show how globalization is linked to environmental problems
and the heated debates involving carbon emissions.

2.2 Analysis Framework

The pioneering work by Grossman and Krueger (1991) is central to this paper. It not only led to
a subsequent burgeoning literature on the EKC but also developed a convention of decompos-
ing trade’s influence on the environment into three categories of effects: technological, scale
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Table 1. Theoretically Predicted Effects of Globalization on the Environment.

Economic Social Political
globalization globalization globalization

Technology effect + + ?
Scale effect – ? ?
Composition effect +/– ? ?
Overall ? ? ?

Note: +/–/? stand for positive/negative/unknown effect, respectively. The table integrates
the author’s work with Grossman and Krueger (1991).

and compositional. These three categories are assumed to have positive, negative and unknown
effects on the environment, respectively. Within this framework, beyond economic globaliza-
tion, we integrate other dimensions of globalization, including social globalization and politi-
cal globalization as we move toward an analysis of globalization’s effects on the environment.
The theoretical predictions of the effects of globalization on the environment are summarized
in Table 1. First, with economic globalization, the effects are straightforward and are similar
to those addressed in Grossman and Krueger (1991). Second, social globalization, as defined
in the KOF index, indicates increasing linkages among international news, books, McDon-
alds, and the Internet. It is a process through which more international social integration might
generate more environmental technology spillovers that lead to better environmental quality.
Meanwhile, this process also brings changes in lifestyle and consumption from developed to
developing countries that are not necessarily environment or carbon friendly. Third, political
globalization, which is often ignored by economists, directly impacts how international insti-
tutions work and bring about change (e.g., the international conferences on climate change).

Given that the mechanisms for why and how social and political globalization affect carbon
emissions are less straightforward than those for economic globalization, further explanations
based on previous studies must be explored. With regard to social globalization, there are
at least three alternative but non-exclusive theoretical explanations, namely, transportation,
lifestyle changes and technology spillovers. First, as critical drivers of globalization, transport
systems (as one important component of social globalization) have contributed greatly to car-
bon emissions. Taking the example of air transport, between 1990 and 2004, GHG emissions
from aviation increased by 86%. In the case of India, between 2005 and 2007, domestic airline
companies ordered a total of 500 new airplanes from aircraft manufacturers Airbus and Boe-
ing to cover new travel needs. Second, given limited natural resources, environmentalists have
long warned developing and transition countries about trying to emulate Western lifestyles.
However, due to the wave of social globalization, the South has actually been catching up to
the North in terms of lifestyle, even though the income gap between the South and the North
has not significantly decreased. These lifestyle changes are often associated with deforesta-
tion, which makes carbon emissions even worse. Third, unlike the previous two mechanisms,
social globalization can also be positively related to reductions in carbon emissions, such as
through technology spillovers. That is, more personal contacts and information flows stimulate
more spillovers of environmental friendly technologies. In addition, such changes also bring
more environmental awareness to developing countries. For example, since Beijing Olympic
Games (a good example of social globalization), the Chinese authorities introduced a partial
ban on car traffic in the city.
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With regard to the mechanisms for political globalization’s effects on carbon emissions,
political scientists have gradually included climate politics in mainstream political science
research (Bernauer, 2013). Spilker (2012a, 2012b) suggests three mechanisms for how mem-
bership in intergovernmental organizations (IGOs) impacts the environmental performance
of developing countries. First, at least in principle, IGOs can compel member states to obey
their rules by raising the reputational stakes for reneging on agreements. Second, IGOs create
norms that define good behaviour – and what constitutes bad conduct. Third, although coun-
tries become members of an IGO for specific reasons, for example, financial assistance, they
are also exposed to the other purposes of the organization, such as environmental protection.
For example, by joining the Association of Southeast Asian Nations (ASEAN) in 1997, Laos
was required to implement a number of agreements pertaining to making agri-economic de-
velopment more sustainable, which as a side effect positively affected Laos’s environment.
When applying the above three mechanisms to the specific issue of carbon emissions, how-
ever, we must remember the differences between developed and developing countries. Tak-
ing the Kyoto Protocol as an example, the Annex I Parties with carbon reduction targets are
generally developed countries, while developing countries generally do not have carbon re-
duction targets. Given this difference, it is not diffucult to understand the recent report by the
International Energy Agency (IEA) stating that the carbon dioxide (CO2) emissions of de-
veloping countries “increased at a much faster rate” than the CO2 emissions of industrialized
countries.

To summarize, the influence of social and political globalization on climate change deserves
at least equal attention as economic globalization. To some extent, economic integration can
actually be regarded as the result of political arrangements and social/cultural proximity. Balli
and Pierucci (2015) highlight the role of political and social globalization in the following
question: if political and social globalizations are taken into account, does economic inte-
gration still play a role? Although our paper investigates the three aspects of globalization
separately, it will be interesting to compare the extent of each. We will return to this point later
when we discuss the empirical results.

Therefore, using the globalization index (KOF), we hope to present a fresh perspectives
on how developed and developing countries compete and interact with one another under the
framework of globalization. We intend to discuss the heated debates on pollution havens in
combination with the multi-faceted aspects of globalization and other hypotheses addressed
by economists, sociologists and political scientists.

3. Empirical Strategy

3.1 Model

Following Grossman and Krueger (1991), we begin by estimating the following reduced-form
equation for the time variation with countries to identify the effects of globalization on the
environment. We predict outwards to see whether income will converge by controlling income
per capita and its square term. The panel data model is a time-variant model that explains
pollutant emissions in country i and period t by:

Epcit = 𝛾i + 𝜃t + 𝛽1Yit + 𝛽2Y2
it + 𝛽3Gindexit + 𝛽4Economic structureit + 𝜀it (1)

where Epc is per capita pollutant emissions denoting the pollutant emission variable, 𝛾 repre-
sents country-specific intercepts, 𝜃 represents time-specific intercepts, and economic structure
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Figure 1. Carbon Emissions and GDP per Capita.

Note: The figure shows the relationship between carbon emissions and GDP per capita with full
sample. The left axis indicates the emissions level of CO2 in logarithm.

represents the manufacturing value added to the GDP to capture the structural change over
time and Y represents per capita GDP in logarithms of constant year US $. The square term
of Y is also included in the model following the classic setting of the Environmental Kuznets
Curve which is an inverted U shape. The scatterplot for carbon emissions and GDP per capita
is presented in Figure 1, which intuitively supports the inverted U shape instead of a N or S
shape.1

Gindex refers to the level of globalization using the KOF index, which is based on 23 vari-
ables that relate to the different dimensions of overall globalization in 207 countries (we con-
sider the overall globalization index for 161 countries, the economic globalization sub-index
for 135 countries, the social globalization sub-index for 163 countries and the political glob-
alization sub-index for 166 countries). The overall index and the sub-indices assume values
scaled from 1 (minimum globalization) to 100 (maximum globalization). The 2015 KOF glob-
alization index is available for the 1970–2011 period. These 23 variables are consolidated into
six groups, and the groups are further combined into three sub-indices and one overall index of
globalization in reasonable percentages derived using an objective statistical method (Dreher
2006; Dreher and Gaston, 2008; Dreher et al., 2008b). In this research, we adopt the 1990–
2009 data to examine globalization’s effect on pollutant emissions. The three sub-indices of
globalization lead us to the following equation:

Epcit = 𝛾i + 𝜃j + B1Yit + B2Y2
it + B3Sub−indexit + 𝛽4Economic structureit + 𝜀it (2)

where Sub-index refers to the level of economic globalization, social globalization or political
globalization, respectively and separately.
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According to the KOF index, these types of globalization are defined as follows:

� Economic globalization is characterized as two main group variables: (i) actual flows
(trade, foreign direct investment, portfolio investment, and income payment to foreign
nationals) and (ii) restrictions (hidden import barriers, mean tariff rate taxes on interna-
tional trade, and capital restrictions).

� Social globalization includes three groups of variables: (i) data on personal contacts (tele-
phone traffic, transfers, international tourism, foreign population, international letters), (ii)
data on information flows (internet users, television, trade in newspapers) and (iii) data on
cultural proximity (number of McDonald’s restaurants, number of IKEA stores, trade in
books).

� Political globalization is characterized by four different variables: embassies in foreign
countries, national membership in international organizations, participation in U.N. Secu-
rity Council Missions, and international treaties.

3.2 Data Resource and Descriptive Statistics

The data source for Epc is from Climate Data Explorer (World Resources Institute, 2015),
which provides comprehensive data on greenhouse gas emissions.2 Given the accessibility of
data we adopt three different measurements for the dependent variable (Epc): overall GHGs,
overall CO2 and CO2 from the manufacturing and construction sector. The relationship be-
tween these three measures can be described as follow. According to the database, CO2 emis-
sions is the major component of overall GHG emissions, which consists of four different types
of emissions, with total CO2 at 73% on the average and the rest at 27% (overall totals of CH4,
N2O and F-gas). Moreover, as for CO2 emissions itself, three sectors produce the majority, of
emissions, namely, transportation (22%), electricity and heat (42%), manufacturing and con-
struction (19%). Because the manufacturing and construction sector is more associated with
the pollution haven effect, we therefore focus on this sector to test the effect.

Table 2 reports the data sources and the descriptive statistics for two country subgroups. We
use two country subgroups for the 1990–2009 period (see the Appendix Table A1 for countries
includ in this research) for two reasons: first, this research tries to examine how long the period
of globalization after the 1980s affected the environment; second, previous research mainly
addressed the carbon emissions problem in the pre-Kyoto period (before 1998). Frankel (2009)
suggests that since the common view of a series of international environmental protocols set-
tled down, we might observe the influence among all countries by considering an extended
time period after 2000. In Figure 2, we show the relationship between GHG emissions and the
overall globalization index in a subsample. In most cases, our findings indicate that compara-
tively lower globalization levels with higher pollutant emissions characterize the majority of
non-OECD countries, with a correlation coefficient of 0.41.

3.3 Instrumental Variable Method

Since the globalization index may be endogenous in the FE estimation, the instrumental vari-
able method is adopted to tackle this issue. Following Felbermayr and Gröschl (2013) and
Eppinger and Potrafke (2016), we use the exogenous component of trade openness predicted
by geography and natural disasters as an IV for globalization variables in our model.
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Figure 2. GHG Emissions and Overall Globalization in the Cross-Section.

Note: The figure shows GHG emissions (from 1990 to 2009) and overall globalization index (from
1990 to 2009) by country type. The left axis indicates the emissions level of GHGs in logs. The

correlation coefficient is 0.43.

Frankel and Rose (2005) have attempted to isolate the effects that trade has independent of
income by means of a gravity model3 by first considering the relationship between pollution
and income. They find consistent support for the EKC in much of the literature for all three
air pollution types (SO2, NOx and PM). However, the results regarding CO2 emissions are not
consistent with our findings. Felbermayr and Gröschl (2013) show that natural disasters in one
country influence the trade of its trading partners and develop a concept that is best illustrated
with the following example: An earthquake affecting country A will increase the trade volumes
of other countries to country A. Moreover, the trade increases will be larger when a trading
country is located closer to country A. Eppinger and Potrafke (2016) elaborate upon this no-
tion and address the causality problems by proposing that the geographic component of trade
openness from the original model proposed by Frankel and Romer (1999) should be an IV
for globalization. Felbermayr and Gröschl (2013) further suggest the importance of consider-
ing the exogenous component of geography and natural disasters in predicting trade openness
as an IV for globalization. Therefore, the difference between Frankel and Romer (1999) and
Eppinger and Potrafke (2016) is that their identification strategy is designed explicitly for the
income-growth-nexus but not for examining the influence of globalization. Therefore, Frankel
and Romer’s (1999) results are not robust to the inclusion of geographic controls in the second
stage of the model. Eppinger and Potrafke (2016) mainly address this problem by controlling
for any observed or unobserved country-specific effects in their panel approaches which allows
the use of IVs in a panel data model and for the control of the bias.

Eppinger and Potrafke (2016) build their IV model by improving upon the Frankel and
Romer (1999) model and their IV is generally constructed in two steps: Eppinger and Potrafke
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(2016) estimate a reduced gravity model on a large sample of country pairs that explains the
bilateral trade openness of country i to trade with country j in year t by natural disasters in
country j. They further apply Poisson Pseudo Maximum Likelihood (PPML) to predict their
instrumental variables. The modified gravity equation proposed by Frankel and Romer (1999)
is grounded in their methodology, which explains the bilateral trade openness (the sum of
imports and exports as a share of GDP) of the trade between country i and country j in year t
with respect to country j following natural disasters in country j and the disaster variables that
are exogenous to country i are shown as

Trade openessijt = 𝛾0 + 𝛾1 ln (Population)it + 𝛾2 ln (Population)jt + 𝛾3 ln (Distance)ij
+ 𝛾4 ln (Border)ij + 𝛾5Disasterjt + 𝛾6Disasterjt × Borderij
+ 𝛾7Disasterjt × ln (Population)jt + 𝛾8Disasterjt × ln (Area)jt
+ 𝛾9Disasterjt × ln (Dist.fin.center)jt + 𝛿i + 𝛿j + 𝛿t + 𝜀ijt

(3)

From Equation (3), Eppinger and Potrafke (2016) generally obtain a predicted value for
yearly bilateral trade openness – the IV adopted in this paper. The identifying assumption in
the model of this research is that natural disasters in third countries have no effect on the pol-
lutant emissions of a country other than through trade. In any event, similar omitted variables
that influence growth, such as geographic and cultural characteristics, would also bias the es-
timates of trade openness. As a variable in the second stage, the model includes a large sample
of country pairs that explains bilateral trade openness (the sum of imports and exports as a
share of GDP) of country i to trade with country j in year t following natural disasters in coun-
try j, population, bilateral geographic variables (the logarithm of bilateral distance and a bor-
der dummy), and several interactions of the disaster variable. Following Frankel and Romer
(1999), the model also includes a border dummy (equal to one for neighbouring countries)
and the interaction terms assume that disasters in large countries, neighbouring countries, and
countries that are closer to financial centres have stronger effects on bilateral openness mea-
sures. To best determine the effectiveness of the IV, we include our first stage regression results
in all of our estimation result tables in the following form, where 𝜕FG

it−1 denotes the one-year
lag in predicted trade openness as suggested by Eppinger and Potrafke (2016)4.

Gindexit = 𝜃j + B1𝜕
FG
it−1𝛾i + B2Yit + B3Y2

it + 𝛽4Economic structureit + 𝜀it (4)

4. Empirical Results

4.1 Results using the Overall Globalization Index

We start by reporting the results using the overall globalization index; we report the results
using the sub-globalization index in later sub-sections. Table 3 presents the results for all three
dependent variables (GHG, CO2 and CO2 from the manufacturing and construction sector).
For every three columns in Table 3 (also in Tables 4–6), the first is based on the full sample
and, the second and third are based on the OECD and non-OECD subsamples, respectively,
in order to ease comparisons among them. Columns 1–9 of Table 3 show the initial results
using the overall globalization index with the fixed effect estimation, and the 2SLS estimation
results follow in columns 10–18. The results are robust to standard errors corrected for
heteroskedasticity and are clustered at the country level. As shown in Table 3 columns 1,
4 and 7, the coefficient of the overall globalization index is positive and reaches the 1%
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significant level. This result suggests that an increased globalization level is associated with
higher environmental pollution. We further compare the differences in the results for OECD
and non-OECD countries. The initial results support the pollution haven effect for different
performances with increased globalization in terms of climate change. The only negative and
significant result in column 8 at the 10% level suggests a necessary discussion on carbon
emissions from the industrial subsector, although the inference is not necessary true for OECD
countries.

Our results also suggest that the higher the proportion of GDP derived from manufacturing
is, the worse the environmental quality will be. In addition, the results are clearer for OECD
countries, which we can attribute to the advantages of cleaner technologies, cleaner production
procedures and effective environmental regulations in improving environmental quality, even
with a higher contribution to GDP from manufacturing. Otherwise, this finding may be con-
sistent with the pollution haven hypothesis, such that developed countries move their heavy
polluting industries to non-OECD countries.

The 2SLS estimation results are presented on the right side of Table 3 (columns 10–18),
which take the one-period lag of the predicted trade openness as an instrumental variable
following Eppinger and Potrafke (2016). In the first stage, the IV has a significant effect on
globalization across our panel with an F-statistic above Stock and Yogo’s (2005) 20% crit-
ical value. These findings suggest that the partial correlation described in the OLS model
slightly rejects a causal effect of globalization on pollutant emissions. We report 2SLS esti-
mates based on the full panel set for the period from 1990–2009, although the entire one-year
lag predicted trade share might not have a strong effect on the KOF globalization index in
full periods of our data, indicating a potential problem of a weak IV. In general, the results of
2SLS estimations in Table 3 consistently support by the prior results. Further detailed discus-
sion, including sub-indicator effects of globalization on pollution, is provided in the following
section.

4.2 Greenhouse Gas and Carbon Emissions

After investigating the effect of overall globalization on climate change, we now decompose
the overall globalization index into three sub-indexes and report the individual effects of each.
Tables 4 and 5 present the results using as dependent variable of GHGs and CO2 respec-
tively, considering the separate effects of three sub-globalization indexes economic, social and
political.

As discussed earlier, we are more interested in the comparisons between different country
groups. As shown in columns 2, 5 and 8 for the OECD countries and columns 3, 6 and 9 for
the non-OECD countries in both Tables 4 and 5, the coefficient of the economic, social and
political index is still positive and significant in columns 3, 6 and 9. However, it is not sig-
nificant in columns 2 and 5 and 8 in both Tables 4 and 5. Therefore, it can be inferred that
an increased level of economic, social and political globalization is associated with higher
pollutant emissions for non-OECD countries. In addition, the results for the sub-globalization
index for GHGs and carbon emissions show that increased globalization – whether economic,
social or political globalization – leads to higher environmental degradation for non-OECD
countries. However, a significant effect cannot be found for OECD countries. Based on these
results, we cannot prove that the significant increase in the volume of emissions in non-
OECD countries is associated with the transfer of pollution from OECD countries. Conversely,
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MNEs may demonstrate some positive effects from technology spillovers through a variety of
globalization channels or greener FDI. Therefore, increasing emissions in non-OECD coun-
tries may be regarded as a reflection of long-run progress and economic transition. Thus far,
this initial finding for greenhouse gas and carbon emissions might not sufficiently clarify the
debate regarding whether a higher level of globalization will result in the transfer of polluters
from home countries to developing countries using aggregate indicators. Therefore, we take
one step further to analyse the major concern of pollution haven effects – carbon emissions
from the manufacturing and construction sector.

4.3 CO2 emissions from the Manufacturing and Construction Sector

The results for carbon emissions from the manufacturing and construction sectors are reported
in Table 6. In Section 4.1, we reported that overall globalization has a negative coefficient at a
10% significant level in column 8 (OECD country) of Table 3. This finding indicates that in-
creased globalization positively affects the contribution of the manufacturing and construction
sector in improving the environmental quality in OECD countries. However, the mechanism
under globalization is not clear from these initial results. Our evidence from the estimation
of the sub-dimensions of globalization in Table 6 further supports the pollution haven effects,
demonstrating that higher economic, social and political globalization leads to a cleaner en-
vironment in OECD countries and to almost continuous environmental degradation in non-
OECD countries.

The evidence from the manufacturing and construction sector directly supports the exis-
tence of pollution haven effects between OECD and non-OECD countries. There are two main
causes for these pollution haven effects in the manufacturing and construction sector. First,
theoretical research (Sanna-Randaccio and Sestini, 2012) suggests that the fear of moving all
production abroad by means of FDI between two countries (with and without more stringent
climate measures) is mainly due to high transport costs. However, Reinaud (2008) analyses
job losses in the home country and direct carbon emissions increases in less environmentally
stringent countries and finds that characteristics such as low income, high labour intensity, and
comparatively lower environmental standards characterize non-OECD countries but that the
actual transfers from the polluting manufacturing and construction industries occur not only
by means of FDI but also through regional integration and cultural unifications.

Second, it is not only economic globalization that enables OECD countries to shift those
high-carbon industries to developing countries, but also political and social globalization.
More interestingly, our findings support the view of Balli and Pierucci (2015) who argue that
the role of political and social globalization can be even larger than that of economic global-
ization. Indeed, in columns of 2, 5 and 8 of Table 6, the absolute value of the coefficient of
political globalization (0.0069) and social globalization (0.0072) are greater than that of eco-
nomic globalization (0.0020). This finding again highlights that globalization should not be
simplified to only economic globalization.

Potential endogeneity problems associated with globalization may bias the estimation re-
sults. In general, the results of the IV models (as shown on the right side of Table 6) are
consistent with the results of the previous FE models. The coefficient of economic social and
political globalization on emissions from the manufacturing and construction subsector in the
OECD country sub-sample were not significant. In the first stage, the IV has a positive and
significant effect on globalization and the three sub-globalization indicators with an F-statistic
above the Stock and Yogo’s (2005) 15% critical value. We further do the Hausman test for the
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comparison between the favour of FE and 2SLS models. The test results generally favor the
FE models, regarding the inference of non-OECD counties remains unchanged.

5. Conclusion

This paper investigates the relationship between globalization and climate change by adopt-
ing the new KOF globalization index and carbon emissions data. Our results suggest that, on
average, increased carbon emissions move in tandem with higher levels of economic, social
and political globalization and this effect varies by OECD and non-OECD country group.
Further evidence adopting data from the manufacturing and construction sector suggest that
globalization is negatively related to emissions from OECD countries but positively related to
emissions from non-OECD country group. These findings jointly support the pollution haven
effects in terms of climate change. Our estimation results are robust to different model settings,
alternative dependent variable measurements and the adoption of IV methods.

To the best of our knowledge, this analysis is the first that links climate change and global-
ization in a broad sense (previous studies mainly focus on either trade or FDI) based on large
scale sample data. We believe that such analysis can shed some light on the field on global-
ization and the environment, and contribute to the global policy making on climate change
issues.
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Notes

1. To rule out the possibility of other forms of EKC, we also applied the Likelihood Ratio
Test (LRT) for the robustness check. The results are available upon request.

2. For the detailed data see http://www.wri.org/resources/data-sets/cait-us-states-greenhouse-
gas-emissions.

3. The gravity model specifies the exogenous determinants of a country’s level of trade dis-
tance from major trading partners, including common borders or languages, landlocked-
ness, size, income per capita and others.

4. We acknowledge Peter Eppinger and Niklas Portafke for sharing data and Gabriel Felber-
mayr and Jasmin Gröschl for providing their data and codes to compute the initial predicted
trade openness values.
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Appendix

Table A1. List of Countries Considered in this Research

Sample of OECD countries, n = 24

Australia (1971) Austria Belgium Canada
Denmark Finland (1969) France Germany
Greece Iceland Ireland Italy
Japan (1964) Luxembourg Netherlands New Zealand (1973)
Norway Portugal Spain Sweden
Switzerland Turkey United Kingdom United States

Sample of Non-OECD Countries, n = 142

Afghanistan Albania Algeria Angola
Antigua & Barbuda Argentina Armenia Azerbaijan
Bahamas Bahrain Bangladesh Barbados
Belarus Belize Benin Bhutan
Bolivia Bosnia & Herzegovina Botswana Brazil
Brunei Burkina Faso Burundi Cambodia
Cameroon Cape Verde Central African Republic Chad
Chile China Colombia Comoros
Congo, Dem. Rep. Congo, Rep. Cote d’Ivoire Czech Republic (1995)
Croatia Cuba Cyprus Djibouti
Dominica Dominican Republic Ecuador Egypt
El Salvador Eritrea Estonia Ethiopia
Fiji Gabon Georgia Ghana
Grenada Guatemala Guinea Guinea-Bissau
Guyana Hungary (1996) Honduras India
Indonesia Iran Jamaica Jordan
Kazakhstan Kenya Kiribati Kyrgyzstan
Laos Latvia Lebanon Lesotho
Lithuania Macedonia, FYR Madagascar Malawi
Malaysia Maldives Mauritania Mauritius
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Sample of Non-OECD Countries, n = 142

Mexico (1994) Moldova Mongolia Morocco
Mozambique Myanmar Namibia Nepal
Nicaragua Niger Nigeria Oman
Pakistan Palau Panama Papua New Guinea
Paraguay Peru Philippines Poland (1996)
Qatar Romania Russian Federation Rwanda
Sao Tome & Principe Saudi Arabia Senegal Seychelles
Sierra Leone Singapore Slovenia South Korea (1996)
Solomon Islands Slovakia (2000) South Africa Sri Lanka
St. Kitts and Nevis St. Lucia St. Vincent and the Grenadines Sudan
Suriname Swaziland Syria Tajikistan
Tanzania Thailand Togo Tonga
Trinidad & Tobago Tunisia Turkmenistan Uganda
Ukraine United Arab Emirates Uruguay Uzbekistan
Vanuatu Venezuela Vietnam Yemen
Zambia Zimbabwe

Note: Many countries participate in OECD after 1961 (the beginning of OECD). Therefore, following the
previous empirical researches’ design on sub-sample regression, once a country participates in OECD group
after 1990, we will regard that country as non-OECD country across our time period from 1990 to 2009. The
join time of those non-original members are reported in parenthesis.
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1. Introduction

The achievement of strong decoupling between economic growth and environmental degrada-
tion crucially depends on technological improvements which reduce environmental pressure
from production and consumption (Popp et al., 2010). Differently from other complementary
forces which contribute to improved environmental quality – such as structural changes in pro-
duction and consumption patterns towards cleaner sectors and products or a reduction in the
scale of the economy –, technological change aimed at improving environmental quality and
at decreasing environmental pressure also reduces the cost of meeting environmental targets
for society as a whole. Therefore, environmental technological change may potentially lead
to win-win situations in which improvements in environmental quality and economic growth
coexist. This potential for win-win outcomes has attracted the attention of policy makers, who
have devoted an increasingly larger share of government budget to stimulating the generation
and diffusion of environmentally beneficial technologies (EEA, 2014).
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Environmental technological change also plays a relevant role in actual policy debate, es-
pecially after the launch of the Circular Economy package in December 2015, which seeks to
boost European (EU) competitiveness through new business opportunities and innovative and
‘circular’ means of production and consumption. More specifically, higher resource efficiency
in economic processes can be achieved by reducing the use of resources along the various
production chain phases, their initial extraction and the disposal into the environment. An im-
portant role in this transition is played by economic composition and innovation intensity of
the economy, as well as by the environmental and industrial policy settings, all elements ad-
dressed in this paper. In this view, environmental innovation (EI) can be seen both as a potential
factor that intermediates policy effects on resource efficiency, and a channel to increase overall
environmental efficiency of the entire production process. In simpler terms, moving towards
a circular economy involves a rethinking of production cycles, production technologies, con-
sumer behaviour and environmental policies, which are all factors that hinge heavily on the
concept of EI. Even more interestingly, the intersection between EI and the EU environmental
agenda does not limit to these considerations, as technological change can play a relevant role
also in the strategies for decarbonising Europe. The roadmap towards a low-carbon economy
by the European Commission, in fact, sets out ambitious targets in terms of emission reduction
to be reached by 2050. In this context, technology, as well as socioeconomic and policy issues,
can play a relevant role in reaching these stringent policy goals (EEA, 2014), as shown in some
recent contribution like EEA (2015) for the transport sector and Schmidt et al. (2012) for the
energy sector. Some more insights on this topic can be found in Section 5 of this paper.

So far, a consistent research effort has been made to analyse EI, interpreted according to one
of the widely accepted definitions of the Measuring Ecoinnovation project as ‘the production,
assimilation or exploitation of a product, production process, service or management or busi-
ness methods that is novel to the firm [or organization] and which results, throughout its life
cycle, in a reduction of environmental risk, pollution and other negative impacts of resources
use (including energy use) compared to relevant alternatives’ (Kemp & Pearson, 2007, p. 7).
Whereas the focus has mostly been on EI, the term ecoinnovation can be defined as a subclass
of EI, which happens when innovations improve not only environmental but also economic
performance (Ekins, 2010). Given the broad spectrum of contributions in this field, our pa-
per is aimed at systematizing them by providing an original methodology to identify the main
paths of development within this strand of the literature and to derive implications in terms of
main findings and possible extensions of key emerging themes.

Ours is not the first paper which attempts to offer a detailed review of the literature on EI.
One of the most comprehensive reviews of this literature is a paper by Popp et al. (2010), in
which a thorough analysis of the economics of environmental technological change is pro-
posed. After defining the concept of environmental technological change and the mechanisms
behind its functioning, the authors move on to describe the policy implications emerging from
a better understanding of said technological change. The literature review by Ambec et al.
(2013) also focuses on how environmental regulation affects innovation, but it differs from
the work by Popp et al. (2010) since it centres around the argument that well-designed reg-
ulation can enhance competitiveness by stimulating the search for new, profitable opportuni-
ties through EI. This argument, known as the ‘Porter Hypothesis’ (Porter & Van der Linde,
1995), is explored in Ambec et al. (2013) in both its theoretical foundations and empirical
evidence. The review of Dechezlepretre and Sato (2014) looks at the impact of EI on competi-
tiveness, showing that recent empirical analysis has found very small effects of environmental
regulation on productivity, employment and competitiveness. On the other hand, the authors
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highlight the role played by environmental regulations as drivers for the development of green
technologies which are likely to have economy-wide benefits. Besides potentially positive im-
pacts of EI on business performance (also see UNEP, 2014), it contributes substantially to
reducing environmental pressures from production and consumption activities. These benefits
for the society as a whole are often neglected in the literature that evaluates the impact of EI.
However, depending on the type of environmental pressure at stake and the type of innovation
that is considered, the relative and absolute magnitude of benefits linked to EI for business
(private) and society (public) may differ substantially. This heterogeneity in the distribution
of benefits from EI is indeed crucial to understand whether innovation is driven by business
opportunities or public policies. A discussion and review of the literature on the determinants
of environmental technological change is presented by Del Rı́o (2009). This work combines
qualitative and quantitative approaches and it concludes by providing suggestions for future
research, to complement different theoretical perspectives and to account for ‘the interplay
between the variables influencing environmental technological change and the interaction be-
tween the different stages of this process, including the invention stage’ (Del Rı́o, 2009, p. 871).
An attempt in this direction is the paper by Cecere et al. (2014), in which the literature on EI is
reviewed by using an evolutionary approach and by stressing the role of technological lock-ins
and path dependence in order to better understand which barriers challenge the development
and uptake of EI. The presence of initial advantages in relation to existing technological tra-
jectories – which are often pollution-intensive – can create lock-ins which come at the expense
of EI uptake. These lock-ins prevent the uptake of radical innovations like, for instance, those
represented by alternative engine technologies, such as electric or fuel cell vehicle technol-
ogy (Oltra & Saint Jean, 2009). Still focusing on technological EI, the review by Allan et al.
(2014) analyses the last stage of the Schumpeterian innovation process connecting the ‘inven-
tion’, ‘innovation’ and ‘diffusion’ phases (Schumpeter, 1942), since it is ‘through the process
of diffusion that the (environmental) benefits of a new technology come to be widely enjoyed’
(Allan et al., 2014, p. 2).

Starting from these premises, this contribution has several interrelated purposes, that is:
i) presenting a broad and up-to-date review which includes academic contributions on the
topic of EI; ii) developing and adopting a rigorous methodology in order to identify the main
knowledge patterns in EI studies; iii) identifying the main macrothemes in this specific field
by means of the proposed methodology and iv) proposing a research agenda based on future
extensions and macrothemes saturation.

Coherently with Rennings (2000), this paper adopts multidisciplinary lens to positively ben-
efit from both neoclassical and evolutionary approaches to the innovation studies, as the study
and understanding of EI is complex and thus in need for methodological pluralism. Whereas
neoclassical approaches can better contribute to the understanding of EI as characterized by
a ‘double externality’ and thus in need for a regulatory push and pull stimulus and a proper
incentivizing system, evolutionary approaches are better equipped in explaining the relevance
of the context in which EI emerge and evolve (or do not emerge nor evolve), EI’s knowledge
trajectories as well as the importance of social and institutional innovations required for their
diffusion (Rennings, 2000).

The methodology used in this paper builds on the empirical analysis of a citation network for
scientific articles. In this network, scientific articles and books are the nodes, whereas citations
are the links connecting them.1 Thanks to the methods proposed by Hummon and Doreian
(1989, 1990), it is possible to weight the network based on the importance of its nodes and
to identify the most representative subnetworks. This technique, called Main Path Analysis,
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helps us to define streams of knowledge of particular significance for the development of the EI
literature. Indeed, differently from other surveys, this methodology allows us to select papers
regarding main knowledge advances in the field of EI, exploring their distinctive features.
However, although this rigorously determines our initial set of articles, we have added other
papers which cite those already included, in order to present a valuable and complete survey
of knowledge trends in this field.

The structure of the paper is as follows. Section 2 explores how the citation network is built
and the methodology used to identify the most relevant papers contributing to the development
of the literature on EI. Sections 3–6 analyse the topics deriving from the main path analysis.
Section 7 concludes by summarizing the main findings and discussing either the need and
potential for future contributions or the presence of possible saturation in a field where limited
future extensions are envisaged.

2. Knowledge Advances Related to EI

In order to reduce the arbitrariness which often affects review exercises, we identify the knowl-
edge codified in scientific articles and books, upon which our discussion is built, through a
combined process based on keyword searches and network analysis. This allows us, on the
one hand, to outline a selection of scientific outputs related to EI and, on the other hand, to
single out the main knowledge advances characterizing the literature.

Firstly, we conduct a keyword search in the ISI Web of Science (Thomson Reuters: http://
thomsonreuters.com/en.html, last accessed: November 2014). This database is used in other
studies that carry out network analysis of scientific papers (Mina et al., 2007; Consoli &
Ramlogan, 2008; Lu & Liu, 2014) and provides up-to-date information on research outputs
often used in bibliometric analyses. We then identify relevant documents for our survey by
searching the main unstructured items (i.e. title and abstract) for keywords such as ‘environ-
mental innovation’, ‘environmental technologies’, ‘environmentally friendly technologies’,
etc. using different combinations. The result of the search process is a collection of 2033
articles and books, to which related citing documents are also added. Furthermore, in order to
reduce the number of irrelevant items and to exclude those which do not cite any documents
within the above sample, we focus on ‘internal’ citations among the documents. That is,
following Martinelli and Nomaler (2014), we only include articles and books citing the initial
sample of 2033 items. After cleaning for missing information (some articles do not report the
names of the authors, the title, etc.), the final sample comprises 833 items. We then collect the
relevant articles and books and build the citation network. Figure 1 shows the resulting map in
which the documents are the nodes and the citations are the arcs connecting them. The result
is a directed acyclic network with temporal dimension, made of 833 nodes and 2055 citations
among them. This means that the network does not present loops (i.e. if scientific paper A
cites B, B cannot cite A) and it is directed, that is, its edges have an orientation (e.g. A cites
B). From Figure 1, we can identify three main groups of nodes. The first is a highly connected
group of nodes with a high number of backward and forward citations. These nodes are located
in the dense core of nodes in the centre of the network. The second type refers to nodes that
are connected to the network through few links and are placed in the peripheral area of the net-
work. Finally, there are nodes not connected to the main network. These are the isolated nodes
in the boarder of the figure and they can be defined as subnetworks. Since the seminal works
by Garfield (1955), Garfield et al. (1964) and De Solla Price (1965), citations have been used
to detect main scientific advances within a network of scientific papers. Articles in academic



A SURVEY OF THE LITERATURE ON ENVIRONMENTAL INNOVATION 225

Figure 1. Full Network.

Source: Own elaboration.

journals provide a wealth of information. Among other things, citations play a pivotal role in
tracing ‘prior art’ upon which new knowledge is built. In addition, citations highlight the fact
that connected articles share common content (Hummon & Doreian, 1989, 1990). Following
this approach, citation graphs can be used to analyse scientific and technological knowledge
advances both synchronically and diachronically (among others: Mina et al., 2007; Consoli &
Ramlogan, 2008; Barberá-Tomás & Consoli, 2012; Epicoco, 2013; Lu & Liu, 2014; Martinelli
& Nomaler, 2014). However, since networks are usually characterized by a complex structure
of nodes and links, Hummon and Doreian (1989, 1990) propose three indices to identify main
streams of knowledge within directed networks, that is, the Main Path Analysis.

In order to trace the main advances in the literature on EI and to single out the most relevant
documents, our survey uses the Critical Path Method (CPM) algorithm implemented in Pajek,
a software program for the analysis and visualization of large networks, adopted here to extrap-
olate the main directions along which knowledge trajectories evolve. While the technicalities
of this method are detailed elsewhere (Batagelj et al., 2014), here we focus on describing the
output generated using this technique. CPM identifies essential subnetworks by computing
all the source-sink paths linking each startpoint to each endpoint. The former indicates nodes
which do not cite any previous nodes but which are cited by following ones. The latter indi-
cates nodes which are not cited by any following nodes but which are linked to previous ones.
Then, CPM selects the source-sink path with the largest total sum of weights. The weights
are used as a proxy for the importance of the unit/arc within the network. In relation to this,
we calculate traversal weights using the Search Path Count (SPC) method (Batagelj, 1991,
2003), which measures the importance of the arcs linking the nodes, following Hummon and
Doreian’s main path analysis. This is done by counting the number of times a source-sink path
passes through an arc, divided by the total number of source-sink paths in the network. That is,
the higher the number of times an arc is included in source-sink paths, the greater its weight,
and therefore, its importance. The output of this process is a set of articles representing the
most important part of the network.
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Figure 2. Longest Source-Sink Path Detected Using the CMP Method. In Dark-Grey, the Most
Important Path within the Whole Network, Identified by the CMP Path with SPC Weights.

Source: Own elaboration.

In addition, we propose a second application of the CPM algorithm assuming all nodes/arcs
to be equally important, instead of calculating them by means of the SPC algorithm. In this
way, we trace the longest source-sink path characterizing the literature on EI, which identifies
the backbone structure of the network.

As shown in Figure 2, the most important subnetwork detected via the first algorithm, which
uses SPC weights to calculate arc importance (red nodes), is also included in the longest path
outlined by the second application, which is based on equally weighted arcs (light-grey nodes).

By collecting the documents identified using these two algorithms, we obtain a subset of 32
scientific articles which we adopt as a starting point to investigate how the literature on EI has
developed over the last few decades. These articles are listed in Table 1 in which the papers
retrieved through the methodology described in this section are identified.

Interestingly, it is possible to detect four subtopics or branches among these contributions.
The first one refers to the drivers of EI, paying particular attention to Environmental Manage-
ment Systems (EMS). The second stream of articles discusses the economic implications of
EI production and adoption. The third topic relates to the effects of innovation on environmen-
tal performance, a rather unexplored line of investigation which has been growing in recent
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Table 1. Articles Surveyed.

Main Type of Geographical
Article Journal path Subtopic analysis coverage

Alpay et al. (2002) American Journal of
Agricultural Economics

No Policy inducement
mechanism

Meso Mexico

Ambec et al. (2013) Review of Environmental
Economics and Policy

No Policy inducement
mechanism

Theoretical N.A.

Antonioli et al. (2013) Research Policy Yes Determinants of EI;
Policy inducement
mechanism

Micro Italy

Antonioli et al. (2016) Economics of Innovation
and New Technologies

No Environmental effects
of EI

Micro Italy

Barbieri (2015) Ecological Economics No Policy inducement
mechanism

Micro All Countries

Beise & Rennings
(2005)

Ecological Economics Yes Policy inducement
mechanism

Theoretical N.A.

Berman & Bui (2001) Review of Economics and
Statistics

No Policy inducement
mechanism

Meso Los Angeles
(USA)

Brunnermeier &
Cohen (2003)

Journal of Environmental
Economics and
Management

No Policy inducement
mechanism

Meso USA

Cainelli & Mazzanti
(2013)

Research Policy Yes Determinants of EI Meso Italy

Cainelli & Mazzanti
(2013)

Research Policy Yes Environmental effects
of EI

Micro Italy

Cainelli et al. (2012) Industry and Innovation Yes Determinants of EI Micro Italy
Carrión-Flores &

Innes (2010)
Journal of Environmental

Economics and
Management

No Environmental effects
of EI

Micro USA

Cheng et al. (2014) Journal of Cleaner
Production

No Economic effects of EI Micro Taiwan

Corradini et al. (2014) Ecological Economics Yes Determinants of EI;
Environmental
effects of EI

Meso 14 EU
countries

Costantini & Crespi
(2008)

Ecological Economics Yes Policy inducement
mechanism

Macro OECD
countries

Costantini & Crespi
(2013)

Journal of Evolutionary
Economics

Yes Policy inducement
mechanism

Macro OECD
countries

Costantini &
Mazzanti (2012)

Research Policy Yes Policy inducement
mechanism

Macro EU

Costantini et al.
(2013)

Ecological Economics Yes Environmental effects
of EI

Meso Italy

Cuerva et al. (2014) Journal of Cleaner
Production

No Determinants of
EI - EMS

Micro Spain

De Marchi &
Grandinetti (2013)

Journal of Knowledge
Management

No Determinants of EI Micro Italy

De Marchi (2012) Research Policy No Determinants of EI Micro Spain
De Vries & Withagen

(2005)
Working Paper No Policy inducement

mechanism
Macro OECD

countries
Dechezlepretre and

Sato (2014)
Policy Report No Economic effects of EI Survey N.A.

Demirel & Kesidou
(2011)

Ecological Economics Yes Determinants of EI Micro UK

(continued)
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Table 1. (Continued)

Main Type of Geographical
Article Journal path Subtopic analysis coverage

Demirel & Kesidou
(2011)

Ecological Economics Yes Determinants of
EI - EMS

Micro UK

Duchin et al. (1995) Ecological Economics Yes Economic effects of EI Theoretical N.A.
Faucheux & Nicolaı

(1998)
Ecological Economics Yes Economic effects of EI Theoretical N.A.

Ghisetti & Quatraro
(2013)

Ecological Economics Yes Policy inducement
mechanism

Meso Italy

Ghisetti & Quatraro
(2013)

Ecological Economics Yes Determinants of EI Meso Italy

Ghisetti & Rennings
(2014)

Journal of Cleaner
Production

Yes Economic effects of EI Micro Germany

Ghisetti and Pontoni
(2015)

Ecological Economics No Determinants of EI Survey N.A.

Ghisetti et al. (2015) Research Policy No Determinants of EI Micro 11 EU
countries

Gilli et al. (2013) The Journal of
Socio-Economics

No Environmental effects
of EI

Meso 5 EU
countries

Gilli et al. (2014) Ecological Economics No Environmental effects
of EI

Meso 10 EU
countries

Horbach & Rennings
(2013)

Journal of Cleaner
Production

No Economic effects of EI Micro Germany

Horbach (2008) Research Policy Yes Determinants of EI;
Determinants of
EI - EMS

Micro Germany

Horbach (2010) Journal of Economics and
Statistics

No Economic effects of EI Micro Germany

Horbach et al. (2012) Ecological Economics No Determinants of EI Micro Germany
Jaffe & Palmer (1997) Review of Economics and

Statistics
Yes Policy inducement

mechanism
Meso USA

Jaffe & Stavins (1995) Journal of Environmental
Economics and
Management

No Policy inducement
mechanism

Theoretical N.A.

Jaffe et al. (2002) Environmental and
Resource Economics

No Environmental effects
of EI; Policy
inducement
mechanism

Theoretical N.A.

Johnstone et al.
(2010)

Environmental and
Resource Economics

No Policy inducement
mechanism

Macro OECD
countries

Kesidou & Demirel
(2012)

Research Policy Yes Determinants of EI Micro UK

Lanoie et al. (2008) Journal of Productivity
Analysis

No Policy inducement
mechanism

Meso Quebec
(Canada)

Lanoie et al. (2011) Journal of Economics &
Management Strategy

No Economic effects of EI Micro USA,
Germany,
Hungary,
Japan,
France,
Norway

Marin & Mazzanti
(2013)

Journal of Evolutionary
Economics

Yes Environmental effects
of EI

Meso Italy
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Table 1. (Continued)

Main Type of Geographical
Article Journal path Subtopic analysis coverage

Marin (2014) Research Policy No Economic effects of EI Micro Italy
Mazzanti & Montini

(2010)
Ecological Economics Yes Environmental effects

of EI
Meso Italy

Mazzanti & Zoboli
(2006)

Ecological Economics Yes Policy inducement
mechanism

Theoretical N.A.

Mazzanti & Zoboli
(2009)

Ecological Economics Yes Economic effects of EI Meso Italy

Mazzanti & Zoboli
(2009)

Ecological Economics Yes Environmental effects
of EI

Meso Italy

Mazzanti et al. (2015) Empirica No Policy inducement
mechanism

Meso EU

McGuire (1982) Journal of Public
Economics

No Policy inducement
mechanism

Theoretical N.A.

Nesta et al. (2014) Journal of Environmental
Economics and
Management

No Policy inducement
mechanism

Macro OECD
countries

Parry (1995) Resource and Energy
Economics

Yes Policy inducement
mechanism

Theoretical N.A.

Pethig (1976) Journal of Environmental
Economics and
Management

No Policy inducement
mechanism

Theoretical N.A.

Popp (2002) American Economic
Review

Yes Policy inducement
mechanism

Meso USA

Popp (2003) Journal of Policy Analysis
and Management

No Policy inducement
mechanism

Micro USA

Popp (2005) Ecological Economics Yes Determinants of EI Survey N.A.
Porter & Van der

Linde (1995)
Journal of Economic

Perspectives
No Economic effects of EI;

Policy inducement
mechanism

Theoretical N.A.

Porter (1991) Scientific American No Policy inducement
mechanism

Theoretical N.A.

Rehfeld et al. (2007) Ecological Economics Yes Determinants of EI;
Determinants of
EI - EMS

Micro Germany

Rennings (2000) Ecological Economics Yes Determinants of EI Theoretical N.A.
Rennings et al. (2006) Ecological Economics Yes Determinants of

EI - EMS
Micro Germany

Requate (2005) Ecological Economics Yes Policy inducement
mechanism

Theoretical N.A.

Wagner (2007) Research Policy Yes Determinants of
EI - EMS

Micro Germany

Wagner (2008) Ecological Economics Yes Determinants of
EI - EMS

Micro 9 EU
countries

Wang et al. (2012) Energy Policy No Environmental effects
of EI

Meso China

Weina et al. (2016) Environmental Economics
and Policy Studies

No Environmental effects
of EI

Meso Italy

Ziegler & Nogareda
(2009)

Research Policy Yes Determinants of
EI - EMS

Micro Germany

Note: Type of analysis: micro, meso (sectoral and/or regional), macro, theoretical and survey.
The column Main Path specifies if the paper has been detected through the Main Path algorithm or not.
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Table 2. Summary Statistics of the Articles Surveyed.

Year <2000 2000–2005 2006–2010 >2010 Tot
No. of articles 10 12 18 37 77

Subtopics Determinants
of EI

Determinants
of EI - EMS

Economic effects
of EI

Environmental
effects of EI

Policy
inducement
mechanism

Tot

No. of articles 16 9 11 13 28 77

Geographical
level

All countries EU countries N.A. OECD
countries

Single country Tot

No. of articles 1 8 19 6 43 77

Level of
analysis

Macro Meso Micro Survey Theoretical Tot

No. of articles 6 21 31 3 16 77

Top 5 Journals Ecological
Economics

Research
Policy

Journal of
Environmental
Economics and
Management

Journal of
Cleaner
Production

Environmental
and Resource
Economics

Tot

% of articles 35.1 16.9 6.5 5.2 3.9 67.5

years. Finally, the last branch focuses on the inducement effect of environmental policies on
EI, exploring the theoretical framework outlined by the Porter Hypothesis.

The majority of those articles present original empirical analysis, which exploit mainly two
typologies of data sources to measure EI: either survey or patent data.2 In the following sec-
tions of this paper, we develop our analysis starting from this subclassification and, in order
to provide a more exhaustive discussion of these themes, we also consider some of the citing
articles connected to the subset identified through our methodology. By doing so, we expand
our sample to include the first set of citations, thus enhancing the value of our analysis, but
without impacting on its reliability. Indeed, citations represent knowledge links among articles
and, thanks to this feature, they can be used to identify documents which share at least some
common pieces of knowledge. Finally, for the sake of completeness, certain relevant related
papers are included in the analysis of the main topics. The following sections discuss these
main topics related to EI, focusing on the articles found using this combined process. The
whole set of papers surveyed are presented in Table 1, whereas Table 2 reports the number of
articles by year, subtopic, geographical level, level of analysis and journal.

3. Determinants of EI

EI are characterized by a so-called ‘double externality’ (Rennings, 2000), since firstly they re-
duce the production of negative environmental externalities and secondly they might produce
positive knowledge externalities. Indeed, the knowledge featured in these innovations might
spill over the boundaries of the firms developing and/or adopting them and be beneficial to
other firms. This special nature is the reason why a recent strand of literature has emerged
with the purpose of investigating the determinants of EI adoption, that is, the elements trig-
gering success in EI uptake. Such strand of literature, represented by several contributions
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along the main path shown in Table 1 above, acknowledges that EI are not only technologi-
cal, but also organizational, social and institutional innovations (Horbach, 2008). Moreover,
their understanding greatly benefits from merging multiple disciplines ‘including evolution-
ary economics and technological change theories, industrial economics, systems analysis and
operations research, sociology and political sciences, actor-network and communication the-
ories, organizational change, and knowledge management’ (Del Rı́o et al., 2010, p. 542).

Consensus has emerged on the relevance of a set of elements which jointly stimulate EI
adoption by firms. These can be grouped into four clusters of determinants labelled, respec-
tively, ‘Market-pull’, ‘Technology-push’, ‘Firm-specific factors’ and ‘Regulation’ (Horbach,
2008; Horbach et al., 2012; for a review Ghisetti & Pontoni, 2015). Market conditions, such as
expectations of future turnover, previous economic performance, demand for new ecoproducts
or consumer preferences, have been confirmed to frame the ‘green’ choices of firms. Techno-
logical conditions have been found to be as important as market conditions to stimulate EI
adoption. They depend mostly on the knowledge-capital endowment of firms – which can be
increased through R&D investments or activities – but also on organizational capabilities and
organizational innovations. A subfield of this literature, which proves to be a relevant research
sector also in our paper sample, focuses on analysing environmental management schemes
(EMS) and their bidirectional effects on EI, as outlined in Section 3.1 below. The group of
drivers defined as ‘Firm-specific factors’ includes all those firm characteristic, such as size,
location, sector and age, which generally influence – together with other more relevant de-
terminants – a firm’s innovativeness. More so than standard innovations, EI are characterized
by the so-called ‘regulatory (policy) push/pull effect’ (Rennings, 2000), since they are mainly
regulation-driven, and regulation acts bilaterally on both the supply side (push) and the demand
side (pull). By changing the relative prices of production factors or by setting new (environ-
mental) standards, existing as well as forthcoming policies induce (environmental) innovations
in each of the phases of the Schumpeterian innovation process, from invention to adoption and
diffusion (Popp, 2005). Besides this standard inducement mechanism, Ghisetti and Quatraro
(2013) detect the presence of corporate socially responsible behaviours by firms, consisting in
innovation reactions to worse environmental performance when policy stimulus is weaker. The
literature on the so-called ‘Porter Hypothesis’, discussed in Section 6, assesses the role and
effects of such policy stimulus. Kesidou and Demirel (2012) extend the investigation on the
determinants of EI by analysing the different roles which these clusters of determinants play
in the various phases of the innovation process. Market conditions, and in particular demand
factors, are found to be key determinants for the initial phase of the (eco-)innovation process,
as they significantly affect firm decisions concerning EI uptake. However, they do not affect
the (eco-)investment phase. In other words, market conditions encourage firms to enter the ‘en-
vironmental realm’, but the magnitude of their environmental investments depends on other
determinants, specifically cost savings, organizational capabilities and stricter regulations. The
existing literature on the determinants of EI has centred around some or all of these clusters of
determinants, with ‘Firm-specific factors’ usually acting as indispensable control variables in
most studies to date. Nevertheless, these works widely differ not only for what concerns the
core determinants under scrutiny, but also in the nature and coverage of their research as well
as in the broadness of the concept of EI.

The papers included in our main path investigate the determinants of EI either in empiri-
cal terms (e.g. Horbach, 2008; Demirel & Kesidou, 2011; Cainelli et al., 2012; Kesidou &
Demirel, 2012; Cainelli & Mazzanti, 2013) or from a theoretical point of view (e.g. Rennings,
2000; Popp, 2005). The analysis is carried out at multiple levels: not only the firm (micro)
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level (e.g. Horbach, 2008) but also different countries (macro) as well as sectors (meso; e.g.
Corradini et al., 2014). Furthermore, the focus is not only on the manufacturing sector but also
on the service sector and its interplay with the former, although no evidence is found of an en-
vironmental policy transmission effect from manufacturing to services (Cainelli & Mazzanti,
2013). Another feature which is worth stressing is that the literature on the determinants of EI
may examine either a single country, such as Germany (Horbach, 2008), the United Kingdom
(Demirel & Kesidou, 2011; Kesidou & Demirel, 2012) and Italy (Cainelli et al., 2012; Cainelli
& Mazzanti, 2013; Ghisetti & Quatraro, 2013) or multiple countries, such as the EU 15 (Cor-
radini et al., 2014).

Lastly, broader definitions of EI encompassing all kinds of innovations leading to envi-
ronmental improvements are found alongside studies which adopt more stringent criteria to
define innovations. For instance, Demirel and Kesidou (2011) focus on the drivers of different
typologies of EI: End-of-Pipe Pollution Control Technologies, Integrated Cleaner Production
Technologies and Environmental R&D. They find confirmation that different types of EI are
indeed influenced by different determinants. Horbach et al. (2012) differentiate among 12 in-
novations depending on their environmental impacts (such as material, energy, air pollution,
CO2, water, soil, waste and other dangerous substances). They then assess the effects of the
four clusters of determinants on different types of EI and come to a similar conclusion, that is,
different types of EI are affected by different determinants. More recently, this literature has
broadened its scope by investigating the role of determinants which are interactive in nature,
such as those stemming from knowledge acquired through cooperation in R&D or interac-
tion with external information partners, suppliers or knowledge sources, like research centres
or universities. Cainelli et al. (2012) analyse the likelihood of EI adoption by firms operat-
ing within a local production system, in order to shed light on the role of interfirm network
relationships, agglomeration economies and internationalization strategies in stimulating EI
uptake. Their main findings confirm that cooperating in R&D is a relevant determinant of EI,
but the actors with which a firm cooperates do matter as a stimulus for EI. As an extension of
this concept, De Marchi and Grandinetti (2013) and De Marchi (2012) show that the knowl-
edge required for EI adoption is far greater than the firms’ traditional knowledge base, so that
acquiring it from outside the boundaries of the firm – specifically by cooperating in R&D ac-
tivities – becomes a core determinant of EI. Coherently, not only formalized cooperation in
R&D but also strong reliance on external sources of information are relevant determinants of
EI (Ghisetti et al., 2015).

A further strand of literature – which is closely related to the one outlined above, since it
analyses EI determinants and cites those included in the main path – focuses on testing the
existence of complementarities among environmental and non-EI activities. Antonioli et al.
(2013) study the presence of complementarities between organizational innovation and train-
ing and their joint effect on EI, in both non-ETS and ETS sectors (where the effect is stronger).
Not surprisingly, such complementarities are not widespread, due to the still limited diffusion
of ecofirms in Italy, the country analysed in their research.

3.1 Environmental Management Systems

Organizational capabilities and practices concerning the environment which may favour the
adoption of EI are found at the intersection between the ‘Technology push’ cluster and the one
called ‘Firm-specific factors’. Organizational capabilities and practices of the ‘green’ type are
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usually developed contextually with the implementation of an EMS. An EMS represents a for-
malized change in the organization of a firm that is defined as ‘a collection of internal efforts
at formally articulating environmental goals, making choices that integrate the environment
into production decisions, identifying opportunities for pollution (waste) reduction and imple-
menting plans to make continuous improvements in production methods and environmental
performance’ (Khanna & Anton, 2002, p. 541).

As the papers in our main path are EU-centric, it is worth noting that two main EMS frame-
works are widely diffused across EU countries: the European Commission’s Eco Management
and Audit Scheme (EMAS) and the International Organization for Standardization’s ISO14001
standard.

As mentioned in Section 2, a group of papers in our main path revolves around analysing
the linkages existing between organizational innovation, mainly EMS and EI adoption. Most
empirical studies find that the implementation of an EMS favours the adoption of EI (Wagner,
2007, 2008). Rehfeld et al. (2007) test the effects of environmental organizational measures
on environmental product innovations in German firms. They conclude that having introduced
either an EMAS or an ISO14001 certification positively influences the adoption of environ-
mental product innovations. Similarly, Wagner (2007) investigates the role played by EMS in
inducing EI and identifies a positive and significant effect on process EI, while no effect is
found for product EI. This points to the conclusion that the implementation of an EMS stim-
ulates EI, but only when innovations leading to environmental improvements alter production
processes rather than firm products. As complementary evidence, Wagner (2008) shows that
environmental product innovations are more heavily influenced by other elements than by EMS
certifications. In particular, environmental product innovations are affected by market research
on green products and ecolabelling instruments which inform consumers about the ‘green’
content of products. Demirel and Kesidou (2011) introduce, among the determinants of EI, a
variable which measures organizational capabilities in terms of the presence of any EMS. The
authors find that an EMS can affect end-of-pipe technologies adoption and investment choices
in environmental R&D, while no effect is detected on pollution abatement innovations. Lastly,
Horbach (2008) controls for the role of an EMS in determining EI and finds a significant and
positive effect not only on EI but also on general innovations.

A peculiarity of this literature is the ways in which an EMS is measured empirically. The
more general framework including any organizational changes related to the environment (as
in Horbach, 2008 or Rehfeld et al., 2007) is challenged by more detailed approaches in measur-
ing EMS. For instance, Wagner (2007, 2008) constructs an index based on 10 EMS elements:
written environmental policy, procedure for identification and evaluation of legal requirements,
initial environmental review, definition of measurable environmental goals, programme to at-
tain measurable environmental goals, clearly defined responsibilities, environmental training
programme, environmental goals are part of a continuous improvement process, separate envi-
ronmental/health/safety report or environmental statement and audit system to check environ-
mental programme. Instead, Rennings et al. (2006) choose to focus only on EMAS-certified
firms and analyse how different characteristics of the environmental management scheme –
mainly, its maturity, its strategic importance and its learning processes – affect EI adoption.
The maturity of the EMS is assessed according to: the age of the EMAS, the existence of
double revalidations of the EMAS, prior experience in the organization of environmental pro-
tection and previous ISO 14001 certification. In confirming that an EMS is a key determinant
of process EI, the authors also find that environmental process innovations depend in particular
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on the maturity of the EMS, pointing to the main conclusion that the careful designing of an
EMS is crucial in order to stimulate EI.

An extension of this strand of literature is found in Ziegler and Nogareda (2009). They
explore the potential reverse causality between EMS and EI to determine whether EMS adop-
tion is a consequence of prior EI adoption. Despite some caveats due to the cross-sectional
data set which does not allow them to control for unobserved firm heterogeneity, the authors
find evidence of a bidirectional link between EMS and EI. Overall, we might conclude that
EI are stimulated by the existence of organizational capabilities within the firm, signalled
by the presence of EMS certifications. Yet, also the opposite holds true: prior EI makes it
easier for firms to decide to obtain an EMS certification. A further relevant extension is
developed by Inoue et al. (2013) who, like Rennings et al. (2006), consider not only the mere
presence of a certification but also its maturity: the longer a firm has been certified, the more
it innovates. Their paper differs from the study by Rennings et al. (2006) in that its focus is
on ISO14001 rather than on EMAS, but, similar to previous studies, the main conclusion is
that firms with greater certification experience, that is, ISO 14001-certified for a long time, do
innovate more, as environmental R&D expenditure significantly increases. The crucial role
of an EMS is also confirmed by evidence on small and medium enterprises (Cuerva et al.,
2014).

4. Economic Effects of EI

Assessing the economic consequences of EI development and adoption is particularly relevant
for policy makers. Firstly, it constitutes a crucial component of ex post evaluation of policies
directly or indirectly aimed at stimulating EI. These effects should be considered among the
net benefits of policies stimulating EI together with the benefits for the society as a whole
of reduced environmental externalities. Secondly, understanding the extent to which EI influ-
ence economic performance has important implications linked to the potential use of envi-
ronmental and more specific EI-inducing policies as tools for industrial policy (e.g. EC, 2014;
Dechezlepretre & Sato, 2014). EI may influence in an asymmetric way short-term measures of
profitability (e.g. stock market returns, profits) and long-term performance (e.g. productivity,
international competitiveness, survival, firm growth). According to the seminal paper by Porter
and Van der Linde (1995), regulation-induced EI are more likely to have positive impacts on
long-term performance rather than short-term measures.

Four papers included in the main path deal with the role played by EI in influencing eco-
nomic performance. The theoretical work by Facheux and Nicolaı̈ (1998) shows that the firms’
strategies for the endogenization of technological change (e.g. EI) can give rise to ‘win-win’
situations. Their examination concludes that new forms of governance are needed in order
to pursue ecological-economic sustainability through environmental technological change. In
their study on international trade, Duchin et al. (1995) confirm that EI can have positive effects
on trade, opening up new markets, even though this does not fully offset the costs of environ-
mental regulation in terms of foregone profits. The paper by Mazzanti and Zoboli (2009) does
not specifically refer to EI in its empirical analysis. It explores the connection between eco-
nomic efficiency (labour productivity) and environmental performance (emission intensity)
in several Italian sectors, finding a generally negative relationship between the two measures
for a variety of air emissions. However, the section discussing the implications of the results is
particularly interesting, as it provides an original conceptual framework which links EI to their
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potential for enhancing both economic and environmental performance. The authors point out
that environmental technologies and innovations play a crucial role in the joint dynamics of
environmental and economic performance. Finally, the article by Ghisetti and Rennings (2014)
can be seen as a typical direct empirical assessment of the economic returns deriving from EI.
The authors look at the extent to which EI adoption by German firms influences their finan-
cial performance, measured in terms of returns on sales (operating revenues from sales). Their
econometric analysis, based on two waves of the Mannheim Innovation Panel, determines
that, while EI aimed at improving resource and energy efficiency have a positive influence
on financial performance, those aimed at reducing externalities tend to worsen the financial
performance of adopting firms.

Besides the articles in the main path, the empirical literature linking EI to differences in
economic performance has been growing rapidly in recent years. We group some relevant
contributions according to the dimension of economic performance which they consider.
The existing literature mostly tries to assess the effects of EI on some financial performance
indicators (including measures of firm productivity). Among the citing papers, Lanoie et al.
(2011) investigate the full chain of causality from environmental regulatory stringency to
environmental and financial performance, identifying EI as the most relevant mediator in
this relationship. Evidence based on a sample of about 4200 facilities from seven OECD
countries shows that environmental R&D has a positive effect on a binary indicator of
business performance, even though this does not fully offset the costs of environmental
regulation in terms of foregone profits. Marin (2014) examines the effects of EI (measured in
terms of environmental patents) on productivity by analysing a panel of Italian manufacturing
firms. The results based on a CDM model accounting for simultaneity and endogeneity in the
innovation variable, show that the return of environmental patents in terms of productivity is
substantially smaller than the return of nonenvironmental patents. Finally, Cheng et al. (2014)
detect a positive relationship between EI (process, product and organizational EI) and business
performance in a sample of Taiwanese firms. They find that the effect of organizational EI
is mediated by process and product EI, while the effect of process EI is in turn mediated by
product EI.

Some recent contributions also focus on the job creation potential of EI. Horbach (2010)
looks at the net employment effect caused by the introduction of new environmental products
or services in a sample of German firms belonging to the environmental sector. His findings
point to a job creation effect of EI greater in magnitude than the one found for other kinds of
innovations. In the same vein, Horbach and Rennings (2013) show that employment growth in
German innovative firms is slightly stronger if these firms also introduce material and energy-
saving innovations, while environmental product innovations and end-of-pipe innovations play
no role.

The evidence reviewed so far which looks at international competitiveness, employment,
financial performance and productivity and concerning the potential of EI for stimulating eco-
nomic performance improvements yields mixed conclusions, also due to the variety of perfor-
mance measures and empirical approaches adopted.

5. Environmental Effects of EI

Research papers about the effects of innovation on environmental performance are still rather
scant, both along the main path described in Section 2 and in the literature in general.
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According to Jaffe et al. (2002), technological change is considered pivotal in the achievement
of environmental sustainability. However, two considerations can be drawn from the analysis
of the papers found along the main path: first, there is no single and common mechanism
through which innovation exerts its effect on environmental performance; second, innovation
alone is not sufficient to ensure a reduced environmental impact.

Green technological change can affect environmental as well as economic performance by
intensifying the effects of other key variables. In relation to this, Mazzanti and Zoboli (2009)
look at data for 29 sectors in Italy and six pollutants over the 1991—2001 period. Innovation
effects are not observed directly but as elements contributing to increased labour productivity
(i.e., labour productivity increases thanks to the introduction of new products or processes).
In the study by Marin and Mazzanti (2013), which analyses the relation between the envi-
ronment and labour productivity in Italy in the years 1990–2007, innovation efforts are prox-
ied including data on R&D. The results show the weak economic relevance of innovation ef-
forts, indicating that it is not yet possible to regard them as drivers of improved environmental
performance.

A second channel through which innovation can influence environmental performance is
linked to administrative and geographical features. Local governments and regulations as well
as local industrial specialization and innovative capabilities act by influencing the decisions of
firms in neighbouring territories. Mazzanti and Montini (2010) analyse environmental perfor-
mance in relation to a set of 10 pollutants in Rome and in the region of Lazio, then compare
it to the average Italian performance. They find that the regional environmental performance
of Lazio tends to be better than the national one. This result is due to structural and economic
conditions which make Lazio a less emission- and energy-intensive region in comparison to
the national average. However, other factors too play a significant role in promoting emission
reduction, like private and public expenditure in R&D and their interaction and, more impor-
tantly, technological change. Innovation, in particular, appears to be the predominant factor,
assuming even greater importance than environmental policies. Costantini et al. (2013) con-
sider the role of innovation, regional environmental spillovers and environmental policies and
look at the determinants of sectorial environmental performance in Italy. Their results show
that innovation spillovers and environmental spillovers can drive regional and sector-specific
environmental outcomes. According to the authors, this may indicate the presence of sector
agglomerations in restricted areas as well as common innovation patterns within regions (i.e.
common choices in the adoption of cleaner or dirtier technologies within certain geographi-
cal areas). They conclude that spillovers may play an even greater role than innovation itself
in defining environmental performance. Neglecting such spatial dimension could thus lead to
biased interpretations, but how to capture such spillovers in practice is crucial and incorrect
choices may influence results as well. Within the literature on EI, Antonioli et al. (2016) sug-
gest alternative ways to account for innovation spillovers, spanning from a broader one con-
structed as the share of EI in contiguous municipalities independently on the sector in which
the firm operates, to a stricter one built with respect to EI adopted in the same sector and within
the same administrative border.

The third and final channel through which innovation affects environmental sustainability
is linked to the presence of cross-sectorial spillovers. As underlined by Dopfer (2012), it is at
the mesolevel that innovations spread more significantly. Therefore, cross-sectorial spillovers
may allow innovations to be more widely adopted and, consequently, contribute to increasing
potential environmental benefits. Corradini et al. (2014), who investigate the link between
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environmental protection and innovation, analyse 23 manufacturing branches in the EU15
from 1995 to 2006. They find a positive relation between investment decisions concerning
innovation by one sector and pollution abatement efforts by other sectors. R&D investments
in one sector positively react to pollution abatement choices in other sectors. Moreover, en-
vironmental spillovers prove to be more important than knowledge spillovers in determining
environmental performance.

The review of the papers found along the main path reveals the existence of three main
mechanisms through which innovation can affect environmental performance: first, by inten-
sifying the effect of other variables which are relevant to achieve improved environmental
outcomes; second, by influencing decisions by agents in neighbouring areas and regions (spa-
tial spillovers); third, by affecting environmental and investment decisions by agents (sectorial
spillovers).

As a corollary, we wish to underline that the citing papers provide a limited contribution
to the existing literature, tackling the topic only partially. Gilli et al. (2013) describe the joint
environmental, economic and innovation performance of five main EU countries, namely Ger-
many, France, Italy, the Netherlands and Sweden, which display different economic and insti-
tutional characteristics. The resulting picture highlights two main issues: firstly, there exists
a discrepancy among northern and southern EU countries in terms of both innovation and
environmental performance; secondly, a link between worse environmental performance and
more limited adoption of innovation is systematically found, suggesting that innovation can
be crucial in the achievement of improved environmental outcomes.

Another area of research explores the interactions or complementarities between different
factors at the firm level and their joint effect on environmental performance. Gilli et al. (2014)
use a sample of EU countries to investigate the existence of integration between the adoption
of EI and other innovation practices (i.e., organizational, product and process innovation) at
the sectorial level. Their results show that complementarities are not always a prevalent fac-
tor supporting improved environmental performance, except in the case of the manufacturing
sector, which has the ability to best integrate EI with product innovation.

The analysis of complementary effects triggered by several factors also looks at the
integration between the manufacturing and service sectors, based on the idea that innovation
adoption in the manufacturing sector induces the introduction of cleaner practices in several
branches of the service industry connected to manufacturing. Using a sample of 8161 Italian
firms in the service sector, Cainelli and Mazzanti (2013) find that policies targeting the
manufacturing sector are likely to induce innovation adoption in the service sector, especially
when considering innovation practices aimed at abating CO2 emissions and improving energy
efficiency.

It is worth considering a few relevant studies which do not emerge directly or indirectly
from the main path analysis but primarily focus on investigating the effects of innovation on
air pollution. These papers share the idea that the diffusion of innovations makes the adoption
of new technologies less expensive for firms, improving overall environmental performance.
Wang et al. (2012) analyse the impact of both fossil fuel and carbon-free technological ad-
vancements on CO2 emissions across 30 Chinese provinces between 1997 and 2008. They
find that, while dirty technologies do not appear to affect CO2 levels, green technologies have
a significant influence on pollution abatement, particularly in western China. Carrión-Flores
and Innes (2010) study the bidirectional link between EI and air pollution in 127 American
manufacturing industries over the 1989–2004 period. Their findings confirm that there is a
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negative and significant relation in both directions: innovation reduces the cost of meeting
pollution targets, while more stringent pollution targets increase the potential cost-saving ben-
efits of environmental R&D, leading to more innovation.

Finally, a recent paper by Weina et al. (2015) analyses the relation between CO2 emis-
sions and green technologies in 95 Italian provinces over the 1990–2010 period. The authors
conclude that, although green technologies do not play a significant role in improving envi-
ronmental outcomes, innovation can improve overall environmental efficiency, measured as
the ratio between polluting emissions and value added. Finally, they show that this evidence
is consistent across different areas of the country.

6. Policy Inducement Mechanism

Policy inducement is one of the most consolidated mechanisms described in the literature on
EI, which, starting from the original idea by Porter (1991) and Porter and Van der Linde (1995),
postulates that a properly designed policy framework may provide firms with the right incen-
tives to develop new innovations and promote technological change (a recent detailed survey of
the Porter Hypothesis can be found in Ambec et al., 2013). This theory is in contrast with con-
ventional wisdom, dominated by the idea that environmental regulations necessarily increase
internal costs for compliant firms and, as a consequence, negatively influence a country’s abil-
ity to compete on the international markets (see, among others: Pethig, 1976; McGuire, 1982).
Porter and Van der Linde (1995) criticize this idea starting from the basic assumption of static
technology, typical of traditional studies on environmental regulation and competitiveness.
They show that, when shifting to a dynamic context, the loss of competitiveness ascribable
to increased compliance costs is partially offset by an increase in innovation performance in-
duced by the regulation. In particular, their 1995 article describes several channels through
which this mechanism can act. Firstly, well-designed policies advise companies about possi-
ble inefficiencies or better technological options; secondly, they reduce uncertainty regarding
innovative abatement activities and thirdly, they put pressure on firms’ cost functions, thus
stimulating cost-saving innovations.

Among the papers in our main path, the seminal contribution by Jaffe and Palmer (1997)
further develops this idea, proposing a taxonomy of the different versions of the original Porter
Hypothesis which can be adopted in empirical research. The first perspective, known as the
‘Narrow Porter Hypothesis’, states that only certain types of environmental policies are ac-
tually able to stimulate both innovation and overall competitiveness, following the idea that
instrument design does matter. A second perspective, also known as ‘Weak’, postulates that
environmental regulatory systems do not have a predetermined effect on competitiveness but
always stimulate certain kinds of innovation (which partially offset the loss of competitiveness
due to compliance costs). Finally, the last version of the Porter hypothesis, that is, the ‘Strong’
one, says that efficiency gains due to induced innovation effects are able to completely offset
the loss of competitiveness caused by increased marginal costs related to compliance with en-
vironmental regulations. In other words, this approach suggests that stringent environmental
regulations promote competitiveness across firms and countries.

Two articles included in our main path concentrate specifically on the ‘Narrow’ version.
Requate (2005), in particular, presents a review of the existing literature on the effects of
different policy designs on innovation performance. The main conclusion is that, under
competitive conditions, instruments which provide incentives through the price mechanism
usually perform better than command and control policies, since they give firms more freedom
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to find the best technological solutions to minimize compliance costs and they also provide
continuous innovation stimulus. On the contrary, in the case of imperfect market conditions,
policy conclusions are less clear-cut. Moreover, the survey presents a ranking of different
policy options based on the existing literature, showing, for instance, that under competitive
conditions there is no difference between auctioning permits and grandfathering. Finally, the
main literature surveyed in Requate (2005) confirms that, in case of myopic environmental
policies or long-term commitment to the level of policy instruments, emission taxes are more
effective than allowances in inducing innovation, because permit prices fall after the diffusion
of a new technology, providing a weak incentive for firms to invest in further abatement
technologies. These results are in line with the original predictions by Porter and Van der
Linde, who argue that command and control instruments are able to induce innovation only if
they have some particular characteristics: 1) they must not force firms to adopt a specific (best)
technology; 2) the stringency of the instruments must increase continuously and 3) the regula-
tory process must be certain and consistent over time. A more recent paper by Costantini and
Crespi (2013) tackles the ‘Narrow’ hypothesis from a broader perspective, showing that, also
in the case of the energy policy mix, efficient design does indeed matter and an incoherent
policy portfolio may actually have negative effects on the development and diffusion of
environmentally friendly technologies. On the contrary, when environmental policies are effi-
ciently supported by technology policies, which help firms to respond to changes in external
constraints, environmental regulation may positively affect international competitiveness in
the export of energy technologies, providing evidence of the relevance of a narrow Porter-like
effect.

The ‘Weak’ hypothesis is probably the version that has been more thoroughly investigated
by the academic literature – a tendency confirmed by the presence of three papers in our main
path. These works study the phenomenon from different perspectives: two of them focus on the
mesolevel and the third one on the microlevel. The citing papers also include several empirical
macroanalyses. The above-mentioned contribution by Jaffe and Palmer (1997), for instance,
is based on a panel of U.S. manufacturing industries over the 1973–1991 period. Their anal-
ysis finds evidence supporting the weak Porter hypothesis when using R&D expenditure as
a proxy for innovation activities, while no effect is found when considering total patents (the
choice of using total patents rather than green patents is the most criticized aspect of this work
and is supposed to be the cause of the nonsignificant effect). The second article in our sam-
ple adopting a mesoapproach, Popp (2002), studies the standard inducement mechanism using
data on the U.S. energy market from 1970 to 1994. It confirms that both energy prices and the
quality of the stock of knowledge exert a significant and positive effect on patenting. Among
the citing papers, for instance, Brunnermeier and Cohen (2003) detect a significant impact of
pollution abatement expenditure and a nonsignificant effect of the number of air and water
pollution inspections on the number of green patent applications in a data set covering 146
U.S. manufacturing industries at the three-digit SIC level from 1983 to 1992. In a more recent
work, Mazzanti et al. (2015) study EU sectors in 2006–2008 and find that, on the one hand,
more regulated sectors are more likely to adopt CO2-reducing innovations and, on the other
hand, intersector integration and knowledge sources matter, meaning that sectors with more
emission-intensive upstream ‘partners’ innovate more to reduce their CO2 footprint. Moving
on to the microperspective, Popp (2003) finds a positive effect of the tradable permit scheme
for Sulphur Dioxide on EI in a sample of 186 U.S. plants over the years 1972–1997. Moreover,
focusing on the automotive sector, Barbieri (2015) provides evidence into the inducement ef-
fect of different EU environmental policies, such as post-tax fuel prices, environmental vehicle
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taxes, CO2 standards and EU emission standards, on green patenting activities of assignees.
In addition, Mazzanti and Zoboli (2006) analyse the innovation inducement mechanism of the
EU End-of-Life Vehicles (ELVs) Directive and show that the effects of economic instruments
‘in systemic and dynamic settings critically depend on where, along the ‘production chain’,
and how, in terms of net cost allocation, the incentive is introduced’ (Mazzanti & Zoboli, 2006,
p. 334). The authors highlight that the effectiveness of economic instruments (in this case, free
take-back of ELVs) in achieving policy objectives, and therefore in creating innovation and in-
novation paths in complex industrial system, depends on interindustry incentive transmission.
In other words, incentives provided by the economic instrument may be transmitted from an
industry which has received them to upstream or downstream industries along the production
chain. The final effectiveness of the instrument builds upon the ability of innovations to create
self-sustaining markets.

Finally, two of the most commonly cited cross-country studies are by De Vries and Withagen
(2005) and Johnstone et al. (2010). The former finds some evidence of the weak version of the
Porter hypothesis by studying the effects of SO2 environmental regulation on national patent
counts in related technological classes. The latter finds generally strong evidence of a policy
inducement mechanism in the renewable energy sector. Interestingly, the paper by Johnstone
et al. (2010) concludes that different instruments have heterogeneous inducement effects on
different renewable energy technologies, depending on their degree of technological maturity,
a result which is strictly linked to the narrow version of the Porter Hypothesis. In a more recent
paper, Nesta et al. (2014) extend the work by Johnstone et al. (2010) by accounting for the
possible simultaneity bias of the innovation-policy relationship, an issue often overlooked in
previous empirical studies. They also show that the inducement effect of renewable energy
policies is stronger when applied to competitive markets.

Finally, the ‘Strong’ version of the Porter Hypothesis tests whether there is a link between
environmental regulation and firm competitiveness. This research question has been the start-
ing point of the entire inducement debate, and a good survey of early contributions can be
found in Jaffe and Stavins (1995), in which most of the papers considered point to a nega-
tive effect of environmental regulation on productivity. The research articles in our main path,
however, reject this early evidence, confirming the presence of a Porter-like mechanism. Fur-
thermore, they all focus on the macrolevel. Costantini and Mazzanti (2012) apply a gravity
model to the EU 15, considering the years 1996–2007. They find that environmental policies
do not seem detrimental to export competitiveness and, specifically, some energy tax poli-
cies positively influence trade patterns. Expanding on standard lead market models, Beise and
Rennings (2005) show that, under certain conditions (increasing global demand and regulatory
support), environmental regulation can incentivize the development of market opportunities in
foreign countries, due to a first mover advantage linked to the development of policy-induced
ecoefficient innovations. Similarly, Costantini and Crespi (2008) adopt a gravity model for
trade and conclude that environmental regulation represents a significant source of compara-
tive advantages, due to its positive effect on innovation. Moving on to the citing papers, some
complementary evidence can be found at the mesolevel. Berman and Bui (2001) and Alpay
et al. (2002) study refineries in the Los Angeles area and food processing industries in Mexico,
respectively, and find evidence of the strong version of the Porter hypothesis. In their study on
17 Quebec manufacturing sectors, Lanoie et al. (2008) detect a modest but significant effect
of regulation on competitiveness once the dynamics of the process (i.e. lag of regulation) is
taken into account.
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Summing up, the core of this literature is in line with mainstream theory of environmental
policies, which leads to the conclusion that economic instruments are generally better suited
at promoting technical change than regulatory mechanisms (Jaffe et al., 2003). Innovation and
technical change allow firms to reduce compliance costs, while emission standards and other
command and control regulations do not push firms to go beyond the obligatory standard. In
the case of energy, for instance, this effect is even more evident, as instruments like feed-in
tariffs, increasing the energy producer surplus, stimulate sectorial demand for innovation.
On the contrary, quantity-based regulations like renewable energy certificates do not produce
surplus for producers, hindering innovation activities. Some recent contribution, however,
questioned this approach. Fischer et al. (2003), for instance, shows as policy inducement
effects are more driven by industry-specific factors than by policy design, while Bauman
et al. (2008) studied the circumstances under which command and control instruments have
a stronger inducement effect with respect to economic instruments. Nevertheless, an evolu-
tionary approach to environmental policies has enriched such literature as well. The latter is
characterized by its focus on the need for properly designed policies to avoid technological
lock-ins of incremental (suboptimal) EI at the expenses of radical and systemic ones (Del Rı́o
et al., 2010) and by the recognition that policy instruments should differently fit each phase
of the innovation process, from invention to diffusion (Jänicke & Lindemann, 2010). Despite
these recent contributions, an organic theory on environmental policy has not emerged yet
in the evolutionary literature, leaving room for future development of this fast growing
discipline.

7. Discussion, Further Developments and Conclusions

Drawing a single conclusion for such a vast research field is certainly no easy task. If we
keep to our division of contributions among subtasks, several different remarks can be made.
Firstly, the ‘determinants of EI’ and ‘inducement mechanism’ subfields have a long tradition
in academic research, which is reflected by the large number of available contributions and by
coherent and robust evidence in the literature. On the other hand, the ‘environmental effects’
field is still in the early stages of development, with several open lines of research. Similarly,
the literature on ‘economic effects’ can be expanded in numerous ways. Future directions of
research can thus be highlighted.

For what concerns environmental effects, if the contributions summarized in Section 5 are
considered, it is evident that they mostly focus on the regional level, with the majority being
based on a single-country case study. Although these works highlight some interesting mech-
anisms through which EI can influence environmental quality, similar studies at the cross-
country level (i.e. EU or OECD) are potentially of far greater interest, in view of the hetero-
geneous economic and institutional conditions as well as varying degrees of environmental
responsibility awareness which can be analysed using longitudinal data. In addition, papers
studying non-OECD countries are also extremely limited in number. A possible reason for the
lack of broader investigations might be the scarcity of adequate and relevant data. A second
point emerging from our research is the absence of a framework of reference, probably because
of the relative novelty of this research strand in the literature. The majority of the articles pre-
sented in this section uses a number of hybrid environmental-economic indicators to describe
environmental performances. This allows to account for the effect of economic growth on
the environment, since often polluting emissions do not have market values by themselves.
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Among the surveyed papers, the most widely used are environmental productivity and its re-
ciprocal, emission intensity. Environmental productivity is introduced in Repetto (1990) and
is computed as the ratio of value added to polluting emissions (e.g. GDP/CO2); the indicator
improves if its value increases. A positive change in the indicator might, however, not reflect
an improvement of the environmental performance (the denominator) but solely an improve-
ment in the economic performance (value added), which is the numerator. Thus, environmental
productivity can reveal an increased environmental efficiency of economic activities but not
an improvement of the environment conditions in absolute terms. From a mere environmental
perspective, it might be more relevant to study the total emissions variation. Emission intensity,
computed as the ratio of polluting emissions to value added (e.g. CO2/GDP), carries a more
straightforward information, since it can be interpreted as the emissions created by producing
each unit of output. Similarly, holding emissions constant, an increase in value added reduces
the emission intensity indicators’ value (which is a positive result in this case) but it can only
highlight that a firm or a sector has improved its environmental efficiency, not that there has
been a reduction in polluting emissions.

To sum up, both environmental productivity and emission intensity are very useful indicator
to assess the gains in environmental efficiency at the sectorial or at the firm level but not reli-
able to assess the achievement of a reduced level of emissions, which is, ultimately, the target
set by most of the policy strategies. Future research might therefore focus more on the analysis
of EI as a driver of an improved environmental performance. A third and final remark is that
papers in this field often consider only the sectorial level of analysis. This is certainly the most
appropriate dimension for these studies because of its importance in the diffusion of innova-
tion. Nevertheless, efforts should be directed, on the one hand, at firm-level analyses to better
understand the microeconomic dynamics leading to the achievement of better environmental
outcomes and, on the other hand, at country-level investigations, which would shed light on
the macroeconomic dynamics driving aggregate environmental performance.

A second strand of literature with potentially interesting extensions is the one regarding
economic effects, in which many theoretical and empirical issues remain open to further
investigation. The first issue concerns the dimensions of economic performance to be anal-
ysed. While many papers deal with measures of financial performance and productivity, little
evidence is currently available about the job creation potential of EI and, to the best of our
knowledge, no evidence is available about international competitiveness investigated at the
microlevel. Moreover, these different measures of economic performance are generally anal-
ysed in isolation. For this reason, empirical analysis fails to account for possible asymmetries
(and trade-offs) between short-term measures of performance and long-term measures. There-
fore, the joint assessment of different measures is a promising line of research with the aim of
accounting explicitly for heterogeneous effects of EI on different measures. Other open lines
of research regard methodological advances which may improve the understanding of the link
between EI and economic performance. One of the most promising lines of research tries to
provide a joint assessment of the full link of causality among environmental regulation, EI and
economic performance (e.g. Lanoie et al., 2011; Van Leeuwen & Mohnen, 2013). The combi-
nation of these three dimensions allows scholars to draw on the theoretical and methodological
advances achieved by two parallel strands of literature, that is, the one looking at the drivers of
EI and the one looking at the effects of EI. It should be noted, however, that these approaches
require fairly complex modelling efforts and detailed data on regulatory stringency, innovation
and performance. Finally, while firm-level empirical analyses are crucial to identify causal
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links between EI and economic performance, little effort has been made to evaluate how EI
affects players (e.g. firms, workers, etc.) not developing or adopting EI and, more generally,
the general equilibrium effects of EI. This kind of evidence is important to identify winners
and losers in EI development and adoption as well as the distributional impact of EI. When
looking at aggregate effects, it is also important to account for interactions across different
sectors in the development and diffusion of EI. Even though this issue was already investigated
in few recent contributions reviewed earlier in this paper (e.g. Cainelli & Mazzanti, 2013;
Mazzanti et al., 2015), further research is needed to evaluate the relevance of cross-sectoral
diffusion of knowledge related to EI as well as to quantify the role played by environmental
regulation in manufacturing sector as a driver of EI in the service sector. As the service sector
is increasing its share in EU economies (despite the nonbinding target set by the European
Commission of increasing the share of manufacturing to 20% of value added by 2020),3 the
assessment of how EI is adopted and developed within the service sector as well as its impact
on the (economic and environmental) performance of the service sector itself is particularly
important.

Regarding employment, a growing stream of literature follows Horbach (2010) and Hor-
bach and Rennings (2013) in looking at the net job creation of EI (Licht & Peters, 2013, 2014;
Gagliardi et al., 2016). Yet, evidence is absent on gross job creation and job destruction –
particularly relevant due to the asymmetry between the social costs of destroying existing jobs
and the social benefits of creating new jobs – and on the types of jobs created and destroyed
by EI. The recent discussion on green jobs (ILO, 2013; OECD, 2014) shows that jobs created
by environmental technologies are not necessarily high-wage and highly skilled jobs. More-
over, besides differentials in work conditions and earnings in jobs induced by EI, differences
in required skills need to be assessed, with the aim of identifying potential skill gaps to be
filled through education and training. Further theoretical and empirical analysis is needed in
this regard to provide policy makers with appropriate guidance. For what concerns interna-
tional competitiveness and trade, the increasingly popular analyses at the macro and sectorial
level (e.g. Costantini & Mazzanti, 2012) have not yet been complemented by firm-level inves-
tigations. Microlevel analyses are especially significant to obtain more robust evidence on the
causal links between EI and competitiveness – which may be influenced by various confus-
ing factors in more aggregate studies – and, more importantly, to understand the mechanisms
through which EI affect competitiveness. To name a few, we may think of the distinction be-
tween intensive and extensive margins of exporting firms or the assessment of the relationship
between EI and distribution of partner countries and competitors, which can assist policy mak-
ers in the fields of trade regulation and industrial policy.

As for the remaining subfields, that is, policy inducement mechanism and determinants of
EI, there is much less room for further research, since the debate has reached a certain level of
maturity, at least in the empirical analysis. Nevertheless, as already underlined by Jaffe et al.
(2002), the complex mechanisms linking technological change, EI, environmental policies and
climate change ‘cannot be resolved at a purely theoretical level or on the basis of aggregate
empirical analysis alone’, but require detailed investigation in order to truly understand sec-
torial differences and circumstances which can influence the scale of these effects and not
only lead to their potential presence. According to Jaffe et al. (2002), this is feasible only by
increasing research efforts from multiple, extended points of view. In conclusion, we believe
that the literature can indeed be expanded in this direction, enriching the existing debate with
more qualitative evidence from case study research or other approaches.
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Box 1 - Summary of the suggestions for further research

Environmental effects

- Cross-country-level studies (i.e. European Union or OECD and non-OECD countries)
are needed to analyse the heterogeneous economic and institutional conditions as well
as varying degrees of environmental responsibility awareness.

- Need to include pure environmental performances variables, such as the absolute level
of polluting emissions beside hybrid economic-environmental indicator, to assess the
impact of EI in the environment and the achievement of international environmental
policy goals.

- Firm-level analyses are required to better understand the microeconomic dynamics
leading to the achievement of better environmental outcomes.

- Country-level investigations would shed light on the macroeconomic dynamics driving
aggregate environmental performance.

Economic effects

- More focus is needed on job creation potential of EI.
- The assessment of the effects of EI on international competitiveness at the macrolevel

would provide further evidence on leaders and laggards countries in EI development
adoption. Further investigation is required in understanding the full link of causality
between regulation, EI and economic performance.

- Assessment of the differential between actors who adopt EI and those who do not adopt
EI to identify winners and losers in EI development and adoption as well as the valua-
tion of its distributional impacts.

Employment

- Need to shed light on the effects of EI on gross job creation and job destruction, which
is relevant to the asymmetry between the social cost of job destruction and the social
benefit of job creation.

- Description of the types of job which are created (and/or destructed) by EI.
- Description of the differences in skills required for the green jobs versus nongreen jobs

and of their implication on education and training.

International competitiveness and trade

- Microlevel studies are needed to complement the firm-level investigation and to obtain
robust evidence on the causal link between EI and competitiveness.

Policy inducement mechanism and determinants of EI

- Further investigation can be directed to truly understand sectorial differences and cir-
cumstances which can influence the scale of these effects and not only lead to their
presence.
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Notes

1. As it is explained in details in the next section, the network is built using scientific arti-
cles and books retrieved through keyword search. The network employs citations as arcs
connecting the documents.

2. The meta-analysis on the literature on EI determinants proposed by Ghisetti and Pontoni
(2015) shows that this trade-off between using survey versus patent data lead 30% of the
scrutinized articles to choose patent data and 70% innovation survey data. Both measures
face advantages and drawbacks which have been deeply discussed by previous literature
(e.g. Pavitt, 1985; Griliches, 1990; Acs et al., 2002). Using patent statistics to proxy EI has
limitations related to patents’ sector- and time- specificity, to the existence of nonpatentable
innovations or (contrarily) of strategic patents, to the presence of alternative protection
tools, to the fact that only a fraction of innovations are technological (thus patentable) and
that associated costs make large firms more likely to patent than small ones. Alternatively,
the use of direct EI counts is possible thanks to the existence of broad data sets (such
as the Community Innovation Survey in Europe) that overcome the drawbacks of patent
data but have the limitations of allowing mainly cross-sectional analysis (due to data
availability) and of losing the richness of information on the specificity of the domain of
the innovation and its relation to the existing knowledge base that are available (instead) in
patent data.

3. Communication from the Commission to the European Parliament, the Council, the Euro-
pean Economic and Social Committee and the Committee of the Regions ‘For a European
Industrial Renaissance’, 21 January 2014, COM(2014) 14 final.
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Politics is too serious a matter to be left to the politicians.—Charles de Gaulle

1. Introduction

In many economic models, we assume that governments make optimal choices for their
country by taking into account the benefits and the costs to the country. However, in reality,
governments’ objectives often differ from that of their countries, since they have additional
incentives to be reelected. In this paper, we argue that similar situation also exists when
governments decide on their emission cuts. It is widely known that political parties consider
economic benefits to be of greater importance since these benefits are more visible and certain
to voters than the results of environmental policies.1 As a result, they would have additional
incentives to introduce some populist policies in order to achieve some economic targets.
Political parties could perceive these targets as critical levels and believe economic benefits
below these targets would displease voters. Furthermore, political parties would be averse to
perform poorly in these economic aspects, since it might cost them the next election. For exam-
ple, an increase in gasoline tax could be better for the country but not eventually implemented
due to such distortionary incentives of the ruling party. In this paper, we aim to under-
stand the implications of such possibly relevant incentives on international environmental
cooperation.

To model this, we assume that political parties perceive economic benefits from emission
not only in absolute levels but also as gains or losses relative to their economic targets. Further-
more, the political parties are averse to insufficient economic performances. More specifically,
economic targets are reference levels such that, if a country’s economic benefit from emissions
is higher than its economic target, then its leaders find the economic performance sufficient
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(i.e., a gain). However, if the benefit is less than its economic target, then its leaders find the
economic performance insufficient (i.e., a loss). Thus, this paper introduces the widely used
phenomena of reference-dependent preferences and loss-aversion into the international envi-
ronmental cooperation.

Kahneman and Tversky (1979) argue that people perceive outcomes as gains and losses
relative to a reference level, which may be current assets, the status quo, or expectations,
rather than final wealth or a welfare level. Furthermore, people exhibit loss-aversion, which
is the tendency to strongly prefer avoiding losses to acquiring gains. Reference-dependence
and loss-aversion have been employed to provide insight into various phenomena both at the
individual and government level by economists, political scientists, and psychologists.2

The motivation and the behavior of the model described above can be observed in two possi-
ble scenarios. First, political parties are rational; they take actions to maximize not only the net
benefit to the country, but also their own private interests to increase the prospects of winning
elections (Persson and Tabellini, 2000; Besley, 2006). They can seek these interests because
voters may be incapable of making optimal choices due to their biases, limited knowledge, and
limited cognitive abilities. For instance, rational political parties may be reluctant to change
to greener policies if voters are averse to economic losses (Alesina and Passarelli, 2015), or
if they are influenced by special interest groups (Grossman and Helpman, 1994). In the latter
case, parties may strive to reach an economic target because of strong business lobbyists ex-
pecting some economic targets to be achieved (Dietz et al., 2012). Oates and Portney (2003)
provide an extensive review of lobby groups on environmental policies.

Second, political parties may share such limitations of rationality themselves and be unable
to make optimal choices. Simon (1985) argues that political parties exhibit bounded rationality,
especially when decisions are complex. Caplan (2008) argues that voters keep electing politi-
cians who either share their biases or else pretend to, resulting in bad policies winning again
and again by popular demand. Congleton (1992) argues that politicians tend to be myopic.
They are often driven by electoral cycles and short-term interests. Thus, they neglect long-term
costs of climate change for the short-term economic benefits, even though it is against societal
interests. Gsottbauer and van den Bergh (2013) study the impact of voters’ and politicians’
bounded rationality and social preferences on bargaining in international climate negotiations.
They illustrate how different deviations from rationality change the incentives to cooperate.
Conrad and Kohn (1996) provide empirical evidence that SO2 permit markets does not respond
to public policies as policymakers expected.

Bendor et al. (2011), in their recent book on behavioral theories of elections, show that po-
litical parties and/or voters’ aspiration (reference) levels influence party competition, turnout,
and voters’ choices of candidates. Schumacher et al. (2015) explain why governments change
their election platform more often than opposition parties. They argue with empirical evidence
that parties with low aspiration change more when they are in government than in opposition
due to loss-aversion. For example, when the German Green Party moved into office first time
as the coalition partner of Social Democratic Party in 1998, they changed their platform sig-
nificantly. In short, the economic issues became more important, while environmental issues
became less important. Even though it costed the party some activists and many loyal voters, it
was able to remain as an attractive coalition partner and achieved the highest nationwide votes
ever.3,4

Reference points are argued to be status quo or endowment (Tversky and Kahneman, 1991),
formed based on social comparisons (Shafir et al., 1997), or based on goals and aspirations
(Heath et al., 1999). In our model, a country’s economic target could be determined by its
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past performance and targets (status quo), current and expected future performances (expec-
tations), performances of other countries (social comparison), and political parties’ declara-
tions, among others (ideally backed by empirical evidence.) For instance, overly optimistic
declarations might cause ambitiously high economic targets. Miler (2009), using personal in-
terviews with political elites and a quasi-experimental design, finds that politicians often use
decision heuristics and suffer from overoptimistic forecasts. Similarly, Frankel (2011) studies
the forecasts of real growth rates made by official government agencies in 33 countries. He
finds that forecasts have a positive average bias and that this bias is even stronger in economic
booms. In addition, while economic busts lower the voters’ expectations, it also raises atten-
tion in economic issues relative to environmental ones and, thus, can increase the economic
targets.5

Since economic targets may depend on numerous variables, we follow the mainstream loss-
aversion literature and assume countries’ economic targets to be exogenous. Moreover, we
allow economic targets and economic target concerns (i.e., how much targets are valued com-
paring to the benefit and the cost of emissions and, how averse political parties are to insuffi-
cient economic performances) to differ between the countries. We also allow countries to differ
in their development levels, particularly in their technological efficiencies. In this context, a
technologically efficient (developed) country needs to emit less than a (developing) country
that is not as technologically efficient in order to generate the same economic surplus.

To address the consequences for international environmental agreements (IEAs) of eco-
nomic targets and loss-aversion, we develop a dynamic game in which countries face a free-
riding public goods problem and attempt to maintain cooperation in their national emission
strategies. Here, emitted pollution is assumed to be transboundary. We restrict our attention to
IEAs that are self-enforcing, as in Ferrara et al. (2009) and Hadjiyiannis et al. (2012), since
there is no supranational authority to enforce environmental policy mechanisms. In this con-
text, a country prefers to sustain cooperation on agreed-upon emission policies, as long as the
discounted future welfare losses from a breakdown in international environmental cooperation
outweigh the one-time gain of a unilateral deviation from the cooperative path.

We abstract from any participation considerations, which have been at the center of IEA lit-
erature (D’Aspremont et al., 1983; Hoel, 1992; Carraro and Siniscalco, 1993; Barrett, 1994).
Barrett (2005) and Finus (2008) provide excellent reviews of the literature. Instead, we look for
the sustainability of a cooperative emission level, particularly the most cooperative emission
level, by countries aiming to achieve their economic targets and that are averse to economic
losses within the context of a self-enforcing IEA involving full participation. We compare the
sustainability of a cooperative emission level by studying different sets of countries that vary
in terms of their economic targets, economic target concerns, and technological efficiencies.
We examine sets of countries that are both symmetric and asymmetric in terms of these char-
acteristics. Note that much of the literature on IEAs examines the case of symmetric countries.
However, only a few studies provide a theoretical examination of countries that are asymmet-
ric in terms of their size and marginal damage from pollution (Kolstad, 2010), marginal costs
and benefits of abatement (McGinty, 2007; Pavlova and de Zeeuw, 2013), and technologies
(Mendez and Trelles, 2000).

Furthermore, we separate from the electoral process for the tractability of the model and
focus on their potential effects on political parties. Based on empirical evidence, Cazals and
Sauquet (2015) show that political leaders’ levels of commitment to IEAs differ based on the
timing of elections. Buchholz et al. (2005) provide a theoretical examination of the implica-
tions of the electoral process for IEAs, and find significant adverse effects. In their model, two
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countries bargain on a treaty that binds once it is reached. On the other hand, in our model, the
agreement is self-enforcing, the game is infinitely repeated, and played among n countries.

Our analysis on economic targets provide the following findings. First, we show that if a
country has stronger economic target concerns, that is, it values its economic targets more
and/or becomes more averse to economic losses, then this country finds it more difficult to
sustain cooperation. However, higher economic target concern in one country facilitates sus-
tainability of an agreed cooperative emissions in other countries owing to strategic substi-
tutability of emission levels. Second, in the case that all countries have stronger economic
target concerns, sustaining an agreed-upon cooperative emission level might become easier
for some sufficiently developed countries but harder for some developing countries. So, an
agreed cooperative emission level could not be sustained after all countries having stronger
economic target concerns if a transfer mechanism is absent.

Third, we show that a decrease in a country’s ability to sustain cooperation means the most
(lowest) cooperative emission level this country can sustain increases. Thus, the most cooper-
ative emissions countries can sustain can be ordered from the lowest to highest as follows: no
country cares about economic targets, all countries reach their targets, and no country reaches
its targets.

Finally, our analysis on asymmetry in technological efficiencies provides the following find-
ings. Consistent with Mendez and Trelles (2000), the more asymmetric the countries are in
their technological efficiencies, the more difficult it is for them to sustain a cooperation emis-
sion level. Furthermore, we show that the impact of further asymmetry in economic target
concerns is ambiguous. Asymmetry in economic target concerns may correct the negative im-
pact of asymmetry in technological efficiencies on sustaining cooperation if economic target
concerns are lower for developing countries and higher for developed countries. Otherwise,
it becomes another obstacle for countries to support a greater degree of international envi-
ronmental cooperation. These results provide another perspective on why leaders have to be
further motivated for greener policies by citizens when they are to negotiate in the international
arena.

The remainder of this paper is organized as follows: Section 2 reviews the literature. Sec-
tion 3 presents the basics of the model. Section 4 characterizes the static Nash equilibrium of
our model. Section 5 analyzes the dynamic game. Section 6 provides two numerical analysis:
the first subsection studies the impact of economic target concerns on the most cooperative
emissions. The second subsection analyzes the model for technologically asymmetric coun-
tries and gives insights of North–South model. Finally, Section 7 offers concluding remarks
and relates the predictions of our model to the ongoing U.N. Climate Summits. The Appendix
contains supporting calculations not included in the primary paper as well as the proofs of
propositions and Lemma 1.

2. Literature Review

2.1 Rationality of Individuals and Political Entities

During the last decades, ample evidence from psychology and lab experiments, and more re-
cently, also from field data, field experiments, and brain scans show that people are not fully
rational and self-interested, despite its central role in standard economic analysis in the 20th
century. Behavioral economics builds new models with the aim of increasing psychological
realism of economic analyses and, thus, improve the field of economics by developing new
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theoretical understandings, making better predictions, and advise better policies. There have
been already several surveys and books comprehensively reviewing the field. A recent exam-
ple, DellaVigna (2009) provides an excellent survey on the empirical evidence of nonstandard
preferences (self-control problems, reference-dependent preferences, and social preferences),
nonstandard beliefs (overconfidence, law of small numbers, and projection bias), nonstandard
decision making (framing, limited attention, menu effects, persuasion and social pressure, and
emotions), and their impacts on market behavior. Camerer et al. (2003) and Kahneman and
Tversky (2000) contain many of the early pioneering works, both theoretical concepts and ap-
plications. Camerer and Loewenstein (2003) and Fudenberg (2006) discuss the past, present,
and future of behavioral economics. In addition, Kagel and Roth (1995) and Camerer (2003)
are the two important sources for the methods and findings of the experimental economics.

Simon argued that politicians are also boundedly rational. More specifically, politicians have
selective attention especially when they are under stress and have time constraints. Moreover,
they often make decisions based on imperfect information. As a result of such constraints, they
make mistakes, often decide some options that are good enough rather than the optimal one
maximizing the social welfare (satisficing heuristic) (Simon, 1985). Conlisk (1996) and Mc-
Fadden (1999) argue that bounded rationality is also important explanatory variable in large
organizations, including national governments. In his review of bounded rationality in politi-
cal science, Jones (1999) observes that both individuals and groups do not respond perfectly
in complicated environments. Tetlock (2005) provides empirical evidence of many policy ex-
perts’ inaccuracies in forecasting and concludes that experts are inclined to the same biases
as nonexperts. Similarly, Fischhoff et al. (1982) show that experts often make mistakes owing
to their misinterpretation of risks. Johnson and Tierney (2003) and Kahneman and Renshon
(2009) applied Prospect Theory (a theory heavily based on loss-aversion and reference levels;
Section 2.2 discusses in detail) to international relations and show that decision biases and
heuristics can elevate international conflicts rather than cooperation. Gsottbauer and van den
Bergh (2013) discuss the role of various actors’ (from citizens to politicians) bounded ratio-
nality and other-regarding preferences on climate change negotiations.

Modern neoclassical economics models have been criticized for treating households, firms,
countries, and other organizations as fully rational individuals. Behavioral and experimental
economists clearly show the limitations of rationality for the individuals. Many have also ar-
gued (and some provide evidence) that politicians, experts, and organizations also share some
of the decision biases and, thus, have some limitations in rationality, as discussed in the pre-
vious paragraph. Still, the agents at certain levels seem to be more rational than individuals.

In the last 15 years, experiments study whether groups behave differently than individu-
als. They almost uniformly show that groups act more rational than individuals. Charness and
Sutter (2012) review the literature comparing group behavior with individual behavior and pro-
vide three lessons. First, they take studies of investment or portfolio decisions, tournaments,
and tasks requiring the ability to reason and conclude that groups are more cognitively so-
phisticated. Second, they benefit from various real-effort and productivity field experiments
and conclude that groups can help with self-control and productivity problems. Third, they
review studies focusing on trust, social dilemma, and coordination games and conclude that
groups may decrease welfare because of stronger self-interested preferences. While in the first
two lessons group decision-making help individuals containing their behavioral biases, third
lesson show that group decision-making can have a detrimental effect on social welfare. Nev-
ertheless, group behavior, while still not the same, is closer to the standard economic model’s
prediction.
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On the other hand, İriş et al. (2015) study the role of delegation and public pressure in a
climate change experiment. In their experiment, four elected delegates, representing their sub-
groups, play a one-shot threshold public goods game in which the aim is to avoid losses that
can ensue if the sum of their contributions falls short of a threshold. So, this is a disaster sce-
nario and avoiding it requires collective action while individually each delegate has free-riding
incentives. They show that delegation leads to a small decrease in the group contributions.
Public pressure is defined as a form of teammates’ messages to their delegate and design to
be payoff-inconsequential. Nevertheless, public pressure has a significant negative effect on
contributions. The reason for the latter finding is that delegates tend to follow the lowest of the
public good contributions suggestions by their teammates. Interestingly, the standard model
predicts no difference between individual and delegate behavior with or without public pres-
sure. Delegate behavior with public pressure could shed further lights on why groups behave
more self-interestedly in such coordination and social dilemma games.

2.2 Loss-Aversion and Reference-Dependent Preferences

Kahneman and Tversky’s Prospect Theory explain most of the experimental evidence on deci-
sion making under risk, unlike the standard model.6 The model is characterized by four compo-
nents: loss-aversion, reference-dependence, diminishing sensitivity (people are more sensitive
to changes around reference level than changes far from it), and probability weighting (people
subjectively overweight low probabilities and underweight high probabilities). Tversky and
Kahneman (1992) develop a new model by allowing decision weights to be cumulative rather
than separable, incorporating rank-dependent utility (Quiggin, 1982). Tversky and Kahneman
(1991) also apply the reference-dependent preferences to riskless choice settings, such as to
incorporate the initial entitlements (status quo) into consumer theory.

Most of the follow-up literature, including this paper, employ a simplified version of
the Prospect Theory by adopting only loss-aversion and reference-dependence (DellaVigna,
2009). Reference-dependent preferences help explain ubiquitous phenomena such as exces-
sive aversion to small risks in the laboratory (Kahneman and Tversky, 1979), endowment ef-
fect for inexperienced traders (Kahneman et al., 1991), resistance of lowering consumption in
response to bad news about future income (Bowman et al., 1999), the reluctance to sell houses
at a loss (Genesove and Mayer, 2001), equity premium puzzle in asset returns (Benartzi and
Thaler, 1995; Barberis et al., 2001), the disposition effect, that is, the tendency to sell win-
ners rather than losers in financial markets (Odean, 1998), eliminating paradoxical effects of
monetary variance in macroeconomic policy (Ciccarone and Marchetti, 2013), inefficient task
allocation in contract theory (Daido et al., 2013), the energy paradox (Greene, 2011), target
earnings in labor supply decisions (Camerer et al., 1997; Fehr and Goette, 2007), the tendency
to insure against small risks (Sydnor, 2010), and effort in the employment relationship (Mas,
2006), among many others.

While reference-dependence and loss-aversion help explain ubiquitous phenomena, how
the reference points are determined remains an open question. The reference points are gen-
erally assumed to be exogenous. Recently, Kőszegi and Rabin (2006) develop a new model
of reference-dependence in which the reference points are determined endogenously by the
economic environment. They assume that a person’s reference point is the person’s rational
expectations about the outcomes, which are determined in a personal equilibrium. Their model
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requires the expectations to be consistent with the optimal behavior given expectations. Their
paper has received have attention by many researchers.

Several field experiments have employed subjects with trading experience and find no evi-
dence of loss-aversion (List, 2003, 2004). Thus, they conclude that experience mitigates loss-
aversion. Kőszegi and Rabin (2006) provide another explanation. They argue that experience
does not affect experienced subjects’ loss-aversion, but it influences the reference point for-
mation. Thus, if experienced subjects expect to sell their objects, then selling the object is not
regarded as a loss.

Several studies examine how behavioral economics can advance the science of environ-
mental and resource economics. Shogren et al. (2010) argue that loss-aversion could be
crucial for nonmarket valuations. Gsottbauer and van den Bergh (2013) argue that political
leaders frame the climate change problem as a loss or a gain to alter behavior to promote
greener policies (e.g., Al Gore) or to favor inaction (e.g., the Bush administration.) To
the best of our knowledge, İriş and Tavoni (2015) is the only other study, which employs
loss-aversion to examine international environmental agreements. They investigate the impact
of loss-aversion with respect to a threshold amount of environmental damage, which is viewed
as indicative of an approaching catastrophe. Our study differs significantly from that of İriş
and Tavoni (2015), because the latter focuses on coalition formation, and particularly the
sizes of coalitions and the types of countries that form a coalition in the case of asymmetry
in their beliefs on environmental safe operating limits (references) and in their perceived
vulnerability when a threshold is exceeded (loss-aversion). This paper contributes to this
literature by bringing issues from the political economy into the international environmental
cooperation.

There are several excellent reviews of reference-dependent preferences. As mentioned be-
fore, DellaVigna (2009) surveys the empirical evidence of reference-dependent preferences
and their impacts on market behavior. Barberis and Thaler (2003) provide another excellent
review of reference-dependent preferences on finance, and Mercer (2005) on political science
and international relations. Two other interesting papers worth mentioning are Wang et al.
(2016) and Chen et al. (2006). Wang et al. (2016) conduct an international survey and collect
measurements of the loss-aversion parameter in 53 countries. Their study analyzes the sys-
tematic difference of loss-aversion across cultures and regions. On the other hand, Chen et al.
(2006) show that not only humans but also capuchin monkeys exhibit reference-dependence
and loss-aversion.

Most of the ideas of behavioral economics, as well as loss-aversion, date significantly back
in time. As noted by Camerer and Loewenstein (2003), Adam Smith’s relatively less well-
known book “The Theory of Moral Sentiments” profoundly discusses the psychological prin-
ciples of individual behavior. Many behavioral economists have influenced by the ideas of this
book. In fact, Smith also comments on the idea of loss-aversion (Smith, 1892, p. 311): “we
suffer more . . .when we fall from a better to a worse situation, than we ever enjoy when we
rise from a worse to a better.”

3. The Model

We assume the world consists of n countries.7 The countries have perfect information about
the world, and decide simultaneously on an emission level of a pollutant substance, xi ∈ (0, 1).
Emissions have a negative environmental effect and give rise to negative externalities ow-
ing to transboundary effects. In other words, emissions in country i pollute the environment
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in country i, as well as in other countries. However, emissions are unavoidable for produc-
tion, which creates surpluses for producers and consumers. Our model builds on the work of
Mendez and Trelles (2000) and incorporates countries’ economic targets into the problem.
The net-benefit function for country i, which also aims to reach its economic target, is as
follows:

Bi(x1,… , xn) = bi(xi) − pi(x1,… , xn) + 𝛾iti
(
xi, bR

i

)
(1)

where country i’s economic benefit bi(xi) depends only on its emissions, the cost of pollution
pi(x1,… , xn) depends on all countries’ emission levels, and the target utility ti(xi, bR

i ) depends
on the country’s emissions and economic target bR

i . The scaling factor 𝛾i > 0 measures how
much country i cares about its target utility relative to the benefits and costs of emissions. We
assume the following functional forms:
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)
, otherwise

(4)

A higher value of the country i’s exogenously determined technological inefficiency 𝛼i ∈ (0, 1)
requires higher emissions to reach a given economic benefit.8 We call country i “developing”
if it is technologically inefficient (relatively high 𝛼i), and “developed” if it is technologically
efficient (relatively low 𝛼i). We use 𝛼 ≡ (𝛼1,… , 𝛼n) to denote the vector of countries’ techno-
logical inefficiency parameters and normalize them,

∑n
j=1 𝛼j = 1.

Note that the economic benefit function bi(xi) is strictly increasing, concave, and bi(0) =
0. The cost of pollution pi(x1,… , xn) is strictly increasing in all terms, pi(0,… , 0) =
0, and has the following two properties: (i) 𝜕pi

𝜕xj
<

𝜕pi

𝜕xi
for j ≠ i, and (ii) pi(x1,… , xn) >

pj(x1,… , xn) if 𝛼i < 𝛼j. Property (i) implies that a marginal increase in domestic emissions
is more damaging than the same marginal increase in another country. This means that either
the emission has additional local effects separate from the global effects, or in addition to the
real effects, it has psychological effects, such as people feeling guilty about their own coun-
try’s emissions. Property (ii) implies that, regardless of sources, people in developed countries
are more environmentally aware and perceive more of environmental damage than people do
in developing countries.9

The target utility ti(xi, bR
i ) captures a country being averse to losing its economic benefits

relative to its economic target bR
i . We can consider this to be country i’s economic reference

level. In other words, if the economic benefit reaches this level, bi(.) ≥ bR
i , then the country

is satisfied by the positive difference, which it perceives as a gain. On the other hand, if the
economic benefit does not reach the target, bi(.) < bR

i , then the country is disappointed by
this negative difference, which it perceives it as a loss. Moreover, countries tend to strongly
prefer avoiding economic losses to acquiring gains, relative to the economic target. The loss-
aversion parameter 𝜆i > 1 measures how country i values losses versus gains. The function
ti(.) is increasing in its emission level, decreasing in its economic target, and independent of
how much other countries emit.
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The net-benefit function of country i with an economic target simplifies to the following:

Bi

(
x1,… , xn,Λi, bR

i

)
=
⎧⎪⎨⎪⎩

x
𝛼i
i

(
1 + 𝛾i − xi −

∑
j≠i xj

)
− 𝛾ib

R
i , if bG

i (.) ≥ bR
i

x
𝛼i
i

(
1 + Λi − xi −

∑
j≠i xj

)
− Λib

R
i , otherwise

(5)

where Λi = 𝛾i𝜆i < 1 captures the economic target concerns of country i in the loss domain.
Country i, with an economic target, initially maximizes the objective function in the first row,
BG

i (.). If the economic benefit reaches the target, bG
i (.) ≥ bR

i , then country i is in the gain do-
main and its net benefit is determined. However, if the economic benefit does not reach its
target, bG

i (.) ≤ bR
i , then country i is in the loss domain and maximizes the objective function

in the second row, BL
i (.).10 For a standard country i, there is no target utility in (1).

Any country i belongs one of the three types 𝜃i ∈ {L, G, S}: that fails to reach its economic
target (L); that reaches its economic target (G); and with no economic target (S). We use
𝜃 ≡ (𝜃1,… , 𝜃n) to denote the vector of countries’ types. In order to study the impact of differ-
ent types of countries, we solve the model for the case in which all countries fail to reach their
economic targets. The results for the other types of countries can be found by simply applying
Λi = 𝛾i for any country i reaching its economic target (G), and Λi = 0 for any standard country
i (S). Comparing the types (L) and (G) gives us the implication of the kink caused by the loss-
aversion parameter. Note also that Λi increases as a country’s type changes in the direction of
S → G → L.

4. Static Game

The aim of this section is to characterize the noncooperative Nash equilibrium of n technolog-
ically asymmetric countries with economic targets. The Nash equilibrium serves as a credible
punishment or threat to support international environmental cooperation in the repeated setting
examined in the following section.11

In the noncooperative Nash solution, each country sets its emission level where the marginal
benefit is equal to the marginal cost. We find the best response function BRi and Nash emis-
sion for country i xN

i using the standard first-order condition 𝜕BL
i (.)∕𝜕xi = 0, as well as some

additional algebra

𝜕BL
i (.)

𝜕xi
= 𝛼ix

𝛼i−1
i

(
1 + Λi − xi −

∑
j≠i

xj

)
− x

𝛼i
i = 0 (6)

The first-order condition shows that economic target concernsΛi increases the marginal benefit
of emissions. Multiplying the first-order condition by x

1−𝛼i
i > 0 gives

𝛼i

(
1 + Λi −

n∑
j=1

xj

)
− xi = 0 for i = 1, 2,… , n (7)

and determines the best response function for country i

BRi(x−i) =

𝛼i

(
1 + Λi −

∑
j≠i

xj

)
1 + 𝛼i

(8)
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where x−i ≡ (x1,… , xi−1, xi+1,… , xn). Note that country i’s emission level when it best re-
sponds to other countries’ emissions increases in its economic target concerns, that os, higher
Λi, and as it becomes technological less efficient, that is, higher 𝛼i. Summing n equations in
(7) and solving for the total emission level gives

n∑
j=1

xN
j =

n∑
j=1
𝛼j +

n∑
j=1
𝛼jΛj

1 +
n∑

j=1
𝛼j

(9)

where xN
j is country j’s Nash emission level. Substituting (9) into (7) and using

∑n
j=1 𝛼j = 1

gives the Nash emission level below

xN
i =

𝛼i

2

(
1 + Λi(2 − 𝛼i) −

∑
j≠i

𝛼jΛj

)
(10)

Equation (10) shows that stronger country i’s economic target concern, that is, an increase in
Λi, imply a higher Nash emission level for country i. In other words, Nash emission level of a
country with an economic target places more value on the economic benefits than a standard
type country does, and even more so if it is a type L than G. On the other hand, a higher Λj for
any other country j implies a lower Nash emission level for country i. This is due to the envi-
ronmental concern of country i about the higher environmental pollution caused by country j.
Note also that country i’s Nash emission level increases as the country becomes technologi-
cally less efficient, that is, higher 𝛼i, and as the other countries become technologically more
efficient, that is, lower 𝛼js.12

For any given types 𝜃, the Nash emission levels are inefficiently high (i.e., xO
i < xN

i for all
i), where the optimum level of emissions xO ≡ (xO

1 ,… , xO
n ) maximizes the countries’ joint net

benefits
∑n

i=1 Bi. This is because emissions are transboundary and the negative spillover effects
are not internalized when the countries act noncooperatively.13

5. Dynamic Game

In this section, we study the repeated interaction between countries. More precisely, the static
game analyzed in the previous section is repeated infinitely many times in the dynamic game,
and countries discount the future period by a discount factor 𝛿 ∈ (0, 1). We focus on self-
enforcing IEAs. Thus, countries cannot make binding commitments. In such a setting, coun-
tries can sustain international environmental cooperation, the degree of which depends on how
severely they can credibly punish a deviator. Our aim in this section is to examine the conse-
quences of economic targets and loss-aversion for the sustainability of a cooperative emission
equilibrium in the framework of an IEA with full participation. Thus, our framework is in line
with the U.N. Climate Summits, in which participation has been almost universal.

Countries employ infinite Nash reversion strategies to enforce environmental cooperation.14

We focus on cooperative subgame-perfect equilibria in which the following hold: (i) along the
equilibrium path, the countries implement cooperative emission levels in each period; and (ii)
if at any point in the game a defection occurs, all countries revert to noncooperative Nash
emission levels from the following period onward. Each country i will prefer to emit at the
cooperative emission levels if its net benefit from cooperating is no less than its payoff from
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defection. The latter payoff consists of a one-period gain from deviation and the discounted
net benefit of playing Nash reversion forever; that is

1
1 − 𝛿

Bi

(
xC,Λ, 𝛼, bR

i

)
≥ Bi

(
BRi

(
xC
−i

)
, xC

−i,Λ, 𝛼, bR
i

)
+ 𝛿

1 − 𝛿
Bi

(
xN ,Λ, 𝛼, bR

i

)
(11)

where Λ ≡ (Λ1,… ,Λn) is the vector of economic target concerns, indicating also the country
types 𝜃, xC ≡ (xC

1 ,… , xC
n ) is the vector of cooperative emission levels, and BRi(x

C
−i) is the best

response function of country i when other countries emit at the agreed cooperative emission
levels. From Friedman (1971), we know that for a sufficiently high discount factor 𝛿 and any
given economic target concerns Λ, there is a subgame-perfect Nash equilibrium at a vector
of cooperative emission levels xC, such that xC

i ∈ [xC
i , xN

i ), where xC
i is the most cooperative

emission level country i can sustain.
Substituting cooperative emissions xC, the best response function in (8), and Nash emission

in (10) into BL
i (.) give the net-benefit functions when all countries cooperate, when coun-

try i unilaterally deviates while others continue to cooperate, and at the Nash emissions,
respectively:15

BL
i

(
xC,Λ, 𝛼, bR

i

)
=
(
xC

i

)
𝛼i

(
1 + Λi − xC

i −
∑
j≠i

xC
j

)
− Λib

R
i (12)

BL
i

(
BRi

(
xC
−i

)
, xC

−i,Λ, 𝛼, bR
i

)
= 1
𝛼i

(
𝛼i

1 + 𝛼i

(
1 + Λi −

∑
j≠i

xC
j

))1+𝛼i

− Λib
R
i (13)

BL
i

(
xNL

1 ,… , xNL
n ,Λ, 𝛼, bR

i

)
= 𝛼

𝛼i
i

⎛⎜⎜⎜⎝
1 + Λi

(
2 − 𝛼i

)
−
∑
j≠i
𝛼jΛj

2

⎞⎟⎟⎟⎠
1+𝛼i

− Λib
R
i (14)

Similar to public goods game, we have Bi(BRi(x
C
−i), xC

−i,Λ, 𝛼, bR
i ) > Bi(x

C,Λ, 𝛼, bR
i ) >

Bi(x
N ,Λ, 𝛼, bR

i ). We take the terms on the RHS over to the LHS in (11) and call this coun-
try i’s sustainability function Si(x

C,Λ, 𝛼, 𝛿). Substituting (12), (13), and (14) into (11) give the
sustainability function, Si(.) =

(
xC

i

)
𝛼i

1 − 𝛿

(
1 + Λi − xC

i −
∑

j≠i
xC

j

)
−

(
𝛼i

(
1+Λi−

∑
j≠i xC

j

)
1+𝛼i

)1+𝛼i

𝛼i

−
𝛿𝛼

𝛼i
i

1 − 𝛿

⎛⎜⎜⎜⎝
1 + Λi(2 − 𝛼i) −

∑
j≠i
𝛼jΛj

2

⎞⎟⎟⎟⎠
1+𝛼i

(15)

Given the parameters of the model, the sustainability function gives nonnegative values for sus-
tainable cooperative emission levels, and gives negative values for unsustainable cooperative
emission levels. In this paper, our main concern is how the economic target concerns affect the
sustainability of an agreed cooperative emissions. An increase in country i’s economics target
concerns Λi does only increase the impact of the target utility. It means that the impact of this
increase depends on the levels of the economic benefit bi(.) and the economic target bR

i . Note
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that the economic target parameters in Si(.) cancel each other out (Λib
R
i ( 1

1−𝛿 − 1 − 𝛿

1−𝛿 ) = 0).
Thus, the country’s economic target only determines its type, but has no other effect on sustain-
ability. Therefore, given the types, the impact of an increase in economic target concerns on
sustainability depends on the economic benefit levels when country i cooperates bC

i ≡ bi(x
C
i ),

when it unilaterally deviates while others continue to cooperate bD
i ≡ bi(BRi(x

C
−i)), and at the

Nash emissions bN
i ≡ bi(x

N
i ).

Our first proposition describes the impact on sustaining a cooperative emission level if coun-
try i is more concerned about its economic target. This increase in economic target concerns
can be due country i’s type changing in the direction of S → G → L.

Proposition 1. Given any cooperative emission levels xC, technological inefficiencies with∑n
j=1 𝛼j = 1, economic target concerns Λ, and a common discount factor 𝛿, if country i is

more concerned about its economic target, that is, higher Λi, then

(i) it is more difficult to sustain cooperation at the agreed cooperative emission xC for
country i, that is, 𝜕Si∕𝜕Λi < 0, and

(ii) it is easier for any country j to sustain cooperation at xC, that is, 𝜕Sj∕𝜕Λi > 0.

An increase in country i’s economic target concerns increases its marginal benefit from
emission. Since xC

i < xN
i < BRi(x

C
−i) for any 𝜃, the economic benefits at these emission levels

are ordered as follows: bC
i < bN

i < bD
i . Furthermore, while country i’s cooperative emission

level does not change, its Nash emission level and emission level when it unilaterally devi-
ates from the cooperative emission level increases in Λi. These imply a stronger incentive to
deviate and, thus, a decrease in Si(.). Sustaining cooperation at xC becomes more difficult for
country i. On the other hand, an increase in Λi for any other country j only decreases country j’s
Nash emission level because of the strategic substitutability of countries’ emission levels, thus
lowering its incentive to deviate from the agreed cooperative emissions. Therefore, sustaining
cooperation at xC becomes easier for country j.

Next, we discuss the impact on sustaining a cooperative emission level if all countries are
more concerned about their economic targets. To this end, we increase the economic target
concerns uniformly, while still allowing these concerns to be different from each other.

Proposition 2. Given any cooperative emission levels xC, technological inefficiencies with∑n
j=1 𝛼j = 1, economic target concerns Λ, and a common discount factor 𝛿, an equal increase

in all countries economic target concerns, dΛi = dΛj ∀ij, impedes country i sustaining coop-

eration at xC if d Si =
𝜕Si

𝜕Λi
dΛi +

∑
j≠i

𝜕Si

𝜕Λj
dΛj < 0 ⇔

bC
i − (1 − 𝛿)bD

i + 1
2

(1 + 𝛼i)𝛿(n − 3 − 𝛼i(n − 2))bN
i < 0 (16)

(i) If 𝛼i ≤
n−3
n−2

, which requires n ≥ 4, then bN
i enters nonnegatively and the inequality (16)

does not hold for sufficiently large 𝛿. Otherwise, bN
i enters negatively and the inequality

(16) or the opposite can hold.
(ii) It is easier for the inequality (16) to hold for a lower xC

i and higher xC
j s.

While Proposition 1 examines the impact of one country being more concerned about its
economic targets, Proposition 2 examines the impact of all countries having stronger con-
cerns about their economic targets. Thus, for each of n countries, there are two effects, as dis-
cussed in Proposition 1: (i) an increase in Λi hinders sustaining cooperation for country i, but
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(ii) facilitates cooperation for any other country j. If the inequality (16) holds, Proposition 1(i)
dominates (ii) when all countries have stronger economic target concerns. If the opposite of
inequality (16) holds strictly, then (ii) dominates (i).

The first point in Proposition 2 states that if there are sufficiently many and patient countries,
(ii) dominates (i) for a technologically not very inefficient country i. If any of these conditions
fail to hold, then depending on the specific parameter values (i) or (ii) dominates the other. To
gain more insight into this, first note that the number of countries and countries’ technological
inefficiencies are linked due to the normalization,

∑n
j=1 𝛼j = 1. An increase in the number of

countries requires at least some countries to become technologically more efficient. For any
given number of countries, a country i being sufficiently technologically efficient and, thus
sufficiently environmentally aware, imply the other countries to be sufficiently technologically
inefficient and environmentally unaware. For such a developed country i, the effect (ii) would
become stronger since increase in Nash emission levels owing to the increase in economic
target concerns would be smaller; and, the effect (i) would be weaker, since increase in Nash
emission levels and emission levels when country i unilaterally deviates from the cooperative
emission level owing to the increase in economic target concerns would be smaller. Note that
if (i) dominates (ii) for some countries and they cannot sustain cooperation at xC anymore,
then IEA would break down.

The second point in Proposition 2 states that if country i agrees on a more cooperative emis-
sion level xC

i or some other countries j s agree on a less cooperative emission levels xC
j s, then

it is easier for the inequality (16) to hold. The intuition is straightforward: a more cooperative
(lower) emission level xC

i would reduce country i’s economic benefit at cooperative emission
level and a less cooperative emission levels xC

j s would increase country i’s economic benefit
when it unilaterally deviates from the cooperative emissions.

5.1 Sustainability, The Critical Discount Factor, and The Most Cooperative Emissions

In all the propositions, we study how changes in economic target concerns, either country i’s
or any other country j’s or all countries, affect the sustainability a cooperative emission level,
given the agreed-upon cooperative emission levels xC and a common discount factor 𝛿. Alter-
natively, we could study the impact of economic target concerns on the critical discount factor
above which xC can be sustained by country i or on the most cooperative (minimum) coopera-
tive emission levels xC for a given 𝛿. To this end, first we solve the no-defection condition (11)
for 𝛿 and obtain the critical discount factor above which xC can be sustained by country i16

𝛿 ≥ 𝛿i(x
C,Λ, 𝛼) =

BD
i − BC

i

BD
i − BN

i

(17)

where BC
i , BD

i , and BN
i are abbreviations of the net-benefit function when all countries co-

operate, when country i unilaterally deviates while others continue to cooperate, and at the
Nash emissions, respectively. At its critical discount factor 𝛿i(x

C,Λ, 𝛼), country i can just
sustain the agreed cooperative emissions xC, thus, its sustainability function equals to zero,
Si(x

C,Λ, 𝛼, 𝛿i) = 0.
So far, we have studied how changes in economic target concerns affect countries sustaining

cooperation at a xC. Next, we study the relationship between country i’s ability to sustain
cooperation at a xC and its critical discount factor. This allows us to interpret our previous
results from the perspective of countries’ patience levels.
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Lemma 1. Given any cooperative emission levels xC, technological inefficiencies with∑n
j=1 𝛼j = 1, economic target concerns Λ, if country i’s ability to sustain cooperation at xC

increases (decreases) for some reason other than discount factor 𝛿 and cooperative emission
levels xC, S′i (x

C, 𝛿i) > (<)Si(x
C, 𝛿i), then the critical (minimum) discount factor above which

xC can be sustained by country i decreases (increases), 𝛿′i(x
C) < (>)𝛿i(x

C).

If country i’s ability to sustain cooperation at xC has increased for whatever reason other
than 𝛿i and xC, then the critical discount factor before the increase does not bind for sustaining
cooperation at xC. This means that country i can sustain agreed cooperative emission xC with
some discount factors lower than the critical discount factor before the increase. Thus, the
critical discount factor decreases after the increase in country i’s ability to sustain cooperation
at xC. A decrease in critical discount factor 𝛿i(x

C) means even some other relatively impatient
country is can start sustaining cooperation at xC. Similarly, a decrease in country i’s ability to
sustain cooperation at xC requires 𝛿i(.) to increase and, thus, only sufficiently patient country
is can continue sustaining cooperation at xC.

Next, we study the relationship between country i’s ability to sustain cooperation at xC and
the most cooperative emission level it can sustain. This allows us to interpret our previous
results from the perspective of lowest emissions countries can sustain.

Proposition 3. Given any technological inefficiencies with
∑n

j=1 𝛼j = 1, economic target con-
cerns Λ, and a sufficiently high discount factor 𝛿i of country i,

(i) If country i’s ability to sustain cooperation at xC increases (decreases) for some reason
other than discount factor 𝛿i and cooperative emission levels xC, that is, S′i (x

C, 𝛿i) >

(<)Si(x
C, 𝛿i), then country i’s most cooperative emission decreases (increases), x′Ci <

(>)xC
i .

(ii) If all countries’ abilities to sustain cooperation at xC increase (decrease) for some rea-
son other than discount factor 𝛿i and cooperative emission levels, xC, that is, S′i (x

C, 𝛿i) >
(<)Si(x

C, 𝛿i) for all i, then the most cooperative emission levels countries can sustain
decrease (increase), x′C < (>)xC in all dimensions.

The intuition behind the Proposition 3 is similar to the one underlying Lemma 1. Basically,
after any country’s ability to sustain cooperation at xC increases for whatever reason other
than its discount factor and cooperative emission, the critical discount factor before the in-
crease does not bind for sustaining cooperation at xC. This means that countries with higher
ability to sustain cooperation at xC can support a greater degree of international environmental
cooperation.

An interesting point is that a country j’s ability to sustain cooperation at xC increases as xC
i

decreases if bC
j > bD

j (1 − 𝛿).17 This means that country i becoming more cooperative in its
emission level allows some sufficiently patient countries to also emit more cooperatively.

6. Extensions

6.1 Symmetric Countries

In this subsection, we assume countries to be symmetric. More specifically, we assume coun-
tries to be identical in their technological inefficiencies, 𝛼i = 1∕n for any i, economic target
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concerns, Λi = Λj, and agreed cooperative emission levels, xC
i = xC

j ∀ ij. As in Proposition 2,
we study the impact of all countries being more concerned about their economic targets.

Proposition 4. Given technological inefficiencies 𝛼i = 1∕n for any i, a common discount fac-
tor 𝛿, and identical economic target concerns Λi = Λj ∀ij, the most cooperative emission level

country i can sustain xC
i increases in economic target concerns if, that is, 𝜕Si/𝜕Λi < 0 ⇔

bC
i < (1 − 𝛿) bD

i + 𝛿

2

(n + 1
n

)
bN

i (18)

Basically, the condition (16) simplifies to the condition (18) under symmetry. To investigate
further this scenario, we also resort to a numerical analysis. We assume that there are two
countries i and j, identical in their technological inefficiencies 𝛼i = 𝛼j = 1∕2, in their types 𝜃i =
𝜃j, in their discount factor 𝛿i = 𝛿j = 0.99, and agree to cooperate by emitting the same amount
xC

i = xC
j . Moreover, we assume that economic target concerns are ΛL

i = ΛL
j = 0.3 for loss,

ΛG
i = ΛG

j = 0.15 for gain, and ΛS
i = ΛS

i = 0 for standard types. We summarize the findings
in Figure 1. It shows how sustainability functions change against emissions with any country
i’s type 𝜃i ∈ {L, G, S}. The dotted, dashed, and continuous curves represent countries being
loss (L), gain (G), and standard (S) types, respectively. Each curve intersect the zero value line
twice: the smaller emission level is the most cooperative emission level countries can sustain
and the higher emission level is the Nash emission level.

For sufficiently high 𝛿, we find that for some relatively high (less) cooperative emission
levels the condition (18) does not hold, meaning that a joint increase in economic target con-
cerns can increase the sustainability for such relatively high (less) cooperative emissions. On
the other hand, if the countries agree on a low (more) cooperative emission level, then a joint
increase in economic target concerns decreases the sustainability functions and, thus, the most
cooperative emission levels of loss, gain, and standard types of countries are ordered as fol-
lows: xCL

i > xCG
i > xCS

i , for any i. Therefore, economic target concerns could be another reason
preventing countries to support a greater degree of international environmental agreements.

–10

–20

–30

–40

–50

Figure 1. The Most Cooperative Emissions.
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6.2 Asymmetry in Technology

Next, we examine the impact of countries becoming more or less asymmetric in their tech-
nologies, in addition to their possibly asymmetric economic target concerns. This analysis
allows us to study a North–South relations model as well as a North–North model. To this
end, we employ a numerical analysis with two countries to incorporate how technological
inefficiencies 𝛼i and 𝛼j, with 𝛼i + 𝛼j = 1, and different types 𝜃 = (𝜃i, 𝜃j) affect countries’
ability to sustain cooperation. Figure 2 contains two subfigures. Each shows how the
sustainability of a symmetric cooperative emission, set to xC = (0.22, 0.22) here, against
country i’s technological inefficiency 𝛼i changes with country i’s type 𝜃i ∈ {L, G, S}. The
two subfigures differ by the other country j’s type 𝜃j ∈ {L, S}. Bold sustainability functions
belong to country i and light sustainability functions belong country j. The dotted, dashed, and
continuous curves represent country i being in a loss (L), gain (G), and standard (S) domain,
respectively.

In both subfigures, the symmetry in technologies helps to sustain cooperation. The develop-
ing country fails to sustain cooperation if countries are sufficiently asymmetric in their tech-
nologies. For instance, in Subfigure 2 a, where 𝜃j = L, cooperation can be sustained by both
countries at approximately 𝛼i ∈ (0.52; 0.62), 𝛼i ∈ (0.46; 0.58), and 𝛼i ∈ (0.44; 0.56) for 𝜃i= S,
G, and L, respectively. Country i can sustain cooperation for values of 𝛼i below the upper limit
and country j can do so for values of 𝛼i above the lower limit. As Λi increases, in other words,
as the country i’s type changes in the direction of S → G → L, the upper limit decreases, and
sustaining cooperation becomes more difficult for country i. At the same time, the lower limit
increases, making it easier for country j to sustain cooperation, as shown in Proposition 1.

In the case of technological asymmetries, an increase in economic target concerns might
help or hinder sustaining a cooperative emission. Figure 2 shows that a more developed coun-
try can sustain cooperation at the agreed-upon emission level regardless of the economic target
concerns. However, economic target concerns do matter for the sustainability of the less de-
veloped country. if country i is less developed (i.e., 𝛼is > 0.5), regardless of economic target
concerns of the other country j, having stronger economic target concerns hinders its ability
to sustain cooperation at the agreed-upon emission level. On the other hand, the more devel-
oped county j having stronger economic target concerns facilitate sustaining cooperation for
the less developed country i. Thus, the best scenario for the countries to sustain cooperation is
the developing country i has weaker and the developed country j has stronger economic target
concerns. However, if one considers that developed countries have more established political
and economic institutions and would have weaker economic target concerns than developing
countries, then economic target concerns enter as another difficulty for supporting substantial
international environmental cooperation.

6.3 Comparative Statics Analysis with Economic Targets

In all our propositions, we focus on the impact of countries being more concerned about their
economic targets Λ. Alternatively, we could examine the impact of countries having more
ambitious economic targets bR. This may lead to two possible scenarios. First, if a country
continues to be in a gain or loss after an increase in its economic target bR

i , then its objective
function does not change. In this case, its emission level and sustainability functions remain
the same. Second, if a country starts failing to reach its economic benefit after an increase
in its economic target, then it will start maximizing BL

i (.). In this case, it will have stronger
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(a)

(b)

Type 𝜃i ∈ (L, G, S) and type 𝜃j = L

Type 𝜃i ∈ (L, G, S) and type 𝜃j = S

Figure 2. The Net Benefit of Sustaining Cooperation at xC = (0.22, 0.22) for Country-Type Pair
𝜃 = (𝜃i, 𝜃j), when the Loss-Aversion Parameter 𝜆i = 1.5 and the Scaling Factor 𝛾i = 0.1, for All i, and

Technological Inefficiency 𝛼i, When 𝛼i + 𝛼j = 1, at Discount Factor 𝛿 = 0.99.

Note: Countries sustain cooperation for nonnegative values. Bold sustainability functions represent
country i and light sustainability functions represent country j. The dotted, dashed, and continuous lines

represent country i’s type being L, G, and S, respectively.
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concerns about its economic targets. Therefore, the second scenario leads to identical impli-
cations discussed in the propositions.

7. Conclusion

Motivated by the fact that many policy decisions are often influenced by political parties’
incentives to be elected, we examine the implications for IEAs on transboundary emissions on a
country’s motivation to reach their economic targets and being averse to failing to achieve their
economic targets. More specifically, we examine whether countries having stronger economic
target concerns help or hinder the sustainability of agreed-upon cooperative emissions in the
context of self-enforcing IEAs, which require full participation.

We find that the stronger a country’s concern about its economic targets, the more diffi-
cult it is for the country to sustain cooperation, but the easier it is for other countries to do
so. If all countries have stronger economic target concerns and are sufficiently patient, then
such concerns can facilitate sustaining cooperation for sufficiently developed countries in the
presence of developing countries, but the effect is ambiguous for a developing country. If the
countries are symmetric in all dimensions, then those with stronger economic target concerns
hinder sustaining cooperation. This means that countries need to be much more patient to con-
tinue sustaining the agreed cooperative emission levels or the most cooperative emission levels
countries can sustain increase and, thus, these emission levels cannot be sustained for the same
patience level.

The real IEAs, such as climate change, are much more complex than the simple model
utilized here. They require international coordination to agree on the cooperative emission
levels, in which countries often fail to keep their promises. We show that even in a world
in which sustaining the most cooperative emissions is effortless, ambitious economic targets
owing to an incentive to be elected lead to IEAs with less cooperative emission levels than
could be achieved without such concerns.

Thaler and Sunstein (2008), in their highly influential book, suggest nudges. It is a design
of a choice environment using frames and defaults, among others, that alters people’s behavior
in a predictable way, without mandating a particular action or changing economic incentives,
in order to overcome behavioral failures. However, the impact of nudges is limited if policy-
makers suffer from such behavioral failures, either directly or through voters, as discussed in
the introduction.

It appears that correcting the incentives leading to ambitious economic targets and an aver-
sion to economic losses require a strong call for action at the subnational level. As citizens of
the earth, we should talk more about the environmental problems and raise public awareness
to incentivize political parties to pursue greener policies.18
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Notes

1. For instance, United States. http://www.pollingreport.com/prioriti.htm
2. We review this literature in Section 2.2.
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3. See the supporting information provided in Schumacher et al. (2015) for more detailed
political history of the German Green Party.

4. We further review the literature on rationality of voters and politicians in Section 2.1.
5. For instance, public polls show that voters prioritize economic issues and neglect environ-

mental ones more during 2008 crisis. http://www.people-press.org/2015/01/15/publics-
policy-priorities-reflect-changing-conditions-at-home-and-abroad/.

6. Kahneman and Tversky (1979) is the second most cited article in economics in the period
1970–2006 (Kim et al., 2006).

7. For convenience, we use the word “country” to refer to both a country and its political
leader.

8. Note that country i’s economic benefit is increasing in its own emissions 𝜕bi

𝜕xi
= 𝛼ix

𝛼i−1
i >

0, but decreasing in its technological inefficiency 𝜕bi

𝜕𝛼i
= x

𝛼i
i ln xi < 0.

9. Neumayer (2002) shows that democracies exhibit stronger international environmental
commitment than nondemocracies. This supports property (ii) if one accepts that democ-
racies are also more developed.

10. For some parameter values, countries can fail to reach their economic target when max-
imizing BG

i (.) and then reach their economic target when maximizing BL
i (.). This maxi-

mization procedure is to eliminate potential loops.
11. The static Nash equilibrium would be the unique equilibrium for the dynamic game as

well if an IEA was not feasible (e.g., owing to exogenous, political reasons, or because
countries are impatient and do not value the future).

12. See the Appendix for calculations.
13. Using the first-order conditions, 𝜕

∑n
i=1 BL

i ∕𝜕xi = 0, the optimum level of emissions under

full symmetry becomes: xO
i = 𝛼i(1+Λi)

n(1+𝛼i)
. There are no closed-form solutions for optimum

emissions in the case of asymmetry. Nevertheless, they are not needed for the sustainabil-
ity of IEAs.

14. We employ infinite Nash reversion strategies for simplicity, but they have well-known
credibility issues. Instead, we could consider other strategies, such allowing renegotiation
(Barrett, 1994; Asheim and Holtsmark, 2009). In these cases, the degree of cooperation
that any type of countries could sustain would be quantitatively different. Nevertheless,
all the forces leading to the qualitative results would remain the same.

15. More detailed calculations are provided in the Appendix.
16. See the Appendix for more detailed calculations.
17. See the Appendix for detailed calculations.
18. Communication and raising public awareness is one of the four strategic priorities of

the U.N. Environmental Program’s climate change program. http://www.unep.org/pdf/
UNEP_CC_STRATEGY_web.pdf.
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̇Iriş, D. and Tavoni, A. (2015) Tipping points and loss aversion in international environmental agreements.
Working Paper.
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Appendix: Calculations and Proofs

A.1 Calculations

A.1.1 Technological Inefficiency and Nash Emissions

𝜕xN
i

𝜕𝛼i
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It is straightforward to see 𝜕xN
i ∕𝜕𝛼j < 0.

A.1.2 Net-Benefit Functions

It is straightforward to see that substituting cooperative emissions into BL
i (.) gives (12). Let

us substitute the best response function in (8) into BL
i (.) to find the net-benefit function when

country i unilaterally deviates while others continue to cooperate, BL
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We substitute Nash emission in (10) into BL
i (.). Using (9) and some algebra gives the net

benefit at the Nash emissions, BL
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= 𝛼
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A.1.3 Critical Discount Factor

The conditions (11) and (17) are equivalent. For notational simplicity, let us use BC
i , BBR

i , and
BN

i for net-benefit functions when all countries cooperate, when country i unilaterally deviates
while others continue to cooperate, and at the Nash emissions, respectively.
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A.1.4 Interdependence of Countries’ Most Cooperative Emissions
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< 0, we should have: bC
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j (1 − 𝛿).

A.2 Proofs

Proof of Proposition 1. We take the derivative with respect to (i) Λi = 𝛾i𝜆i:
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For country i’s sustainability to decrease in its economic target concerns, 𝜕Si

𝜕Λi
< 0 ⇔

bC
i < 𝛿

1
2

(2 − 𝛼i)(1 + 𝛼i)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟

>1

bNL
i + (1 − 𝛿)bBR

i (A7)

Since xNL
i > xC

i and BRi(x
C
−i) > xC

i , we have bNL
i > bC

i and bBR
i > bC

i . Then, any point in
convex combination of bNL

i and bBR
i is also higher than bC

i , which completes part (i) of the
proof.

Let us now take the derivative of Sj with respect to (ii) Λi = 𝛾i𝜆i:

𝜕Sj

𝜕Λi
= (1 + 𝛼j)

𝛿

1 − 𝛿
𝛼

𝛼j

j

(
1 + (2 − 𝛼j)Λj −

∑
i≠j 𝛼iΛi

2

)
𝛼j

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

bNL
j

∑
i≠j 𝛼i

2
> 0 (A8)

This condition always holds because it is the same condition required for the Nash emissions
to be positive in (10), completing the proof of part (ii). □

Proof of Proposition 2. Total derivation of the sustainability function with respect to countries
economic target concerns, d Si =

𝜕Si

𝜕Λi
dΛi +

∑
j≠i

𝜕Si

𝜕Λj
dΛj:

d Si =

(
bC

i

1 − 𝛿
− bBR

i −
(2 − 𝛼i)(1 + 𝛼i)𝛿

2(1 − 𝛿)
bNL

i

)
dΛi +

∑
j≠i

(1 + 𝛼i)𝛿
∑

j≠i 𝛼j

2(1 − 𝛿)
bNL

i dΛj (A9)

Note that
∑

j≠i 𝛼j = 1 − 𝛼i. The sustainability of country i increases by an equal increase in
all countries economic target concerns (dΛi = dΛ ∀i) if d Si > 0 ⇔

bC
i − (1 − 𝛿)bBR

i −
(2 − 𝛼i)(1 + 𝛼i)𝛿

2
bNL

i + (n − 1)
(1 + 𝛼i)𝛿(1 − 𝛼i)

2
bNL

i > 0 ⇔

bC
i − (1 − 𝛿)bBR

i +
(1 + 𝛼i)𝛿

2
bNL

i ((n − 1)(1 − 𝛼i) − 2 + 𝛼i) > 0 ⇔ (A10)

bC
i − (1 − 𝛿)bBR

i +
(1 + 𝛼i)𝛿

2
bNL

i (n − 3 − 𝛼i(n − 2)) > 0

(i) The last parenthesis becomes positive if 𝛼i ≤
n−3
n−2

, which also requires n ≥ 4. In this
case, the condition (16) does not hold for sufficiently large 𝛿. Otherwise, we need to
know specific parameter values in order to determine whether the condition (16) holds
or not.

(ii) It is easier for the condition (16) to hold for a lower xC
i , since the only term that depends

on it in the condition (16) is bC
i , which decreases for a lower xC

i . On the other hand, It
is easier for the condition (16) to hold for higher xC

j s, since the only term that depends

on them in the condition (16) is bD
i , which increases for higher xC

j s.

Proof of Lemma 1. Given the parameters of the model, let 𝛿i(x
C) be the critical discount factor

so that Si(x
C, 𝛿i) = 0. Suppose, for some reason other than discount factor 𝛿i and cooperative

emissions xC, country i’s sustainability increases, S′i (x
C, 𝛿i) > Si(x

C, 𝛿i) = 0. Therefore, there
exists another 𝛿′i such that S′i (x

C, 𝛿′i) = 0 and 𝛿′i(.) < 𝛿i(.). □
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Proof of Proposition 3.

(i) Suppose country i’s sustainability increases for some reason other than its discount fac-
tor 𝛿i and cooperative emissions xC. We know by Lemma 1 that if S′i (x

C, 𝛿i) > Si(x
C, 𝛿i)

for any cooperative emissions xC, then 𝛿′i(x
C) < 𝛿i(x

C). Furthermore, from (17), we
have

BD
i − BC

i = 𝛿i(x
C)

(
BD

i − BN
i

)
B′D

i − B′C
i = 𝛿

′
i(x

C)
(
B′D

i − B′N
i

)
(A11)

Since 𝛿′i(x
C) < 𝛿i(x

C):

B′D
i − B′C

i < 𝛿i(x
C)

(
B′D

i − B′N
i

)
⇔(

1 − 𝛿i(x
C)
)
B′D

i < B′C
i − 𝛿i(x

C)B′N
i (A12)

meaning that the no-defection condition (17) does not bind for country i at the
(xC, 𝛿i(x

C)) pair. Note that BN
i does not depend on the cooperative emissions. Moreover,

BD
i does not depend on country i’s cooperative emissions. Thus, country i can sustain

cooperation at x̂C such that x̂C
i < xC

i and x̂C
j = xC

j for any j. Since these arguments apply

to any (xC
i , 𝛿i(x

C)) pair for any 𝛿i(x
C) that countries can maintain some cooperation, we

have that for any such 𝛿, x′Ci < xC
i .

(ii) Let all countries’ sustainability functions increases for some reason other than its dis-
count factors and cooperative emissions. For any country i, the condition (A12) does
hold. For any cooperative emissions xC lower than xC in all dimensions, net benefit
under defection is higher at xC than at xC

Bi

(
BRi

(
xC
−i

)
, xC

−i,Λ, bR
i

)
> Bi

(
BRi

(
xC
−i

)
, xC

−i,Λ, bR
i

)
(A13)

Furthermore, for such a xC
< xC, net benefit under cooperation is also higher at xC than

at xC

Bi

(
xC,Λ, 𝛼, bR

i

)
> Bi

(
xC,Λ, 𝛼, bR

i

)
(A14)

By the continuity of Bi(.), there exist a cooperative emissions vector x̃C
< xC such that

for any country i the condition (1.2) still holds. Since these arguments apply to any
(xC

i , 𝛿i(x
C)) pair for any 𝛿i(x

C) that countries can maintain some cooperation, we have
that for any such 𝛿, x′C < xC. □

Proof of Proposition 4. Country i’s sustainability function under symmetry

S=i =
(
xC

)1∕n

1 − 𝛿
(
1 + Λi − nxC

i

)
− n

( 1
n + 1

(
1 + Λi − (n − 1)xC

i

)) n+1
n

−
𝛿(1∕n)1∕n

1 − 𝛿

(
1 + Λi

2

) n+1
n

(A15)
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We take the derivative with respect to Λi in order to capture the impact of having different
degrees of economic target concerns Λi or types changing in the direction of S → G → L:

𝜕S=i
𝜕Λi

=

(
xC

i

)1∕n

1 − 𝛿
−
( 1

n + 1

(
1 + Λi − (n − 1)xC

i

))1∕n

−
(n + 1

n

)
𝛿

2(1 − 𝛿)
(1∕n)1∕n

(
1 + Λi

2

)1∕n

(A16)

Any country’s sustainability decreases as its economic target concerns increase,
𝜕S=i
𝜕Λi

< 0 ⇔

(
xC

i

)1∕n

⏟⏟⏟

bC
i

< (1 − 𝛿)
( 1

n + 1

(
1 + Λi − (n − 1)xC

i

))1∕n

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

bD
i

+𝛿
2

(n + 1
n

)(
(1 + Λi)

2n

)1∕n

⏟⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏟

bN
i
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By Proposition 2, we know that if all countries sustainability functions decrease, then the
most cooperative emissions countries can sustain increases, completing the proof. □
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1. Introduction

Game theory (GT) is the study of mathematical modelling of rational players interacting with
each other and it has been extensively applied in the environmental context, ranging from
fisheries management to natural resources extraction and waste treatment (Zara et al., 2006a,
2006b). A subtopic that has received special attention is environmental pollution. As soon
as the potential negative impact of anthropogenic emissions on the earth’s ecosystem was
widely recognized by the scientific and international community, different models have been
envisaged in order to represent the possible interactions of countries to coordinate their efforts
in abating emissions. Based on earlier models of transboundary pollution, a full class of new
models has born to depict the ‘global warming game’ (Maler, 1989).

Although the solution concepts that have been adopted are usually already present in the
game theoretical literature, it is still important to note that the ‘global warming game’ has its
own specificities; indeed it is now possible to speak, without the risk of adding unjustified em-
phasis, of a new strand in that literature. Three elements, and their specific combination, can
be considered the distinctive features of this particular game: the character of the players, the
strategies at their disposal and the effects produced by their cooperative behaviour. Starting
with the first, countries are the common unit of analysis (players, for game theory) and the
game consists of constituting an international environmental treaty (IEA). Although this may
appear quite natural, it is not trivial if examined more carefully. Countries, in fact, are nei-
ther the direct producers of emissions and pollution nor the direct recipients of their negative
consequences. They act, therefore, as mediators between polluters (firms, consumers) and pol-
lutees (people in general, for an anthropocentric perspective). According to the Coase Theorem
(Coase, 1960), the problem can be solved by the market alone, through the law of demand and
supply, but this would imply that pollution – or its complement, environmental quality – is a
normal, ‘priceable’ good. Given that pollution is an externality and environmental quality a
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public, rather than a private, good, polluters and pollutees cannot use the market as an exchange
platform unless a superior authority has previously defined appropriate property rights.

This leads to the second specificity, that is the strategy space defining this environmental
game. It is possible to differentiate at least two distinct, although interconnected, classes of
choices faced by countries. First of all, an IEA is a treaty and therefore a country has a di-
chotomous choice between being or not a signatory. This decision can be additionally divided
into two steps, that of signing and then ratifying the treaty, as recognized, for example, in the
model of Köke and Lange (2013). In general, however, this possibility is simply disregarded
and the simplifying assumption of perfect coincidence between the two steps is adopted.1 The
second strategic choice regards the optimal level of emissions or abatement to adopt. From
a modelling perspective, speaking of emissions or abatement is equivalent since one is the
complement of the other, so their use depends simply on author’s preferences.2 Three further
clarifications are required. First, since countries bargain as representatives of their popula-
tion, a model presenting a country’s unique utility function implicitly relies on the assumption
that the intra-state bargaining processes have already been solved. This constitutes a parallel
with the role played by the representative agent in several models, where this role is here taken
by the state itself. The second point regards the enforceability of state decisions. Countries are
supposed to ‘play’ as rational actors. Therefore, besides having a single utility function, they
are also supposed to possess full enforceability of their decisions. If this happens through a tax
or a marketable quota mechanism (in the dedicated literature it has been largely demonstrated
that the two mechanisms, under certain assumptions, are equivalent (Perman et al., 2003)) or
through other instruments, is not important, but the central point to stress is that a country
has a mechanism to perfectly implement the decision∖strategy chosen. The third specificity
concerns the outcome of cooperation which always generates positive externalities given that
it reduces pollution.3

To sum up, in this paper IEAs are conceived to be games in which players are countries, sup-
posed to be rational, utility maximizing agents. They have a double, interconnected, strategy
space constituted by the choice of cooperate (being part of the agreement) or not cooperate
(remaining outside) and a continuous choice on the level of emissions∖abatement to adopt.
The constitution of an IEA always generates positive externalities. Bearing these distinguish-
ing characteristics in mind, this paper analyses the cooperative approach, describing the main
solution concepts adopted in the literature, applied to the ‘global warming game’.

2. Cooperative versus Non-Cooperative Approach

Since this paper deals with cooperative GT (CGT), it is opportune to give its definition and
to stress the difference with the non-cooperative approach (NCGT). First of all, however, it is
useful to recall a general definition of GT. This discipline can be described as the mathematical
modelling of situations of conflict and cooperation that, starting from assumptions about the
strategic behavioural patterns of players, provides their resulting pay-offs according to the
adopted solution concepts (Zara et al., 2006). Bearing this definition in mind, the words of
Osborne and Rubinstein (1994) clearly explain the difference between the two approaches:

A coalitional model (a cooperative model, ndr) is distinguished from a non-cooperative
model primarily by its focus on what groups of players can achieve rather than on what
individual players can do and by the fact that it does not consider the details of how groups
of players function internally.
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Another way to explain this difference refers to the enforceability of agreements. NCGT
models situations where this enforceability is absent, so that players are free to strategically
pursue their own objectives, whereas CGT mainly considers the allocation of cooperative gains
resulting from binding agreements (Zara et al., 2006a). Adopting this last view and considering
the structure of the international community, based on the principle of state sovereignty, it
could seem more appropriate to adopt an NCGT approach to model the ‘global warming game’.
However, two arguments can be used to contradict this thesis.

The first stems from the words of Osborne and Rubinstein (1994). The authors point that the
two approaches differ on their focus. It is therefore a matter of perspective, a matter of what
the researcher wants to investigate and which questions she wants to answer. The problem of
agreement enforceability is simply disregarded. Criticizing a coalitional model on the ground
that it assumes enforceability in a situation where it does not exist, although usually reward-
ing, could actually cause a simple deviation from the focal point. In choosing this approach, in
fact, the researcher already knows its limits and this criticism becomes a mere pleonasm. The
second point should be limited to the case of IEAs and derives from a peculiar development of
the literature in this field. NCGT aims at investigating the constitutional process of a coalition
(an IEA) under a positive perspective (Chander and Tulkens, 2006). For positive perspective,
it is meant the logical (rational) outcome of a given situation. In other words, the formation
of the coalition must be in the self-interest of the constituting parties that act under the typ-
ical assumption of rationality. Consequently, the most important property that the coalition
must hold is stability. This concept is operationally translated into the conditions that, once
a coalition has been formed, no one of the non-signatories should find rewarding to enter the
agreement and no one of the signatories has an incentive to leave (d’Aspremont et al., 1983).
Mathematically, this is expressed as

∀i, Πi∈S(S) ≥ Πi∉S(S − i) and Πi∉S(S) ≥ Πi∈S(S + i)

where Πi∈S and Πi∉S indicate, respectively, the utility a country i enjoys being, and not being,
part of coalition S. When the two inequalities are satisfied, the coalition S is stable. Two things
worth to be mentioned. The first is that the focus on stability clearly amounts to consider
primarily the number of coalition participants or, equivalently, the number of IEA’s signa-
tories. This, in fact, seems to be the primary objective of NCGT applied to this field (Zara
et al., 2006b). The second aspect relates to the fact that the stability concept used here is
reminiscent of the stability set proposed in Von Neuman and Morgenstern (1947), a typical
cooperative solution, although they are not coincident (Chander and Tulkens, 2006). In per-
forming this analysis, however, a vast part of the non-cooperative literature, namely, the one
adopting Reduced-Stage Game (RSG) models, considers only a particular type of free rid-
ing: external free- riding (Finus, 2008). With this expression, it is meant a country that stays
outside the agreement but enjoys the positive externalities generated by it. The internal di-
mension of free riding, where a country joins the agreement but does not comply with it,
instead, is rarely taken into consideration as recognized4 by McEvoy and Stranlund (2009)
and Finus (2008). Disregarding this dimension implies to assume agreement enforceability. It
then follows that this concept cannot be used any more as a discriminant between CGT and
NCGT.

Although the border line between the two approaches is more blurred than in other fields,
nonetheless they remain deeply separated in a crucial point: results. NCGT generally pre-
dicts the formation of a small stable coalition (SSC) (Carraro and Siniscalco, 1993; Barrett,
1994; Diamantoudi and Sartzetakis, 2006), whereas the cooperative one asserts that the grand
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coalition (GSC) can be formed (Chander and Tulkens, 1995; Tulkens and Chander, 1997;
Germain et al., 2010). Tulkens (1997) has dedicated a whole paper to explain in detail what
causes this gap. The most important point is the fact that, in the cooperative approach, countries
are given the Core solution (the comprehensive coalition) in the first step, and then are asked
if they want to leave it, whereas the NCGT starts from the bottom, meaning the situation in
which countries are singletons and have to agree to some form of cooperation (Tulkens, 1997).
The other main difference, whose examination is postponed, is the fact that the cooperative ap-
proach assumes a strong reaction from the side of the coalition to the potential defection of one
of its members. Such defection, in fact, causes a complete breaking up of the whole coalition.
Apart from this last critical aspect, it is possible to note that the main difference is a matter of
perspective, as the definition of Osborne and Rubinstein (1994) underlines.

At this point, however, one might wonder which is the utility of the cooperative approach
if this disregards a crucial aspect such as the one of the IEA’s formation process. The answer
needs a premise. Full cooperation is globally optimal. This derives from well-known public
goods theory (Samuelson, 1954) according to which a Pareto efficient solution in presence
of a public good can be achieved only if all the interested parties are involved in the process
of its allocation. From this, it follows that cooperation is desirable in itself. CGT, in fact, is
said to adopt a normative perspective (Chander and Tulkens, 2006), rather than a positive one,
meaning that it pursues cooperation as a goal, not a simple rational consequence. The aim be-
comes then to define the allocation that renders cooperation feasible and more acceptable. It
can be said that it is an allocation, rather than a constitution, game. Its first goal, rendering co-
operation feasible, is then subject to the constraint of satisfying individual rationality, whereas
the second, related to acceptability, is bounded by the concepts of equity and fairness (Young,
1994). These can be given a general, normative meaning, or a narrower, practical one. In the
first case, they have to be intended as a principle of justice, a moral attitude, whereas in the
second they provide indications to shape concrete behaviours. This last interpretation presup-
poses a synthesis and, generally, a compromise, between the abstract principle and the material
conditions of the case at hand (power considerations). The satisfaction of individual rational-
ity constitutes this last element. The solution concepts adopted by CGT can be considered as
different forms of compromise between these two requirements.

3. Solution Concepts

This section introduces and describes the most used solution concepts of CGT applied to the
IEAs’ field. It therefore considers only a subset of the many solution concepts adopted by
CGT. Prevalence is given to single point rather than set solutions. The distinction between
these two categories is self-contained in their names. Set solutions, in fact, define the whole
space in which cooperation (GSC) can be sustained, whereas a single-point solution indicates a
precise allocation able to perform the same task. The choice of focusing on the second category
is due to this last consideration. A set solution, in fact, still leaves unsolved the problem of
defining which equilibrium will emerge in the particular game at hand, providing just a space
identification inside which multiple equilibria are possible (actually, every point in this space is
an equilibrium). Another way to interpret the difference between the two categories recalls the
distinction between feasibility and acceptability mentioned before. A set solution can be said
to consider only the first element, providing an indication of all the possible allocations that
are feasible, whereas a single-point solution is reached by adopting a specific equity concept,
according to which there will be a unique allocation.
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A further consideration needs to be done regarding the nature of the games under consider-
ation. Cooperative games are usually divided in two categories: games with (TU) and without
transferable utility (NTU) (Osborne and Rubinstein, 1994; Zara et al., 2006a). The difference
is easy to figure out. TU games assume that players’ utility can be transferred among them (e.g.
lump-sum payments in money or goods), whereas NTU games do not allow for this. Therefore,
the TU assumption implies that the worth of a coalition, calculated as the sum of the utilities of
its members, can be divided among them in any possible way (Zara et al., 2006a). Conversely,
in the NTU case, coalition members are constrained to enjoy the utility that they self-generate.
Obviously, in this second class of games, it will be generally more difficult to obtain cooper-
ation since transfers cannot be used as an instrument to induce it. Given that countries are the
players in the considered game and that their utility is generally proxied by GDP, there seems
to be no ground to refuse the TU assumption.

3.1 A Standard Coalitional Game and the Characteristic Function

Given a game Γ(N, v) with a number n of players (countries, in the present case, where n > 2),
define as N the set of all players: N = 1, 2, ..., n. Furthermore, denote a coalition S as a strict
subset of N : S ⊂ N. The set N is also a coalition, namely, the grand coalition, including all
players. Finally, define as Σ the set that collects all the possible coalitions – among which the
empty set Ø – which will necessarily have 2n elements. It has to be noted that the n players,
called singletons, are also treated as single member coalitions. The following necessary step to
characterize a coalitional game is to define a characteristic function v, intended as a real-valued
function that assigns a value to each one of the coalitions included in the set Σ. The value v(S),
since we are considering a TU game, can be interpreted as the total pay-off available for dis-
tribution among the members of coalition S (Osborne and Rubinstein, 1994). By assumption,
v (Ø) = 0, meaning that the empty coalition has a zero value.

Definition. A TU coalitional game Γ(N, v) in characteristic function form consists of a finite
set of players N and a function v that assigns to each non-empty subset S of N a real number
v(S), representing the utility of S available for distribution among its members.

In the large set of games in characteristic function form, particular classes have been individ-
uated according to the properties of the same characteristic function: convex (supermodular),
and superadditive games. The first class is a subset of the second. In order for a game to be
defined convex, the characteristic function must satisfy the following inequality:

v(S) + v(T) ≤ v(S + T) + v(S ∩ T), ∀ S, T ⊆ N

Driessen (2013) shows the equivalence between convexity and supermodularity of v. A char-
acteristic function is supermodular if:

v(S ∪ i) − v(S) ≤ v(T ∪ i) − v(T), ∀ S ⊆ T ⊆ N ⧵ {i} and ∀ i ∈ N

From this last condition, it can be said that a cooperative convex game is one in which, starting
from a given coalition, the marginal contribution a player brings to it increases monotonically
by increasing the size of the same coalition. Superadditivity, instead, can be considered as a
weaker version of convexity, requiring that the characteristic function satisfies the following
property:5

v(S) + v(T) ≤ v(S + T), where S and T are disjoint coalitions: S ∩ T = ⊘
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It will be seen later on why these two properties are really important in a coalitional game. For
the moment, it is sufficient to note that, when superadditivity holds, the characteristic value of
every coalition S ≠ N cannot be higher than the value of the grand coalition. Obviously, this
is true for convexity as well.

At this point, it is necessary to define the characteristic function itself

v(S) =
∑
i∈S

Πi(𝜙1, ...,𝜙n)

This is simply the sum of the utilities (indicated by Πi(.)) of all coalition’s members, given the
strategies (𝜙i) adopted by all the players in the game. It is then possible to link a coalitional
form of a game with its strategic form. From standard GT, it is known that an n-players game
is composed by the 2n-tuple (Φ1, ...,Φn,Π1, ...,Πn) where Φi is the set of pure strategies of
player i and Πi(𝜙1...𝜙n) is the pay-off of player i if player 1 uses the strategy 𝜙1 ∈ Φ1 and
player 2 uses 𝜙2 ∈ Φ2,..., and player n 𝜙n ∈ Φn (Ferguson, 2005). Therefore, from a standard
game in strategic form, the passage to a coalitional form game entails to give a value to each
possible coalition taking into consideration the strategies adopted by its members and the ones
of the non-members. In the IEA game, the set of strategies Φi is the level of emissions or
abatement that each country will undertake. Coalition members are supposed to coordinate
their strategies in order to maximize their global welfare that, as just shown, coincides with
the characteristic value of the same coalition (Zara et al., 2006b). The strategies chosen by the
players outside the coalition depend on the model assumptions. This topic will be discussed
in the following section together with the first solution concept: the Core. Resuming what said
in this section, an n-players game in coalitional form is a game defined by the pair (N, v) that
focuses on the coalitions’ outcome (characteristic value) rather than on the outcome achieved
by single players.

3.2 The Core and Its Various Declinations: 𝛼, 𝛽 and 𝛾

In partial contradiction with what said before, the first solution concept that will be examined,
the Core, is a set rather than a point solution. This deviation is due to the fact that the Core is
a fundamental notion in CGT, it is useful to compute other point solutions and it is helpful in
explaining the assumption regarding the non-members’ behaviour in the IEA game. Assuming
that v(N) is higher than every other v(S), it seems rational for the players of the game to form
the grand coalition. The problem, in presence of transferable utility, becomes then to agree
upon the amount that each player should receive (how to split the pie) (Ferguson, 2005). An
imputation x = (x1, ..., xn) is a pay-off vector that defines the sum – the amount of utility – that
each player should receive, if that imputation will be accepted. The Core (N,v) is defined as
the set of all imputations that satisfies the following conditions:

(1)
∑
i∈N

xi = v(N)

(2)
∑
i∈S

xi ≥ v(S), ∀ S ⊂ N

The first condition is a simple consequence of rationality and states that the entire value of
the grand coalition should be distributed among players (efficiency condition), whereas the
second one is what really defines the Core. Basically, each player should get an amount at
least equal to what she could get in any of the subcoalitions that she could form. In this way,
no one has an incentive to leave the grand coalition. This second condition can be further
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divided into two parts. The first, quite obvious, says that every player must get more than what
she could achieve playing alone: xi ≥ v({i}) ∀i ∈ N. The second part, instead, includes also the
other subcoalitions with two or more players and defines, through the condition

∑
i∈S xi ≥ v(S),

the stability of an imputation. In words, it can be said that the Core collects all the efficient
imputations that satisfy stability (Ferguson, 2005). As anticipated, neither it considers any
principle of equity or fairness nor it provides a clear indication on which imputation to prefer
but still it discriminates between games that can support, on the ground of stability, the grand
coalition and the ones that cannot. This last case happens when the Core is an empty set.

Recalling the definition of the characteristic value of a coalition S as v(S) =∑
i∈S Πi(𝜙1...𝜙n), it is clear that its definition depends from the strategies adopted by its mem-

bers as well as the ones undertaken by the players ‘outside’. Coalition members are supposed
to act in order to maximize v(S) itself. It is then required to assume which is the behavioural
pattern followed by the ‘outsiders’. Three such assumptions have emerged in the CGT liter-
ature. The first is the most pessimistic one, supposing that non-members will adopt the most
detrimental strategy at their disposal in order to contrast S. Once this assumption is adopted,
we will speak of 𝛼-characteristic function and 𝛼-Core. Therefore, v(S) will be defined by a
maxmin principle, as to say, it is the maximum pay-off that a coalition can guarantee to itself
knowing that non-members will act in order to minimize it:

v
𝛼

(S) = max
𝜙S∈ΦS

min
𝜙N⧵S∈ΦN⧵S

ΠS(𝜙S,𝜙N⧵S)

The 𝛼-Core is simply the Core under this particular assumption. The 𝛽-characteristic function
(and 𝛽-Core), instead, is obtained by adopting a minmax principle. In words, by assuming
that the coalition can achieve the minimum among the maximum pay-offs that it is able to
guarantee to itself after that the strategies of the players have been fixed (Zara et al., 2006a):

v
𝛽

(S) = min
𝜙N⧵S∈ΦN⧵S

max
𝜙S∈ΦS

ΠS(𝜙S,𝜙N⧵S)

The last Core concept, the 𝛾-Core, has been developed by Tulkens and Chander (1997) specif-
ically to deal with IEAs and other environmental games. The 𝛾-characteristic function implies
two main assumptions: first, that players remaining outside coalition S do not form any other
coalition, so they act as singletons, and secondly that they do not take any particular action,
neither to contrast nor to favour, the formed coalition. They behave neutrally, following self-
interest in a rational way:

v
𝛾

(S) = max
𝜙S∈ΦS

ΠS(𝜙S,𝜙N⧵S) where 𝜙N⧵S results from

max
𝜙i|i∈N⧵S∈Φi|i∈N⧵S

Πi|i∈N⧵S(𝜙i|i∈N⧵S,𝜙N⧵S,{i},𝜙S), ∀ i ∈ N ⧵ S

Outsiders (is ∈ N ⧵ S), therefore, act in a competitive way both among each other and towards
the formed coalition S, with the only aim of maximizing private utility.

3.2.1 Which Core is Appropriate for an IEA Game?

The 𝛼- and 𝛽-Cores, theorized by Aumann (1959), have been discussed in the early stage of
development of the environmental CGT literature, but have been almost completely abandoned
after the introduction of the 𝛾-Core. Laffont (1977) has shown that, in a game characterized
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by an economy with detrimental externalities (such as environmental games), the 𝛼 and 𝛽
assumptions coincide. Maler (1989) has been the first to discuss the problem of these assump-
tions when applied to the environmental field. In its ‘Acid Rain’ game, he has hypothesized
that there is no upper bound to the level of pollution that countries can produce. Since, as stated
in the introduction, the strategy space of a country is given by the amount of pollution it will
generate, this means that, under 𝛼 and 𝛽 assumptions, all the non-members will produce an
infinite level of pollution. Even placing some kind of ‘technical’ upper bound to the level of
pollution feasibly deliverable, this does not solve the conceptual problem of why non-members
should actually adopt this strategy. Generating positive externalities, a coalition favours also
outsiders, therefore it should be in their interest not to contrast its formation. Secondly, such a
high level of pollution is detrimental, therefore irrational, also for themselves.

Tulkens and Chander (1997) have then envisaged a new type of Core concept, whose main
assumption is the simple rationality of players. Instead of using their production economy,
it is simpler to explain the idea behind it making use of the emissions’ benefit and damage
functions. Under this setting, the monetary utility [Πi] obtained by a country i is given by
a benefit function [Bi(⋅)] having as argument own emissions [ei] – recall that emissions
generate a benefit being a proxy for production and, consequently, consumption – minus a
function [Di(⋅)] describing the environmental damage caused by pollution that, in presence of
a global pollutant, will have as argument the sum of the emissions produced by all countries
[
∑

i ei]:

Πi = Bi(ei) − Di

(∑
i

ei

)
From basic optimality conditions, it is known that the pay-off of i is maximized when B′

i = D′
i .

From what said till now, it becomes clear that the strategy space of i, under the sole assumption
of rationality, becomes narrowly bounded till being a single value. It is possible to define the
strategic choice of a country as a deterministic choice obtained by simply equating the first
derivative of two known (by assumption) functions. Given that the damage function has the
sum of all countries’ emissions as its argument, this implicitly creates a strategic game that, in
absence of any further assumption, takes the form of a Cournot game if the damage function is
convex. The alternative would be a Stackelberg game in case a first move advantage is given to
some players. In the dedicated literature, this assumption has been often used, guaranteeing the
advantage to the coalition (Barrett, 1994; Diamantoudi and Sartzetakis, 2006; Sartzetakis and
Strantza, 2013). However, it has been criticized as theoretically ungrounded by Finus (2008).
It has to be noticed a strong convergence between the cooperative and the non-cooperative
literature in representing the pay-off function of players. Generally, it is assumed a concave
benefit and a convex damage function. The first complies with the non-satiety, but marginal
declining satisfaction of consumption, that is standard in economic theory, whereas the second
derives from environmental science according to which ecosystem resilience and absorption
capacity suffer from saturation. The game so depicted has a single Nash equilibrium found
as the solution of the maximization problem just described. Chander and Tulkens (1995) call
it the disagreement point and it gives the characteristic value of the singletons’ coalitions,
v({i}), also called the reservation utility of players. Till here, CGT and NCGT do not show any
difference.

Once players are allowed to form (or discuss the formation of) coalitions, they will act in the
interest of the same coalition, if they are members, or in their private interest if non-members.
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Acting in the interest of the coalition translates in maximizing the sum of the pay-off functions
of all its members:

max
ei|i∈S

∑
i∈S

Πi → max
ei|i∈S

∑
i∈S

(
Bi(ei) − Di

(∑
i

ei

))
The coalition will therefore act as a single entity and, in this role, will play the same game
just described with all the other players, that, according to the 𝛾 assumption, will keep their
rational, self-interested behaviour and will act as singletons. It must be noted that the 𝛾 as-
sumption can be decomposed into two distinct assumptions, each related to one of the two
(inter-connected) strategic spaces composing the IEA game. The first relates to the amount of
pollution, the choice of the level of emissions, outsiders will undertake. The second regards
their possibility to form one, or potentially more, competing coalitions other than the one cur-
rently existing. As said, this possibility is basically excluded. Whereas the first assumption
is decisively justified, from a conceptual point of view, by rationality, the second, instead, ap-
pears more as a simplifying device.6 In fact, several papers, among which Eyckmans and Finus
(2004), Buchner and Carraro (2005), Eyckmans et al. (2012) have dropped it, allowing for the
coexistence of more than one coalition with several players. This would imply to switch from
a characteristic to a partition function form game. This paper, however, will align with the
vast majority of the literature on IEAs, both cooperative and non-cooperative, assuming that
only a non-singleton coalition can be formed. A further point must be made. Recalling that
a coalition always generate positive externalities, the 𝛾 assumption means that non-members,
by standing as singletons, actually adopt the worst strategy at their disposal from the coalition
point of view. As for the basic non-cooperative case, a unique Nash equilibrium will form
(this has been called in Chander and Tulkens (1995) partial agreement Nash equilibrium –
PANE). Another important property that follows from the structure of the game and from the
𝛾 assumption is that every change in the emissions level of one player will cause a partially
offsetting reaction (best reply function) from the others (Finus, 2000). A way to avoid this is
to use a quadratic benefit in combination with linear damage functions, for which there is no
reply to a variation in the level of emissions of other players. However, this formulation misses
to capture an important feature of the pollution problem: its increasing harmful effect.

Finally, it is possible to arrive at the distinctive feature between CGT and NCGT in their
application to IEAs. Given that the 𝛾 assumption basically reproduces exactly the same be-
havioural pattern adopted by NCGT for non-members and considering that the way a coalition
acts is also identical, the difference must be searched somewhere else. Tulkens and Chander
(1997) have first tested two non-cooperative solution concepts: the strong Nash equilibrium
and the coalition-proof Nash equilibrium. The first has been disregarded since it does not exist
for this type of games, whereas the second, introduced by Bernheim et al. (1987), is actually
the solution adopted by NCGT. Tulkens and Chander (1997) declared to be unsatisfied with
this solution since it is suboptimal (not Pareto efficient) and since it implies that a deviation
of a coalition (a set of members leaving a coalition) does not cause any reaction from the re-
maining members. As stated in the introduction, the main difference of the two approaches
can be described as a matter of perspective. NCGT starts from the bottom, the disagreement
point, and look at which coalition can be built, whereas CGT assumes the existence of the
grand coalition and examines if there are incentives for leaving it. Anyway, this is not the end
of the story. The reaction of the remaining members to a deviation of a coalition (as usual, in
the CGT jargon, this means also a single player, a singleton) is also central in order to the-
oretically justify the feasibility of the cooperative approach. In fact, when they examine the
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incentive to leave the grand coalition, CGT adopters consider only the pay-offs that players
can achieve forming sub-coalitions and the singletons’ pay-offs are the ones obtained in the
disagreement state. This means that the pay-offs achievable by being non-members (free rid-
ers, in the NCGT jargon) are simply disregarded. The justification of this strong limitation
stays on the reaction of members to deviations that implies to break the coalition and to play
the disagreement strategy (Tulkens and Chander, 1997). Much of the controversy between the
two approaches has been focused on this assumption, with NCGT supporters claiming that
this threat is not credible.

3.3 The Solution of Chander and Tulkens

The point solution proposed by Chander and Tulkens (1995) has two interesting and appeal-
ing properties. The first is that it lies in the Core, so that it preserves the individual rationality
of cooperating. The second is that it uses the same elements of the countries’ pay-off func-
tion (namely, the benefit and damage functions and their parameters) to define the imputation
vector to be adopted. Each of its ith elements is composed by two parts: country i’s pay-off
obtained in the full cooperative case (S = N) plus a transfer: xi = Πi(e

∗
i ) + Ti, with e∗i being the

equilibrium level of emissions of country i participating to the grand coalition. The important
part is constituted by the transfer Ti and the rule defining it:

T∗
i =

[
Bi(ēi) − Bi(e

∗
i )
]
+

D′
i∑

i D′
i

[∑
i

Bi(e
∗
i ) −

∑
i

Bi(ēi)

]
∑

i

Ti = 0

where ē is the equilibrium level of emissions at the disagreement point. Since the sum of Ti
over the is is equal to zero, it is easy to check that

∑
i xi =

∑
i Π∗

i = v(N), so that the group
rationality and efficiency condition is met. Explicitly writing the pay-off of a country when
the grand coalition is implemented, Bi(e

∗
i ) − Di(

∑
i e∗i ), helps to easily understand what will

be the final imputation received and the ratio behind this transfer scheme:

xi = Bi(ēi) − Di

(∑
i

e∗i

)
+

D′
i∑

i D′
i

[∑
i

Bi(e
∗
i ) −

∑
i

Bi(ēi)

]
A country will then receive an amount equal to its benefit function valued at the disagreement
point, so when its emissions and, consequently, the value of the same function, is maximum.
To this, it is subtracted the value of the damage function with emissions as in the full coopera-
tive case, so when it is the lowest. From what just said, it is clear that the term inside the square
brackets is always negative. This term will then be subtracted proportionally to the magnitude
of the parameter describing the importance of the environmental damage for a country com-
pared to (divided by) the sum of the same parameter over all countries. In other words, the first,
always positive, term is diminished in a way that is proportional to the vulnerability of a coun-
try to pollution. This is justified since pollutees need to pay polluters in order to induce them
to cooperate by compensating them for their forgone benefits obtained by emitting. However,
as explained in Chander and Tulkens (2006), this solution is actually favourable to pollutees.
In fact, they will pay polluters just up to the point that will induce them to cooperate, but the
actual surplus of cooperation is retained by the same pollutees.
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3.4 The Shapley Value

The Shapley value (Shapley, 1953) is a point solution concept that has found some applica-
tions in the context of pollution problems, for example, in Botteon and Carraro (1997) and
Petrosjan and Zaccour (2003). It can be considered part of a broad family of (both set and
point) solution concepts that rely on the mechanism of objections and counter-objections well
described in Osborne and Rubinstein (1994). This class of solutions, differently from the Core
that poses only an ‘immediate’ feasibility constraint, considers the chain of events that the
deviation of a coalition may trigger. Also in this case feasibility is the central aspect, but it
is evaluated only on the ultimate outcome produced by a deviation (Osborne and Rubinstein,
1994). Parts of this category are: the Stable set, the Bargaining set, the Kernel, the Nucleolus
and the Shapley value. The first, introduced by Von Neuman and Morgenstern (1947), will not
be considered since it has never been applied to environmental problems. Furthermore, it is a
superset of the Core (Osborne and Rubinstein, 1994) and not only, being a set solution, allows
for multiple equilibria but, for a single game, there can be more Stable sets. The following
three solutions are strongly interconnected being the first a superset of the second and this of
the latter (Driessen, 2013). Only the Nucleolus, the sole point solution among the three, will
be described specifically in the next section.

The mechanism of objections and counter-objections allows to define a stable state, obtained
when they reciprocally nullify. At its base there is a mix of considerations about power rela-
tions and fairness. Different weights attributed to these elements give rise to the multiplicity
of solution concepts mentioned. The Shapely value focuses primarily on the marginal contri-
bution that a player brings to a coalition. The objections that a coalition member can claim to
another player for a certain imputation are twofold. She can claim that, leaving the coalition,
will cause a loss to that player greater, for this last, than accepting the alternative imputation
she is proposing. Alternatively, she can object that there is the possibility for her and the other
members to make a coalition without the accused player that will leave her better off and the
remaining players at least as good as before. Basically, she can induce the others to exclude the
contested player. A counter-objection is simply the same argumentation put forth by the ac-
cused player. An important consideration to be made is that the Shapley value considers at one
time all the subgames present in a game. In other words, it requires that the objection∖counter-
objection nullification holds for all the subgames. This last sentence expresses the balanced
contributions property. In order for this property to hold, it is required to assign to each player
a value 𝜓 such that:

𝜓i(N, v) − 𝜓i

(
N ⧵ {j} , vN⧵{j}) = 𝜓j(N, v) − 𝜓j

(
N ⧵ {i} , vN⧵{i})

where (N ⧵ {j} , vN⧵{j}) and (N ⧵ {i} , vN⧵{i}) indicate the subgames of Γ(N, v) where players j
and i are, respectively, excluded. The only value 𝜓 that satisfies this condition is the Shapley
value that, therefore, will be the imputation chosen (𝜓 = x) (Osborne and Rubinstein, 1994).
The formula for calculating it is given by

𝜓i(v) =
∑

S∈N⧵{i}

(|S| − 1)!(n − |S|)!
n!

[v(S ∪ {i}) − v(S)]

where |S| indicates the cardinality of the coalition S. The term in the square brackets describes
the contribution player i brings to the coalition S. The sum is used to consider the (marginal)
contribution that a player provides to all the possible coalitions of a game (all the subgames).
Finally, the expression preceding the square brackets is used to give a weight to each such
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contribution considering the probability a player has to actually ‘produce’ it. The denominator,
in fact, is the number of all permutations of the n players, whereas the numerator expresses the
number of these permutations in which the |S| members of S come first than player i ((|S| − 1)!
ways), and then the remaining n − |S| players ((n − |S|)! ways). 𝜓i is the average contribution
brought by player i to the grand coalition if the players sequentially form this coalition in
a random order (Ferguson, 2005). A possible extension of the Shapley value is to consider
different probabilities in which coalitions can form. The random order just mentioned, in fact,
implies to assume equal probabilities. In this case, we would speak of Weighted Shapley value.
A literature review describing the various weighting schemes and computation devices adopted
can be found in Kalai and Samet (1987).

Regarding the properties shown by the Shapley value, it has to be pointed that it is the
only solution concept contemporaneously satisfying efficiency, symmetry, dummy axiom and
additivity. According to Hoàng (2012), the satisfaction of all these properties is compensated
by an important drawback since the Shapley value does not always fall into the Core. However,
it does in convex games (Zara et al., 2006). Applying this concept to IEA games leads to reward
that countries having a high level of pollution. In fact, these are the ones whose inclusion in an
agreement is most profitable from the global point of view. From another perspective, it could
be said that the agreement would obtain scarce results without their presence. The solution
of Chander and Tulkens takes into consideration this fact, but grants them only the sufficient
benefits in order to make their participation rational. The surplus obtained from cooperation is
given to polluted countries. With an imputation obtained through the Shapley value, instead,
they have to give part of this surplus up to polluters.

3.5 The Nucleolus

The Nucleolus, introduced by Schmeidler (1969), is a point solution that, as anticipated, is
contained both in the bargaining set and in the Kernel. Furthermore, when the Core is non-
empty, it is also a subset of this last. In order to understand the mechanism of objections and
counter-objections at its base, it is required to introduce the notion of the excess of S: e(S, x) =
v(S) − x(S); where x(S) =

∑
i∈S xi (Osborne and Rubinstein, 1994). When e(S, x) is positive, it

represents the amount that the coalition will loose if that imputation will be implemented. On
the contrary, when negative, it constitutes the surplus that the coalition receives from that impu-
tation. It is then possible to define an objection having as argument an imputation x and a coali-
tion S with related excess e(S, x) to another imputation y if e(S, y) > e(S, x) (e.g. x(S) > y(S). A
counter-objection is consistent if it does exist another coalition T for which e(T , x) > e(T , y)
and e(T , x) ≥ e(S, y). Compared to the Shapley value, it is possible to see that the Nucleolus
uses coalitions as the main argument to make objections and counter-objections. Also in this
case, the Nucleolus is defined as the equilibrium point where the two balance each other.

The other – actually the standard – way to define the Nucleolus is by saying that it indi-
viduates the imputations vector x for which the vector E(x) is lexicographically minimum
(Osborne and Rubinstein, 1994). In order to understand this characterization, it is necessary
to define the vector E(x) and the word ‘lexicographically’. Starting with an imputation vector
x, it is possible to arrange the 2n − 2 coalitions’ excesses in a non-increasing order. E(x) will
then be the vector collecting this excesses: E(x) = el(S, x), l = 1, ..., 2n − 2. Now, consider an
alternative imputation, y, and repeat the same operation creating E( y). It is then required to
compare the first element (the one with the highest value, since they are ordered decreasingly)
of the two vectors. The one having a lower value will be preferred. Once it is not possible to
further minimize it, switch to the second element and continue till the last. The lower bound for
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minimizing the first element is actually given by the second one. In fact, when the first reaches
this level, further minimizing it will cause it to move on the second place given that the E(x)
vector must be ordered decreasingly. Therefore, as stated by Serrano (1999), the nucleolus
maximizes recursively the pay-off of the worst-treated coalitions. The same author underlines
that it can be interpreted as an application of the Rawlsian maximin principle (Rawls, 1971)
applied to coalitions interpreted as independent subjects. The Nucleolus satisfies several prop-
erties that will be just mentioned. The first two are individual and group rationality. The third,
being in the Core when this is not an empty set, is actually a proof in itself of the previous ones.
The Nucleolus is unique (a point solution) and never empty. Finally, it satisfies consistency,
covariance, anonymity and efficiency.

3.5.1 Computing the Nucleolus

The calculation of the Nucleolus requires a computational burdensome procedure even in pres-
ence of relatively simple ‘games’. In their presentation of an analytic procedure to compute
it, Leng and Parlar (2010) provide a review of the various algorithms present in the litera-
ture to efficiently solve the linear programming (LP) system necessary to find it. Here, it will
be simply presented the standard procedure without taking into consideration the problem of
computational steps.

Recall the definition of the excess, e(S, x) = v(S) −
∑

i∈S xi, and remember that, excluding
the empty and the grand coalition, there will be l = 2n − 2 excesses so that it is possible to
write el(Sl, x). The Nucleolus is found by solving minx max[e1(S1, x), ...el(Sl, x)]. A simple
example, with three players, can help to further clarify the procedure. The coalitions’ set will be
Σ⧵ Ø, N = (S1 = 1; S2 = 2; S3 = 3; S4 = 1, 2; S5 = 1, 3; S6 = 2, 3). The minimization problem
will then be

min
x1,x2,x3

max[e1, e2, e3, e4, e5, e6]

s.t.

e1 = v(S1) − x1

e2 = v(S2) − x2

e3 = v(S3) − x3

e4 = v(S4) − x1 − x2

e5 = v(S5) − x1 − x3

e6 = v(S6) − x2 − x3

x1 + x2 + x3 = v(N)

This problem amounts to distribute the value v(N) among x1, x2 and x3 respecting the given
conditions.

4. A Rawlsian Solution Concept Bounded by Individual Rationality

The aim of this section is to introduce an alternative solution concept that, although lying in
the Core, fosters the redistribution of utility. In order to introduce it, two additional solution
concepts will be shortly described.
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4.1 The Strong 𝜖-Core and the Least Core

The Strong 𝜖-Core has been introduced by Shapley and Shubik (1966) as a way to find the
Core even when this set is actually empty. They have shown that, for an appropriate value of
𝜖 ∈ ℜ there will always be an imputation lying in the Core. The Strong 𝜖-Core can be defined
as:

C
𝜖

(N, v) =
{

x ∈ ℜN :
∑
i∈N

xi = v(N);
∑
i∈S

xi ≥ v(S) − 𝜖, ∀S ⊆ N

}
It can be seen that, when 𝜖 is positive and large enough, even a game with an empty Core
will admit at least one element in this set. The value of 𝜖 can be interpreted as a penalty that
members should pay in order to leave the grand coalition. Instead of thinking at 𝜖 as a value
exogenously given, it is possible to interpret it as a variable to be minimized (Bilbao, 2000).
This amounts to solve the following system of equations:

min
𝜖

z = 𝜖

s.t.∑
i∈N

xi = v(N)∑
i∈S

xi ≥ v(S) − 𝜖, ∀ S ⊂ N

Its solution, that requires to find both the imputation vector and 𝜖, being both variables, gives
the Least Core. This is a point solution with redistributive properties similar to the Nucleolus.
In order to understand why, let us hypothesize to have a game with non-empty Core. Further-
more, consider two coalitions with an equal number of members. One is ‘weak’, meaning that
it has a low characteristic value, whereas the other is ‘strong’. In the minimization process, as
said, both 𝜖 and the imputation vector will be defined. This means that, in order to have the
lowest possible 𝜖, the imputations of the members of the ‘weak’ coalition will be prioritized.
Therefore, although the procedure to find (and the idea behind) the two solution concepts are
quite different, the Least Core and the Nucleolus will give an imputation vector with similar
characteristics.

4.2 The Minimum Feasible Core (MF Core)

The system of equations that is used to find the Least Core can be slightly changed to find
another useful concept: the MF Core. This is not an interesting solution in itself, since it is not
efficient, but can be used to define the pure surplus generated by cooperation once the individ-
ual rationality constraint has been satisfied. Consider the following system of equations:

max
𝜂

z = 𝜂

s.t.∑
i∈N

xi = v(N) − 𝜂∑
i∈S

xi ≥ v(S) ∀ S ⊂ N
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Although very similar to the program defining the Least Core, two crucial modifications have
been applied: the position of the variable and its maximization rather than minimization. Basi-
cally, this solution tells which is the minimum characteristic value that the grand coalition must
have in order to sustain full cooperation or, in order for the Core to be non-empty. This value
is simply found as v(N) − 𝜂. The value of 𝜂 can therefore be interpreted as the pure surplus
(if positive) of cooperation, whereas the associated imputation vector as the minimum amount
that each player should receive in order not to leave the grand coalition. A negative 𝜂, such as
a positive 𝜖 in the previous case, indicates that the game has an empty Core.

A final example can help to understand this mechanism. Let us think that each coalition
S ≠ N is represented by an empty bottle. The bottles can have different dimensions and their
volume is given by v(S). The owners of a bottle are the players member of that coalition. The
grand coalition, instead, is a barrel having an amount of liquid equal to v(N). Now, under the
assumption that one unit of liquid corresponds to a unit of volume, we need to give a certain
amount of it to each player (defining an imputation) in order to fill up all the bottles. When
a player is given a unit of liquid, this will contribute to fill in one unit of volume of all the
bottles owned by her. Therefore, three conditions are possible. One is that there is not enough
liquid to fill up all the bottles, one is that the liquid is exactly enough to do it and, finally,
the last corresponds to have some spear liquid. Finding the MF Core tells us which would
be the imputation in the middle case (how much liquid each player should receive), and,
through the value of 𝜂, how much liquid we lack to reach this point (negative 𝜂) or how much
there is in excess (positive 𝜂).

4.3 A ‘Revisited’ Nash Bargaining Solution and the Rawlsian Nucleolus

Remembering what said about the Nucleolus, this solution concept can be considered as a
way to implement the Rawlsian maximin principle. This is actually true, but the potential flaw
of this method in representing this principle is to consider coalitions as subjects. In reality, it
does not really make sense to speak of the welfare of a coalition with two or more players.
Welfare is an attribute of players alone. A redistributive principle should have them, and only
them, as the main target. Before presenting a modified version of the Nucleolus that takes into
consideration this aspect, it is opportune to further discuss the MF Core.

Remembering what said in the introduction, a solution concept is made of two parts. From
one side, it has to satisfy power relations assuring individual (and group) rationality. From the
other, it has to provide a fair and equitable division, therefore, it is required to possess such a
criterion of fairness and equity imbued on it. The MF Core, however, allows to completely sep-
arate the two aspects given that it provides the minimum sufficient condition to satisfy the first
requirement. Basically, after that the MF Core imputation vector has been established (since
now on it will be identified as x𝜂), a new game can be thought regarding the way of dividing
the surplus 𝜂. A first obvious solution would be to divide it in equal parts so that the final im-
putation would be x = x𝜂 + 𝜂

n
. This allocation sounds very appealing specially considering, as

suggested, the splitting of the cooperative surplus as a cooperative bargaining problem whose
starting condition is the imputation vector x𝜂 . This assumption would mean that the reserva-
tion utility of each country is: r({i}) = x𝜂i . Therefore, it is easy to check that 𝜂

n
is the allocation

that maximizes the Nash Bargaining solution: argmax
𝜆i

∏
i((x

𝜂

i + 𝜆i𝜂) − x𝜂i ) =
∏

i(𝜆i𝜂) = 1
n
.

Compared to the ‘classical’ Nash Bargaining solution, the difference stays in the alternative
reservation utilized: the utility obtained in the disagreement point has been substituted by the
MF Core imputation. Therefore, this solution is named ‘revisited’ Nash Bargaining solution.
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The fairness of this allocation, however, can be questioned. Splitting equally the surplus of
cooperation, in fact, is surely equitable only if the ‘power game’ determining the MF Core
imputation vector is taken for granted. In other words, the power asymmetries at its root are
considered natural and are fully justified on a moral base. Redistribution, therefore, does not
find any valid reason for being implemented.

In the ‘global warming game’, however, this point of view can hardly be sustained. Indeed,
it would imply to accept and to morally justify the fact that countries are affected differently
from climate change on the simple base of their geographical position and that the most af-
fected ones have to pay by themselves for this disadvantage. Furthermore, it also means to
justify GDP inequalities and to wipe away the historical dimension of the pollution problem.
Given the strong association between GDP level and the world share of cumulative emissions,
measured in terms of CO2 ppm, this last element is the most difficult to accept (Shukla, 1999).
A redistributive policy, in the IEA context, appears therefore an appropriate choice. However,
unless introducing an altruistic attitude of countries that modifies their pay-off function, as
done, for example, in Lange and Vogt (2003) and Grüning and Peters (2010), the postulate of
self-interest imposes a strong lower bound on the amount that can be feasibly redistributed.
This bound, as stated, is simply the MF Core imputation vector. The surplus, however, can be
freely – meaning, without affecting the cooperative outcome – allocated in order to, at least
partially, the starting asymmetries. The problem to be solved will then be:

max
𝜆i

min
(
x𝜂i + 𝜆i𝜂

)
s.t.∑

i
𝜆i = 1

where min(x𝜂i + 𝜆i𝜂) = min(x𝜂1 + 𝜆1𝜂, ..., x𝜂n + 𝜆n𝜂). Regarding the relation with the Nucleo-
lus, the present solution can be considered as a modification of that concept in order to base its
redistributive properties only on the singletons coalitions. Once solved for 𝜆i the given max-
imization problem, the final imputation vector will be: xRN = x𝜂i + 𝜆i𝜂, where the superscript
‘RN’ stays for Rawlsian Nucleolus, the chosen name for this solution concept.

5. A Numerical Comparison of Solution Concepts

The aim of this section is to provide a comparison of the countries’ utility achieved in a stan-
dard IEA cooperative game applying the different solution concepts previously discussed: the
Chander and Tulkens solution, the Shapley value, the Nucleolus, the Least Core, the revisited
Nash Bargaining solution and the Rawlsian Nucleolus. The model used to perform this com-
parison is a standard economic–environmental model with a quadratic concave emissions ben-
efit and a quadratic convex damage functions: Bi(ei) = ai(ei −

1
2
bie

2
i ); Di(E) = 1

2
di(E)2, with

E =
∑

i ei; i = 1, ..., n. As in Chander and Tulkens (1995), it will be adopted a 𝛾-characteristic
function, therefore, when a coalition form, the other members are supposed to pursue, as sin-
gletons, their self-interest. A country welfare function is given by

Πi = ai

(
ei −

1
2

bie
2
i

)
− 1

2
di(E)2

The model, under the assumption of symmetric countries (identical parameters), can be easily
solved analytically. For convenience, three cases are treated separately: the Nash equilibrium
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(all countries act as singletons), the partial Nash equilibrium (PANE) and the full cooperation
case (grand coalition). Solving for emissions in the three cases gives

Nash Equilibrium

ei =
a

ab + |N|d E = |N|a
ab + |N|d

PANE

es
i =

ab + (|N| − |S|)d(1 − |S|)
b(ab + (|N| + ||S2|| − |S|)d)

ens
i = ab + d(|S|2 − |S|)

b(ab + (|N| + |S|2 − |S|)d)

E = |N|a
ab + (|N| + |S|2 − |S|)d

Grand Coalition

ei =
a

ab + |N|2d
E = |N|a

ab + |N|2d

In the PANE case es
i and ens

i stay, respectively, for the emissions of a signatory and a non-
signatory, |S| indicates the number of coalition members and |N| the total number of players.7

By plugging these values in the pay-off functions, it is possible to find the welfare of each
country and, consequently, the characteristic value of the coalitions.

At the beginning of the previous chapter, two properties of characteristic functions have
been mentioned: convexity and superadditivity. The importance of the first stems from the
Bondareva–Shapley theorem, that establishes a sufficient and necessary condition for a game
to have a non-empty Core: balancedness. A game is balanced when:∑

S∈Σ
𝜌Sv(S) ≤ v(N) for every balanced collection of weights 𝜌S

The collection of weights (𝜌S)S∈Σ is a vector of scalars in [0,1] with dimension 2n and it is bal-
anced if, for every player i, the sum of it over all the coalitions that include i−2n−1 coalitions – is
equal to one:

∑
S∈Σ,S∋i 𝜌S = 1 (Osborne and Rubinstein, 1994). Convex games are known to be

always balanced, therefore they have a non-empty core (Dubey and Shapley, 1984). Superad-
ditivity, instead, only guarantees that the characteristic value of the grand coalition is not lower
than the characteristic value of any other subcoalition: v(N) ≥ v(S), ∀ S ⊂ N. Recalling what
said regarding the efficiency of an allocation referred to a public good, that is maximized when
all the interested parties are included in its definition (Samuelson, 1954), it follows that a coali-
tion should always get a benefit by expanding its membership. Superadditivity captures this,
but it is not a sufficient condition to proof balancedness, therefore the Core might be empty.

Dubey and Shapley (1984) have proved balancedness for certain classes of not convex
games, among which the production market game, the pure exchange market game and the
transshipment game. Upon the introduction of certain mild restrictions – all the parameters
(a, b and d) have positive values and no player generates a negative utility in any possible
coalition – the present model, although not necessarily convex, always has a non-empty Core.
The last claim has been proved by Helm (2001), whereas a simple numerical example, with
identical players, is provided in Appendix A.1 in order to show that convexity is not a necessary
property of the game. Superadditivity, instead, it is (proof is given in Appendix A.2).
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A final remark is related to the restrictions on parameter values. Their strict positivity does
not really need a justification since it is a necessary condition for the concavity of the benefit
function and the convexity of the damage function to hold. Setting their values in order that
no player in any coalition obtains a negative utility could appear more arbitrary. However,
it seems quite natural that, even in the disagreement point, countries still enjoy a positive
utility. Once this condition is assured – for the case of identical players it requires that ab

d
>|N|(|N| − 2) = B′′

D′ > |N|(|N| − 2) – superadditivity implies that no player can be worst off
in any coalition S (|S| ≥ 2) than in the disagreement point. Furthermore, since a coalition
generates positive externalities, also non-members cannot experience a reduction in their level
of utility. Therefore, setting appropriate values for non-negative utilities in the disagreement
point is sufficient to guarantee strictly positive utilities in all other cases. An analytic proof of
this claim, for identical players, is given in Appendix A.3.

5.1 Characteristic Values with Asymmetric Countries

The scenario with symmetric countries is not really interesting given the purpose of compar-
ing the mentioned solution concepts. It can be checked, in fact, that, in this case, the imputa-
tion vector obtained and, therefore, countries’ welfare, would be identical for all the solutions
adopted. In order to give a touch of realism to the model while keeping its interpretation as
simple as possible, only five countries will be considered and the parameters to vary are b and
d. The first, that describes the magnitude of the marginal decrease of emissions benefits, is
fundamental to determine the optimal level of the same emissions. For a given level of emis-
sions, in fact, its magnitude is inversely correlated with the final utility achieved. It is therefore
used to simulate the wealth, or the technological level, of a country. Three values will be used:
High Wealth (HW) = 0.01, Medium Wealth (MW) = 0.02 and Low Wealth (LW) = 0.028.
The parameter a, instead, will be kept equal for all countries and will be equal to 8. The other
parameter to vary, d, represents the degree a country is affected by pollution. A higher value
implies that a country is more vulnerable to the detrimental effects of climate change. Also in
this case three levels will be adopted: high (HD = 0.0024), medium (MD = 0.00225) and low
(LD = 0.002) vulnerability. Combining them, five types of countries are simulated. They are
shown in decreasing order of ‘power endowment’:

1. High Wealth – Low Damage HWLD: a = 8; b = 0.01; d = 0.002;
2. High Wealth – High Damage HWHD: a = 8; b = 0.01; d = 0.0024;
3. Medium Wealth – Medium Damage MWMD: a = 8; b = 0.02; d = 0.00225;
4. Low Wealth – Low Damage LWLD: a = 8; b = 0.028; d = 0.002;
5. Low Wealth – High Damage LWHD: a = 8; b = 0.028; d = 0.0024

5.2 A Comparison of Distributive Properties

In Table 1, it is possible to see the imputation vectors obtained with the different solution
concepts. As said, each imputation corresponds to the final utility obtained by a country. The
first two columns, in reality, show how pay-offs will be distributed in the Nash equilibrium
(disagreement point) and in the grand coalition without any transfer scheme. The row display-
ing the summation of utilities testifies the benefit provided by cooperation. For a comparison
between the characteristic value of the grand coalition and all the other partial coalitions, see
Table B.1 in Appendix. It should also be noticed that the distribution obtained without transfer
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Table 1. Imputation Vectors from Different Solution Concepts.

Countries Nash Equilibrium No Redistribution Shapley Value

HWLD 310.7 312.6 331.5
HWHD 292.3 302.7 314.2
MWMD 100.6 125.3 118.7
LWLD 54.9 79.8 70.8
LWHD 37.1 69.9 55.1
Utility Sum. 795.5 890.4 890.4
Utility Prod. 1.86E+010 6.62E+010 4.83E+010

Countries Least Core CT solution Nucleolus

HWLD 329.6 327.8 329.6
HWHD 311.2 312.9 311.2
MWMD 119.5 119.9 119.6
LWLD 73.9 72.1 73.9
LWHD 56.1 57.7 56.1
Utility Sum. 890.4 890.4 890.4
Utility Prod. 5.08E+010 5.12E+010 5.08E+010

Countries MF Core Rawlsian Nucleolus ‘R’ Nash Barg.

HWLD 326.8 326.8 334.3
HWHD 311.2 311.2 318.6
MWMD 110.1 110.1 117.5
LWLD 58.9 71.2 66.4
LWHD 46.2 71.2 53.6
Utility Sum. 853.2 890.4 890.4
Utility Prod. 3.05E+010 5.67E+010 4.46E+010

is actually the most egalitarian: the product of utilities is the highest compared with the one
obtained from any other solution concept. However, this imputation does not satisfy the bound-
aries imposed by the MF Core, with the first two countries obtaining a lower value.

Comparing the various solution concepts, it can be first noticed that they are all efficient
since the summation over all imputations is equal to the characteristic value of the grand coali-
tion. The only one failing is the MF Core, but it has already been explained that this solution is
not useful in itself. Furthermore, they all lie in the Core. The similarity between the Least Core
and the Nucleolus is confirmed till the point that, with only one decimal number displayed,
they appear identical. Regarding their (re)distributive properties, the Rawlsian Nucleolus is the
one that advantages the most the ‘weakest’ countries and maximizes the product of utilities.
The imputation having the opposite effect is not the one obtained with the Shapley value, as
could have been expected, but the one realized through the revisited Nash Bargaining solution.
Dividing the cooperative surplus in equal parts advantages strong players beyond the value of
their marginal contribution over all coalitions.

An interesting comparison can be done between the CT solution and the Rawlsian Nucle-
olus. Chander and Tulkens (2006) affirm that their solution is the most favourable possible
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for pollutees. However, its redistributive properties are lower than the ones of the Rawlsian
Nucleolus. One can suspect that the difference stays in the fact that this numerical example
portrays differences both in the environmental damage parameter and in the emissions benefit
one. This aspect, however, is not fundamental. Even allowing for symmetric benefit functions,
the obtained imputation vector is different.8 This is due to the fact that in the CT solution
pollutees are required to compensate polluters for their forgone emissions benefit. This is the
lower bound, whereas the Rawlsian Nucleolus uses the MF Core as lower bound. The due
compensation is reduced by the increase in the utility that also polluters enjoy thanks to a
better environmental quality. However, what Chander and Tulkens claim is actually true. Fur-
thermore, it is also appropriate their claim that this solution concept correspond to the polluters
pay rule. However, another principle discussed during the Kyoto negotiation for dividing the
burden of contrasting climate change refers to the concept of capacity, strictly related to the one
of vulnerability (Heyward, 2007). The damage caused by pollution differs not only according
to some physical properties such as the geographical position of a country, but also given its
ability to take counteractive measures (resilience). This is likely to be positively correlated
with the economic condition of a country. Unless the damage parameter already takes this into
consideration, the Rawlsian Nucleolus appears to better address the vulnerability problem.

5.3 A Comparison of Incentives to, and Potential Losses from, Free Riding

This section will continue the comparison of solution concepts adopting a more non-
cooperative perspective. In particular, they will be evaluated in light of their ability to prevent
the damages from internal free riding. This last concept is different from the usual mean-
ing that takes in the non-cooperative literature, where it is considered as the practice of non-
participating to an environmental agreement benefiting from the positive externalities gener-
ated by a coalition. In this case, instead, the participation to the grand coalition is taken as
granted. However, a country can decide to cheat and to re-optimize its emissions’ level taking
the optimal level (from the collective point of view) adopted by the other countries as given.
In choosing how much to emit, an internal free rider will face the following maximization
problem:

max
efr

Π+
fr = Bfr(efr) − Dfr(E

∗ − e∗fr + efr)

The subscript fr indicates the free rider and Π+
fr is the pay-off obtained through the re-

optimization. From the sum of all optimal emissions E∗, it is subtracted the share produced
by the same free rider, e∗fr, that will now substitute it with the result obtained from the re-
optimization problem, efr. Obviously, this level will be higher and will be found through the
usual optimality condition: B′

fr = D′
fr(E

∗ − e∗fr). In order to free ride, instead of simply leav-
ing the grand coalition, a free rider must still obey to the transfer scheme adopted. Although
it has not been provided any formula defining a transfer for the solutions other than the one
suggested by Chander and Tulkens, this is easily found: Ti = xi − Πi∗. This holds for all solu-
tion concepts and it is trivial to show that the final utility obtained by a country is equal to the
imputation itself: Πi = Πi∗ + Ti = Πi∗ + (xi − Πi∗) = xi. In presence of free riding, however,
this pay-off is modified in the following way:

Πfr = Π+
fr + (xfr − Π∗

fr) (free rider)

Πi∕fr = Π−
i∕fr

+ (xi∕fr − Π∗
i∕fr

) (coalition members other than free rider)
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Table 2. Gains and Losses from Free Riding.

Free Rider HWLD HWHD MWMD LWLD LWHD

HWLD 24.75 −13.85 −12.98 −11.54 −13.85
HWHD −10.95 22.50 −12.32 −10.95 −13.14
MWMD −5.52 −6.62 11.83 −5.52 −6.62
LWLD −4.05 −4.86 −4.55 8.98 −4.86
LWHD −3.86 −4.63 −4.34 −3.86 8.19

Note: Numbers in bold individuate the values relative to the player that is free riding.

The re-optimization problem faced by a free rider and its solution are independent from the
imputation adopted. Moreover, the utility gain obtained by free riding is also independent
from the solution concept adopted. In order to see this, just recall the definition of the final
free rider pay-off given above: Π+

fr + (xfr − Π∗
fr). Its positive deviation from the utility that she

would receive by respecting the rules, equal, as shown, to the same imputation, is given by:
Π+

fr + (xfr − Π∗
fr) − xfr = Π+

fr − Π∗
fr. The imputations cancel out and what is left is a constant.

The same holds for the loss suffered when it is another country to free ride. Table B.2 in
Appendix displays all the countries’ pay-offs for the different solution concepts in presence of
free riding. Table 2, instead, shows the gains – on the main diagonal – and the losses – on all
the other cells, obtained and suffered when the country displayed on the left column free ride.
As said, this table is the same for every solution concept adopted. What changes, instead, is
the ratio of the gains and losses over the utility achieved in complying with the coalition rules.
In order to obtain this, it is simply necessary to divide each row of the previous table by the
same imputation vector (through a cell by cell, not a matrix division). Table B.3 in Appendix
displays all the coefficients so found. The values on the main diagonal can be interpreted as an
index of the incentive a country has to free ride. In fact, if utility is measured in terms of GDP,
this would translate in the percentage (after having been multiplied by 100) of GDP a country
could obtain from a cheating behaviour. Obviously, the more favourable an imputation is to
this country, the less significant the potential gain will be. Furthermore, this index, being built
as a ratio of potential gains to a reference utility level, is not affected, in its representation of
incentives, from the magnitude of the sole gains or from the starting conditions of a country.
Proportionality should assure a balanced picture. On the other side, there are the remaining
values of the described matrix. These represent the percentage loss a country would face in
case another free ride. It is then a measure of risk in participating to a coalition with a given
imputation vector. The more favourable is an imputation to this country, the lower will be
the suffered damage (again, in terms of GDP percentage). It can be noticed that imputation
vectors that favour wealthy nations reduce the risk that they will free ride. However, they also
increase the damages suffered by other countries in case they will free ride. The opposite hold
for imputations favouring weak countries. These last will be less tempted to free ride, but the
avoided risk, at global level, will be less significant since the damage that they can inflict is
lower. Finally, they will be less affected from deviations from wealthy notions that, however,
will be more likely.

The problem with such a matrix is that it does not give a clear and immediate touchstone
for comparing solution concepts. What is required is a single index able to measure the overall
risk caused by free riding when a given imputation is implemented. This single index can be
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Table 3. Overall Free Riding Potential Loss Index.

Shapley value −0.140809
Chander and Tulkens solution −0.136577
Least Core −0.137407
Nucleolus −0.137424
Rawlsian Nucleolus −0.127944
‘R’ Nash Barg. −0.146289

built in the following way. In order to show the necessary steps, the index coefficients table
related to the Shapley value (Table B.3) will be taken as an example. Let us write the transpose
of it in matrix form:

A =

⎡⎢⎢⎢⎢⎢⎢⎣

0.0746 −0.0330 −0.0167 −0.0122 −0.0116

−0.0441 0.0716 −0.0211 −0.0155 −0.0147

−0.1094 −0.1038 0.0996 −0.0384 −0.0366

−0.1629 −0.1546 −0.0779 0.1268 −0.0545

−0.2514 −0.2385 −0.1202 −0.0882 0.1486

⎤⎥⎥⎥⎥⎥⎥⎦
The element in the main diagonal, the incentive indexes, are extracted in order to form a vector
h, keeping the same vertical order:

h =

⎡⎢⎢⎢⎢⎢⎢⎣

0.07464

0.07160

0.09961

0.12676

0.14862

⎤⎥⎥⎥⎥⎥⎥⎦
Multiplying A, with the diagonal elements substituted by zeros, with h gives the vector q
representing the overall risk faced by each country. In fact, each row of A displays the potential
loss suffered by a country when each of the others free ride. The matrix multiplication with
vector h weights the potential loss caused by a country deviation with the incentive that this
country has to actually deviate. It can be contested that the vector h is used here as a measure
of probability although it is actually far from being so. This critics is effectively reasonable.
However, such a probability measure would be impossible to build, specially in this simple
model setting. The magnitude of potential gains from free riding is therefore chosen as a second
best, although with consciousness about its limitations. Once obtained the vector q, the final
synthetic index is given by the summation of all its elements: q × i′ (where i’ is a vector of
ones having same length as q). Basically, the overall potential loss caused by free riding in a
given coalition for a given imputation vector is given by the sum of the same potential losses
faced by each country. Table 3 reports the built indexes for each solution concept.

From Table 3, it can be seen that, although the more redistributive solution concepts foster
the incentive to free ride of wealthy nations, whose deviation is the most detrimental, this is
more than compensated by the higher imputations attributed to the other countries. The final
index of free riding potential losses is the lowest for the Rawlsian Nucleolus, followed by the
Chander and Tulkens solution. This last is closely followed by the Nucleolus and the Least
Core, again almost identical. Finally, the Shapley value and the revisited Nash Bargaining.
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This classification mirrors exactly the one representing the distributive properties of solution
concepts. The fact that redistribution minimizes potential free riding losses can appear counter-
intuitive. On this regard it has to be noticed that it is not the absolute value of the losses to be
minimized (as seen, this is constant), but the proportion each country will loose compared to its
starting pay-off. If it was the absolute value of the losses to be weighted by the pseudo measure
of probability of free riding, the result would have been different. However, this index appears
to be justified since it can be seen as a representation of the potential losses in terms of GDP
percentages. The focus is on each country and on its relative wealth, rather than in the overall
value of the loss. The potential contrast with the cooperative perspective, more focused on
global wealth, is settled by the fact that, when examining the risk of free riding, each country
evaluates it on the base of its own potential losses.

6. Conclusions

This paper has offered an overview of the most popular solution concepts derived from CGT
that have found an application in the environmental field. In particular, the focus has been
placed on a specific sub-topic, namely, the constitution of an IEA to control the emissions
of pollutants. After having briefly revised some fundamental concepts of CGT and having
characterized the specificities of the game theoretical framework underpinning an IEA, the
differences between the cooperative and the NCGT approach have been examined concluding
that the perspective from which they look at the problem is the main point of departure. The
other important element differentiating them is the way in which coalition members reply to
a deviation from a cooperative behaviour of one of them.

The solution concepts taken into consideration have been the Core, together with its refine-
ments: the Strong 𝜖-Core and the Least Core. Moreover, solution concepts based on the idea
of objections and counter-objections have been discussed: the Shapley value and the Nucleo-
lus. An important solution in the game theoretical field of environmental economics, namely,
the Chander and Tulkens solution, has also been examined. Finally, two alternative concepts
have been proposed: the Rawlsian Nucleolus and a revisited Nash Bargaining solution, both
based on the idea of the MF Core. The Rawlsian Nucleolus has been named in this way for its
redistributive properties that favour the most disadvantaged, whereas the latter solution split
the cooperative gain in equal shares among the cooperating parts. The difference between the
solution proposed originally by Nash is that the reservation utilities applied here are the ones
obtained through the MF Core.

The last part of the paper has been dedicated to a numerical exercise based on a standard
game of emissions optimization in order to compare the properties of the mentioned solution
concepts in terms of welfare distribution and ability to minimize the potential damages of in-
ternal free riding. The conclusion of the first analysis has shown that the Rawlsian Nucleolus is
actually the most beneficial solution for poor countries largely affected by the detrimental con-
sequences of climate change. The redistribution obtained through this method goes beyond the
one achieved by the CT solution since the surplus is assigned on the base of final utility – pri-
oritizing countries with the lowest – and it has the MF Core imputation as lower bound rather
than emissions benefit in the disagreement point. Whereas the latter concept can be identified
with the principle of polluters pay, the first further includes the criterion of vulnerability. How-
ever, it has to be underlined that such concept, if applied in a real context, could over-represent
the entitlements of poor countries simply given their low economic level. This would cause a
detachment from the pure environmental field and could undermine the acceptability of this



302 ROGNA

solution. The proposed revisited Nash Bargaining solution, instead, rewards wealthy nations,
therefore high polluters, even more than the Shapley value.

The last part tries to introduce an element of non-cooperative game theory in the cooperative
perspective underpinning the paper: free riding. The link between the two approaches has been
a theme largely debated, specially in the environmental context. After more than 20 years a
satisfactory solution has yet to come. This paper, therefore, does not pretend to achieve such
goal. However, it offers an index, based on potential losses measured in terms of utility (GDP)
proportions, that can be used as a preliminary instrument to evaluate the intrinsic free riding
risk of losses present in a coalition for a given imputation vector. The ranking of the examined
solution concepts under this regard mirrors exactly what emerged for the redistributive prop-
erties. The more a solution concept redistributes wealth, the lower will be the overall risk of
losses due to free riding.

Notes

1. Under this assumption, therefore, a signatory is automatically a ratifier. Some examples
of this approach are: Carraro and Siniscalco (1993); Barrett (1994); Chander and Tulkens
(1995); Tulkens and Chander (1997); Botteon and Carraro (1997).

2. Emissions have been used by: Carraro and Siniscalco (1993); Chander and Tulkens (1995);
Botteon and Carraro (1997); whereas abatement has been used in Barrett (1994). There are
also examples that allow contemporaneously for both the possibilities (Diamantoudi and
Sartzetakis, 2006; Sartzetakis and Strantza, 2013). This case could still be reduced to a
single choice, over net emissions, achievable through two options.

3. An exception to this statement is represented by games based on a Stackelberg form of
competition between the coalition and the countries remaining outside it, where the first
move advantage is assumed to be held by the coalition itself. See, for example, Barrett
(1994) and Sartzetakis and Strantza (2013).

4. This dimension is explicitly addressed by Dynamic Game (DG) models such as the ones
presented by McEvoy and Stranlund (2009) and Finus (2000) However, they are only a
subgroup of the non-cooperative literature about IEAs.

5. Recalling the definition of convexity - v(S) + v(T) ≤ v(S + T) + v(S ∩ T), ∀S, T ⊆ N - it
is clear that, since it must hold for all coalitions S and T , meaning also disjoint coalitions, it
encompasses the superadditivity condition. In fact, when S and T are disjoint, v(S ∩ T) = v
(Ø) = 0, and therefore the inequality defining convexity collapses into the one defining
superadditivity.

6. Diamantoudi and Sartzetakis (2002) justify this assumption on an empirical ground notic-
ing that “IEAs are usually unique and fostered by the United Nations”.

7. The subscript i on the parameters’ letters has been dropped due to the assumption of sym-
metric countries.

8. This has been tested adopting a single parameter b for all countries whose value has been
set equal to 0.02. Results, however, are not reported here.
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CORE Discussion Papers 1997052, Université catholique de Louvain, Center for Operations Re-
search and Econometrics (CORE). Available at: http://ideas.repec.org/p/cor/louvco/1997052.html
(Last accessed 15 April 2016).

Tulkens, H. and Chander, P. (1997) The core of an economy with multilateral environmental externalities.
International Journal of Game Theory 26(3): 379–401.



COOPERATIVE GAME THEORY APPLIED TO IEAS 305

Von Neuman, J. and Morgenstern, O. (1947) Theory of Games and Economic Behavior. Princeton:
Princeton University Press.

Young, H.P. (1994) Cost allocation. In Handbook of Game Theory with Economic Applications
(chapter 2, pp. 1193–1235). Amsterdam: Elsevier. Available at: http://www.sciencedirect.com/
science/article/pii/S15740-00505800669 (Last accessed 15 April 2016).

Zara, S., Dinar, A. and Patrone, F. (2006a) Cooperative game theory and its application to natural, envi-
ronmental, and water resource issues: 1. Basic theory. World Bank Policy Research Working Paper
(November 2006), (4072). Available at: https://openknowledge.worldbank.org/handle/10986/8852
(Last accessed 15 April 2016).

Zara, S., Dinar, A. and Patrone, F. (2006b) Cooperative game theory and its application to natural,
environmental, and water resource issues: 2. Application to natural and environmental resources.
World Bank Policy Research Working Paper (November 2006) (4073). Available at: http://dx.doi.
org/10.1596/1813-9450-4073 (Last accessed 15 April 2016).

Appendix

A.1 Examples of convex and non-convex games

As a starting point, recall the supermodularity condition, remembering that proving supermod-
ularity is equivalent to proof convexity:

v(S ∪ i) − v(S) ≤ v(T ∪ i) − v(T), ∀ S ⊆ T ⊆ N ⧵ {i} and ∀ i ∈ N

Consider a standard environmental game where counties’ pay-offs have the same form as de-
scribed in Section 5. For simplicity, consider identical countries with the following parameters’
values: a = 15, b = 0.02 and d = 0.00225. Since countries are identical, it is irrelevant which
player i is chosen to check the supermodularity condition. Furthermore, the only relevant dif-
ference between coalitions is their cardinality. Therefore, by considering the cardinality of a
coalition as a variable, named s, and considering the function f (s) = v(s) − v(s − 1), supermod-
ularity, in this case, requires that 𝜕f

𝜕s
> 0. In Tables A.1 and A.2, it is possible to observe the

normalized results of the mentioned environmental game for, respectively, 6 and 12 players
(the parameters are kept constant in both cases). By comparing the last columns of the two ta-
bles, it is possible to observe that the 6 players game is actually convex since the values of the
column monotonically increase in the number of coalition members (first column), whereas
the game with 12 players is not. In fact, the last column of Table A.2 reaches the maximum
value for the coalition with cardinality equal to eight.

Table A.1. Game with Six Players.

Cardinality of S Πi(S) v(S) = |S|Πi(S) v(S) − v(S − 1)

1 0.0 0.0 0.0
2 9.5 19.1 19.1
3 29.9 89.6 70.6
4 56.0 223.8 134.2
5 83.2 416.0 192.2
6 108.4 650.2 234.2
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Table A.2. Game with 12 Players.

Cardinality of S Πi(S) v(S) = |S|Πi(S) v(S) − v(S − 1)

1 0.0 0.0 0.0
2 5.9 11.9 11.9
3 21.8 65.5 53.6
4 43.3 173.0 107.6
5 66.2 331.2 158.2
6 87.8 527.1 195.9
7 106.4 745.1 218.0
8 121.4 971.2 226.2
9 132.8 1195.1 223.9
10 140.9 1409.2 214.1
11 146.2 1607.7 198.5
12 148.7 1784.7 177.1

A.2 Proof of superadditivity

Consider a standard environmental game as described in Section 5, having n players. For con-
venience, consider again the case where countries are identical. With ̄e∗i identify the optimal
level of emissions of player i at the disagreement point. Clearly, when forming a coalition,
players cannot improve their utility by increasing the amount of emissions compared to the
current one. This stems from the fact that, by maximizing the coalition utility, each member
of the same coalition must take into consideration the damage caused to the others. For each
player i ∈ S, therefore, optimal emissions shift from ̄e∗i : B′

i = D′
i in the disagreement point

to e∗i (S) : B′
i =

∑
i∈S D′

i , when coalition S is formed. However, since being part of a coalition
translates into maximizing the joint utility of its members, given by the sum of their private
utilities, and given the fact that the level of emissions is a free variable, simply bounded to be
non-negative, nothing prevent coalition members to adopt the same amount of emissions they
had when they were not coalesced. Therefore, it cannot be that

∑
i∈S Πi(e

∗
i (S)) <

∑
i∈S Πi( ̄e

∗
i ),

otherwise players in S would choose the level of emission ̄e∗i . This assures that v(S) is at least
equal to the sum of v({i}) of all the members of S. By analogy, it is possible to extend the
same reasoning to any union of disjoint coalitions. This proofs that v(S + T) ≥ v(S) + v(T) ∀
S ∩ T = Ø.

A.3 Proof of non-negativity of players pay-offs for all coalition sizes when all pay-offs in
the disagreement point are positive

In Section 5 can be found the optimal level of emissions expressed in analytic form for the
disagreement point, the PANE case and the grand coalition. By plugging in these expressions
into the pay-off functions of a country, it is possible to derive the conditions assuring its non-
negativity. By substituting, for ease of notation, the lower case s to |S| and n to |N| and starting
with the disagreement point, we have

Πi > 0 if a

(( a
ab + nd

)
− b

2

( a
ab + nd

)2
)
− d

2

( na
ab + nd

)2
> 0
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Table B.1. Characteristic Values for All Coalitions.

Coalition Coalition
Characteristic Value Members Characteristic Value Members

v({HWLD}) 310.65 1 v(16) 724.61 1,2,3
v({HWHD}) 292.26 2 v(17) 479.93 1,3,4
v({MWMD}) 100.56 3 v(18) 416.26 1,4,5
v({LWLD}) 54.91 4 v(19) 462.86 2,3,4
v({LWHD}) 37.14 5 v(20) 399.00 2,4,5
v(6) 607.12 1,2 v(21) 202.67 3,4,5
v(7) 414.14 1,3 v(22) 661.11 1,2,5
v(8) 367.78 1,4 v(23) 464.37 1,3,5
v(9) 350.76 1,5 v(24) 675.94 1,2,4
v(10) 396.14 2,3 v(25) 447.37 2,3,5
v(11) 349.66 2,4 v(26) 807.00 1,2,3,4
v(12) 332.64 2,5 v(27) 794.27 1,2,3,5
v(13) 156.97 3,4 v(28) 743.10 1,2,4,5
v(14) 139.56 3,5 v(29) 542.03 1,3,4,5
v(15) 93.42 4,5 v(30) 526.37 2,3,4,5

Grand Coalition v(N) 890.40

Solving it and eliminating the denominator (necessarily positive), it is possible to find that

Πi > 0 if
ab
d
> n(n − 2).

For the grand coalition, instead, we have

Πi > 0 if a

((
a

ab + n2d

)
− b

2

(
a

ab + n2d

)2
)

− d
2

(
na

ab + n2d

)2

> 0

This is always true for positive values of parameters since:

Πi > 0 if
ab + n2d

2
> 0

Finally, in the PANE case, for i ∈ S, we have

Πi > 0, if a

((
ab + (n − s)d(1 − s)

b(ab + (n + s2 − s)d)

)
− b

2

(
ab + (n − s)d(1 − s)

b(ab + (n + s2 − s)d)

)2
)

+

−d
2

(
na

b(ab + (n + s2 − s)d)

)2

> 0

Simplifying and deleting the denominator leads to

a2b2 + 2abd(n + s2 − s) + d2(n + s2 − s)2 − abdn2 − d2n2s2
> 0

By separating the components of the expression, it is possible to see that d2(n + s2 − s)2 −
d2n2s2

> 0 since s < 1 + s − s
n

being s < n. It then remains

a2b2 + 2abd(n + s2 − s) − abdn2
> 0
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Table B.2. Pay-offs under Free Riding.

Free Rider Shapley Value

HWLD 356.28 300.38 105.73 59.29 41.24
HWHD 320.59 336.72 106.39 59.88 41.95
MWMD 326.02 307.60 130.54 65.31 48.47
LWLD 327.49 309.37 114.16 79.81 50.24
LWHD 327.68 309.60 114.37 66.97 63.28

Chander and Tulkens solution

HWLD 352.57 299.02 106.89 60.54 43.89
HWHD 316.88 335.37 107.56 61.14 44.60
MWMD 322.31 306.24 131.70 66.56 51.12
LWLD 323.78 308.01 115.32 81.06 52.89
LWHD 323.97 308.24 115.54 68.23 65.93

Least Core

HWLD 354.38 297.39 106.55 62.35 42.26
HWHD 318.68 333.73 107.22 62.94 42.97
MWMD 324.11 304.61 131.36 68.37 49.49
LWLD 325.58 306.38 114.98 82.87 51.25
LWHD 325.77 306.61 115.19 70.03 64.30

Nucleolus

HWLD 354.35 297.37 106.63 62.33 42.24
HWHD 318.66 333.72 107.30 62.92 42.95
MWMD 324.09 304.60 131.44 68.35 49.47
LWLD 325.56 306.36 115.06 82.85 51.23
LWHD 325.75 306.59 115.27 70.01 64.28

Rawlsian Nucleolus

HWLD 351.57 297.31 97.10 59.62 57.31
HWHD 315.87 333.66 97.77 60.21 58.02
MWMD 321.30 304.54 121.91 65.64 64.54
LWLD 322.77 306.31 105.53 80.14 66.31
LWHD 322.96 306.53 105.75 67.31 79.35

‘R’ Nash Barg.

HWLD 359.01 304.76 104.54 54.83 39.79
HWHD 323.32 341.10 105.21 55.42 40.50
MWMD 328.74 311.98 129.35 60.85 47.01
LWLD 330.22 313.75 112.97 75.35 48.78
LWHD 330.41 313.97 113.19 62.51 61.82

HWLD HWHD MWMD LWLD LWHD

Note: Numbers in bold individuate the values relative to the player that is free riding.
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Table B.3. Index Coefficients of Free Riding Incentives and Risk.

Free Rider Shapley Value

HWLD 0.07464 −0.04407 −0.10937 −0.16293 −0.25137
HWHD −0.03303 0.07160 −0.10376 −0.15458 −0.23849
MWMD −0.01665 −0.02108 0.09961 −0.07794 −0.12025
LWLD −0.01221 −0.01546 −0.03836 0.12676 −0.08817
LWHD −0.01164 −0.01474 −0.03657 −0.05448 0.14862

Chander and Tulkens solution

HWLD 0.0755 −0.0443 −0.1083 −0.1601 −0.2398
HWHD −0.0334 0.0719 −0.1028 −0.1519 −0.2275
MWMD −0.0168 −0.0212 0.0986 −0.0766 −0.1147
LWLD −0.0123 −0.0155 −0.0380 0.1246 −0.0841
LWHD −0.0118 −0.0148 −0.0362 −0.0535 0.1418

Least Core

HWLD 0.07507 −0.04450 −0.10862 −0.15620 −0.24681
HWHD −0.03322 0.07228 −0.10305 −0.14819 −0.23416
MWMD −0.01675 −0.02129 0.09893 −0.07472 −0.11807
LWLD −0.01228 −0.01561 −0.03810 0.12152 −0.08657
LWHD −0.01171 −0.01488 −0.03632 −0.05222 0.14592

Nucleolus

HWLD 0.0751 −0.0445 −0.1085 −0.1562 −0.2469
HWHD −0.0332 0.0723 −0.1030 −0.1482 −0.2342
MWMD −0.0167 −0.0213 0.0989 −0.0747 −0.1181
LWLD −0.0123 −0.0156 −0.0381 0.1216 −0.0866
LWHD −0.0117 −0.0149 −0.0363 −0.0522 0.1460

Rawlsian Nucleolus

HWLD 0.0757 −0.0445 −0.1179 −0.1622 −0.1946
HWHD −0.0335 0.0723 −0.1119 −0.1539 −0.1846
MWMD −0.0169 −0.0213 0.1074 −0.0776 −0.0931
LWLD −0.0124 −0.0156 −0.0414 0.1262 −0.0683
LWHD −0.0118 −0.0149 −0.0394 −0.0542 0.1151

‘R’ Nash Barg.

HWLD 0.0740 −0.0435 −0.1105 −0.1739 −0.2582
HWHD −0.0328 0.0706 −0.1048 −0.1650 −0.2450
MWMD −0.0165 −0.0208 0.1006 −0.0832 −0.1235
LWLD −0.0121 −0.0152 −0.0387 0.1353 −0.0906
LWHD −0.0115 −0.0145 −0.0369 −0.0581 0.1527

HWLD HWHD MWMD LWLD LWHD

Note: Numbers in bold individuate the values relative to the player that is free riding.
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that is true for ab
d
> n2 − 2(n + s2 − s). Let us consider the case when S includes all players

but one: s = n − 1. We then have
ab
d
> n(4 − n) − 4

that is always true for positive a, b and d and n ≥ 2. For s = 2, instead, we have

ab
d
> n(n − 2) − 4

Compared to the parameters’ restriction necessary to assure non-negativity in the disagreement
point ( ab

d
> n(n − 2)), this is clearly milder and it actually becomes milder by increasing the

size of S. For s = 3, for example: ab
d
> n(n − 2) − 6. This proofs that, for avoiding negative

pay-offs, it is just necessary to settle appropriate parameters’ values for the disagreement case.
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