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Preface

“Virtual reality”, a strange oxymoron, is back in common use in the media,

like in the early 1990s, a quarter of a century ago! A period that today’s young

innovators are not very familiar with. Yes, at the risk of shocking some people,

we must reveal that this science and the associated techniques are no invention

of the 21st Century but date back well into the previous century!

Today, we are witnessing the renaissance and democratization of virtual

reality, with its share of relevant and effective applications, as well as a host

of technological difficulties that no developer can afford to ignore. Some

enthusiasts wish to create new applications and believe that skills in

innovation are all that is required. However, this approach is doomed to

failure unless it is preceded by a detailed study of the state of the art of virtual

reality techniques and a knowledge of the fundamentals and existing uses.

Many young entrepreneurs have contacted me, thinking they have a novel

virtual reality application when they don’t even have a basic understanding of

this science or its techniques. I have had to tell others, “but this already exists

in the industry, it is already being marked by companies that are over twenty

years old”. The latest innovation, the “low-cost” visioheadset or immersive

headset, may have sparked off a mad buzz in the media, but the field of virtual

reality has existed long before this! 2016 was not 1 V.R. (the first year of our

science, Virtual Reality)! However, the considerable decrease in the price of

visioheadsets has made it possible to open this technology up to large-scale

use. The media and websites dedicated to virtual reality are most often run by

non-specialists and are abound with indiscriminately proposed applications:

some of these have existed for several years now, and others, while useful,

would be inappropriate or even crazy. Virtual reality is not a magic wand. Let
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us remember that it is not sufficient to use an innovative technology for its

own sake. This innovation must be made functional for the user, using new

technological devices, whether a visioheadset or any other equipment.

Research and development in virtual reality has been undertaken for more

than a quarter of a century by the VR community in France and in other parts

of the world. It would be a great misfortune to be unaware of this work.

However, if you are reading this now, then you have made the right choice!

The fruit of all the research and professional developments in the field over

the past decade is now presented in this volume. And who better than Bruno

Arnaldi, Pascal Guitton and Guillaume Moreau to guide you through this

arduous journey through the past 10 years in R&D in virtual development, as

well as to give a glimpse of what the future may hold?

The three editors of this book are major actors in the field of virtual reality

and augmented reality. All of them have participated in developing research

in France, via the Groupe de Travail GT-RV (GT-VR Work Group) at CNRS

(1994) and then through the Association Française de Réalité Virtuelle (The

French Virtual Reality Association), which they established in 2005 as

co-founders and in which they are very active members: President,

Vice-President or members of the administrative council. This association has

made it possible to efficiently structure the entire community (teachers,

researchers, industrialists and solution providers). In parallel to this, thanks to

their enthusiastic and indispensable support, I was able to organize and edit a

collective work with contributions from more than a hundred authors, over

five volumes: the Virtual Reality Treatise. There were three coordinators in

this project. However, the third edition of this book is now 10 years old, and

we needed a more recent publication to step into the breach.

It is essential to have a strong basic knowledge of virtual reality before

plunging into the field, whether you are a student or an entrepreneur. The

contents of this book, to which 30 authors have contributed, cover all the

current problems and research questions, as well as the commercially

available solutions: the immersion of a user, the user’s interfacing with the

artificial space and the creation of this artificial space. All the technology and

software available today are discussed here. The human factor is also taken

into account, and there is a detailed description of methods of evaluation.
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There is also a section devoted to the risks associated with the use of

visioheadsets.

A recent community that has come up in France, under the Think Tank

UNI-VR, is bringing together professionals from the world of movies and

audiovisual material. Using new 360° cameras, which enable the creation of

artificial worlds made out of 360 images and not synthetic images, this group

aims to create a new art, with two complementary approaches: one that

produces “360 videos”, where the user remains a spectator, but with a bodily

and proprioceptive immersion in the 360° video; the other designs “VR

videos”, where the user becomes a “spect-actor”, as if they are able to interact

with the story that unfolds the characters and the artificial environment, this

being the authentic field of virtual reality. This artistic goal is close to that of

“interactive digital arts”, even though these two communities do not know

much about each other. Towards the end of the 1980s, French and

international artists in the digital arts appropriated virtual reality to create

interactive artistic creations, (“les pissenlits” (The Dandelions) by

E. Couchot, M. Bret and M-H. Tramus, 1988; “L’autre” (The Other) by

Catherine Ikam, 1991). A journalist from “Les Cahiers du Cinéma” once

interviewed me, stating that “virtual reality is the future of the movies!” A

strange remark, when we know of the antagonism between the movies (where

the spectator is passive) and virtual reality (where the user is active,

interacting with the artificial environment)! Another journalist was carried

away by an innovation without bothering to learn about the fundamentals of

this innovation and its impact on the individual! However, like all specialists,

I did not imagine that 20 years later 360° would also enable the creation of an

artificial world, where a user could be immersed in the heart of a film. By

allowing the user to interact here, we enter into the field of virtual reality or

augmented reality, by blending the real world and the artificial space. Unlike

cinema, here there is no longer “a story to be told” but “a story to be lived”.

With this book, readers have a source of detailed information that will allow

them to successfully develop their own “VR videos”.

However, the digital modeling of an artificial world and its visual

representation through synthetic images will remain the chief avenue for the

development of the uses of virtual reality. For at least 15 years now,

professional applications (e.g. industrial and architectural designs, training
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and learning, health) have made use of this. Different communities must

collaborate more closely on theorizing this discipline and its techniques,

which are exhaustively presented in this book by Bruno Arnaldi, Pascal

Guitton and Guillaume Moreau. The merits of this book cannot be overstated

– they must be bought!

Philippe FUCHS

January 2018



Introduction

It can have escaped no one that 2016 and 2017 often features in the media

as “The Time” for virtual reality and augmented reality. It is no less obvious

that in the field of technology, many and regular breakthroughs are announced,

each more impressive than the last. In the face of this media clamor, it is useful

to step back and take a pragmatic look at some historical facts and information:

– The first of these is the fact (however difficult to accept) that virtual

reality and augmented reality date back several decades and that there is a large

international community working on these subjects. This work is being carried

out both at the scientific level (research teams, discoveries, conferences,

publication) and at the industrial level (companies, products, large-scale

production). It is also useful to remember that many companies, technological

or not, have been successfully using virtual reality and augmented reality

technologies for many years now.

– Many of these technological announcements talk about the design of

“new” virtual reality headsets (e.g. HTC Vive, Oculus Rift) and augmented

reality headsets (e.g. HoloLens). But the fact is that the invention of the first

“visioheadset”1 dates back to almost 50 years, to Ivan Sutherland’s seminal

work [SUT 68].

– Let us also note that these “visioheadsets” only represent a small part

of the equipment used in virtual reality, whether for display (with projection

systems, for example), motion-capture or interaction.

Introduction written by Bruno ARNALDI, Pascal GUITTON and Guillaume MOREAU.

1 This is what we will call these gadgets in this book. The reason for this will be made clear

later.
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– The concept and applications of virtual reality are described in the series

Le traité de la réalité virtuelle (The Virtual Reality Treatise), an encyclopedic

volume produced collectively by many French authors (both academics and

voices from the industry), the breadth and scope of which remains unmatched

even today. The different editions of this are:

- the first edition in 2001 (Presses de l’Ecole des Mines), written by

Philippe Fuchs, Guillaume Moreau and Jean-Paul Papin with 530 pages;

- the second edition in 2003 (Presses de l’Ecole des Mines), edited by

Philippe Fuchs and Guillaume Moreau with help from 18 contributors, running

to 930 pages in 2 volumes;

- the third edition in 2005 (Presses de l’Ecole des Mines), edited by

Philippe Fuchs and Guillaume Moreau, with over 100 contributors, running to

2,200 pages in 5 volumes;

- an English version “Virtual Reality: Concepts and Technologies”, in

2011 (CRC Press), edited by Philippe Fuchs, Guillaume Moreau and Pascal

Guitton with 432 pages.

– Finally, we must mention the creation of the “Association Française

de Réalité Virtuelle” (AFRV) or the French Virtual Reality Association,

established in 2005. The association has made it possible to structure

the community better by bringing together teachers and researchers from

universities and research institutions as well as engineers working within

companies. From 2005 onward, the AFRV has been organizing an

annual conference that sees presentations, activities and exchanges among

participants.

As can be seen from this overview, there are already several communities

at the international level as well as a wealth of literature on the subject and

anyone who wishes to establish a scientific and/or technological culture will

benefit from referring to publications such as [FUC 16] (in French) or

[LAV 17, SCH 16], to mention a few.

I.1. The origins of virtual reality

When we talk about historic references relating to virtual reality, we may

commence by discussing Plato’s Allegory of the Cave [PLA 07]. In Book VII
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of Plato’s Republic, there is a detailed description of the experiences of several

men chained in a cave, who can only perceive shadows (thrown against the

walls of the cave) of what happens in the outside world. The notion of reality

and perception through what is and what is perceived becomes the subject of

analysis, in particular concerning the passage from one world to another.

A few centuries later, in 1420, the Italian engineer Giovani Fontana wrote

a book, Bellicorum instrumentorum liber [FON 20], in which he describes a

magic lantern capable of projecting images onto the walls of a room (see Figure

I.1(a)). He proposed that this could be used to project the images of fantastic

creatures. This mechanism brings to mind the large immersion system (CAVE)

developed a few centuries later by Carolina Cruz-Neira et al. [CRU 92] at the

University of Illinois.

Figure I.1. a) Diagram of Giovani Fontana’s magic lantern,
b) using the magic lantern. For a color version of this

figure, see www.iste.co.uk/arnaldi/virtual.zip

In books that recount the history of VR, we often come across the

(legitimate) controversy around the first appearance of the term “virtual

reality”. Some authors attribute it to Jaron Lanier, during a press conference

in 1985, while others attribute it to Antonin Artaud, in his 1983 essay, Le
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théâtre et son double (published in English as “The Theatre and its Double”)

[ART 09].

Artaud was unarguably the inventor of this term, which he used in his

collection of essays on Theatre and, more specifically, in the chapter titled Le
théâtre alchimique (“The Alchemical Theatre”). It must be noted that in this

volume, Artaud talks at length about reality and virtuality (these words being

frequently used in the text). The precise citation where the term “virtual

reality” appears is on page 75 of the 1985 edition, collection Folio/essais de

Gallimard:

“All true alchemists know that the alchemical symbol is a mirage as

the theater is a mirage. And this perpetual allusion to the materials

and the principle of the theater found in almost all alchemical books

should be understood as the expression of an identity (of which

alchemists are extremely aware) existing between the world in

which the characters, objects, images and in a general way all that

constitutes the virtual reality of the theater develop and the purely

fictitious and illusory world in which the symbols of alchemy are

evolved”.

Furthermore, a few pages earlier, he speaks about Plato’s Allegory of the

Cave.

However, it is clear that Jaron Lanier was the first person to use this term

in the sense that it is used in this book, when he used the English term virtual
reality. It is also useful to remember that there is a subtle difference between

the English term virtual and the French word virtuel (see Chapter 1, Volume 1

of the Virtual Reality Treatise, edition 3). In English, the word means “acting

as” or “almost a particular thing or quality”. However, in French, the word

indicates “potential”, what is “possible” and what “does not come to pass”.

Linguistically speaking, the more appropriate French term would have been

“réalité vicariante” – a reality that substitutes or replaces another.

Science-fiction writers, especially those writing in the “speculative fiction”

genre (a genre which, as its name indicates, consists of imagining what our

world could be like in the future) have also written books that integrate and/or
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imagine the VR-AR technologies we will discuss in this volume. The list of

such books is quite long, and the four books presented here have been chosen

simply for the impact they had. In chronological order, these are:

– Vernor Vinge, in his 1981 novella True Names, introduced a cyberspace

(without explicitly naming it thus), where a group of computer pirates use

virtual reality immersion technology to fight against the government. He is also

the creator of the concept of “singularity”: that point in time when machines

will be more intelligent than human beings;

– William Gibson, in his 1984 novel Neuromancer, described a world of

networks where virtual reality consoles allow a user to live out experiences in

virtual worlds. Gibson “invented” the term cyberspace, which he described

as “a consensual hallucination experienced daily by billions of legitimate

operators”. This concept of cyperspace spans different worlds: the digital

world, the cybernetic world and the space in which we evolve;

– Neal Stephenson, in his 1992 novel Snow Crash, introduced the concept

of the metaverse (a virtual, thus fictional, world in which a community,

represented by avatars, is evolving); a universe like the one in the online virtual

world Second Life;

– Ernest Cline, in his 2011 novel Ready Player One, offerred us a world

where humanity lives in an enormous virtual social network to escape the

slums in real life. This network also contains the key to riches, leading to a

new kind of quest for the holy grail.

Literature is not the only field in which early references to virtual reality set

up links between the real and the virtual. For example, we must mention the

pioneering work of Morton Leonard Heilig in the world of cinema. Following

a project he had worked on since the 1950s, he patented the Sensorama system

in 1962. This system allowed users to virtually navigate an urban setting on

a motorbike, in an immersive experience based on stereoscopic visualization,

the sounds of the motorbike and by reproducing the vibration of the engine and

the sensation of wind against rider’s face.

Cinema has made use of the emergence of new technologies quite

naturally. In 1992, Brett Leonard directed The Lawnmower Man, starring

Pierce Brosnan as a man who is the subject of scientific experiments based on

virtual reality (see Figure I.2). Unsurprisingly, the story revolves around some

of the undesirable effects. An interesting point about this film is that during

shooting, actors used real equipment from the VPL Research company, set up
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by Jaron Lanier (who had already filed for bankruptcy by this time). Of

course, no one can forget the 1999 film The Matrix, the first film in the Matrix

trilogy, directed by Les Wachowski, starring Keanu Reeves and Laurence

Fishburne. The plot is centered on frequent journeys between the real and the

virtual worlds, the hero’s duty being to liberate humans from the rule of the

machines by taking control of the matrix. The technology in this film is much

more evolved as there is total immersion, and it is so credible that the user has

a few clues to tell whether he is in the real or the virtual world. Another cult

film, oriented more towards human–machine interaction (HMI) than VR

itself, was Steven Spielberg’s 2002 film Minority Report, starring Tom Cruise

(see Figure I.3). This film describes an innovative technology that allows a

person to interact naturally with data (which would serve as inspiration for

many future research projects in real labs). These three films are certainly not

the only ones that talk about VR – a great many others could be named here;

however, these three are iconic in this field.

Figure I.2. A still from the movie The Lawnmower Man
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Figure I.3. A still from the movie Minority Report

After having discussed the mention of VR-AR in different fields of art, it

is also interesting to analyze how this technology is used in these contexts.

Cinema will become an intensive user of VR through the use of 360° cinema,

for instance (and on the condition that the spectator finally becomes the

spect-actor). In the artistic world, we have to work on the codes and rules for

cinematographic writing that these new operational modes will bring about.

In particular, in traditional cinema, the narration is constructed on the

principle that the director, through their frames, will almost “lead the

spectator by hand” to the point from which they want the spectator to view a

particular scenic element. In a context where the spectator can freely create

their own point of view, artistic construction does not remain the same. If we

add to this the fact that the user has the ability to interact with their

environment and therefore modify elements in the scene, the narrative

complexity deepens and begins to approach the narrative mechanisms used in

video games. Combining real and digital images (mixed reality) is another

path for development and study, which will emerge soon.

The world of comic books/graphic novels is also influenced either through

the development of immersion projects (e.g. Magnétique, by Studio Oniride in

2016; http://www.oniride.com/magnetique/) or through using VR in the world

of a comic series as is the case with S.E.N.S, a project co-produced by Arte
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France and Red Corner studio in 2016, inspired by the work of Marc-Antoine

Mathieu (see Figure I.4). Indeed, as the universe in VR experiences is not

necessarily a reproduction of a real world, it could also be the fruit of pure

fantasy and a comic book world lends itself readily to such experimentation.

Figure I.4. Projet S.E.N.S

I.2. Introduction to the basic concepts

This section aims to briefly describe the fields of VR and AR. We will

review the principal concepts for each and provide some definitions2 in order

to clearly define the scope of this book. Readers who seek more information

on this are invited to consult the Virtual Reality Treatise [FUC 05].

I.2.1. Virtual reality

We will first and foremost remind ourselves that the objective of VR is to

allow the user to virtually execute a task while believing that they are executing

it in the real world. To generate this sensation, the technology must “deceive

the brain” by providing it with information identical to the information the

brain would perceive in the real environment.

Let us take an example that we will use for the rest of this section: you have

always dreamed of flying a private aircraft without ever having acted on this

2 Several different definitions can be found in other books; those that we have chosen here are

brief and correspond to a general consensus.
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desire. Well then, a VR system could help you to (virtually) realize this dream,

by simulating the experience of flying the plane. To start with, it is essential

that you are given synthetic images that reproduce the view from a cockpit, the

runway first and then an aerial view of the territory you will fly over. In order to

give you the impression of “being in the plane”, these images must be large and

of good quality, so that the perception of your real environment is pushed to

the background or even completely replaced by that of the virtual environment

(VE). This phenomenon of modifying perception, called immersion, is the first

fundamental principle of VR. VR headsets, which will be called visioheadsets
in this book, offer a good immersion experience as the only visual information

perceived is delivered through this device.

If the system also generates the sound of the aircraft engine, your

immersion will be greater as your brain will perceive this information rather

than the real sounds in your environment, which then reinforces the

impression of being in an aircraft. In a manner similar to that of the

visioheadset, an audio headset is used, as it can insulate against ambient

noise.

A real pilot acts in the real environment by using a joystick and dials to

steer the plane. It is absolutely indispensable that these actions be reproduced

in the VR experience if we wish to simulate reality. Thus, the system must

provide several buttons to control the behavior of the aircraft and a joystick

to steer it. This interaction mechanism between the user and the system is the

second fundamental principle of VR. It also serves to differentiate VR from

applications that offer good immersion but no real interaction. For example,

movie theaters can offer visual and auditory sensations of very high quality,

but the spectator is offered absolutely no interaction with the story unfolding

on the screen. The same observation can be made for “VR-videos”, which have

recently become quite popular, but the only interaction offered is a change in

point of view (360°). While this family of applications cannot be challenged,

they do not qualify as VR experiences as the user is only a spectator and not

an actor in the experience.

Let us return to our earlier example: in order to reproduce reality as

closely as possible, we must be able to steer the aircraft using a

force-feedback joystick, which will generate forces in order to simulate the

resistance experienced when using a real joystick, which can be due to air

resistance, for example. This haptic information significantly reinforces the
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user’s immersion in the VE. Moving further towards faithfully reproducing

reality, let us imagine that we can provide a real aircraft cockpit fitted with

real seats and control apparatus and that we can perfectly adapt the external

screens so as to ensure that the synthetic images appear naturally in the

windows and the windscreen of the aircraft. The impression is then even

better as we give our brain additional visual impressions (the components of

the cockpit), auditory information (the sound of the buttons being clicked or

pressed) and haptic feedback (the feeling of being seated in the airplane seat).

This type of a device will, undoubtedly, convince any brain that it is really

seated in a cockpit, piloting an aircraft. And of course, these devices do exist

in reality: these are the aircraft simulators that have been in use for many

years, used first to train military pilots and then commercial pilots, and

available today as entertainment devices for non-pilots who want to feel like

they are flying a plane.

On the basis of this example, we can define VR as the capacity given to one

(or more) user(s) to carry out a set of real tasks in a virtual environment, this

simulation being based on the immersion of a user in this virtual environment

through the use of interactive feedback from and interaction with the system.

Some remarks on this definition:

– “Real tasks”: in effect, even though the task is carried out in a VE, it is

real. For example, you could start learning to fly a plane in a simulator (as real

pilots actually do) because you are developing the skills that will then be used

in a real aeroplane.

– “Feedback”: this is sensory information (e.g. visual, auditory, haptic) that

the computer synthesizes using digital models, that is, descriptions of the form

and appearance of an object, the intensity of a sound or of a force.

– “Interactive feedback”: these synthetic operations result from relatively

complex software processing, and this therefore takes a certain amount of time.

If this duration is too long, then our brain perceives the display of a fixed

image, then another, destroying any sense of visual continuity and therefore

of movement. It is consequently imperative that the feedback is interactive –

imperceptible – to obtain a good immersion experience.

– “Interaction”: this term designates the functionalities offered to the user

to act on the behavior of the system, by moving round, manipulating and/or
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displacing objects in VE; and in a symmetric manner, the information that is

then delivered by the VE to the user, whether visual, auditory or haptic. Let us

note that if there is no interaction, then we cannot refer to the experience as

VR.

Generally speaking, why do we use VR? This technology was developed to

achieve several objectives:

– Design: engineers have used VR for a long time, in order to improve

the construction of a building or a vehicle, either for moving around within

or around these objects or using them virtually in order to detect any design

flaws there may be. These tests, which were once carried out using models of

increasing complexity, up to a scale 1, were progressively replaced by VR

experiences, which are less expensive and can be produced more quickly.

It must be noted that these virtual design operations have been extended

to contexts beyond tangible objects, for example, for movements (surgical,

industrial, sports) or complex protocols.

– Learning: as we have seen in our example above, it is possible, today, to

learn to pilot any kind of vehicle: plane, car (including F1 cars), ship, space

shuttle or spaceship, etc. VR offers many advantages, the first and foremost

being that of safety while learning. There is also an ease of replication and the

possibility of intervening in the pedagogic scenario (simulating the breakdown

of a vehicle or a weather event). Let us note that these learning operations

have extended beyond steering vehicles to more complex processes such as

the management of a factory or a nuclear center from a control room, or even

learning to overcome phobias (of animals, empty spaces, crowds, etc.) using

behavioral therapy that is based on VR.

– Comprehension: VR can offer learning supports through the interactive

feedback it provides (especially visual), in order to better understand certain

complex phenomena. This complexity can result from a difficulty or even an

impossibility in accessing information on the subject as this information may

no longer exist, may be difficult to access (underground or underwater, for oil

prospecting; or it may be the surface of a planet that we wish to study), may be

too voluminous for our brain to take in (big data) or may be imperceptible to

the human senses (temperature, radioactivity). In many contexts, we seek this

deeper understanding in order to enable better decision-making: where do we

drill for oil? What financial action must we carry out? And so on.
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To conclude, it is important to note that very precise and formal definitions

for VR exist. For example, in Chapter 1 of Volume 1 (which presents the

fundamental principles of the domain) of the Virtual Reality Treatise
[FUC 05], we find this definition: “virtual reality is a scientific and technical

field that uses computer science and behavioral interfaces in order to

simulate, in a virtual world, the behavior of 3D entities that interact with each

other in real time and with one or more users immersed in a pseudo-natural

manner through sensorimotor channels”.

I.2.2. Augmented reality

The goal of AR is to enrich the perception and knowledge of a real

environment by adding digital information relating to this environment. This

information is most often visual, sometimes auditory and is rarely haptic. In

most AR applications, the user visualizes synthetic images through glasses,

headsets, video projectors or even through mobile phones/tablets. The

distinction between these devices is based on the superimposition of

information onto natural vision that the first three types of devices offer, while

the fourth only offers remote viewing, which leads certain authors to exclude

it from the field of AR.

To illustrate this, let us use the example of a user who wishes to build a

house. While they will only have blueprints, initially, AR will allow them to

move around the plot, visualize the future building (by overlaying synthetic

images onto their natural vision of the real environment) and perceive general

volumes and the implantation in the landscape. As they move on to the

process of construction, the user can compare several design and/or furnishing

possibilities by visualizing painted walls or furniture arranged in different

layouts in a structure that is still under construction. Going beyond interior

design and furnishing, it is also possible for an electrician to visualize the

placement of insulation and for a plumber to visualize the placement of pipes,

even though these are to be hidden behind concrete screeds or concealed in a

wall. In addition to placement, the electrician can also see the diameters used

and thus the strength of the current being transported, and the plumber can

visualize the color and thus the temperature of the water being supplied.
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Why develop AR applications? There are several important reasons:

– Driving assistance: originally intended to help fighter jet pilots by

displaying crucial information on the cockpit screen so that they would not

need to look away from the sky to look at dials or displays (which can/could

have been be crucial in combat), AR gradually opened up the option of assisted

driving to other vehicles (civil aircraft, cars, bikes) including navigation

information such as GPS.

– Tourism: by enhancing the capabilities of the audio-guides available to

visitors of monuments and museums3, certain sites offer applications that

combine images and sound.

– Professional gesture assistance: in order to guide certain professional

users in their activities, AR can allow additional information to be overlaid

onto their vision of the real environment. This information may not be

visible in the real environment, as it is often “buried”. Thus, a surgeon may

operate with greater certainty, by visualizing the blood vessels or anatomical

structures that are invisible to them, or a worker participating in constructing

an aeroplane may visually superimpose a drilling diagram directly onto the

fuselage, without having to take measurements themselves, which leads them

to gain speed, precision and reliability.

– Games: while it was popularized by Pokémon Go in 2016, AR made

inroads into this field a long time ago, through the use of augmented versions

of games such as Morpion, PacMan or Quake. It is clear that this sector will see

a lot more development based on this technology, which will make it possible

to combine the real environment and fictional adventures.

Even though they share algorithms and technologies, VR and AR can be

clearly distinguished from each other. The main difference is that in VR the

tasks executed remain virtual, whereas in AR they are real. For example, the

virtual aircraft that you piloted never really took off and thus never produced

CO2 in the real world, but the electrician using AR may cut through a gypsum

board partition to install a real switch that can turn on or off a real light.

3 These can be considered to belong to the field of AR, as they offer visitors auditory

information that enhances their knowledge of the real environment.
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As regards AR, compact definitions have been proposed by many scientists.

For example, in 1997, Ronald T. Azuma defined AR as a collection of

applications that verify the following three properties [AZU 97]:

1) a combination of the real and the virtual;

2) real-time interaction;

3) integration of the real and the virtual (e.g. recalibration, obstruction,

brightness).

I.3. The emergence of virtual reality

I.3.1. A brief history

Figure I.5. Evolution of the field of virtual reality. For a color version of
this figure, see www.iste.co.uk/arnaldi/virtual.zip

Another analysis of the state of virtual reality today allows us to draw a

timeline for the stages in the evolution of this field (see Figure I.5). The broad

stages of evolution are:

– before 1960 – the foundations: numerous approaches and methods (used

even today in virtual reality) were perfected well before the birth of “virtual

reality” as a field. We have the first representations of reality through paintings

(pre-historic), perspectives (Renaissance), panoramic displays (18th Century),

stereoscopic vision and cinema (19th Century) and the British pilot training
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flight-simulators from World War II. Finally, we have the very notion of

immersion, the heart of virtual reality, which was used by Morton Heilig from

1956 onwards in his Sensorama, with its multimodal feedback, and in 1969

with his Experience Theater, the precursor to all large-screen dynamic movie

theaters.

– 1960–1980 – the first steps: the emergence of computer sciences enabled

the development of all the elementary components that would then lead to the

advent of virtual reality. Components used in the synthetic images that, even

today, represent virtual environments are the modeling and manipulation of 3D

objects, rendering algorithms (above all, the Z-buffer algorithm [CAT 74]) and

the treatment of light and lighting models [GOU 71, PHO 75]. Components

for interaction between the user and the system, were Sketchpad [SUT 63], the

first visioheadset (or head-mounted display, abbreviated to HMD) [SUT 68]

or the GROPE system, the first work carried out on force feedback (initiated

in 1971 at the University of North Carolina by Frederick Brooks), which

formed the basis for haptic feedback. On the application front, developments

around flight simulators progressed rapidly, for instance, within the VITAL

and VCASS projects carried out by the United States Air Force.

– 1980–1990 – technological development: this stage was characterized

by the development of technology specific to 3D interaction, in particular. In

1985, Michael McGreevy and Scott Fish (NASA Ames Research) rediscovered

the virtual reality display system and gave it the name by which it was

known forevermore – HMD: head-mounted display [FIS 87]. In 1986, Scott

Fisher proposed spatialized sound restitution. Jaron Lanier (an American)

and Jean-Jacques Grimaud (a Frenchman) established the company VPL

Research, which sold the first virtual reality applications, using their Data

Glove coupled with a visioheadset that it had designed. Incidentally, in 1987,

Jaron Lanier “invented” the term virtual reality. Thanks to the progress in

computer equipment, Frederick Brooks’ GROPE system became operational

with the manipulation of molecules close to 1,500 atoms ([BRO 90].

– 1990–2000 – experiments in application: this is the decade in which the

integration of material and software solutions made it possible to implement

experimental applications that were credible and operational. Let us begin with

the video game industry, which was one of the first to foresee the potential

benefits of virtual reality and to offer innovative solutions using equipment that

was specifically developed for this use: Virtuality (1991), Sega VR (1993),

Virtual Boy (1995) and VFXA Headgear, a range of products that, 20 years
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later, still influence present-day solutions. Industries related to transport

(automobile, aeronautic, aerospace, maritime) first used virtual reality to

design vehicles and then to learn how to drive them. The medical sector

also saw some experimentation using VR in this period. For example, Hunter

Hoffman and his colleagues used virtual reality to reduce pain perception

among patients who had suffered severe burns at the University of Washington

Harborview Burn Center, and Stéphane Cotin et al. proposed a complete

simulation system for hepatic surgery with force feedback [COT 96]. The field

of energy and especially the oil industry also had an early understanding of the

value of and return on investment possible using these new technologies.

– 2000–2010 – industrial maturity: after having focused on product-design

and learning how to drive vehicles, the applications of VR evolved towards

maintenance and training, using simulation to control industrial processes

(monitoring a factory from a command room, for example).

We can also see the increase in the number of applications that use VR to

better understand an environmental phenomenon, especially to better decide

how to proceed. Let us take the case of the petroleum industry, which studies

subsoils in order to optimize the placement of drilling wells, or even the world

of finance, where spaces composed of share revenues and growth curves are

visually studied in order to better decide what actions to take (buying, selling).

The goal of better understanding for better decision-making can also be seen

in product-design, during project reviews, which reduces or even eliminates

the need for physical models.

As regards equipment, the dawn of this decade saw significant progress

in the installation of immersive rooms (CAVE and, above all, the SGI

Reality Center) in both the academic world and (large) companies. Users can

also easily find capture, localization and orientation equipment, such as the

force-feedback arm (haptic feedback).

Last, but certainly not least, this period saw a very noticeable evolution in

the development of VR applications: alongside the techno-centric approach

adopted by the pioneers in the field, there arose an anthropocentric approach.

This change was due to two factors playing out simultaneously:

- the increasing diffusion of VR led researchers in the social sciences,

mainly in the cognitive sciences, to study this new paradigm. This opened up

fields of reflection that were unknown until then;



Introduction xxxi

- application developers, noticing the rejection of some uses as well as

the discomfort that certain users experienced, began looking for solutions that

were not just purely technological.

A new fashion of thinking about applications, which would take into

account the human factor, emerged from the convergence between the

knowledge and results obtained by researchers and the needs of the developers,

and this approach continues to be used today.

– 2010 onward – deployment towards the larger public: this last period

was marked by the arrival of new equipment at costs that were much lower

than those of earlier devices, while also offering a high level of performance.

This rebound is largely due to the development of smart phones as well as that

of video games. Even though visioheadsets have been publicized the most in

the media (e.g. Oculus Rift, HTC Vive), new motion-capture systems have also

emerged. This explosion has resulted in numerous articles being published in

the general media, bringing information about these technologies to a wider

public: first addressing professionals in companies that were smaller than

the large groups that worked on designing new uses for VR-AR, and then

relaying information directly to the general public, which was entranced by

the announcements (even those that were completely unrealistic) and grew

interested in the possibilities offered by various sectors.

In parallel to this new equipment, which was just the tip of the iceberg, new

software environments established themselves, often arising from the world of

video games (such as Unity 3D). This made it possible for “new” developers,

from the above-mentioned SMEs, to independently develop their solutions.

It is clear that this is just the beginning of VR-AR becoming accessible to

the general public; after a phase of media uproar, the true benefits will emerge

and there is no doubt that the coming years will witness an explosion in the

mass use of these technologies.

Given these facts, which by no means constitute an exhaustive history of the

field, our book aims to answer the following question: what has happened over
the last 10 years? (this period corresponds to the time since the publication of

the last edition of the Virtual Reality Treatise). Before providing an extensive

description of notable events in the evolution of the field over the last decade,

and in order to understand what has truly changed, it will be useful to study

the evolution of the socio-economic context.
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Indeed, 10 years ago, the landscape consisted of:

– research laboratories that develop fundamental methods and

technologies;

– large industrial entities, often manufacturing industries or industries

depending on large infrastructure that make use of technologies (e.g. in France:

PSA, Renault, Airbus, SNCF, etc.);

– a few technological startups that proposed software tools and (often

experimental) equipment, for example Haption, Virtools and Laster.

The manufacture of products was often realized thanks to collaboration

between these three categories of actors in ambitious projects. Professional

integrated software solutions were quite a heavy burden, both for the

application developer and for the end-user.

I.3.2. A revolution among actors

In the last decade, there have been several profound transformations in this

landscape.

– First of all, there have been some startups that have had real commercial

success with their innovations:

- Oculus Rift (20134), which was bought by Facebook, resulting in a

massive diffusion of the products;

- Leap Motion and its lightweight position sensors (2013).

– And then there are large organizations with considerable resources in

terms of capital and development teams that have now stepped in and taken

an interest in these technologies, whether in designing them or buying them

from existing actors. For example:

– These companies offer the following products:

- the Microsoft Kinect sensor (2010);

4 The dates mentioned here correspond to their diffusion in France; they may thus differ from

the start dates for the projects or the announcement dates.
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- Google Glass (2013) (even though this was not a commercial success,

it saw significant distribution);

- Samsung Gear VR headset (2015);

- Microsoft HoloLens headset (2016);

- Sony PS-VR headset (2016);

- HTC Valve Vive headset (2016);

- development kit for the Apple smart phone range. Apple acquired

Metaio, a well-established actor in the field of Augmented Reality (2017).

I.3.3. Technological revolution

Both on the material and software plane, this decade has been rich in

breakthrough new products:

– In the field of software, we must note the availability of professional

integrated software solutions that are available for free, allowing anyone with

the know-how to develop their own solutions:

- the release of the first free version of Unity 3D in October 2009;

- the release of Apple’s ARKit in 2017.

– Another point that became a determining factor in the democratization

of technology and its uses was the evolution of terminals. In effect, in June

2007, Apple sold its first iPhone, and everyone knows the impact that this

had on the mobile telephone market, as well as on the general field of mobile

applications. This evolution rapidly led to users having access to a terminal

equipped with a high-quality screen, coupled with a camera and several sensors

(e.g. accelerometers, tactile screen). It was a short step from here to giving

the average user access to mobile VR or AR applications, which had, hitherto,

been unknown or too expensive. Nonetheless, we must note that, of the number

of mobile applications claiming to be VR or AR applications, very few actually

bring either AR or VR into play and most are rather counterproductive to

the development of these technologies. The advent of tablets also led to the

development of VR and AR by removing an important limiting factor in the

mobile phones: screen size.
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– Finally, video games have been majorly pushed as well as recent progress

in the field of visioheadsets (virtual reality and augmented reality headsets),

which have allowed for a massive democratization of these technologies,

mainly as a result of very low acquisition costs as compared to earlier

equipment, with a quality that is perfectly satisfactory.

– Another technological revolution that had a significant impact was

the large-scale introduction of specialized architectures such as the GPUs

(Graphics Processing Unit) as co-processors in high-performance computing.

Indeed, each computer now has a graphics card that gives it a considerably

higher computing speed than the computers of a decade ago; processing power

(CPU) has also increased. This increase in performance must be placed in the

context of a growing demand for calculations by AR or VR applications. This

is, of course, because of the increasing quality of computer-generated images

required, as well as interaction with a user, which requires very short cycle

times (high calculation frequency, low lag). For example, let us note that in

the Virtual Reality Treatise, we count on the fingers of one hand the number

of times the term GPU is used in the first four books, and this is the same for

video processing or the processing of sound signals.

I.3.4. A revolution in use and users

The other profound change in the landscape relates to the fact that

applications that were initially intended for a few professional fields (often

specialized fields, such as design offices and professional experts) were

extended to all of society, even entering our homes (e.g. games, services,

home automation systems). Over the past 10 years, the augmented reality user

has shifted from being an expert working in an office to every Joe and Jane at

home or on the move. This also holds for VR-AR equipment, which, up to a

decade ago, was only sold by a few distributors known only to insiders.

Today, any mainstream vendor selling electronic systems will carry, on their

shelves and in catalogues, a complete range of equipment (visioheadsets,

sensors) that we can also see sold in large retail stores. It is no longer

uncommon for “conventional” stores to offer clients the opportunity to try

applications or equipment. This evolution in the use of VR-AR will

undoubtedly continue in the years to come.



Introduction xxxv

I.4. The contents of this book

The editorial choices that led to this book resulted mainly from one simple

principle: to describe the most notable facts of the last decade and imagine

those that may occur over the next decade. Along with the authors of the

different chapters, we have therefore prioritized pertinence rather than

exhaustivity. Indeed, an exhaustive account of the evolution of such an active

field over the last 10 years would require a few thousand pages! Finally, the

reader will see, in the bibliographical references listed at the end of each

chapter, that some references date back to 10 years or, in some cases, even

further back! We have tried to specify original sources in order to honor the

history associated with a technology or a scientific contribution, while also

showcasing important recent results.

This book is thus organized as follows:

1) Chapter 1: the discussion here is centered on the social impact of virtual

reality and augmented reality. What do they bring in and how can they be used

in broad fields of applications?

2) Chapter 2: this chapter analyzes the technological revolution in detail,

from the viewpoints of both equipment and software, and discusses the impacts

of this evolution.

3) Chapter 3: this chapter reviews essential concepts in both technological

sciences (computer sciences, electronics) and human sciences (cognitive

sciences, ergonomics) and describes the main challenges related to each field.

4) Chapter 4: based on the questions that remain, what are the paths that

allow us to offer more satisfactory solutions and allow, among others, for richer

user experiences?

5) Chapter 5: in this chapter, we discuss the main evolutions we foresee,

while acknowledging the difficulties of this exercise given the strong splits

possible in this field. A brief recap of the analysis of evolutions over the past

10 years is sufficient to persuade ourselves of this difficulty.

6) Chapter 6: we will analyze the potential for development related to a

mass distribution of VR and AR, while also touching on the potential risks

associated with this, with respect to both user safety and unrestrained use of

technology.
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7) Conclusion: this chapter reviews the different elements discussed in the

book and opens up a debate on the concept of virtual reality, as it has been

fantasized about in movies or in the literature. We have also attempted to sketch

out a few broad paths for the future, inspired, notably, by a debate carried out

in the AFRV general assembly5.

This book approaches a complex and relatively unknown field. The “target

audience” is therefore quite wide: students, developers of software solutions,

decision-makers, those curious about technology, etc. We thus thought it was

important to try and make this book readable across audiences rather than

offering a linear reference from the first page to the last. We thought it should

be a bit like navigating a website, allowing each reader to click on whatever

interests them. Thus, while our structure is based on a certain logic, these

chapters may be read more or less independent of each other, depending on

the competence and needs of each reader. As a result of this, however, some

concepts or notions may be repeated across chapters. This is not to belabor

the point, but simply to help each chapter remain “self-sufficient”.

For your assistance, we propose, based on your profile, a nonlinear

navigation that allows you to directly arrive at the information you consider

to be most important:

– VR or AR student: what can we say except that we recommend that

students read it all the way through?

– Software solution developer: we suggest that developers, who may not

have the time to read everything, review concepts and recent evolutions

(Chapter 1), recall the scientific challenges related to VR-AR and then

approach current and future solutions (Chapters 4–6). Here again, we can only

recommend that it would be ideal to read the book in its entirety!

– Decision-makers in organizations: apart from this short introduction, it

would be important to get an idea of the current and emerging applications

(Chapter 2) and then to familiarize yourself with current evolutions in

equipment and software (Chapter 3). Having done this, a decision-maker is

likely to be very interested in the new developments discussed in Chapter 7.

5 http://www.af-rv.fr
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– A curious reader, a technology enthusiast: here again, we would

recommend the basics in this introduction, before suggesting you to go through

Chapters 2 and 3, which offer a panoramic view of current applications and the

technologies used. Chapter 4 will help you understand why implementation is

not so simple and why the technologies we see in movies do not yet exist. The

conclusion (Chapter 8) will also provide more details on this last point.

– SHS (Social and Human Sciences) experimenters: while reading

Chapters 1 and 3 is, of course, recommended so as to understand advances

in the field, the human factor is discussed chiefly in Chapter 4 (challenges)

and Chapter 5 (current solutions). A brief review of applications (Chapter 2)

would not be irrelevant, in light of the earlier chapters. Finally, Chapters 7 and

8 discuss some future prospects that raise important questions for researchers

in human sciences.

– A professional in an applicative field: Chapter 2 is obviously essential;

Chapter 3 may enlighten the reader as to technologies required for the

realization of these applications. Finally, the reader would probably need

to go over the solutions in use today to address various problems faced by

developers.

I.4.1. Authors/contributors

To help integrate this book, we called upon experts from French

laboratories, who are very active in the fields of VR-AR, as well as experts

from the industrial world, both for offering material and/or software

solutions, and for discussing the usage and the integration of these

technologies. These experts were brought in with the aim of covering a wide

range of competencies inherent to the fields of VR-AR (e.g. computer

sciences, signal processing, automation human sciences). We have had

long-standing professional relationships with many of them (especially within

the AFRV). The list of contributors to each chapter is specified on the first

page of the chapter, and a complete and detailed list of all contributors is

provided at the end of the book.
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New Applications

This chapter aims to give an overview of the new families of applications

that have emerged or that have undergone massive development in this last

decade. The first section (section 1.1) will analyze the manufacturing industry,

exploring the development of virtual reality (VR), the emergence of augmented

reality (AR) and the question of return on investment. This is mainly illustrated

by real industrial examples, shared by the concerned actors themselves. The

second section (section 1.2) explores the field of health and analyzes the impact

VR and AR have had on training, on preparation for intervention and on uses in

the world of surgery. Section 1.3 will examine applications related to city life,

architecture and urbanism and will focus especially on developing mobility.

Finally, we will end the chapter by looking at recent results in the field of

training and in the field of heritage (section 1.4).

1.1. New industrial applications

1.1.1. Virtual reality in industry

Until recently, it was impossible to think of virtual reality without

imagining using heavy and complex machinery that needed a dedicated team

to operate it. These characteristics have certainly put the brakes on this

technology being integrated into companies for whom ROI (return on

Chapter written by Bruno ARNALDI, Stéphane COTIN, Nadine COUTURE, Jean-Louis DAUTIN,

Valérie GOURANTON, François GRUSON and Domitile LOURDEAUX.

Virtual Reality and Augmented Reality: Myths and Realities, First Edition. 
Edited by Bruno Arnaldi, Pascal Guitton and Guillaume Moreau. 
© ISTE Ltd 2018. Published by ISTE Ltd and John Wiley & Sons, Inc.
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investment) is a near-essential criterion for any decision related to making

investments.

The broad periods across which companies were involved in AR can be

described as follows.

1.1.1.1. The age of pioneers: researchers

Until 2005, only a few large industrial groups were interested in virtual

reality. Their participation was strongly linked to the group’s research

activities (fundamental and industrial research) and its interconnections with

the higher education and research community. In France, the companies that

were involved in research all possessed in-house Research and Development

departments that were made up of researchers, doctors, engineers and

research engineers working within national and Europe-wide projects, in

close collaboration with researchers in large public sector research

laboratories (e.g. Inria centers, CNRS units, university laboratories). PSA,

RENAULT and AIRBUS are the companies that established this process with

the CRV at PSA, RENAULT’s Technocentre and EADS IW (renamed the

AIRBUS Innovation Group) for Airbus.

1.1.1.2. The experimenter’s age: innovative engineers

From 2005 to 2010 or so, many large companies learned of the emergence

of this technology for virtual 3D prototyping and level 1 immersion. They

wished to carry out experiments in order to analyze the potential of virtual

reality in different professions (especially research department and

organization and methods departments). The approach they adopted was quite

different from that of the “pioneers”: they did not wish to set up an internal

research center, but developed “innovation departments” that were associated

with certain platforms for technological resources such as CLARTE at Laval

or ENSAM at Chalon-sur-Saône. We can also give the example of DCNS,

Plastic Omnium and many more.

1.1.1.3. The age of shared platforms

From 2010 to 2014, the widely used model was that of a shared platform

available to companies in the region. In effect, as technology matured and its

application for various purposes became more robust, many companies

requested an institutional environment that allowed sharing of equipment

(CAVE, Cadwall) on which the ROI was not realistically high enough for
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each company to invest in it. This model was initiated at LAVAL in 2000 by

CLARTE and its technical platform for companies paved the way for

platforms such as CIRV at St Nazaire, Industrilab in Picardie and Holo3 in

Strasbourg.

1.1.1.4. The age of VR headsets and applications distributed on a very
large scale: major players on the offensive

From late 2014, we have witnessed a techno-economic revolution in the

field of VR. The field was fundamentally transformed by the appearance of

the first Oculus headset, followed by its eponymous successors, as well as

other headsets from other companies (each outperforming the other), such as

the HTC Vive, all of which were also available at very low costs. Obviously, a

headset cannot and may never be able to do the same things a high-end

visiocube can. However, the “user-usability-immersion” cost equation for an

HMD is such that actors within companies cannot help exploring them and

factoring them into their deliberations. At best, they are considered

complementary to the visiocube and, in the worst case scenario, they can

replace them. It must be noted that the economic model of the HMD has

nothing in common with the visiocube. In fact, the HMD is considered, in

accounting terms, to be a consumable. Investment related to virtual reality is

currently completely related to software and not to equipment, which

significantly modifies the decision-making center.

1.1.2. Augmented reality and industrial applications

Augmented reality is a technology that has sparked off a lot of fantasies

but delivered very little. In effect, many communicators rode on the message

“add the virtual onto the real”, creating sensational videos that led the viewer

to believe that we would completely naturally be able to watch a car that did

not exist; visualize the sofa we would buy in our living room; get up close to

people who were far away or even people who had died. In brief, that real life

would be exactly like a TV series!

However, these promises far outstripped the possibilities that technology

can offer today. The consequent backlash resulted in a strong rejection of AR

by the public and general users today content themselves with “pseudo-AR”

games, like Pokémon Go. Unlike with VR, here we cannot trace the stages

through which companies appropriated this technology. This is because the
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needs expressed and the predicted uses resulted in a “pseudo-offering”, which

claimed to respond to their demands by using tricks and artifice that did not

long stand up to scrutiny. The Gartner Hype curve for 2017 (Figure 1.1) offers

an interesting illustration: it quite brutally plots AR in the “trough of

disillusionment”.

Figure 1.1. Courbe de Hype 2017. For a color version of this figure,
see www.iste.co.uk/arnaldi/virtual.zip

A careful analysis, however, shows us that where industrial applications
(and these alone) are concerned, augmented reality has already entered the

next phase, the “Slope of Enlightenment”, with market stability expected in

the next two-to-five years.

1.1.3. VR-AR for industrial renewal

Before we get into a detailed examination of the impact VR-AR

technologies have had on the world of business, let us listen to a voice from

the industry – Stéphane Klein, Deputy Director of STX (Chantiers de
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l’Atlantique) and head of the RetD. He offers a succinct summary of the

pragmatic steps taken by several leading industrialists and the impact that

they have observed:

“Innovation is in the DNA of the STX France shipyard in
Saint-Nazaire. This is probably why it is the last remaining large
maritime construction company and why it is seeing, today, an
unprecedented resurgence in activity, with the order-book
completely full for the next five years! Keen to offer its clients ever
more innovative products, at the cutting edge of technology, STX
has constantly upgraded its production system in order to remain
on the offensive in a highly competitive global market. The use of
virtual reality in association with a new 3D CAD has certainly been
among the most significant changes in the STX research department
over the last five years. Just a few years ago, Virtual Reality was
nothing but a simple “Work Package” in a R&D project – but it has
rapidly become an integral and indispensable part of STX study
processes and marketing. Today it is mature and systematically
used. STX is now looking to use Augmented Reality. This may find
applications in the building and operation of ships; in the field of
navigation or maintenance of equipment, and also in the
construction process. With respect to this last point, STX is
currently evaluating the use of augmented reality to assist
linesmen/women working with electrical power systems and fluid
networks. The initial results from this experimentation are very
promising and the gains in productivity and quality have been
noted. The industrial use of augmented reality to fit-out ships is
quite imminent. What remains is to fortify the solutions studied
within this R&D project”.

1.1.3.1. The fundamentals: research and communication-marketing

From the early 2000s, leading industrialists have focused on two main

subjects, namely:

– virtual reality within the research office (extending 3D CAD) for

immersive project review, for verification of assembly–disassembly activities

and for interactive design in an immersive experience. VR here is a tool that

aids decision-making (Figures 1.2 and 1.3);

– virtual reality within communication-marketing departments, used as a

marketing tool to aid sales and adding value to the company’s products and

services.
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Figure 1.2. The layout for the command post of a ship
at DCNS (© CLARTE – NAVAL Group (ex DCNS))

Figure 1.3. Project review at NEXTER (© Nexter)
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These two areas of development have made it possible for the concerned

companies to generate a great deal of enthusiasm within their internal services

(see PSA and its CRV) and have allowed France’s leading industrial companies

to project an image of innovation and to come together and anticipate a new

industrial revolution based on collaborative practices (e.g. co-designing with

sub-contractors and clients, remote collaboration within entities of the same

group). While it is still too early to talk of an industrial revolution, it is clear

that VR has contributed to a change in behaviors within research departments

and has certainly contributed to the development of new user-centered design

approaches, as well as AGILE methods.

Over the years, hardware and software platforms have become professional

and, from adopting a rather exploratory approach (the early 2000s), have

today become reliable, high-performance and intuitive tools which can be used

even by the uninitiated. A few examples of the platforms on the market are:

ICIDO from EsiGroup, HIM from Optis, RHEA from Airbus (for Airbus’

own requirements), IMPROOV from MiddleVr and TECHVIZ’s eponymous

platform.

Jean Leynaud (Director of Systems Engineering at NEXTER) gives a

detailed account of the impact VR has had on the company’s approach to the

factories of the future:

“Ever since the creation of the GIAT industries in 1971, from
design boards to 3D digital models, the weapons manufacturer
Nexter Systems has ceaselessly evolved practices and tools to
boost performance and innovation. It was in this context that in
2013 Nexter System equipped itself with a virtual reality system
(four-sided system working with CLARTE’s IMPROOV software).

“Virtual reality now makes it possible to involve the end-user
more than ever before in the preliminary design phases, as the
approach used up to now – reading and understanding CAD views
– is not something that everyone can do. This immersion in a
3D environment has sparked off discussions that are much more
pragmatic and directly related to operational use. Thanks to VR,
the end-user can enter into the environment much more easily and
feel as if they are already in their vehicle. It is thus easier for them
to describe what they feel and what they need. This collaborative
design is a significant advance for Nexter and their clients. This
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new manner of direct design also makes it possible to concentrate
on the architecture and to go further with the innovation of future
products in the NS range. For about three years now, VR has been an
important part of the Nexter development process. Each project uses
3D immersion for reviewing concepts. This makes it possible for all
actors, especially those who cannot access CAD routinely, to share
in the global vision of the product at key points in the development
and to better understand the different choices in architecture. VR
has become an indispensable resource in developing new products
in order to choose an architecture and to “de-risk” the launch of
a physical mock-up (without replacing it). For example, reworking a
physical model will require several months for the retrofit and a large
financial investment, while modifications carried out on the virtual
model will require only as much time as it takes to manipulate it
on the computer. This allows a great deal of flexibility and speed
of iteration for the model, which is significant especially in an
industrial context where development time is restricted.”

Another representative example is that of La Redoute. After their research

department had worked on the layout of their new warehouse and the

ergonomics of different production posts, the company used virtual reality

as a social mediation tool by putting into place a large-scale internal

communication operation. A presentation of the virtual model for this future

warehouse was presented to all the collaborators via HMDs within the

company over the period of a week. The impact was tremendous, as Marc

Grosclaude recounts in an article published in La Voix du Nord: “In a year and
a half, La Martinoire will have been completely transformed: farewell to the
[old] warehouse, which was considered “ultramodern” when its foundation
stone was laid in 1968. To comprehend the scope of the transformation, the
employees of La Redoute were able to explore the order-processing site in 3D.
We were given the same virtual tour....”

Thanks to VR, we can talk about industrial and social renewal in very

concrete terms. Let us note, however, that SMEs, and even larger businesses,

were quite nervous about using VR until quite recently. This was because of the

large cost of acquiring and then using the equipment, and also because the ROI

is hard to calculate. If some companies did manage to understand, quite early

on, the benefits of using this technology (direct ROI vs. the less-quantifiable

indirect ROI), it was because clients with large orders led to their entering the

world of collaborative projects.
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1.1.3.2. Ergonomics and training: perfect illustrations for value added
by VR

1.1.3.2.1. Ergonomics – objective: reducing musculoskeletal disorders

While the decade from 2000 to 2010 saw large-scale development in

applications in the vertical sectors of the industry (terrestrial, petrochemical,

naval and aeronautical vehicles), recent years have seen many transversal uses

emerge, such as ergonomics and collaborative work on virtual prototyping

and training. The economic stakes for all three fields are huge and the ROI is

relatively easy to calculate.

As concerns ergonomics, two different areas are involved: ergonomics of

usage (pilot’s seat or command and control posts) that make it possible to

concretely improve the usability and intuitiveness of various equipment, and

postural ergonomics (ergo-design of production posts and lines), which makes

it possible to drastically reduce musculoskeletal problems by carrying out a

downstream study of workposts (Figure 1.4).

Figure 1.4. Ergonomic study on a Lactalis production post
(© CLARTE). For a color version of this figure, see

www.iste.co.uk/arnaldi/virtual.zip

One of the most interesting examples of this approach is that of the

company INERGY (Plastic Omnium group), which was one of the first
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companies to experiment with an Ergo-designing application for production

posts, developed by CLARTE. Very quickly after a few tests were carried out

on some new production lines (Figure 1.5), the company decided to

systematize this process: since 2011, any new production post (in any

INERGY site around the world) has been designed via an ergonomics study

carried out using VR and the RULA (Rapid Upper Limb Assessment)

method. The impact this application had was so significant that Plastic

Omnium decided to create its own virtual reality center within its technical

center (Compiègne) and to use it for its businesses. INERGY estimates that it

has managed to shave off about 20% of the time spent on its design-creation

phase and has seen its “reworking due to design error” rates plummet for new

posts, as the downstream participation of workers in the company has been

particularly beneficial.

Figure 1.5. Ergonomic study of an Inergy production post (© AFERGO)

The typology of companies using this approach is interesting. There are,

of course, large groups, as well as a good number of their sub-contractors,

generally placed between medium- and large-scale businesses, as well as

several medium-scale businesses that today use “virtual design” in their sales

arguments.
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1.1.3.2.2. Training: a revolution in engineering pedagogy

Training is certainly one of the sectors where VR has had the greatest

impact (Figure 1.6). The four main reasons for this are:

1) the simulation of work situations using 1:1 scale immersion and

multisensory interactions that make it possible to put in place a new pedagogy

for engineering that is perfectly in line with training objectives;

2) total “de-risking”: the learner can be placed in all kinds of work

situations, including those that are dangerous, in order to teach them the

actions and procedures to adopt and to help them acquire the correct reflexes

in case of danger;

3) savings on consumables (e.g. training in industrial painting without

spoiling any raw material) and heavy equipment (e.g. production equipment

need not be set aside for training, resulting in improved productivity overall);

4) the attraction of using 3D images and immersion can help offset the more

boring aspects of traditional training.

Figure 1.6. Training to land and take-off on a helicopter carrier
(in choppy conditions) (© CLARTE - NAVAL Group (ex DCNS))
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Let us note that beyond the innovative training process, many companies

use VR applications to sensitize future employees (e.g. youngsters, job

applicants) to the work and the available posts. Virtual reality here becomes

an extremely efficient communication tool used by HR services to add value,

to help build understanding and to recruit. The associated business model is

still simple, as the ROI is calculated using the following equation: (savings on

raw material + savings due to production equipment not being blocked for

training) – (cost of acquiring and using the VR training platform).

The recent emergence of low-cost and very high-performance HMDs

makes this a highly positive equation, resulting in the current boom in

teaching and training applications.

1.1.4. And what about augmented reality?

While AR is simpler for the general public to understand as they have used

smartphone and tablet applications, we have seen that they lost interest in it.

However, AR continues to progress in the professional, especially industrial,

world.

There has also been a remarkable evolution of equipment. Microsoft’s

HoloLens glasses mark a significant progress in this field.

Even in 2017, it is still difficult to talk of industrial renewal being ushered

in by AR, as the applications that are most mature and used concretely within

companies are focused on communication, marketing and improving sales.

Having said that, there are many ongoing research projects, and it is quite

probable that mature applications will be available in the coming years,

initially using tablets and other intermediate screens and later using

semi-transparent glasses. Moreover, some applications have already attained a

degree of maturity that will allow them to participate in the industrial renewal

we are currently living through.

Let us take the example of MIRA (Figure 1.7) developed by AGI (Airbus

Group Innovation) “This solution was first used so the aviator could verify the
integrity of the correct placement of thousands of parts installed in airplanes,
such as the fixed supports that hold up electric cabling, hydraulic pipes or
air-conditioning pipes” (an Airbus source).
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Figure 1.7. The MIRA application from the Airbus Innovation Group
(© Airbus Group). For a color version of this figure, see

www.iste.co.uk/arnaldi/virtual.zip

Let us also give the example of ARPI (Figure 1.8), an experimental device

to control the assembly of equipment in a “panel factory” within STX (the

ship-building yard at St Nazaire), which made it possible to save a significant

amount of time.

Unlike virtual reality, which largely concerns research departments and

Organization and Methods departments, augmented reality is used in the field,

even within production units and in the construction of the industrial world.

The equipment used (tablets, PCs, AR glasses) is thus quite strenuously

tested, and it is imperative that it be robust, reliable and intuitive when

implemented. If this is the case (a real challenge!), the value added by these

AR applications is very large and is much easier to measure by ROI and

productivity specialists than for VR.

Offering assistance to an operator in a control room, helping a metallurgical

worker in guiding and positioning, offering local or remote technical assistance

to a technical maintenance officer – all of these uses will lead to measurable

gains in the productivity of several dozen percentage points.
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Figure 1.8. The ARPI application to control panels (25 m*25 m) STX
(© CLARTE - STX)

1.2. Computer-assisted surgery

Software for the simulation, planning and training to carry out

operations: navigational help; AR devices; remote interventions;

robotics... computer-assisted surgery is a growing field and one that

has already entered several operation theaters. This section gives a

description of the current situation in the field and the main

challenges and prospective paths in this revolutionary sector, by

focusing on the contributions of VR-AR to the past decade and to

the coming decade.

1.2.1. Introduction

Ever since the first radiograph and the first use of X-rays in 1895, medical

imaging has only improved and diversified. It saw significant progress from

the 1970s onwards with the development of the CT scan, and from the
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emergence of nuclear medicine and magnetic resonance imaging, which

appeared in the early 1980s. This major evolution in the medical field was,

however, only possible due to the joint development of computer sciences and

digital image processing methods, which made it possible to interpret and

process increasingly larger and more complex images with greater precision

and efficiency.

Today, we see a new revolution taking place in the medical field, thanks to

techniques such as digital simulation, 3D modeling, biomechanical

characterization, and virtual and augmented reality. These developments have

also set up links with medical imaging and robotics by widening their scope

of application. There are already many uses for VR in medicine, if only to

interactively visualize 3D patient data reconstructed from a CT or MRI

scanner. It is, however, possible to go much further, combining results

achieved in different scientific fields.

In this section, we will examine the field of computer-assisted surgery,

which is at the heart of this revolution but also poses several challenges. The

three main challenges are: 1) the use of VR to train surgeons in an appropriate

training course, where there is no risk to a patient; 2) upstream planning of

complex interventions, in order to reduce surgical time and risks; and 3) the

use of AR in the operation theater in order to bring together, in situ, the

essential information needed for the intervention to be carried out smoothly.

In different applications, several physiological, biomechanical and geometric

parameters are brought into an equation and calculated: for example,

deformation on the liver, electrophysiological activity in the heart or even

physical interactions between surgical instruments and an organ (see

Figure 1.9).

There are strong associations between these different objectives that make

it possible to share scientific results. In most cases, therapeutic targets are soft

tissue1. Organs such as the liver, heart, brain and blood vessels represent a

large part of anatomical structures on which surgical interventions are carried

out. Modeling these structures, not only from an anatomical point of view but

also from a biomechanical point of view, is an initial challenge that is

common to all three objectives. The simulations used for learning and for

assistance during surgical operations also share another common point,

1 Soft tissue is any tissue in the body other than bone, such as muscle, fat, fibrous tissues, blood

vessels or any other supporting tissue.
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related to computing time. In order to allow interactions or instant display of

information, these applications require the result in real time. This is difficult

given the complexity of the biomechanical models discussed earlier, which

require several parameters (and thus computations) to be taken into account.

Finally, pre-operation planning and intraoperative2 assistance require a high

level of precision in predicting the results supplied by the calculations. This

precision is achieved by using increasingly powerful digital calculation

methods, and also by specific modeling, adapted to the patient, and not the

generic modeling that is usually used in learning software. We use the term

“personalized medicine”.

Figure 1.9. Left: digital model of the liver and its vascular network, created using
a patient’s CT scan and adapted to real-time simulations. Center: simulation of
electrophysiological activity of the heart, parametrized using patient data. Right:
simulation of the cryoablation of a renal tumor and its calculation grid (in yellow and
red). For a color version of this figure, see www.iste.co.uk/arnaldi/virtual.zip

In this chapter, we will first discuss the AR techniques that can potentially

visually enrich information through a fusion of intraoperative images and

preoperative data (e.g. images, virtual 3D models), which help guide the

surgeon during the operation. However, in order to progressively introduce

the different concepts brought into play by this domain, we will begin with

results from the use of VR in the learning context (section 1.2.2) and in the

planning of operations (section 1.2.3).

1.2.2. Virtual reality and simulation for learning

In this section, we will briefly present a few examples of VR being used in

the context of learning in the field of surgery. Rather than providing an

2 Anything that is done during the surgical intervention is called an intraoperative procedure.
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extensive report on existing projects and products in the field, we wish to

introduce a set of concepts that will be helpful in understanding the rest of

section 1.2. Generally speaking, interactive digital simulations developed in

this context are mainly meant for minimally invasive surgeries3. These new

approaches offer multiple advantages to the patient such as lowering the risk

of infection and hemorrhage as well as shortening the duration of

hospitalization and rehabilitation. However, given the reduced field for the

surgery (because it is viewed through an endoscopic camera) as well as the

absence of any tactile information during these interventions, specialized

training is absolutely necessary. Fortunately, this surgical technique presents

characteristics that made it easy to develop VR tools and simulations. As

there is no direct manipulation of the organs, nor a direct visualization of the

surgical site (see Figure 1.10), it is possible to develop devices that faithfully

reproduce what the surgeon perceives in reality.

Figure 1.10. General principle of laparoscopic surgery: miniaturized instruments and
a camera are introduced into the abdomen through small incisions. The surgeon then
operates using a monitor that displays what the camera captures. For a color version
of this figure, see www.iste.co.uk/arnaldi/virtual.zip

These concepts also cover the fields of micro-surgery or vascular surgery.

In the first case, the surgical site is most often visualized through a

stereoscopic microscope and the instruments are sometimes similar to those

used in laparoscopic surgery4, but in a miniaturized form (see Figure 1.11).

3 Minimally invasive surgery consists of operating using miniaturized instruments, inserted

through small incisions and manipulated with the help of imaging techniques.

4 Laparoscopic surgery is an example of minimally invasive surgery, used for abdominal

surgery. The imaging device is a miniaturized camera (the laparoscope), which allows a

visualization of the abdominal cavity.
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As concerns vascular surgery, also called interventional radiology, the

visualization of the anatomy is carried out through a system of X-ray images

and the therapeutic action is carried out via flexible instruments (catheters and

guides), navigating up to the concerned region through the arterial or venous

system (see Figure 1.12). This technique allows vascular surgeons to carry out

interventions on arteries (e.g. aorta, carotid, coronary) or to treat pathologies

that can be directly accessed through the vascular network (e.g. cardiac

valves, local chemotherapy for hepatic tumors).

Figure 1.11. Micro-surgery is also a field of application where
simulations can be developed for learning. Here, we have the simulation
of a cataract operation and its force-feedback system (© HelpMeSee)

Figure 1.12. Vascular surgery uses microsurgery which
navigates the vascular network, until it reaches the pathology.

The visualization of the intervention is carried out through
a real-time X-ray imaging system called fluoroscopy

Regardless of the field of application, a preliminary step consists of

generating a 3D anatomical model. The interventions are most often specific

to an organ and thus this model is limited to a few anatomical structures
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(e.g. liver, heart, eye), but may, sometimes, be wider, such as a model of the

vascular system. This model may be constructed directly, using volumetric

medical imaging (CT, MRI or other methods) or using 3D modeling tools.

Current approaches tend to combine both these methods, first creating a

model based on real data and then editing this to match the simulation

constraints or to add anatomical or pathological variations.

Creating a precise 3D representation of anatomy, even only locally, still

poses a challenge today. There are several reasons for this. First of all, surgery

is essentially based on visual perception and surgeons are trained to interpret

visual inconsistencies as indicators of possible problems or a pathology. Thus,

in order to make the virtual representations as realistic as possible, each

geometric detail or texture must be integrated and cannot be deleted to make

the representation lighter, as is done in other fields

(e.g. industrial design, architecture). Furthermore, this anatomical model,

unlike other VR applications, cannot remain a simple geometric

representation. It will be used as the basis for a physical model (e.g.

mechanical, electrical), which also brings in its own set of constraints. We

will return to this further down. Figure 1.13 illustrates one of these

representations of anatomy, in this context being used for training in local

anesthesia.

Figure 1.13. Modeling anatomy, as well as creating geometric models
adapted to different calculations, is the first key step in simulation for
learning. It can provide different levels of detail. For a color version of

this figure, see www.iste.co.uk/arnaldi/virtual.zip

This technique consists of injecting the anesthetic directly into the nerves,

thereby avoiding the need for general anesthesia. This model therefore needs

to include different levels of representation, going from the skin and muscles
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up to nerves and arteries. A CT scan and an MRI were the basic images used

to obtain these multiple levels. After processing the image and then carrying

out 3D reconstruction, the different meshes were reworked so as to guarantee

certain properties.

The characteristics that we wish to obtain in these meshes are related to

the geometry and topology of the mesh. For example, it is important that the

meshes be “smooth”, as most anatomical structures have this property. It is

also important to guarantee that the surfaces are closed when they define

volumes. This will make it possible to manage contact between virtual objects

(if there is a hole in the mesh, we can go through the object without detecting

any collision) and we can also create volumetric meshes that can be used as

supports in computing strains (see Figure 1.14).

Figure 1.14. Left: finite element mesh of the liver, made up of tetrahedra and
hexahedra. Center: simulation of the interaction between a radiofrequency electrode
and the liver, which requires computing strains and calculating the contacts between
the instrument and the organ. Right: visual model of the liver, with realistic rendering
using textures and different lighting models (shaders). For a color version of this figure,
see www.iste.co.uk/arnaldi/virtual.zip

Apart from a few specialized surgical fields, such as orthopedics, the

anatomical structures that we are examining are considered deformable. To

accurately integrate them in the context of learning, planning or surgical

assistance involves modeling their biomechanical behavior. This modeling is

most often based on the laws of physics, but with different degrees of

approximation with respect to real behavior. Thanks to the development of

new digital approaches, it is now possible to use behavioral models that are

quite evolved while remaining compatible with real-time computation

[COT 99, COM 08]. Many researchers prefer using the finite element method

(FEM) to achieve this, given its numerical precision. This method requires the
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creation of a volumetric mesh (see Figure 1.14), composed of simple

geometric elements on which the computations are carried out. As

Figure 1.15 illustrates, the precision and rapidity of the computations are

influenced by the type and number of these elements.

Figure 1.15. Left: finite element mesh of the liver, composed of 1500 tetrahedra,
with a computation time of 8 ms (i.e. 125 images/second). Center: finite element
mesh of the liver composed of 4700 tetrahedra, with a computation time of 25 ms
(i.e. 40 images/second). Right: finite element mesh of the liver composed of 21,600
tetrahedra, with a computation time of 140 ms (i.e. 7 images/second)

Regardless of the chosen approach, what sets the field of surgery apart

from all the other fields where VR is used is the deformable nature of the

structures. This also explains why the term simulation is often substituted for

“VR”, as the real-time digital simulation of strains and the interactions with

virtual instruments remain the predominant source of complexity. These

interactions may be of widely varying natures depending on the organ, the

pathology and the surgical technique. In the case of a “traditional” surgery,

the instruments are mostly rigid and used to cut, cauterize and suture the

organ. In other cases, such as vascular surgery, the instruments are flexible

and will interact with the blood vessels, which are more rigid than the

instrument. This results in different modeling techniques where the

computation time will essentially be given to compute the strain on the

instrument and not on the organ (see Figure 1.16).

1.2.3. Augmented reality and intervention planning

In some cases, surgical planning is absolutely essential to the success of

the surgery. In the case of a hepatectomy5, for example, this planning will

5 Hepatectomy is a surgical process whereby a part of the liver is removed as a treatment for

hepatic tumors.



22 Virtual Reality and Augmented Reality

make it possible to maximize the volume of the liver remaining after the

surgery, in order to increase the patient’s chances of survival. In other cases,

this planning will lead to a decrease in the duration of the intervention,

thereby also reducing the period of hospitalization. In general, the patient first

undergoes medical imaging exams (e.g. scan, MRI, X-ray) in order to obtain

images of the anatomical region to be operated on. Today, these images are

the basic information used to plan the intervention.

Figure 1.16. Examples of interactions between the virtual models of organs and the
instruments. Left: simulation of the navigation of a catheter in vascular surgery. Center:
simulation of an incision in laparoscopic surgery. Right: simulation of a suture in
laparoscopic surgery. The interactions are complex in all three cases and in the first
and the last examples, the interactions involve other deformable structures apart from
the organ itself (© Mentice (left), 3D systems (LAP Mentor) (right))

They are first studied by radiologists in order to establish a diagnosis and

are then examined by a surgeon. However, in certain cases, it is difficult to

judge the best strategy to use based solely on these images, or at least based

on only viewing them in native form (see Figure 1.17). Hence, these images

are most often processed using different software, allowing for an optimal

visualization and better manipulation in 3D.

The most widely used method of visualizing these 3D medical images

consists of using volumetric rendering techniques. This technique is widely

available on workstations in radiology departments and is sufficient to yield a

good 3D visualization of anatomical and pathological structures. However,

some computations and manipulations are not possible using this technique.

In many cases, we need to calculate the volume of tumors; or, using the

example of the planning required for a hepatectomy, we need to calculate the

liver volume remaining after the surgery as this is a critical factor in

determining the success of the intervention. This is done by recognizing and

marking out each anatomical and pathological structure in the medical image.
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The 3D models obtained (e.g. arteries, veins, nerves, tumors) may then be

visualized and manipulated individually, offering a solution that is better

adapted to surgical use and planning. Today, a large number of software allow

the surgeon to carry out these manipulations: Myrian (Intrasense, Montpellier

France), MeVisLab (MeVis Medical Solution, Germany), ScoutLiver

(Pathfinder Therapeutics, USA) or even VP Planning (Visible Patient,

France). The virtual patient obtained using the software can then be used to

facilitate or optimize the diagnosis or planning of the surgery.

Figure 1.17. Examples of medical images used for diagnosis or
planning. Left: image taken from a CT scan. Center: image from an
MRI scan. Right: labeled image indicating the different anatomical

structures visible in the image

Figure 1.18. Planning of a hepatic surgery in virtual reality, using 3D reconstructions
of the patient’s anatomy. Here, the regions of the liver containing the tumor are clearly
marked in order to estimate the liver volume, which will remain an essential criterion for
post-operation survival (© IRCAD & Visible Patient). For a color version of this figure,
see www.iste.co.uk/arnaldi/virtual.zip

By visualizing and manipulating this virtual copy from all angles, the

surgeon can refine the diagnosis and, above all, plan the surgical gestures to

perform with a high degree of precision. At this point, we can define three
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levels of assistance that VR can offer surgeons. The first consists of providing

software that makes it possible to simulate the operation in 3D, but without

seeking to have a real-time interaction with or manipulation of the realistic

virtual model. This is primarily a desktop tool that enables certain

calculations or geometric and topological operations to be carried out on the

virtual model(s). The second scenario goes further along the path of

“virtualizing” the operation, as it can provide an opportunity to rehearse the

key part of the operation, after having planned it, in real conditions. Here, we

combine the learning principle described above with that of planning the

surgery. This service is offered by different companies that specialize in

simulation for learning purposes (e.g. Mentice, Simbionix or CAE

Healthcare) and is also used by research teams [CHE 13, REI 06]. Finally, the

last level of assistance consists of transposing the result of this planning into

the operation theater, using complex algorithms that allow the preoperative
planning to be adapted to the intraoperative context.

In all of the above scenarios, scientists focused mainly on improving the

quality of simulation and planning, the objective being to make these

processes capable of using more data. With the development of new

modalities of imaging and sensor systems, it is possible to measure an

ever-increasing quantity of information. This diversity allows the surgeon to

take more informed decisions and carry out planning that is better adapted to

the patient. However, in order to do this, it is essential that these different

sources of information and different kinds of data be combined, so that the

user can make better sense of them.

For example, by combining the mechanical characteristics of the patient’s

heart (such as its elasticity) with its electrical activity, the doctor is able to

determine the strategy that is best adapted to that patient [TAL 13]. The

concept of personalized medicine is thus strongly linked to intervention

planning (see Figure 1.19). This evolution takes place through the fusion of

data from diverse sources (e.g. MRI, scan, ultrasound), through the

development of new sensor systems, and through the creation of more

powerful algorithms. For example, a personalized model of the heart, which

combined biomechanical and electrophysiological aspects, was developed

within the European project, euHeart [TAL 16]. Similarly, in neurosurgery,

the combination of preoperative images, 3D modeling and simulation

techniques made it possible to offer enhanced tools for the planning of an

intervention to carry out deep brain stimulation [BIL 14, BIL 11]. In this
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surgical procedure, an electrode must be inserted into a zone measuring

8 × 2 × 2 mm3, located in the center of the brain. Without precise planning,

and if the movements of the brain during the operation are not taken into

account, locating this structure becomes very complicated and highly

time-consuming, not to mention the impact this may have on the patient.

Figure 1.19. Examples of the simulations associated with surgical planning. Left:
patient-specific simulation of a vascular surgery. Center: simulating the insertion of
an electrode in a deformable model of the brain to plan a deep brain stimulation.
Right: combining a biomechanical model and an electrophysiological model of the
heart, configured using data recorded from a patient. For a color version of this figure,
see www.iste.co.uk/arnaldi/virtual.zip

Finally, the specifications and constraints associated with the use of VR in

planning surgeries are very different from those defined earlier for learning.

Interactivity and real-time processing are no longer mandatory, unless we

wish to combine the planning and interactive simulation. However, the

precision of the digital simulation remains an essential factor. While a generic

and plausible deformable model is sufficient when learning, when the tool is

being used for planning, we must go much further with the modeling. As the

constraint related to computing time is less demanding, it is possible to use

finer meshes for finite element calculation, thereby making it possible to gain

in precision. We must also ensure that the physical model that describes the

phenomenon is able to correctly represent this phenomenon. We expect the

simulation to be predictive. A large body of experimental work is first

required to model the phenomenon (e.g. strain, physiology, diffusion of heat)

correctly and then to use new data to confirm whether the simulation’s

predictions are as close to reality as possible [CHA 15]. Obtaining this data is

a delicate task and requires the definition of complex experimental protocols

and access to specialized equipment. This work, however, remains essential in

order to provide surgeons with a tool they can rely on.
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The final step, after planning, is the actual surgical intervention. Here, VR

gives way to AR in order to combine the information collected during the

operation with models developed in the planning stage. Many challenges

must be resolved before arriving at this stage in order to guarantee precision,

interactivity and robustness in an environment that is less controlled than that

of a research laboratory.

1.2.4. Augmented reality in surgery

The striking developments in medical imaging over the past 20 years have,

today, resulted in the emergence of hybrid surgeries. These are surgeries

where imaging systems, usually restricted only to diagnosis, are also used in

the operation theater. Surgeons are thus faced with the task of mentally

integrating this information (2D or 3D images) into the surgical field. In

addition, apart from the rare cases, where the surgeon has access to a hybrid

operation theater (see Figure 1.20), interventional imaging resources remain

limited (in availability and technical capabilities). The images acquired in an

operation theater are thus less precise and less usable than those taken before

the intervention using a CT or MRI scan, for example. However, most often,

the only device accessible in operation theaters remains the surgeon’s

laparoscopic camera which only allows them to view the surface of the

organs.

Figure 1.20. Augmented reality in the operation theater. Left: hybrid operation theatre
integrating different imaging systems that allow the visualization of the patient’s internal
anatomy during an operation. Center: 3D reconstruction of the vertebra before a
vertebral column surgery. Right: view in AR facilitating the positioning of a vertebral
screw (© Philips)

To help the surgeon overcome these difficulties, AR aims to display the 3D

model of the patient’s anatomy by overlaying the real video-operative images.

The surgeon’s real view is enriched and informed by the virtual information.
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The patient thus becomes virtually transparent to the surgeon’s view, allowing

them to visualize structures within the organs (e.g. vessels, tumors), which

they would otherwise be able to perceive only through the sense of touch.

An example of AR application in rigid structures is a surgery of the vertebral

column. This surgery is a difficult and high-risk procedure as vital parts of

the anatomy of the vertebral column and the neurovascular structures are not

visible to the surgeon. In order to overcome this, a hospital in Stockholm,

in collaboration with Philips, developed an AR technique that combined an

external high-resolution view of the patient’s surface with a 3D internal view

of their anatomy (see Figure 1.20). While, in this case, the complexity of the

system is limited, as there are no deformable structures to take into account,

this real-time 3D view enables the surgeon to improve the planning of the

procedure, the precision of placement of the implant and the treatment time

[ELM 16].

Although commercial AR applications for medicine are still very limited,

much research is being carried out in this field [FIS 07, HAO 13, LEI 14].

However, they often hypothesize advanced imaging techniques or dedicated

markers, in order to facilitate tracking the movement of an organ or

instruments. In addition, in order to simplify the algorithmic problems and

computation times, it is also often assumed that the anatomy is not deformed

(or this deformation is negligible) between the preoperative acquisition and

the time of the surgery. Though this hypothesis is acceptable for certain

anatomical structures, such as bones, this is not the case for the majority of

organs, which are made up of soft tissue. One of the first studies on the use of

AR in laparoscopy was proposed by Fuchs et al. [FUC 98]. This project

focused on the extraction of information on depth from the laparoscopic

images, in order to improve AR visualization during the surgery. In the

context of visualization again, Suthau et al. [SUT 02] described the general

principles that still prevail in applications for augmented surgery. In 2004,

Wesarg et al. [WES 04] described an AR system for minimally invasive

interventions in which only rigid transformations, between pre- and

intra-operative images are considered. In the same year, Marescaux et al.
[MAR 04] reported the first AR-assisted laparoscopic adrenalectomy, based

on a manual alignment of the virtual model and the surgery images

(alignment carried out from a control room located outside the operation

theater). Similar results have been obtained from other surgical fields, such as

vascular surgery [ANX 13]. However, just as with the earlier results,
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deformations in anatomy have been ignored or assumed to be negligible. The

earliest AR approaches on deformable organs were carried out using markers

or navigation systems placed at proximity to the operating field [TEB 09].

These methods have demonstrated that automatic AR systems in surgery are

feasible, but generally impose some restrictions on the equipment in the

operating room or require manual interaction. (see Figure 1.21).

Figure 1.21. Example for the use of a navigation system in surgery. We can see the
cameras used to track the movement of the instruments and the markers situated
on the instruments and/or on the organ to facilitate the repositioning of the virtual
view, depending on the surgical view. This approach does not manage deformations
in the organ nor the visual overlapping of the virtual model and the real image
(© CAScination)

Two terms co-exist in the field of surgical assistance when we examine the

fusion of pre- and intra-operative data: if the image is in 2D, whether this is

acquisition through X-rays or an image from a laparoscopic camera, the

positioning of the virtual object on the real object is often called pose
estimation. The pose estimation aims to determine the characteristics of the

imaging equipment (typically a camera), so as to define a virtual camera

having the same characteristics, thereby guaranteeing the optimal overlay of

real and virtual images. This alignment is called calibration when the

interventional image is volumetric, or sometimes just through a misuse of

language. This process consists of finding similarities between images, or

between an image and a model, so as to define a set of common points

between the data. When the calibration is rigid, only a few points are needed.

When the calibration is deformable, a much larger number of points must be

determined, which is usually more complex to compute. In this case, the

deformable model plays a determinant role because, if it describes the

physical properties of the organ well, it offers the possibility of precisely

extrapolating movement beyond these points, even though they are small in

number. As the stereoscopic camera in surgery becomes more widely
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accessible, Haouchine et al. [HAO 15] use them via a method that uses a

pre-calibrated stereo-endoscope. Points of interest are marked on the surface

of the liver on the pair of stereo images, and these points are then temporally

tracked using an optical flux method. This makes it possible to define a

characteristic set of points based on their “signature” in the image, which can

be identified in each pair of stereoscopic images. By matching the closest

neighbor between the points of interest, we can then reconstruct a 3D point

cloud by triangulation, which is then smoothed out using the Moving Least

Squares method, so as to obtain the least noisy reconstruction of the organ

surface (see Figure 1.22).

Figure 1.22. 3D reconstruction of the surface of the liver, using a stereo-endoscopic
image. Left: left image with extraction of points of interest (in green). Center: partial
3D reconstruction of the liver based on these points of interest. Right: right image
with extraction of points of interest (in green). For a color version of this figure, see
www.iste.co.uk/arnaldi/virtual.zip

It is, of course, possible to use other methods to identify the characteristic

points in intraoperative data, with each approach often being linked to a

specific imaging modality. Thus, when the interventional images are X-ray

images, we can use very small radio-opaque markers so as to obtain visible

points both in the pre-operative image and in the intra-operative image. These

markers are percutaneously inserted (using a needle) into the organ before the

pre-operative scan. By matching the markers visible at the time of the

intervention with those extracted from the preoperative image, it is possible to

define a transformation between the two sets of points. When we examine a

deformable anatomical region, such as the brain or the liver, this

transformation is complex but may be assumed to be locally rigid, in a zone

around a tumor, for example (see Figure 1.23). The CyberKnife® system

makes use of this hypothesis to locate the position of a tumor in 3D using the

position of a set of markers placed on the periphery. These markers are

captured by two X-ray cameras installed in the wall of the operating room and
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the 3D position of the tumor is then used to guide a robotic arm onto which a

compact linear accelerator is installed. Thanks to the estimate of the position

of the tumor, this accelerator focuses a beam of gamma rays onto the tumor,

with great precision, minimizing the impact on the healthy tissue around it

[KIL 10].

Figure 1.23. Use of radio-opaque markers to match the pre-operative and
intra-operative data. Left: CyberKnife system for radiotherapy. Center: pre-operative
image showing the tumor and the markers placed on the periphery. Right: double X-
ray beam to identify the 3D position of the markers during the intervention (© Accuray
Incorporated)

In the majority of situations, however, it is difficult to place markers or

extract points of interest in an image in immediate proximity to the tumor. As

the organs are deformable, in these cases, it is essential that the calibration
method takes into account the nature of these deformations. Biomechanical

models have proven the most appropriate choice for this, as they make it

possible to define the organ’s elastic properties and, using this, deduce the

movements of structures deep within [SUW 11]. The calibration is carried out

either by resolving mechanical equations, considering the tracked points as

external constraints [SUW 11], or by making use of the concept of active

model. The latter is done by minimizing an energy that takes into account the

internal behavior of the model and external constraints that measure the

degree of the match between the model and the image indices [SHE 11]. A

method using a heterogeneous biomechanical model was proposed in

Plantefeve et al. [PLA 15], the aim of which was to enhance the quality of the

AR while also guaranteeing real-time performances. The virtual liver is

described by a model composed of parenchyma and vascular network, so as

to best represent the anatomical reality while modeling the heterogeneity and

anisotropy of the deformations. This model is computed using the finite

elements method and can take into account nonlinear, real-time elastic

deformations. Peterlik et al. [PET 12] demonstrated the precision and high

computing speed of this model. This volumetric model is therefore capable of
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propagating within the volume the 3D deformations observed on the surface

using a stereo-endoscopic camera; virtual models of tumors or blood vessels

may then be re-projected, in real-time, onto the image of the organ (see

Figure 1.24). This solution is intuitive, as it does not require any specific

equipment, nor any large modification of the operating procedure. The

research results were validated using a silicone liver, and then using real data

from patients. They showed that the margin of error between the estimated

and real positions of the tumor were lower than current margins of error in

surgery. There is, nonetheless, a long way to go before these techniques are

entirely validated for routine use in the operation theater.

Figure 1.24. Different steps in a hepatic surgery, clearly showing the amplitude of
deformations of the liver. We can see that despite the significant deformation, the
virtual model remains correctly positioned on the laparoscopic image. The images from
top to bottom show the different anatomical structures that are easy to visualize or
hide, depending on the surgeon’s requirements. For a color version of this figure, see
www.iste.co.uk/arnaldi/virtual.zip

1.2.5. Current conditions and future prospects

AR has made significant progress in the field of surgery over the last five

years, and AR applications are slowly emerging from experimental protocols

to be integrated into real-life uses. With reduced surgical risk and shorter

hospitalization periods, these new surgical techniques that use VR, digital

simulation and interventional imagining, promise to be the future of surgical

procedures. However, in order to achieve this, research and development must

be pursued, especially with respect to the robustness of algorithms and also

the predictive capacity of simulations. There are still only a few practitioners

who are working on this topic in France. In spite of this, over 150 operations

using AR were carried out there between 2014 and 2017, making France one

of the leading actors in this field. Nonetheless, this remains an emerging

technology, which still requires more validation and experimentation, as well
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as true complementarity of competencies from the development of the

algorithms up to the surgery itself.

This (r)evolution in surgery and interventional medicine, in the broad

sense, resembles the transformation wrought 20 years ago by the arrival of

computer programs dedicated to the processing of medical images. Through

information processing, numerical computations, visualization and easy

manipulation of complex concepts, AR and VR have widened the field of

possibilities, which in turn has led to the development of connected

technologies or made it easier to use these technologies. While it is still

difficult to state precisely what direction these evolutions will take, we see

two fields emerging today: robotics and 3D printing. A central element in

robotics is the control loop, which consists of a set of algorithms that process

data in real-time in order to give the right commands to the robot. This control

is often based on the analysis of images from one or more cameras. We then

speak of a visual Master–Slave setup. This becomes very complex when the

robot has to interact with soft tissue, for instance, during the insertion of a

needle in a tumor. A direct link is then established between the AR and

robotics systems, with the surgeon being able to define the optimal

positioning for the needle via a planning phase. Thanks to a real-time

simulation, the surgeon can then control the robotized needle through the AR.

Hence, 3D printing has sparked off much interest among surgeons – it allows

them to create objects that can easily be manipulated in 3D and are faithful to

the patient’s anatomy. The projection of the virtual model onto the physical

model of the organ will soon offer surgeons new possibilities of tangible

interfaces. [FRE 14].

Regardless of the case, as its name indicates, the purpose of assisted surgery

is to help the surgeon carry out the operation and make decisions, but it can

never replace them. The surgeon must remain the main decision-maker and

actor.

1.3. Sustainable cities

What are the VR-AR applications that have made an impact in the last

decade on the urban landscape, and what applications are likely to emerge

over the coming years?
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The objective of this section is to provide some answers to this (vast)

question. We have chosen to do this by focusing on three main axes:

– traveling and, more specifically, mobility aids in an urban setting;

– buildings and, more broadly, architecture;

– the city and, more broadly, urbanism.

1.3.1. Mobility aids in an urban environment

The omnipresence of outdoor navigation tools, associated with an

increasingly precise map of the world is, by now, well established. We can

also see that precise urban cartography is no longer exclusively the domain of

the technical services of a city’s administration; the considerable

developments in this field over the past 10 years are the result of work by

industrial giants (e.g. Google, Apple, Microsoft, Tom Tom, Mappy, Here; see

Figures 1.25, 1.26 and 1.27).

Figure 1.25. Google Maps: 2D map (© Google Maps)

2D and 3D visualizations are present in more and more applications meant

for general use (e.g. Google Maps), which can guide the user to a location by

marking a route that the user may not have known about before. These

applications often offer us additional information, for example, pointing out

the geographical location of points of interest (e.g. food, culture, business)
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along the route or close to our destination. The user may not always be

interested in these points of interest, but they often show up because the

advertising can finance part of the development of these tools.

Figure 1.26. Google Maps: 3D view (© Google Maps)

Figure 1.27. Google Maps: Streetview (© Google Maps)

Given the difficulty of reading maps that are too often abstract (many people

have difficulty reading a 2D map), AR was soon seen as a good answer to this
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issue of facilitating mobility [KIM 06, KRE 10]. It enables the user to visualize

a path that is superimposed onto an image of their real, observed environment

on a smartphone or a tablet (see Figure 1.28).

Figure 1.28. AR application from Here
indicating the route to follow (© Here)

Moreover, AR has made it possible to overcome the main constraints of a

good navigation assistance tool, namely making it easy to read the map and

identify locations without endangering the user (pedestrian, cyclist or

motorist) by giving them too many difficult cognitive tasks such that they pay

less attention to possible risks in their environment.
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Thus, maps on a mobile terminal have rapidly developed over the past

10 years [SCH 07]. The increasingly realistic 3D visualization of information,

coupled with GPS capabilities of locating the user and orienting the view of

the map based on their direction of travel, were key factors in this strong

growth.

While we wait for the advent of driverless cars, there is an alternative to

using these mobile terminals in vehicles: visualizing these images overlaid on

the windscreen, so that our eyes are always on the road. Indeed, looking away

from the road to focus on the navigation device distracts the user and

consequently increases the reaction time if we need to react unexpectedly. We

thus talk about “Head-Up Display” (HUD). These have long been in use in

aviation (first military and now civil aviation) to visualize information in the

cockpit. These systems were developed many years ago by automobile

manufacturers and outfitters; the only reason they are currently restricted to a

few vehicles, usually high-end vehicles, is because of the marketing strategies

used. It is clear that these devices will become more generalized in the

coming years [YOO 15].

However, one challenge remains to be addressed before these AR

applications can be widely adopted: that of anticipation while driving. In

effect, in GPS tools for cars, changes along the route (turning at an

intersection, for example) are announced and visualized in advance. This

allows the driver to prepare themselves, by replacing their current point of

view with what they will see a few dozen meters ahead. In AR applications,

where visualization is centered on the user’s current position, it is not

possible, at the moment, to anticipate this change in point of view. This

situation is not problematic for pedestrians as they are travelling at low speeds

that enable them to react in real time, unlike users in automobiles, travelling

at much higher speeds and where anticipation is absolutely essential. Another

illustration of this vision centered on the user’s position: is it more effective to

view nearby shops in AR (see Figure 1.29), or on a map, in order to correctly

gauge the relative spatial distribution?

This problem can be addressed using existing 3D databases to alternate

between user-centered vision and a more general perspective (aerial?), which

facilitates anticipation and the viewing of nearby information.
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Figure 1.29. An AR view showing Points of Interest (© Nokia Live)

Another challenge is the management of masking, due to the unique

two-dimensional character of the images, which are displayed with no depth

information whatsoever. Consequently, it is sometimes very difficult to

determine whether an element is situated in front of or behind a building, for

example. In an urban context, where there is a high density of buildings, this

difficulty in accurately perceiving the environment hampers the greater

development of AR applications. As depth-capture tools are available, the

question then arises as to which method must be used to visualize this

information in a way that will be optimal for the user.

1.3.2. Building and architecture

When it comes to sustainable urban systems, we are more specifically

interested in devices that make it possible to study, present and co-construct

the city. As the city is composed of buildings, among other structures, there is

an obvious link between the city and architecture.

Synthetic images used in architecture have evolved considerably over the

last decade (see Figures 1.30 and 1.31), most notably due to the progress

made in visualization algorithms, as well as modeling software, both

professional and for general use. However, it is the insertion of elements from
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daily life which have seen the most spectacular progress over the last five

years. Given the number of characters and decorative elements, even the

image of the building tends to disappear behind the narrative of the life

around it.

Figure 1.30. Old synthetic image (© Archivideo)

Figure 1.31. Modern-day synthetic image (© Kreaction)



New Applications 39

Figure 1.32. Virtual reality outdoors (© Rennes Métropole)

Figure 1.33. Augmented reality associated
with a ground-plan (© Artikel)

The use of AR for architecture still remains rather anecdotal today and is

often limited to overlaying a 3D representation of a building onto a ground

plan. Beyond the initial excitement experienced, we may legitimately wonder

what real benefits this type of representation can offer with respect to the
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“classic” visualization of a 3D model of the building, which offers internal

navigation. Moreover, the use of AR outdoors [ART 12] poses the same

problems as the use of mobile navigation tools, but even more acutely, as

concerns geo-positioning and mask management.

VR, on the other hand, has offered architecture a host of tools to play

around with almost from its first appearance on the scene. Many architects

dream of “Walking around” in a future building [CHI 13], which in reality

may still only be at the blueprint stage. Already sensitive to multisensory

perception (sight, sound, touch), professionals in the field of architecture are

an ideal audience for VR. It must be noted, however, that even though there

are frequent references to the use of this type of application, they are often

only anecdotal. Other than the financial barrier, which may be removed by

reducing the large cost of the VR equipment (headsets and large-screen

immersive systems), the main obstacle to development is more cultural than

anything else! The fact is many architects believe that it is difficult for a client

to understand an object that is yet to be completely finalized; they thus use

VR only for the final presentation of the project, focusing on a high degree of

realism. This restricts the use of VR to a communication tool reserved for

large projects. At the same time, some architects or “high-end” promoters are

reluctant to use this as the headset cuts off visual contact with the client,

which is essential in a sales pitch. One solution to this may be to introduce the

architect in the VR application in the form of an avatar.

This situation is now evolving, thanks to the increased use of collaborative

work at different stages of construction design, as well as in the creation of

models that are more and more refined and easily updatable. These

innovations, jointly called BIM (Building Information Modeling) [SUC 09],

are key elements in the use of VR in architecture. More specifically, BIM was

presented by Eastman et al. [EAS 08] as a new approach to design,

construction and the management of installations, in which a digital

representation of the construction process is used to facilitate the exchange

and interoperability of information.

It is interesting to analyze the use of 3D, and potentially VR, among

interior design vendors (e.g. bathrooms, kitchens; see Figure 1.34). This

profession has quite rapidly progressed from 2D diagrams to interactive 3D

representations. The reason for this is quite simple: a sale is facilitated when

all of the members of the family that will invest in this equipment commit to
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the idea. The limitations in the use of the 2D plan were quickly revealed.

However, the immersive visualization makes it possible to heighten the

client’s acquisitive impulse. It is therefore not surprising that these

professions are among the leading users of VR, thanks especially to the new

low cost equipment which has recently appeared.

Figure 1.34. Ixina Kitchen (© Ixina - Dassault Systèmes)

1.3.3. Cities and urbanism

Contrary to the widespread idea, nurtured even by certain professionals,

the technological approaches adopted for urbanism are not the same as those

used in architecture. While a city is made up of buildings, their digital models

(and thus, the modeling methods used to construct them) are very different.

Today, it is easy for someone who has one of these software on a standard

computer to create a realistic model of a building and to obtain an interactive

visualization; they may therefore imagine that they can do this with many

buildings, to construct an island, then a neighborhood and then a city.

Unfortunately, this is a false belief. First of all, there is the question of

complexity: the difference in scale is not a “reasonable” one for an urban

environment made up of dozens, hundreds or even thousands of buildings.

Second, the impact of the increase in the size of the digital data is not linear -
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there are thresholds (especially those related to the volume of available and

effectively usable memory on a computer) that limit the use of certain

software solutions. Finally, and most importantly, a city is not made up only

of buildings but also has other objects of different and complex natures and

may even be invisible (e.g. roadways, signage, networks that may be

underground). Furthermore, the scale of reading the city may vary a lot: from

a macroscopic view to analyze road traffic problems or study urban strategies

(city planning), to a view centered on a single building, similar to that used in

architecture (urban design).

All of these factors explain why complete modeling (see Figure 1.35) is not

yet widespread and why we often restrict ourselves to taking into account only

the neighborhood around a specific project.

Figure 1.35. Image in an immersive room (© IRISA)

Even though the digital urban data sometimes has a third dimension

(height), the old-fashioned software used to model and visualize the city are

constructed using a planar approach (2D), which limits their use to

approaches that can more appropriately be called 2.5D. This is due not only to

technical simplifications (e.g. optimization of the display on the ground, the
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use of planar projection), but also to the established culture of using a 2D

map.

Despite the fact that this technique has existed for a long time,

orthophotography has only really become popular in the last few years thanks

to applications such as GéoPortail, Google Maps and Google Earth. These

applications are based on the display of aerial photographs whose geometry

has been modified so that they can be associated with geo-referenced earth

tiles that pave the surface of the region. For a 3D representation of the city,

this visualization (called “oblique aerial imagery”) is by far the most widely

used, as it allows the user to easily perceive the environment, or the program

in the case of a project [KAA 05] (see Figure 1.36). This perception makes

use of a decoding process that is based largely on the imagination: we have

all seen (in the cinema or on television) similar visual sequences, even though

we have never been in an aeroplane.

Figure 1.36. Data base from aerial data (© Rennes Métropole)

If we want to have a truly immersive view of an urban environment, we

have to adopt a different modeling method. In effect, all users have had

experience as pedestrians, where vertical elements (buildings, sidewalks,

signposts, vegetation) play quite an important role in the processes of

perception and positioning of oneself.

The reconstruction of a city in this way, for an immersive visual

experience (see Figure 1.37), is still far from being completely automatic. In
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fact, the people who build these virtual cities dedicate a great deal of time to

ensuring that there is coherence between elements that cannot be

automatically processed using existing data, generally taken from Geographic

Information Systems (GIS) and used mainly by local administration (e.g. land

registration, networks). Obtaining flat roads, integrating bridges, or even

worse, interchanges, erasing traces such as the impression of trees along the

routes or on the buildings (resulting from the orthophotography or from

images taken by a mobile scanner): all these and more pose so many

obstacles that they cannot all be processed without eventual human

intervention, which is quite demanding and not at all easy. The result of this

processing is that the production of cities for visual immersive experiences is

still quite financially heavy and the return on investment is hard to estimate.

Figure 1.37. A virtual Paris, Archivideo (© Archivideo)

This latter observation may seem inconsistent with recent evolutions in the

urban databases produced by Google or Apple using massive correlation

algorithms (see Figure 1.38). We must remember that these applications,

which produce visual results with an excellent degree of realism, use

orthophotography primarily and not 3D databases. If the user exits the aerial

view and wishes to “come down”, visual aberrations soon start appearing.

Hence, these applications forbid trajectories that are “too low”. In order to

remove these restrictions on navigation, Google Streetview uses a database of
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photos that are not taken from an aerial view, but from the ground in specific

photographic missions (using vehicles equipped with cameras and GPS

systems) to offer an exhaustive coverage of all the streets in a city. This

application then proposes a 360° view, from a specific point in a street, of all

the surrounding buildings. The view is captured so as to be at eye-level for an

average pedestrian on that spot.

Figure 1.38. Google Maps (© Google Maps)

We must, however, specify that these views do not really qualify as VR.

They are, in fact, based on photographs taken from precise points and thus

cannot respond to a user’s desire to move around freely (to go into a garden,

for example). Thus, they cannot be re-oriented or extend to suit a user’s desire

to move freely. The difference can be explained quite simply by recalling that

VR is based on the real-time computation of synthetic images from any point

of view and in any direction, thanks to a 3D model which gives the user total

liberty, as opposed to applications based on photos.

Finally, let us specify that this distinction is by no means a value

judgment: each approach has its own advantages and disadvantages. These

are often complementary, depending on the desired objectives and available

means.
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1.3.4. Towards sustainable urban systems

Let us return to the heart of the question we posed at the beginning of this

chapter. Going beyond purely technical considerations and the barriers that

must be removed, what are the functions that we would wish to develop for

VR-AR in the coming decade in the case of what are called sustainable cities?

We can state three distinct uses:

– The first use is directly related to the communication tools used for the

project. Even though this observation is not very old, it is now commonly

admitted that 3D visualizations are more effective than a map and, above all,

that they are more useful in a presentation. Urban specialists today often wish

to communicate their projects to a population that has little or no technical

expertise, such as elected officials or citizens. The challenge here is to put

across the project clearly and avoid errors in interpreting the information.

VR-AR can then be brought in from the user’s point of view. Given its limited

aspect, the representation can easily shift from the user’s point of view (what

they perceive) to the project details (how the project works).

– The second use is a consequence of the opening up of technical services

within communities. This is done to avoid the effects of working “in silos”,

where each expert addresses their own problem without engaging with the

collateral effects on other projects. Collaborative work around a common and

enriched model of the city is starting to take shape for designing, realizing

and maintaining the city more efficiently. The pooling of technical knowledge

can be made easier by the use of shared immersive viewing in VR during

a project review (as we have already seen happening in other sectors – e.g.

manufacturing industries, sciences). As for AR, it is likely to see considerable

evolution for use in the maintenance of public spaces.

– The third use is related to the first and arises from the fact that some

municipal administrations wish to co-construct the city with their citizens by

giving them the option of participating in the definition and development of

projects. They are asked, “What kind of city would you like to see, in terms

of renovation, layout and transport?”. Successfully adopting this procedure

requires that certain questions be addressed. Those in the “upstream” phase are

how to present the problem, and the possible scenarios. In the “downstream”

phase they are how to list and summarize citizen suggestions. It is clear that

VR provides part of the answer, as it allows a heterogeneous group to visualize

an urban environment at the same time and in the same place; it then allows
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the visual simulation of the object in question (e.g. adding a new building,

modifying a transport line) so as to facilitate a collective debate on the issue.

We hope that the arrival of low-cost VR technology, in association with

generalized applications that allow the handling of urban data, will usher

in a new era of dialogue between the city and its citizens. The example of

experiments such as RennesCraft (see Figures 1.39 and 1.40) or the layout

of the eco-friendly neighborhood, Niel, in Bordeaux can be viewed as being

emblematic of this process.

Figure 1.39. RennesCraft (© Rennes Métropole - Hit Combo)

Figure 1.40. RennesCraft (© Rennes Métropole - Hit Combo)
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1.4. Innovative, integrative and adaptive societies

It must be stated that the impact that VR-AR have had on society is far

from negligible. Section 1.3 focused on sustainable cities: by definition, these

include a social component. The rest of this chapter is dedicated to two

specific fields of application where VR-AR can participate in evolution in our

societies: first of all, through education and then through arts and culture.

These domains have already been discussed in [FUC 05], but uses have

developed considerably since then and we think it is important to revisit these

topics.

1.4.1. Education

1.4.1.1. Context and history

There are many advantages to using VR in a teaching (professional and

academic) or training context, which are described in detail in

[BUR 06, LOU 12]. To name a few: the removal of risk to humans; the use of

material that is rare or difficult to access, as well as cumbersome and/or

costly; an ability to recreate situations that may be complex; a reduction in

costs; availability of equipment; and, finally, being able to control the learning

environment/situation. Group learning using VR can make it possible to

overcome the problem of having collaborators available, thanks to virtual

humans. It is also possible to bring in remote participants or moderate the

behavior of fictional coworkers. VR also makes it possible to very

realistically reproduce elements of real life [BUR 06, LOU 12]. The

simulated system is assumed to react like the real system it represents, so as

to give the learner an understanding of certain aspects of the experience,

which they will then be able to draw on in real-life situations. At the same

time, these situations are much more flexible than real situations (e.g. the

ability to modify the situation, the simulation of rare conditions, controlling

specific parameters, the reusability and adaptability of scenarios, reversibility

of actions, ability to monitor learners).

Often used for training in situations that are very close to the real

situation, virtual environments do not always offer pedagogic control. When

functionalities for control and monitoring are available, it is possible to

personalize the content for each learner by offering them the most relevant

situation (progression along the learning path, remediation of errors, reflexive



New Applications 49

approach, etc.). In order to control and adapt situations according to the

learner’s needs, the following points can be considered:

– Diagnosing erroneous concepts and dynamic learner profiling: the

general idea is to be able to detect erroneous behavior and then to try and

associate this behavior with errors in knowledge or the wrong application

of this knowledge. This type of approach is often implemented by smart

trainers [BUC 10]. Two types of approaches can be used to diagnose errors:

the generative approach and the evaluative approach. The generative approach

consists of generating the solution to the given problem as well as certain

typical errors and then comparing this with the solution given by the student.

These steps are not always sufficient to determine the type of intervention to

be carried out, and their ability to explain behavior remains rather limited.

The evaluative approach is based on what is called the “constraint-oriented”

approach, where the trainer verifies how far the learner respects certain

conditions. This type of approach is well adapted to diagnostic tasks but is less

useful for procedural tasks where respecting an order is primordial. [LUE 09]

proposes alternative methods of diagnosis, based on an epistemological model

of knowledge of the subject, which examines actions and the reasons behind

these actions (in themselves, and not relative to an expected solution). The

error is considered a symptom of the knowledge.

– Assistance: assistance or feedback may be offered to allow the learner

to adopt reflexive learning (i.e. allow them to reflect on the task and their

learning). We can make use of certain functionalities that VR offers (slowing

down the scene, speeding it up, changing the point of view, looking through

obstacles, visualizing processes that are not accessible to our senses, asking for

sensory reinforcement or substitution, concretizing abstract concepts). We can

define two kinds of assistance based on whether they occur within or externally

to the situation: intra-diegetic and extra-diegetic [CAR 15].

– Controlling the scenarios: this has to do with deciding on and

orchestrating the situations and narrative that will allow the student to learn

better (verification of acquired skills, reinforcement of skills and development

of new skills). Controlling the learning process often means that there is no

adaptability. Freedom of action is not compatible with control and trying to

marry control and adaptability can risk bringing in incoherence, and so on

[BAR 14]. We talk of the narrative paradox when discussing the fundamental

opposition between interactivity and narration: giving the player a greater

capacity for action will interfere with the script prepared by the author.
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Variability in scenarios is sometimes achieved only at the cost of a

great deal of design work, where all possible deviations must be explicitly,

manually described. The effort needed to bring in coherent and precisely

controlled scenarios is called an authoring bottleneck [SPI 09]. This highlights

the necessity of putting in place scriptwriting systems that make it possible

to create easily adaptable environments. However, it is quite frequently the

case that systems stop applying an overlayer of control on a simulation

composed of independent entities, and that interventions by these systems

will disrupt the coherence of the environment by modifying the simulation

states on the fly. There are two ways of overcoming this problem:

scenario-oriented approaches (which steer the virtual environment at the global

level) and independent virtual-character-oriented approaches, which bring in

scenarios based on the behavior of the user and the virtual characters. The

scenario-oriented approaches emphasize the overall quality of the scenario (a

complete overview of this is given in [CAR 15]). The complete description

of all possible scenarios in the simulation must be defined. There is thus

complete and centralized control over the simulation. The level of guidance

may, however, vary from completely guided, to total freedom for the user.

These narrative models are mainly based on specific representations of the

3D environment which make it possible to enrich the geometry of objects

through higher level information: informed environments (smart-objects or

objects-relations models). In the other, character-oriented approaches, the

narrative is built out of the interactions between the user and the virtual

characters that populate the environment. Control is distributed and each

character is responsible for their own decision-making. These approaches

are focused on the creation of cognitive virtual characters (a comprehensive

introduction to this can be found in [BAR 14]).

In reality, a very fine line exists between these two approaches, and several

parameters must be taken into account, such as the production of scenarios

in a static manner (scripted approach), or a dynamic manner (generative

approach), or even whether the control is centralized or distributed. Finally,

most approaches use a hybrid of these two orientations to address the

above-mentioned problems. Examples of these are Thespian [SI 10] and

Crystal Island [ROW 09].
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1.4.1.2. Scenario models: two examples

In this section, we describe two platforms that use a hybrid approach to

control scenarios: the character-oriented HUMANS and the collaborative,

virtual-environment-oriented #(FIVE,SEVEN) with a pre-defined scenario

model.

Figure 1.41. HUMANS: character-centered approach (© EMISSIVE)

1) The HUMANS (Human models based artificial environments software

platform) approach, a character-centered approach, is a system used to create

varied situations; it is highly dynamic, subject to random and sometimes

critical errors, whereby there are situations with no ideal solutions. HUMANS

has set of objectives that often seem contradictory: freedom of action for the

learner, allowing them to learn through errors; a dynamic nature and effective

control over the scenario to guarantee learning; consistency in the behaviors

presented in order to make the system self-explanatory; and, finally, the

adaptability of the system in order ensure the variability of the scenarios. The

virtual characters are independent in order to allow the system to be

adaptable. They have emotions, diverse personalities and social relationships.

They have “human” behaviors and can compromise, transgress safety

regulations, commit errors, disrupt or facilitate teamwork, etc.

[HUG 16, CAL 16]. In order to control the learning situations and preserve

the coherence of the world, a scenario-generating system must indirectly

orient the unfolding of events by occasionally modifying conditions

governing the virtual world or the virtual characters, without giving them

orders [BAR 14].
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A scenario-generator uses the learner’s activity traces to diagnose their

dynamic profile [CAR 15]. This profile operationalizes the zone of proximal

development (ZPD), described by [VYG 78]. A vector space of the class of

situations is associated with the values of belief in the ability of the learner to

manage the situations that they describe. The engine selects the objectives of

each scenario in the form of scenario spaces in the ZPD. Based on the

learner’s results, the engine selects situations in the proximal zone or extends

this zone. Moreover, it determines the objectives in the form of desirability

values in specific situations and general restrictions on the properties of the

scenario (e.g. complexity, criticality). By using the models underlying the

simulation, the scenario-generator predicts the evolution of the simulation

using a planning engine [BAR 14]. It calculates a scenario based on these

predictions and a set of possible modifications. Three types of changes can be

used to ensure coherence: triggering exogenous events that have no relation to

the coherence of the system, late commitments (this principle makes it

possible to progressively specify, during the simulation, states that were left

uncertain at the initialization) and co-occurrence constraints (forcing

stochastic behaviors). If the actual scenario deviates from the planned

scenario, the engine plans a new scenario. HUMANS has been deployed in a

variety of training applications: risk-prevention, aeronautics, rescuing injured

persons, etc.

2) The #(FIVE,SEVEN) approach proposes a reactive, collaborative

environment with a pre-defined scenario model (Figure 1.42). A VR

application is defined with the help of several components, among which is a

model of an informed environment and a model of scenarios.

STORM [MOL 07], a generic objects-relations type model, was proposed.

Later on, a new generation of a reactive, collaborative informed environment,

#FIVE (Framework for Interactive Virtual Environments) [BOU 15], was

proposed. This model makes it possible to describe and rationalize objects,

which may participate in an action (and actions may use objects) using

requests. In parallel to this, LORA [MOL 06], a single-user, scenario

specification language, based on parallel hierarchical finite state machines,

has been proposed. In this, actions are represented via the STORM model.

This was extended to collaborative scenarios using LORA++ [GER 07].

However, the interaction with the environment beyond the action of the actors

is not immediate and the environmental model is fixed.
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Figure 1.42. #(FIVE,SEVEN): Approach centered on
using predefined scenarios (© IRISA)

The scenario model #SEVEN (Scenarios Engine for Virtual Environment)

[CLA 14a, CLA 15b] was developed to address these limitations. It represents

the complex temporal layouts possible for the technical and procedural events

of the simulation. It is based on the Petri network and is enriched by

sensor-effectors that connect it to the environment. It is compact, expressive,

independent of the field of application, collaborative with multi-user

management (real or virtual users) and implements a model that uses dynamic

roles [CLA 15a]. #SEVEN was also designed for use by industry experts who

are not software engineers and has an offline editor and online events

generator. Productivity is essential for designing a VR application. #FIVE

makes it possible to independently define objects and interactions in the

informed environment, which may be done in the form of activities. #SEVEN

describes the set of possible solutions in a compact manner with an author

tool for editing and is independent of informed environment models. We

have, however, proposed a coupling between these two models.

When we want users to be interchangeable (i.e. the users may be virtual

humans or real humans) [GER 08], these models must abstract and trivialize

the collaborative interaction with the objects for the actors (virtual and real).

The Shell concept [LOP 13] was introduced: an abstract entity connecting an

actor (real or virtual) to the virtual world, in order to allow the actors to

exchange roles via a protocol [LOP 14], while also guaranteeing the

continuity of actions and the gathering of knowledge.

These models and concepts are used in varied domains: industrial, medical

and cinema. [BOU 16]. They are under study for use in the area of cultural

heritage.



54 Virtual Reality and Augmented Reality

1.4.2. Arts and cultural heritage

Art and cultural heritage are particularly apt areas for the development of

innovative methodologies related to interaction and immersion. VR and AR

make it possible to combine advanced technologies based on images, sound

and multimodal interactions to plunge the user into artistic or cultural

experiences that enhance user experience (UX). 3D printing further opens up

the field of possibilities by offering supports for visualization and interaction

that were hitherto unknown. The user can thus become an active part of a

work of art or experience learning through an immersive scientific mediation.

The user can also be a historian or archaeologist interacting with a physical

and/or virtual representation of the object they are studying, which can allow

them to collect new information from it.

1.4.2.1. Performing arts: dance

For computer engineers, it is possible to “use” dance and dancers in case

studies and for experimental environments. The artists’ creativity leads them

to formulate needs, which then orient research in VR and AR and help

advance these technologies. Where the dancers are concerned, this science is

in itself a world to be explored through their art. The questions the computer

scientists ask, so as to model the context of the interaction, lead the

dancer-choreographer to revisit the fundamentals of dance. Finally,

developing these technologies offers the dancers new artistic tools with which

they can explore virtual worlds.

AR provides an ideal framework with which to negotiate this joint research,

as can be seen in the brief discussion below, starting with the work that laid

the foundations of this domain.

One of the precursors to this, which began in 1998, is Hand-Drawn

Spaces, a performance created by the famous innovator and choreographer

Merce Cunningham, in collaboration with Paul Kaiser and Shelley Eshkar

from the company Unreal Pictures. This performance, presented during the

international conference SIGGRAPH’ 98 [KAI 98], was a landmark moment

in dance and motion capture: there is a virtual landscape with three screens

and hand-drawn figures; dancers appear in the form of full-scale designs.

2002 saw the première of the Jew of Malta at the Munich Opera Festival in

Germany [SAU 02]. This performance, which was located within the AR

paradigm, was a co-production between Büro Staubach of the Opera Biennale
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Munich and the ART+COM studio: it combined architecture and costumes

generated in real time, depending on the music and the singer’s position on

the stage.

Experiments of this kind were seen in France from 2006 onwards, starting

with the Lyon contemporary arts Biennale, which associated dance and

technology. 2013 saw “M. et Mme Rêve”, a performance that was emblematic

of the marriage of engineering and the Arts, produced by “le Théâtre du corps

Pietragalla-Derouault” in association with the company Dassault Systèmes.

This was a performance where dance and 3D technology met on stage to

transport the spectator into a unique, 3D virtual reality experiment. In 2009,

the concept of an “augmented dance show” was demonstrated for the first

time, combining ballet and AR. Then there was the “festival les Ethiopiques”

in Bayonne, which in 2009 and 2010 offered enhanced improvised

performances that combined dance, music, readings and a virtual world

[DOM 09, CLA 10a]. In 2010 again, there was the festival “Le Temps

d’aimer la Danse” (A Time to Love Dance), which laid an emphasis on

performances that allied digital art and dance, like Gaël Domenger’s creation

“Un coup de dés jamais n’abolira le hasard” (Dice Thrown will Never Annul

Chance), a tribute to Mallarmé and his typographic poem.

In these creations, the objective is to allow the artist to create a virtual

world on the stage, a world in which they can evolve and create their art,

making their process of creation and its result visible to the audience. In

effect, earlier performances were limited to the projection of virtual content

onto the stage. What was needed was being able to generate and animate 3D

images using the hands and the body, within a vast space, while also allowing

other people (here, the audience) to participate in these transformations. One

of the major challenges that has been addressed in these performances is

allowing the creation and animation of virtual objects projected in real time

[COU 10, CLA 10b, CLA 12] (Figure 1.43). The dancer controls the virtual

world by not only manipulating pre-defined virtual elements, but also creating

them by using their hands to generate the visual material. The dancer thus

becomes a sculptor and their gestures and movements become frozen in time;

the sculpture creates a work of art, but the movements that lead to that

creation are sublimated into a choreography [CLA 14c, CLA 14b].

From 2016 onwards, the Kinect position sensor from Microsoft has been

widely used in the creation of dance performances, as it allows a basic
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visualization (pixelated), which is very well adapted to artistic rendering (see

[KEN 16, FIS 16]). The living performance is enriched by VR: for example,

“TREEHUGGER, a virtual reality experience” [MAR 16] or even “l’Arbre

Intégral” [GAE 16] (Figure 1.44), and many other artistic experiments created

using “augmented performances” [SIT 17].

Figure 1.43. 3D-augmented Ballet,
Biarritz, 2010 [CLA 12] (© Frédéric Nery)

Figure 1.44. L’arbre Intégral (The Integral Tree) (2016) [GAE 16]

In conclusion, as demonstrated by the works mentioned above, art and

engineering are no long separate; the division between them has become

porous, and they mutually enrich each other. This is a trend that is most

certainly going to continue, both in France and other countries. In the United

States, for example, this will be through the school of thought called “from
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STEM to STEAM” (STEM for Science, Technology, Engineering and Math;

STEAM for STEM + Art). This combination is also a reality in the case of the

worlds of computer science and cultural heritage.

1.4.2.2. Cultural heritage: archeology

Both VR and AR offer new perspectives in the field of cultural heritage and,

more specifically, in the field of archeology.

1.4.2.2.1. Cultural heritage and virtual reality

VR can quite naturally be used as a support with which to implement tools

and working methods for archeologists [FUC 06] (pp. 229–233). Introduced a

long time ago, notably by Robert Vergnieux, interactive simulation makes it

possible to reproduce and validate gestures and to establish the physical

coherence and technical feasibility of reconstructions [VER 11]. Since then,

Pujol Tost et al. [PUJ 07] have argued that archeology must take into account

interaction and perception as well as VR simulation, rather than focusing only

on the visualization of 3D models. The importance of perception is notably

illustrated by Le Cloirec [LEC 11] through the use of 3D reconstitutions in

immersive structures in order to evaluate the functional or symbolic roles of

the architectural elements and spaces being studied. A scale-1 functional and

interactive reconstitution of an environment, such as a ship (Figure 1.45),

allows the historian or archeologist to become the actor in the simulation

[BAR 15].

Figure 1.45. An interactive reconstitution of The Boullongne,
a 17th-Century ship (© Inria)

The unique features of archeology often pose particular problems for VR.

First of all, we must recall that the reconstitutions of sites are based on the
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observations of fragments and on hypotheses proposed by experts. If we wish

to ensure that these models are credible in any way, it is absolutely essential

to take into account this uncertainty surrounding the hypothesis, both for the

reconstitution process and for the final restitution, working closely with the

archeological expert [APO 16]. This consideration is often ignored in the 3D

reconstitution of antique monuments that have been destroyed (temples,

habitations). These reconstitutions are widely diffused (over television or the

web) and offer highly realistic renderings, close to those in video games, for

example. As human perception is highly sensitive to visual details, it is nearly

impossible for a non-expert user to distinguish between reality and details

imagined up by the authors of these images. In other words, there is an ethical

responsibility involved that is often forgotten in these applications.

Furthermore, archeological sites, by definition, are ancient and therefore

have evolved over time (sometimes significantly). Here again, a dynamic and

interactive representation of the changes is required. This is so that they can be

better studied by the archeologists, on the one hand [LAY 08], and non-expert

users can understand them, on the other hand.

Both these characteristics (uncertainty and change) are unique to

archeology and are not found in other fields where VR is used, such as an

industrial setup, where the objects studied are “stable”. Hence, researchers

must invent specific modes of representations that are adapted to this

particular context.

The interaction with archeological objects also poses certain unique

problems when compared with the objects that are usually encountered in

other domains where VR is applied. The artifacts that archeologists study are

often closer to nature than manufactured objects encountered in industry, for

example, which implies a greater complexity in the geometries to be

manipulated [BRU 10, PAC 07]. Additionally, these artifacts may be

inaccessible without a destructive analysis. The 3D printing of reproductions

enables a tangible interaction with the object (Figure 1.46), while preserving

the actual archeological artifacts [NIC 15].

Let us also specify that the proprioception and motor skills of a user in VR

allow them to reproduce and better understand certain technical gestures from

the past that have disappeared today [DUN 13]. Finally, archeologists are also



New Applications 59

able to preserve a visual trace of their reflections by adding annotations to the

digital model [KLE 08].

Figure 1.46. Interaction with a tangible
object: the gallic weight (© IRISA)

1.4.2.2.2. Cultural heritage, augmented virtuality and spatial
augmented reality

Augmented virtuality (AV) consists of including real physical information

in a virtual world. By construction, VA is the paradigm of Tangible Interfaces.

In effect, the task is situated in the virtual world and the user acts on digital

information by manipulating physical objects that represent either the digital

information or a control on the digital information or both. An interactor is

the abstraction of an entity that is capable of both input and output in an

interactive system. Consequently, the interactor is a mixed object that

possesses both physical and digital properties and the computer system

connects these properties. An example of AV in archeology is ArcheoTUI

[REU 10], which is based on the concept of bi-manual interaction and allows

efficient interaction for the manipulation and assembly of archeological

fragments, which have been digitized into 3D beforehand (a bit like a 3D

puzzle). Automatic matching techniques are also possible [HUA 06], but their

performances are still limited. It would therefore be interesting to be able to

offer archeologists a system that makes it possible to combine purely manual

assembling with automatic assembling, as in the work carried out by

[MEL 10] as part of the ANR SeARCH project, motivated by a clearly

defined archeological project: the partial reconstruction of the lighthouse at

Alexandria and the statues around it.
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Spatial Augmented Reality (SAR) is based on projective displays. It uses

projectors that make it possible to directly display virtual elements onto real

objects. They offer a strong potential for introducing new techniques for

interaction. This is because the co-localization of the space of perception and

the space of interaction in the real world make it possible not to upset our

spontaneous habits of interaction. For example, direct interaction using our

hands. An example of SAR in archeology is the development of a “magic”

virtual torch, a revealing flashlight [RID 14]: this is an interactor with six

degrees of freedom, meant to enhance the visual analysis of a real object by

the overlaying of digital information using projection. This interactor, a

tangible surface as per Fisckin’s classification [FIS 04], refers to a flashlight

with three metaphors: the zone to be inspected is determined by the

position/orientation, the angle of inspection (characterized by the direction)

and the intensity of the visualization (determined by the distance). Thanks to

the object being digitized in 3D form beforehand and a multi-level geometric

analysis of the surface, the real object is augmented with expressive

visualization that reveals details on the object that are sometimes invisible to

the naked eye, such as curves of different scales, and along different angles.

This interactor has notably been used on an Egyptian stele (headstone), the

inscription on which was almost completely lost, and the interactor made it

possible to improve the legibility without losing the link between the real

object and abstract information.

1.4.3. Conclusion

By shedding light on these technologies, which are often ignored, a larger

field of application for training is likely to emerge in VR-AR, as these allow

the learner to actively participate in the learning (changing their point of view

through gesture interaction, etc.), adding significantly to the learning process.

The research in the field of interactive storytelling and in ITS (Intelligent

Tutoring System) today overlap with the work carried out in VR and, in the

coming year, it will enrich content and models. Taking into account certain

psychological characteristics, such as emotion or interest, and motivation of

the learners, will enable personalized adaptations of the most relevant content.
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There are also multi-disciplinary research projects, which must be carried

out to demonstrate the pedagogic effectiveness and ecological acceptability (in

the situation) of these virtual environments for human learning [LOU 16b].

For Spatial AR in large spaces (e.g. augmented ballets), we must also take

into account the question of the spectator’s point of view. How do we construct

a virtual image, so that it is equally meaningful from different points of view?

Does this not imply that we must construct different images depending on these

points of view? One path forward is to work on the differences in perception

and use this to orient the procedure to follow, combining art and science to

respond to this problem.

Finally, VR also offers a real opportunity to create new practices and tools

for professions related to cultural heritage and to thus promote access to new

knowledge. It can also be used as a first-order support to help in the

conservation of heritage; as a vector for adding value and sharing

reconstitutions and 3D digitization of sites in danger (whether due to natural

wear and tear, urbanization or their geographical location exposing them

to seismic risks, wars or the consequences of global warming). As concerns

AR, creating a better targeted learning experience is a real challenge

and one that many promising research projects are working on.

[LOU 16a, CIE 11, LEC 16].
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2

The Democratization of VR-AR

The objective of this chapter is to examine the key advances (both software

and material) over the past 10 years.

2.1. New equipment

2.1.1. Introduction

Virtual reality and augmented reality are built on interactive feedback (e.g.

visual, audio, haptic). As a result, developments in this field, from its very

inception, have been based on position and orientation sensors as well as

restitution devices. The first part of this chapter will therefore provide a

detailed discussion on the technology used today, both in a professional

context and in those used by the general public. Indeed, equipment, which has

been restricted to professional applications until recently, is now available at

low prices and this has revolutionized the industry. It is thus important that we

step back and appraise existing solutions.

In most of the following sections, we will give examples of commercial

equipment or software. Naturally, this is not a ranking of the best solutions nor

is this an exhaustive list; we have, instead, chosen to mention products that,

between them, make up the de facto market standards.
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2.1.2. Positioning and orientation devices

To compute the image that corresponds to the position of an observer, we

must first know their position and the orientation of their point of view

(explained in detail in section 3.2). The first VR headset, developed in 1968

by I. Sutherland and R. Sproull, adopted a very simple solution using rotary

encoders to detect movements of the head. Some years later, these became

sensors that were based on electromagnetic technology (notably with the

Polhemum company), which would become the prevailing technology used

for several years. Today, optical technologies are increasingly seen in the VR

world. The specific problem of location and positioning in AR will be

discussed in the last part of this section. In section 4.1, we will look more

closely at algorithms, especially vision-based location positioning.

We will now look at the existing professional solutions, which pose

technological challenges that VR and AR must resolve.

2.1.2.1. Professional solutions

High-speed infrared cameras (up to 250 Hz) can be used for tracking. They

identify a set of markers in space which reflect infrared rays (in practice, we use

small spheres, less than a centimeter in diameter). These markers (also called

targets or constellations) form rigid groups of markers (or “rigid bodies”) and

are placed on a part of the human body (most often the hand, but it could also

be the elbow, the shoulder, the pelvis, etc.) as well as on the objects whose

position and spatial orientation we wish to follow, for example, stereo glasses

or any accessory involved in virtual simulation. Figure 2.1 gives an example

of this.

Among the leading groups of companies that sell positioning and

orientation devices, the major actors are A.R.T1 and Vicon2, both of which

offer solutions based on optical technology. These high-end systems offer

high-precision (millimetric) tracking, high robustness and low latency. The

surface to be captured can be very large (over 100 m2), which would require a

sufficient number of cameras. However, the installation for this takes longer:

all cameras must be positioned in a very stable manner and connected to a

1 http://www.ar-tracking.com/

2 https://www.vicon.com/
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computer; they require a simplified but pain-staking calibration procedure.

Moreover, we must ensure that each rigid body is visible to several cameras.

Figure 2.1. Example of rigid bodies (© Wikimedia
Commons - Vasquez88).

Let us also mention the company Natural Point3, which offers a mid-range

set of cameras called Optitrak that carries out the same functions as the systems

described above.

The companies 4D Views4 and Organic Motion5 offer basic solutions

based on “traditional” video cameras, without any targets positioned on the

user. Their approach consists of extracting silhouettes from the images taken

by the cameras and then combining them to construct, in real-time, a 3D

model of the human body, either in minimalist form (a simplified skeleton) or

3 https://www.naturalpoint.com/

4 https://www.4dviews.com/

5 http://www.organicmotion.com/



76 Virtual Reality and Augmented Reality

in a complete form. We can thus follow the movements of a human body

without the user having to wear any equipment. On the other hand, we must

carry out the tracking in a dedicated space with a solid background (which is

most often green) in order to obtain the best extraction of the silhouette. The

precision and latency are of inferior quality to solutions that use markers but

the performance gap between them is shrinking steadily.

Finally, let us recall that there are other technologies that make it possible

to follow a position and orientation in space using electro-magnetic fields,

ultrasound fields, etc.

2.1.2.2. Solutions for mass distribution

2.1.2.2.1. Accessories for gaming consoles

The emergence of games that required tracking the gamer’s position and

orientation led to the emergence of specific devices for consoles. It must

be noted that, today, some of these devices have also been adopted for

professional applications because of their high performance and low cost.

– Depth sensor – Microsoft Kinect6: the Microsoft Kinect is the mass-

produced version of a relatively recent kind of camera: 3D or depth cameras.

A classic camera only allows you to capture information in 2D: an image or a

video in the form of pixels. A 3D camera, however, uses different techniques to

add information on depth for each pixel of the image. It is thus possible to find

out how far an object in the 3D scene is from the center of the camera. This

information is very important for a relatively precise positioning in space of

all elements that are visible to a 3D camera without fitting them with markers.

This kind of camera does, however, suffer from problems with precision, with

managing inter-object occultation as well as having quite a large latency in

comparison to professional sensors. As a result they cannot yet be used for VR

systems that require information to be processed very rapidly.

– Stereoscopic cameras – Leap Motion7: the Leap Motion system makes it

possible to capture the user’s hands very precisely, allowing for more natural

interactions.

6 http://www.xbox.com/fr-FR/xbox-one/accessories/kinect

7 https://www.leapmotion.com/
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This system uses two infrared cameras to rapidly extract and specify the

position and orientation of the fingers. The cameras may be placed on a table,

for example, and the interaction space will then be located above the cameras.

We can also mount this system into a VR headset, which will make it possible

to follow the hands using line of vision and the tracking will not suffer if the

hands move out of the camera’s field of vision.

Interestingly, the system still suffers a priori from a limited field of vision

and, above all, from occlusion problems: in fact, Leap Motion can only extract

data when the fingers are completely visible.

– Electro-magnetic sensors – Hydra/STEM8: a few years ago, the company

Sixense, in collaboration with the company Razer, proposed the Razer Hydra

system, which is made up of two controllers localized in space. These

descendants of the famous Nintendo Wiimote not only have the classic

joystick or gamepad buttons, but also offer a solution to measure position

and orientation in space, which makes it possible to have 3D interactions.

This system is based on an electromagnetic field emitted by a base placed

on a table and detected by the sensors present in the joystick. Having almost

no other competitor in the market when it came out, Hydra was used above

all by the few passionate VR users who existed before Oculus Rift arrived.

Rapid, precise and easy to use, the system had the same problem as any

electro-magnetic base sensor: interference (from proximity to a power source,

to a metallic mass, etc.) that may distort the field and therefore skew the

measurements. Moreover, the tracking reliability did not exceed 50 cm.

Sixense is working on an updated system, named STEM, which is not yet

out on the market at the time of publication of this book.

– Inertial sensors – Perception Neuron9: the Chinese company Noitom is a

newcomer to the field of sensors dedicated to capturing all or part of the user’s

body. Their product, Perception Neuron, combines motion capture and highly

aggressive pricing and yields good results.

The system is based only on inertial units. Thanks to algorithms that use

biomechanical models of the human body, they are able to precisely determine

the spatial positioning of most body parts.

8 http://sixense.com/razerhydra-3

9 https://neuronmocap.com
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2.1.2.3. Systems integrated into VR headsets

Modern HMDs have inbuilt positioning systems and we offer below some

examples of these:

– Inertial unit – Samsung GearVR: the Samsung GearVR headset10

(Figure 2.2) offers tracking based only on inertial units and made up of an

accelerometer, a gyroscope and a magnetometer. This device yields very rapid

and quite reliable rotational information. High-performance fusion algorithms

make it possible to use the three sensors optimally in order to rapidly provide

reliable information. However, these sensors only allow us to obtain rotational

information and are not precise enough to measure translational information.

– Coupling of optical and inertial units – Oculus Rift: Oculus Rift11

(Figure 2.3) offers a tracking solution that is very close to the above-mentioned

professional solutions. In effect, one or more cameras capture infrared LEDs

located in the headset (behind a shell), which make it possible to calculate the

position and orientation of the headset in space.

Figure 2.2. Samsung Gear VR (© Samsung)

10 http://www.samsung.com/global/galaxy/gear-vr/

11 https://www.oculus.com/rift/
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Figure 2.3. Oculus Rift V1 (© Oculus)

An inertial unit makes it possible to further reduce latency and increase

tracking precision. However, while the cameras are indeed rapid, they require

image processing, which is slower than the fusion computation used by

accelerometers, gyroscopes and magnetometers.

– Laser beam and inertial unit – HTC Vive: the HTC Vive headset12

(Figure 2.4) makes use of a different principle from those mentioned above. We

could call it a symmetrical principle. While Oculus Rift requires an external

sensor (a camera) that observes passive targets in the headset (the infrared

LED), the Lighthouse system adopted by HTC places the sensors on the

headset and the targets are external.

We see what look like cameras, but are actually the Lighthouses, which

sweep through space using two laser beams – one sweeping horizontally and

the other vertically. The helmet is equipped with a set of sensors that detect at

what point the laser beam reaches them. By combining the information yielded

by multiple sensors, we are able to obtain a position and orientation in space

for the headset. As with the Oculus Rift, an inertial unit is added to minimize

the system’s latency and enhance precision.

12 https://www.vive.com/fr/
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– SLAM – HoloLens: all the sensors we have described so far require an

external referential, a base, to determine the positioning and orientation of an

object. We now look at a new trend where external referentials are no longer

used. For example, the HoloLens headset developed by Microsoft (Figure 2.5)

uses only in-built sensors to situate itself in space. This is a mini-revolution in

the industry.

Figure 2.4. HTC Vive (© HTC)

Figure 2.5. Microsoft HoloLens (© Microsoft)
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Grouped under the title SLAM (Simultaneous Location And Mapping,

[REI 10], see [WAG 10] for a smartphone VR application), the algorithms

used are the result of research initiated in the late 1980s. These have been

widely used, especially in the field of robotics, to allow an independent robot to

situate itself in a workspace. The system is based, first of all, on recognizing the

environment: a 3D map of space is created based on information received from

the cameras capturing depth. Analyses of images mixed with the information

from the inertial unit make it possible to then find the position and orientation

of the headset in this space.

2.1.2.4. Positioning solutions in VR

VR depends on the superposition of a synthetic visual information (image,

symbol, text) onto the user’s natural vision. In order to be relevant, this

superposition requires spatial recalibration with the user’s real environment.

An Augmented Reality device thus requires a positioning solution to

determine its position and orientation with respect to a geodesic system or

with respect to some reference in the real environment (e.g. marker, image,

object, building). The solutions used for the VR systems presented above

could potentially meet the needs of AR systems as long as the user remains

within the zone covered by the sensors. This, however, means that they are

not very useful if we want to move beyond immersive rooms. Thus, in order

to offer a low-cost positioning system that would cover a large area, AR

systems use technologies available on smartphones, namely GPS for external

use, an inertial unit (magnetometer, accelerometer and gyroscope), one or

more color cameras, and even one or more depth sensors. The data captured

by these different sensors will be fused together in order to precisely locate

the AR system.

Thus, GPS gives us the position of the device with a precision that ranges

from within a few meters to within ten meters or so, depending on the

environment (e.g. open, urban, interior) and depending on the usage (e.g.

mass distribution, military). Coupled with a magnetometer (or compass), a

smartphone can easily supply its approximative location in a real

environment. However, an imprecision of about ten meters may generate

some dysfunctions. For example, if the desired contextual information is

displayed behind the user when it is supposed to be located in front of him -

or simply if the address used to display an advertisement or notice of some

sort is not the right address.
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Hence, in order to refine the precision of the positioning and orientation,

an AR system generally depends on its vision sensors (cameras, depth

sensors) coupled with computer vision algorithms. This precision does away

with ambiguities, and thus, an AR system can indicate to a maintenance

operator exactly which bolt must be loosened or which connector must be

disconnected.

AR mainly uses two families of computer vision algorithms. The first is a

group of relocalization algorithms that use a knowledge of the real

environment (e.g. a QRCode or fiducial-type marker, an image, a 3D model, a

mapping of points of interest) to estimate the position and orientation of an

AR system. The second covers tracking algorithms that may estimate the

displacement of the AR device in space. The SLAM methods (mentioned in

the previous section) can be seen here, and they iteratively calculate the

position based on a 3D reconstruction of the real environment, which, in

itself, is computed using the earlier position estimates. While this solution is

capable of estimating the movement of the sensor without any knowledge of

the environment, these kinds of methods are subject to temporal deviations.

The vision-based algorithms will be presented in greater detail in section 4.1.

2.1.3. Restitution devices

Visual restitution devices used in VR have evolved a lot since the first

headset developed by I. Sutherland and R. Sproull. However, we must not

forget that a gap of close to 50 years separates the latest generation of VR

devices from that first headset and that much other equipment has been

widely used in the world of VR. Most of these were based on the display or

projection of images on large screens in order to allow for a collective

immersive experience. Let us take, for example, devices such as the

visiocube, starting with the Cave developed by C. Cruz-Neira in 1992

[CRU 93], or even the Reality Centre commercialized two years later by the

Silicon Graphics company, which also manufactured the majority of

computers used in VR in this period. These solutions are still used as the

building blocks on which today’s professional immersive rooms are built.

We bet that the mass-distribution market, where these HMDs have

appeared, will go through the same evolution as the professional world has,

with collective solutions based on “mini” video-projectors that offer a large

display surface (e.g. the wall of a room).



The Democratization of VR-AR 83

Moreover, we must not forget haptic and audio restitution devices that

compete to reinforce the user’s immersion by offering them rich and coherent

sensory information.

As concerns AR, here again the equipment used has seen great

technological advances that have multiplied over the past few years,

especially with the explosion of smartphones and tablets.

2.1.3.1. VR HMDs

We decided to begin by discussing equipment that does not, strictly

speaking, meet the quality standards for VR but which is, nonetheless, always

associated with this technology in the press. Indeed, these devices are based

on the use of a smartphone screen, which drastically limits the complexity

and quality of the virtual environments that are created. Moreover, the quality

of the optical systems placed between the eyes and the screen is not high

enough to allow comfortable, sustained usage of a long period of time. Rather

than ignoring these devices, we will briefly present them in order to give you,

the reader, a complete overview of the field.

2.1.3.1.1. Systems that use smartphones

This category includes HMDs available at very low prices, as they do not

include the price of the smartphone that is required to use them.

– Google Cardboard: Google’s ambition is to make VR available to the

masses by reducing costs to a minimum. They thus designed a cardboard box,

equipped with two plastic lenses, into which a cellphone can be inserted. The

screen of this phone is “cut” into two parts, each displaying an image meant

for each eye, following the principle used by the first stereoscopes that were

developed in the mid-19th century. Today’s smartphones include inertial units

and are capable of capturing rotations of this headset. They are thus able to

react by modifying the stereoscopic image displayed in order to change the

user’s point of view.

Of course, given that cellphones have a limited computing power, only

360° videos or light, real-time 3D applications are really usable. In effect,

the latency between the user’s movement and the result being displayed is too

large to provide a true immersive experience and this may soon produce nausea

and headaches. As per the latest news from Google regarding their Daydream

platform, they do not seem to have solved these fundamental problems yet.
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Other manufacturers hastened to copy this concept, offering plastic boxes

rather than cardboard, ensuring better ergonomics, better lenses and greater

compatibility with a wider range of telephones. However, the basic problem

remains: current smartphones do not have sensors that perform at the required

level (speed and precision).

– Samsung Gear VR: Samsung, in partnership with Oculus, has managed

to create a cellphone-based helmet, which may be classified as VR. To achieve

this objective, they had to:

- include high-quality optical systems and additional sensors that

performed better than those included in standard cellphones;

- develop specific, very high-performance algorithms in order to reduce

the total latency of the system;

- use only the most evolved smartphones from the manufacturer, which

have a sufficient computing power.

Despite these innovations, the system presents limitations when compared

with headsets connected to a computer or video game console, especially as

there are no controllers (no joysticks, for example) and only the user’s rotations

are taken into consideration. However, the headset is easily transportable

and easy to use and, if used within its limitations, offers a good immersive

experience.

2.1.3.1.2. HMDs connected to a computer

As a result of the limitations in quality discussed above, new low-

cost headsets have appeared which still, however, use some smartphone

technologies (especially the screens):

– Oculus Rift: born out of a project that saw a much greater success than its

creators had hoped on the crowdfunding site Kickstarter in 2012, the diffusion

of the Oculus Rift headset paved the way for a series of announcements

regarding new VR headsets that offered high performance at lower costs than

existing equipment.

While initially “reserved” for developers in 2013, and having only low

resolution and a single rotation captor, the first version (called “developer kit”

or DK1) was the first headset that offered both low latency and a large vision

field – which had been the main obstacle to a good immersive experience.
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By 2014, Oculus Rift had been bought over by Facebook. Its first

commercial version (CV1), released in 2016, offered a much better resolution,

large field of vision as well as position tracking of the head and the two

controllers (Oculus Touch, optional additions) thanks to one or more external

cameras, which must all be connected to the same computer. This headset is

also, at present, the lightest headset and has the lowest latency of all mid-range

headsets.

Having been designed first and foremost for use while being seated, it can

also be used while standing in a room (“spatial” or “roomscale” mode).

– HTC Valve Vive: the HTC Vive is one of Oculus Rift’s biggest

competitors. Based on technology developed by the company Valve, which

had initially collaborated with Oculus, its standard version comes with two

controllers, which allows app developers the chance to create simulations that

use both hands, without worrying whether the user has bought the additional

set of controllers, as is the case with Oculus Rift.

Its innovative tracking system, the Lighthouse, which has been described

above, makes it possible to implement tracking in an easier manner than using

the “spatial mode”. To the best of our knowledge, this is the most widely used

headset among professionals today.

– PSVR: Sony’s has a long history with VR as the company had started

selling VR headsets such as the Glasstron as far back as 1996. A few years

ago, before Oculus Rift arrived on the scene, Sony had also proposed selling a

stereoscopic headset, for mass distribution, to watch 3D films. Hence, nobody

was surprised by the announcement of a headset dedicated to the Playstation 4.

On the technology end, tracking is carried out by an inertial unit as well

as through the standard camera on the Playstation. This camera also makes it

possible to capture the Playstation Move controllers

The main limitation concerns the tracking volume, which is limited by the

camera’s field of vision, as well as situations where occlusions occur: if we

turn around, our body comes between the controllers and the cameras, thereby

stopping the tracking process, and the controllers no longer relay information

on position.

The low latency of the system, coupled with its ease of installation and

high graphical capacity, makes this a good VR device. Having recently become



86 Virtual Reality and Augmented Reality

available to the general public, this headset seems to be enjoying some success,

especially as the catalog of games available is the largest across all platforms.

– Other VR headsets: there are, of course, many other headsets on

the market (e.g. Microsoft, Vrvana Totem, FOVE) as well as those being

developed for commercialization. However, given limited space and editorial

concerns, especially as regards continuity of information, it is impossible to

discuss all of them at length.

2.1.3.2. Large screens

Invented with headsets that offered individual experiences, VR then

opened up to other display modes when it was adopted by sectors where

teamwork was indispensable. An aircraft or car, for instance, is not designed

just by individually immersing experts in a virtual environment. On the

contrary, there are follow-up meetings for the project that involves

multi-disciplinary teams who wish to collectively visualize the state of

development of their product. This is the main reason why innovations

designed by researchers in this field have rapidly met with great success - so

much so that they provided the basic principles used for most immersive

rooms today.

The first idea leading to this development was that of replacing the headset

with a large-size screen that would make it possible to provide the Scale 1

visualization of models that are so highly prized in the industrial world due

to their large field of vision. For technological reasons, this visualization first

took place via video projectors that made it possible to move far beyond the

maximum size of existing monitors.

The second idea that was used to improve the immersive experience of the

user was placing the user within parallelepipeds where all or part of the faces

(between 3 and 6, whose sizes varied between 3 m and approximately 10 m)

were screens: thus, we have the visiocube invented by C. Cruz-Neira in 1992

with the first CAVE system, which is still in use 25 years later (see Figure 2.6).

The concept for the Reality Center was based on the same idea but required

an environment (notably, a building) that was lighter and would therefore cost

less. The Reality Center proposed a display on a third of a cylinder (about

10 m × 3 m), and this was marketed by the Silicon Graphics company two

years later (see Figure 2.7). It was a huge success and is still in use in many

companies and research centers.
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Figure 2.6. Example of a visiocube with five
faces: the SAS3 (© CLARTE)

Figure 2.7. Reality Center marketed by Barco (© Barco)
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The characteristics that are common to these different families of

equipment are as follows:

– high-quality, or even very high-quality immersion: the user does not

suffer from limitations related to a restricted field of vision as with a helmet;

– the user can see their body as well as their interlocutors, which is

conducive for dialogue and exchange;

– resolution, contrast and brightness can be adjusted based on the needs

of the user. In fact, the projected pixel size and its brightness can be reduced

simply by increasing the number of projectors. However, this does add to the

cost;

– the image computation is carried out based on the position of the user’s

head, which is tracked using one of the systems we described at the beginning

of the chapter;

– the same systems also allow the tracking of other parts of the user’s body

(hands, for example) as well as objects handled by the user.

These systems have two main limitations: first of all, due to costs involved

(setting up the room, buying equipment and, of course, maintenance), these

systems are mainly restricted to professional applications, either within

companies or in research laboratories. Second, in the case of collective use by

a group, the image perception is ideal for a user who is tracked by the system,

but the perception is impaired depending on the distance at which the user is

positioned as the images are then deformed. There are, however, several

multi-user solutions that preserve perception (perspective and stereoscopy) at

the cost of additional equipment or lower performance.

Over the years, these systems have undergone several changes with respect

to the geometry of the screens (e.g. planar, parallelepiped, cylinder, sphere)

and with respect to the technology used in the video projectors (e.g. tubes,

LCD, DLP).

The main trends over the coming years will be the move towards

laser-based video-projectors and the large-scale appearance of monitor walls.

In fact, technological progress has made it possible to refine the existing

“border” between the displayed surface and the edge of a monitor to such an

extent that it almost disappears. It is thus possible to construct monitor walls
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that offer a near-perfect image and thus obtain a good immersive experience.

While preserving existing geometries (planes, parallelepipeds), these systems

will undoubtedly develop significantly, thanks to the quality of the display,

their reduced consumption of electricity (and thus, reduced heat), the reduced

size and the costs involved, which are substantially lower than those of the

video projectors.

2.1.3.3. Augmented reality equipment

It is possible to divide the restitution devices used in AR into different

categories based on their physical support:

– carried in front of the user’s eyes: depending on the complexity of

the device, we will either use the term “Augmented Reality Headset” or

“Augmented Reality Glasses”. We differentiate between “optical see-through”

systems, which allow direct natural vision, and “video see-through” systems,

where the environment is perceived indirectly, through a camera;

– hand-held devices: these are smartphones and tablets. The massive

distribution of these devices on the market has allowed the general public to

discover and explore AR;

– fixed or mobile devices: video-projectors that project an image directly

onto objects in the real environment, thereby bringing about a natural

superimposition. This modality (called Spatial Augmented Reality or SAR)

has been widely developed within industrial applications such as repairing or

maintaining equipment where the information from technical manuals makes

it possible to see the texts, assembly diagrams or even videos in-situ, without

the user having any equipment themselves;

– contact-lens-based systems have been developed recently but are yet

to see definite progress. At the moment, these systems display only highly

simplified symbols and images. The main technological challenge is improving

the resolution and energy consumption and taking into account the human

factor: acceptance and ease of use.

In the following sections, we will focus primarily on the first category of

equipment: headsets and glasses.

2.1.3.3.1. Google Glass

Announced in 2012, Google Glass has long been the center of attention,

especially in the media, and was representative of “all” AR technology in the
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eyes of non-specialists. The earliest versions, available in limited numbers at

1500 USD, offered the possibility of visualizing images on a screen with a

dimension of 1.3 cm, which was fitted onto a very light pair of glasses (let us

also recall their highly limited field of vision and the offset axis of the screen,

with respect to the gaze axis). Interaction with the system took place in a vocal

and tactile manner (a touchpad located on the side of the glasses). The initial

versions offered the use of “in-house” apps such as Google Maps or Gmail and

also allowed the user to take photos or videos. Seeing the enormous potential

of this device, many solution developers rushed into the breach and the range

of applications widened and diversified rapidly: sports, health, media and, of

course, military.

The sudden passion aroused by this new equipment was tempered by

various kinds of problems. First among them were legal problems, brought

about when a driver wearing Google Glass caused a road accident and several

American states banned the use of these glasses while driving. Next were

ethical problems – users could identify and record people without their

consent. Finally, initial users gave up wearing the glasses as they ended up

being seen as too visible and even stigmatizing. These problems led to Google

announcing, at the end of 2014, that they were stopping sales of the device.

However, the company discreetly continued working on the product with

several partner companies and announced, in mid-2017, that they would

resume sales for professionals after some improvements to the glasses.

2.1.3.3.2. Google Tango

Announced in 2014, Tango is a project for a Google AR platform which

would be available on smartphones and tablets. It makes it possible to

measure the position and orientation of the device. The software uses vision

(tracking) algorithms, a fusion of data with other classic sensors

(accelerometer, gyroscope) as well as a depth camera. This is the first “light”

system to carry such a camera, even though the earliest versions used an

infrared depth camera, which meant that it could not be used outdoors. It must

be noted that Tango is a platform that can be deployed on various devices:

Google offers developers the prototypes for Peanut (smartphone) and

Yellowstone (tablets); Lenovo manufactures the tablet Phab2 and Asus makes

the cellphone Zenphone AR.
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2.1.3.3.3. HoloLens

Developed by Microsoft, HoloLens is an AR headset that was unveiled in

2015. It is equipped with a waveguide that has a diagonal field of vision that

extends up to approximately 35° (30° × 17.5°) with a very high resolution for

each eye (1280 × 720) and an accommodation of 2 m. The HoloLens is

loaded with sensors: 4 cameras used for location and positioning, a

time-of-flight depth sensor with low energy consumption, a frontal camera

with large field of vision (120° × 120°) and an inertial unit. The power of the

HoloLens resides primarily in its computing architecture: not only thanks to

its CPU and its GPU but, above all, in the part that Microsoft misleadingly

calls its HPU (Holographic Processing Unit), which has nothing to do with

holographs and which is more commonly called a VPU (Vision Processing

Unit). This processor allows us to obtain pose computations that perform 200

times better than a classic software implementation, while also consuming

very little energy (only 10 watts). This architecture results in very good

autonomy and a pose estimate that is much more robust and rapid compared

with state-of-the-art methods.

The HoloLens’ speed of pose computations in its environment is an

essential factor that greatly enhances the user’s experience. In effect, the

above-mentioned optical see-through AR systems do not integrate material

solutions to optimize pose estimation. As a result, the computation may take

between 200 ms and 1 s depending on the software solution and equipment

used. This results in a perceptible lag between a rapid movement by the user

and the display of the resulting image. This latency results in the displayed

content “floating” and generates discomfort that could result in a form of

rejection when the user moves their head too rapidly.

It must be noted that this flotation effect is not perceptible when we use a

tablet or a smartphone as the video is displayed with a latency that is similar

to the pose computation time of the system. Thus, the video and augmentation

are delayed in a similar manner, offering a perceived recalibration that seems

precise (as long as the pose estimation is correct).

The HoloLens is also equipped with a calibration system for the user that

is essential for obtaining a precise recalibration. This calibration must be

carried out each time that the headset moves around the user’s head.

Fortunately, the headset attachment system is well designed and prevents the

device from moving unexpectedly when the user makes such a movement.
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2.1.3.3.4. Magic Leap

The start-up Magic Leap was created in 2010 by Rony Abovitz. This was

not his first venture - in 2004 he had already founded MAKO Surgical Corp.

(manufacturing robotic arms for the medical field). Magic Leap today holds

the record for the most amount raised (about 1.4 billion dollars) without any

public demonstration of the product. It is shrouded in mystery because apart

from a few prospective videos, there is no technical information

communicated as yet, other than to the rare test-users who sign non-disclosure

agreements stipulating that they cannot even reveal having met with Magic

Leap. As a result, we can only hypothesize about this solution, announced as

a highly innovative device. The company has stated that their solution will

offer far superior ocular comfort than any of its competitors by addressing the

convergence-accommodation problem (described in 3.4.2). The patents

submitted by Magic Leap, which have been published these past few years,

give little information as to the technical solution. They do not describe an

implementation, but rather a host of solutions that are more or less inspired by

state-of-the-art science. It does, however, look like the chosen technology is

based on the use of light fields, which will simulate luminous wavefronts that

are naturally captured by the visual system using spatial light modulators.

This will make the product far more comfortable to use when compared with

the existing solutions. At the time of writing, Magic Leap is the biggest open

question in the world of AR restitution devices: revolution or damp squib?

2.1.3.3.5. Other AR glasses

Apart from these three companies, which can mobilize considerably large

investments in the development of AR glasses, there are dozens of other actors

that propose devices based on optical see-through systems. In order to compare

them easily, we propose the following set of criteria:

– The optical system: in most cases, optical see-through systems are based

on optical waveguides that propagate the image emitted by a micro-screen

towards the user’s eye. These optical waveguides make it possible to position

the physical screen onto the sides or the upper edge of the glasses, while

offering a transparent display that gives the user a direct perception of the

real environment. There are several waveguide technologies that can be used:

diffractive, reflective, polarized or holographic [SAR 13]. Another solution

consists of using a semi-transparent mirror (generally curved) that directly

or indirectly reflects a screen positioned in the glasses. In the latter case,
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the difficulty is in finding an accommodation distance that is large enough

and gives the user the impression that this screen is located several meters

away from them. Finally, CastAR proposes an original solution: this is based

on a projection system integrated into the glasses, which emit an image that

reflects off a specific surface positioned in the real environment. This surface is

made up of catadioptric microscopes (similar to the reflective surfaces on high-

visibility vests) that make it possible to reflect the projected images towards the

source alone (the glasses). Thus, one system does not interfere with another,

which opens up the possibility for a multi-user solution. Furthermore, this

device is equipped with a pico-projector for each eye that is synchronized

with an active stereoscopic vision system integrated into the glasses, thereby

offering a stereoscopic visual experience of the virtual content.

– The positioning of the display: the display can be located either in the

user’s peripheral vision, as with Google Glass (thereby making it possible to

display data that is non-recalibrated into the real environment and disengaged

from the field of vision), or it can be located in the central portion of the

user’s visual field (making it possible to display information that is perfectly

positioned in the real environment). It must be noted that some devices, such

as the Optinvent ORA glasses, can switch from one configuration to the other.

– Monocular versus binocular: we differentiate between systems that offer

an optical see-through system for only one eye or those that offer binocular

vision, with an optical see-through system for each eye. Monocular systems are

simpler to configure, but can provoke a phenomenon called “binocular rivalry”

(discomfort related to the fact that information is visible only to one eye).

Binocular systems offer a greater ease of use, as long as the system is perfectly

configured. This remains a complicated process and is dependent on the user.

– Visual field: the relatively small visual field of AR glasses remains,

and will remain for some years to come, a strong limitation. The values are

generally angular and given by the diagonal of the screen. This value is only

indicative, as it depends on the distance between the virtual screen and the

user’s eye. At present, the best optical see-through systems offer a visual field

of 40°, or even up to 60° for some prototypes that are not yet on the market.

However, given the wavelength of visible light and the waveguide principle, it

will be difficult to exceed 60° of the visual field [MAI 14].

– Light intensity: in AR glasses, the lower the brightness of the pixels, the

more transparent they are and vice versa. It is thus impossible to display black,
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or even dark objects in these glasses, and it is always preferable to display

virtual content with light colors in order to improve their perception by the

user. Moreover, whenever there is greater ambient brightness, the display from

the wave guides becomes harder to see and thus less perceptible. Optical see-

through systems must therefore offer displays even at high brightness in order

to be usable in all conditions. Hence, many AR glasses have the option of a

solar filter: this improves the display quality in conditions of high brightness.

The GaN micro-screen technology developed by CEA-LETI is able reach a

brightness of a million candelas per m2, and this will, in the future, enable the

sale of AR glasses that adapt to ambient light in the real environment.

– Sensors: as mentioned earlier, AR glasses must be precisely located in the

real environment. In order to do this, they are generally equipped with a GPS,

an inertial unit (made up of accelerometers, a gyroscope and a magnetometer)

and vision captors with one or more color cameras or even a depth sensor.

The robustness and precision of the superimposing of the virtual content

onto the real environment depends on these sensors. The various difficulties

inherent to this problem of integrating real and virtual worlds are discussed

in detail in section 3.2 and the proposed solutions to these problems are

discussed in section 4.1. Let us note that, from a purely material point of view,

accelerometers may be disturbed by the earth’s gravitational field, resulting in

noisy signals. Similarly, magnetometers may be disturbed by the surrounding

magnetic field and provide a wrong orientation from the sensor. The majority

of RGB cameras are equipped with a rolling shutter that generates a deformed

image when the sensor or the scene is in motion (the image acquisition is

done line by line). As a result, it is preferable to use global shutter cameras

that capture the environment instantaneously without any deformation of the

image. While a fish-eye lens makes it possible to capture a much larger area in

the real environment, and thus detect several points of interest that would help

improve recalibration, the vision algorithms used must be heavily modified.

Thus, the best available solutions at present, such as the Microsoft HoloLens

or Google Tango, use multiple vision sensors.

– Integrated computing capacity: not all AR devices are equipped with

integrated computing capacity. Some devices only offer a display feature and

must be connected to an external terminal to process information such as pose

estimation or feedback on virtual elements. Other devices integrate all the

electronic components required for the various computations (e.g. memory,

chipsets) either remotely (a box worn on the belt) or directly into the glasses.
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However, the complexity of the computations, the increase in the number of

sensors and the need to compute the pose of the device in a few milliseconds

make it necessary to use dedicated processors. Thus, the latest devices integrate

not only a CPU but also a Graphic Processing Unit (GPU) and, more recently,

a Vision Processing Unit (VPU) or Digital Signal Processor (DSP). Apart

from their performance in carrying out signal processing and optimization

computations, the advantage of using these processors is that they have low

energy consumption, which greatly enhances the independence of the mobile

devices.

– Ergonomics: the ergonomics of an AR device is a key factor in its success.

The device may potentially be carried for several hours either for professional

use or by a general user, and thus, comfort and impeccable ease-of-use are

essential. The difficulty is in designing a device that is usually worn on the

head, and thus, thought to be light, when it comes loaded with micro-screens,

optical see-through systems, sensors, computation capacity as well as batteries.

It is, hence, essential to obtain a balanced distribution of weight and good

stability with respect to the user’s eyes. Moreover, the heat emitted by the

device must be controlled, which poses a considerable challenge given that

the number of active components keeps increasing and since the direct contact

with the user’s skin makes even a slight increase in temperature perceptible.

– Interaction: the use of AR is not limited to tasks requiring observations –

interaction interfaces must also be integrated. Several devices have a tactile

surface on the sides of the glasses, while others have started integrating

systems to track the user’s hands in 3D space and systems for gesture

recognition, which can be coupled with gaze tracking systems or vocal

recognition systems. Nonetheless, just as techniques had to be adapted to

smartphones and other tactile tablets, the ergonomics of the human–machine

interfaces specific to AR glasses must be completely rethought and adapted

to the capacity for interaction and restitution of each device. Finally, in many

cases where these devices are used, for reasons of safety, the user must have an

undistorted perception of the real environment, involving optical systems that

are as see-through as possible and which do not deform the visual perception

of the real environment.

This constitutes a real challenge both in scientific terms (designing

these modalities of interaction) and in technological terms (manufacturing

the devices while respecting the constraints on robustness, compactness,

consumption and costs).
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– Mobility: AR generally makes sense if the user can move around freely in

their environment. Even though some AR glasses are connected to an external

terminal using one or more cables in the development stage, in the model

that is sold on the market, all the computation processors and batteries are

usually integrated into the glasses to make them usable as independent, mobile

devices.

Given the growing number of optical see-through AR headsets or glasses,

and the rapid technological obsolescence associated with continued

technological progress, it would be futile to describe all the different systems

available on the market. However, Table 2.1 provides a non-exhaustive

overview of several AR glasses and headsets available in early 2017.

Thanks to its very low latency recalibration quality, due to its multiple

sensors and large processing capacity, the Microsoft HoloLens was the most

advanced solution to offer AR services in early 2017. However, as can be seen

in Table 2.1, there are several solutions that could represent an alternative to

the HoloLens by outdoing it in some aspects. Certain glasses with many

sensors, such as Meta 2, the Atheer Air Glasses or the ODG R-7, could offer a

performance similar to that of the HoloLens and, in certain cases, offer a form

factor that is more apt for general use. As the range of the visual field is a key

characteristic, the waveguide technology developed by Lumus is high

performing thanks to its relatively large visual field and high brightness, when

compared with its competitors. Lumus defines itself not as a manufacturer of

AR glasses, but rather as a developer of integrated optical systems. Optinvent,

which offers a waveguide system that is less efficient but substantially less

expensive, is also an expert in developing optical systems that are more

compact but offer many advantages, such as a variable accommodation

distance, as well as good tolerance of poor alignment between the user’s gaze

axis and the optical axis of the glasses (this tolerance zone is called the eye
box). Several products are also dedicated to professional use, generally hardy,

such as the Epson Moverio pro BT-2000 and especially the Daqri headset.

This headset is a helmet that is equipped with a large number of sensors,

allowing it to respond to the many needs of the industry. Finally, we have the

castAR solution, which stands apart thanks to the technology used

(projective) and the target market (the video game market).
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In early 2017, we were only at the fledgeling stages of the technological

development of transparent AR devices. However, for a true democratization of

AR, first in a professional context and later for general use, considerable effort

is required for development related to miniaturization and the performance of

electronic components, batteries and optical systems. Are AR glasses the next

revolution after the smartphone? Given the large investments in the field, it

would seem that several actors think so!

2.1.3.4. Audio restitution

The sound dimension is essential to the immersive experience that is desired

from VR applications and which is also important for AR. In both cases, high-

quality audio restitution can significantly enhance user experience. However,

this experience may also be impaired if the audio feedback does not respect

certain constraints.

In the VR-AR context, audio restitution is generally carried out using

earphones, which are most often integrated into the visualization headset. The

user may situate a virtual sound source in 3D thanks to Binauralization,

which reproduces the characteristics of sound propagation into the listener’s

ear canal. These characteristics include, for each ear, an attenuation and

modifications of the frequency spectrum, which are dependent on the position

of the source of the sound. In practice, binaturalization is carried out using

digital filters derived from acoustic measurements.

In a VR-AR application, the user regularly changes their point of view,

especially through movements where they rotate their head. An immersive

audio feedback therefore requires consequent movement (inverse rotation) of

the virtual audio sources relative to the user. This rotation must be carried out

in real time, and the latency must be within a few dozen milliseconds so that

the user does not perceive any lag that can disrupt the immersion experience.

Let us mention that the presentation of the sound scene is in the ambisonics
format, which makes it possible to carry out rotations with a low computation

cost. Incidentally, this is one of the reasons why YouTube and Facebook

chose the ambisonics format for their 360◦ contents.

The quality of the equipment used (e.g. earphones, sound card) plays a

definitive role in the quality of audio restitution. It is especially important to

ensure the absence of any cross-talk (mix-up of the channels for the left and
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right ears), which could ruin the binaural feedback. The fidelity of earphones

and the absence of distortion must also be taken into account.

There are a certain number of sound restitution engines on the market for

VR and AR. Notable among these are: Wwise (Audiokinetic), Rapture3d

(Blue Ripple Sound), the Audio Spatializer SDK for Unity, Facebook’s

Spatial Audio Workstation and RealSpace3d (VisiSonics).

2.1.4. Technological challenges and perspectives

2.1.4.1. Visual field

A VR or AR display device must ideally aim for the production of a visual

signal that is free of any artifact that can be detected by the human visual

system. It is therefore necessary to understand the capacity of the human

visual system before defining the optimal characteristics of a VR or AR

display system.

First of all, the human visual field, without turning the head, is considered

on average to be 180 degrees horizontally (which can go up to 220 degrees

for some individuals) and 130 degrees vertically. However, a human does not

clearly perceive their environment over the whole of this region: optimal visual

acuity, called foveal acuity, covers only approximately 3° to 5° of the total

visual field. Thus, when you read this text, only 20° of your visual field is

used, and 40° to allow you to perceive symbols. Colors are perceived in 60° of

the central visual field and binocular vision covers 120°. However, these values

are only valid for eyes in fixed position. However, eyes generally sweep across

the scene and are thus capable of clearly perceiving an area that is much larger

than the foveal acuity.

The earliest professional VR headsets that were sold covered a view angle

between 100° and 110°, which is slightly smaller than the visual field coverage

of binocular human vision. Moreover, extreme peripheral vision can detect

movements that can warn you, for example, of an incoming danger from the

side, or that can help a juggler catch his clubs while looking straight ahead.

Thus, the VR headsets whose view angle is smaller than 110° generate a tunnel

effect, that is, an unnatural perception of one’s environment that reduces the

field of peripheral vision.
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Let us recall that the earliest solutions to largely overcome this limitation

were the PiSight headsets developed by the company Sensics in 2006, which

offered a field of vision that could extend up to 180°. This technology was

based on a surface tiled with “small” LCD screens (up to 12 per eye) coupled

with an optical system of excellent quality. The main drawbacks of this

equipment, which hampered its success, were its very high cost and the

complexity of producing 24 synchronized signals. Today, there are initial

prototypes for VR headsets that use Fresnel lenses to preserve a reduced form

factor. These can reach a field of vision of up to 210° (StarVR developed by

Starbreeze, which acquired the French startup InfinitEye who had designed

the technology). It is thus possible to cover the entire field of human vision

using a VR headset, as long as the resolution of the screens is increased so

that the image definition is not lost.

Figure 2.8. Comparison of the field of vision for different optical
see-through vision systems (© Wikimedia Commons - Mark Wagner).
For a color version of this figure, see www.iste.co.uk/arnaldi/virtual.zip

As concerns AR, the field of vision is markedly smaller. Glasses such as

the Epson BT-200 have a field of vision of 20°, while Microsoft’s HoloLens

offers close to 30° (based on the proximity of the screens relative to the user’s

eyes). Figure 2.8 makes it possible to compare the field of vision of a few AR

glasses. This limitation of optical see-through systems remains, even today,

far-removed from the human field of vision. It is a large obstacle and one that

is difficult to surmount. In effect, the widely used waveguide technology has a
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physical limitation related to its angle of total reflection (the critical angle

where a ray of light passing from one medium to another is completely

reflected), which theoretically restricts the field of vision of AR glasses to 60°

[MAI 14]. At present, only the prototype for the optical system developed by

NVidia, in collaboration with the University of North Carolina, makes it

possible to reach a field of vision of 110° [MAI 14]. However, this

technology, based on a micro-perforated screen, currently offers a very

low-resolution display.

2.1.4.2. Display resolution

Another capacity of the visual system that must be taken into consideration

when designing display devices for VR or AR is visual acuity, in the form of

the power of discrimination: the capacity of the eye to visually separate two

distinct objects. In France, visual acuity is often expressed in tenths, rather

than as a minimum angle of separation. Nonetheless, normal visual acuity of

10/10 (which may go up to 20/10, for individuals with extremely high acuity)

corresponds to an angle of one minute of an arc, that is 1/60 of a degree.

Thus, a display device that aims to attain a field of vision of 210°, in which a

user with 10/10 visual acuity does not perceive pixels must have a resolution

greater than 8K per eye (ideally 9000 × 7800 pixels, if we consider that the

horizontal field of vision for each eye is 150° and that the perceived size of the

pixels is fixed, which is not exactly the case given the radial distortion caused

by the lenses). By the end of 2016, the best screens on the market offered a

density of 210 pixels per centimeter. Thus, to achieve 9000 × 7800 pixels in

the VR headset, we must provide for two screens with a dimension of 42.8

× 37.1 centimeters, that is a total width of 85.6 centimeters and a height of

37.1 centimeters. These numbers are, of course, only theoretical and are only

used to provide indications and the order of magnitude needed to adapt to each

individual’s capacity for perception.

However, several generations have been able to enjoy a wide variety of

audiovisual content on television sets with a standard resolution of 720 × 576

pixels without being particularly bothered by the low image quality. The

arrival of 720p (1280 × 720 pixels), and then high definition or full HD

(1920 × 1080 pixels), followed by ultra-high definition (3840 × 2160 pixels)

and the imminent 8K resolution (7680 × 4320 pixels), has made it possible to

improve the image quality. However, what impact has this increase in screen

resolutions really had on the attention and immersion level of the viewer

vis-à-vis audiovisual content? We can thus consider the resolution of current
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VR headsets as being a standard resolution (2160 × 1200 pixels). Moreover,

in the coming years, these resolutions will increase, as they did for TV

screens, resulting in ever-improving image quality until it reaches the optimal

resolution that is coherent with the human visual system.

2.1.4.3. Display frequency

It is commonly acknowledged that there is no use displaying a video at a

rate faster than 24 images per second because of one of the characteristics of

the human visual system: persistence of vision, or “retinal persistence”.

Consequently, the frame rate for cinematographic content has been

standardized at 24 images per second, and for television content, it is 25

images per second in Europe and 30 images per second in the United States

and in Japan. Retinal persistence is based on the property of projected images

being retained on the retina, allowing the human visual system to fuse

together a series of isolated images into a fluid, animated image. In the 19th

Century, when our understanding of vision was limited to optical and

mechanical properties of the human eye, retinal persistence was the only

explanation given to explain the human ability to merge a series of images.

Today, however, neuropsychologists consider this explanation to be

incomplete or even wrong. These neuropsychologists attribute a key role in

the merging of images to the visual cortex in the brain. This is mainly thanks

to the beta effect that makes it possible to interpolate missing images between

two successive images from a dynamic scene, thereby ensuring there is

continuity of movement. The beta effect is often confused with the phi effect,

which allows us to ignore the flickering of black screens between the displays

of two successive images, related to the shutters on the film projectors that

were used earlier in cinemas.

If the beta effect makes it possible to interpolate missing images, why are

we looking to increase the frame rate in VR and AR devices? The fact is that

the beta effect works perfectly for cinematographic content, as the cameras

generate a motion blur. It is sufficient to stop on the image of wheel on a car

travelling at full speed, or on the blades of a helicopter in flight, to visualize

the blur associated with a film camera that required much greater shutter

speeds than current digital sensors. Let us also note that the flickering is

perceptible when seen on a television with a frame rate of 25 frames per

second of video captured by high-speed cameras, where the motion blur is

greatly reduced, or even for synthesis images rendered in real-time, which are
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perfectly clear and show no motion blur, requiring a high-frequency display

(120 Hz) in order to provide a high-quality visual experience. As a result, the

most recent generation of rendering engines now have an in-built ability to

generate this motion blur to improve the visual quality of television screens

operating at a frequency of 25 frames per second. This is the same for digital

special effects in films, which require a motion-blur post-processing in order

to ensure coherence with the capture of images by a cinematographic camera.

We can thus conclude that a rate of 24 frames per second is quite

inadequate. At present, HMDs only display about 90 images per second but,

in the coming years, this number should go up to 120 frames per second. In

theory, the greater the number of images per second, the better the quality of

experience for the user; thus, it is essential that the system be able to calculate

120 images per eye per second, or 240 images per second.

2.1.4.4. Graphical computing capacity

Assuming that it is technologically possible to produce two 8K screens

displaying 120 images per second, projected onto the range of the human field

of vision – is it then possible to carry out a real-time feedback using currently

available equipment? The response, of course, depends on the complexity of

the 3D scene. Generally speaking however, at this point, mid-2017, it would

be best to invest in a bundle of graphics cards if we wish to attain the desired

speed of 120 images per second.

The latest generation of Graphical Processor architectures, developed by

NVidia, the Pascal architecture, offers several optimizations dedicated to

multi-screen displays among which are the various VR-AR display devices.

Thus, processing of the vertices that make up the virtual scene is carried out

in a single operation for all of the screens. Moreover, the distortion of the

rendered image, specific to each lens in the VR headset, which allows the

user’s eyes to perceive a rectified image, is optimized in the post-processing

using a dedicated shader. Finally, as the size of the pixel perceived by each

eye varies due to the radial distortion generated by the lenses of the VR

headset, optimization consists of locally deteriorating the resolution of the

image formed from the rendered graphics. Coupled with a gaze-tracking

system, it could be possible to carry out a high-resolution restitution in the

zone close to the fovea and to optimize the restitution by reducing resolution

around the peripheral vision of the user. At this point (mid-2017), there is as

yet no headset with in-built gaze-tracking that is rapid and precise enough.
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These optimizations, coupled with an increase in the graphical processing

centers and the reduction in finesse of etching, allow us to foresee an

extremely powerful graphical capacity that will make it possible for future

generations of VR headsets to render ultra-realistic images.

It is, nonetheless, essential to remind ourselves that the increase in

graphical processing capacity cannot do away with optimization of the 3D

scenes for a real-time display. Let us also recall that the approaches used for

3D modeling of the scene are not similar and are based on their use: whether

for a video game, a VR-AR application or even an animation film, with each

image requiring a computation time that varies from a few milliseconds to a

few minutes or even up to a few hours.

The following rules (non-exhaustive) make it possible to improve the

feedback time for a 3D scene while also conserving a high level of realism.

First of all, we must reduce the geometric complexity of a virtual screen by

limiting the number of objects and associated triangles that must be processed

by the graphics card for each feedback. There are several possible solutions:

the first consists of displaying only what is essential by either suppressing

hidden or occluded parts from a scene from a given perspective (occultation

management), or by adapting the complexity of a virtual object based on its

distance from its viewpoint (level of detail). The second solution is based on

the use of shaders, programming interfaces that allow the optimization of the

rendering pipeline of the graphic card. For instance, these shaders can “move”

some geometrical details to material textures in order to reduce the processing

complexity and therefore the computation time. Bump mapping, for example,

makes it possible to bring in relief features onto a plane surface by specifying

the normals to the surface in a dedicated texture. During the computation of

illumination, these will highlight the roughness of a virtual object. Other

techniques such as relief mapping or displacement mapping make it possible

to create a fine geometry on the fly on the surface of the objects, while not

increasing the number of triangles in the original object. Another

optimization consists of grouping the different sub-elements of an object into

a single mesh and into a single texture. Indeed, in a large majority of

rendering effects it is the allocation of memory and loading of geometries and

textures that is resource-intensive, rather than the processing of meshes and

textures. Thus, the rendering of a virtual scene containing 50 objects made up

of 1000 triangles each will always be longer than the rendering of a scene

containing a single object made up of 50,000 triangles. A final optimization



106 Virtual Reality and Augmented Reality

consists of pre-computing possibilities: for example, the lighting and shadows

of the static elements in a virtual scene. This computation will be carried out

once and for all and may be combined in real time with the computation of

illumination and shadows of dynamic elements (objects and lighting) during

the rendering stage.

2.1.4.5. Mobility

Mobility is a functionality that greatly enhances the user’s experience in VR

and AR. Being able to move around in vast spaces is often essential to many

functions and in order to have this ability to move around, we need to remove

several barriers. We need energy independence, positioning coverage over a

large area and a wireless solution that offers a high computation capacity.

Let us begin with energy independence. A mobile VR or AR device is

equipped with many electronic components that consume electric energy.

From the screens to the sensors to the in-built processing devices (e.g. CPU,

GPU, VPU, memories), these devices are severely tested and require

oversized batteries in order to provide independent use for a few hours.

However, these batteries also represent a significant percentage of the weight

of the device and have the disadvantage of heating up, which means that VR

and AR headsets and glasses must be very carefully designed in order to

ensure that the user is comfortable. Several solutions are currently possible to

increase this independence. First of all, new energy-storage technology like

lithium-air could, in the next five years, offer a storage-capacity/weight ratio

that is much better than the lithium-ion technology used today. The

generalization of smartphones has modified the policies of processor

manufacturers who no longer aim for simply increasing computing capacity,

but also focus on low energy consumption by the electronic components.

While waiting for electronic components with very low energy consumption

in association with batteries with high-performance storage, the various uses

of the device will also require great independence and must use remote

batteries (e.g. batteries worn on a belt and connected to the display device

through a wire) or batteries that can be easily changed without stopping the

device so as to ensure continuity of service.

As concerns the area within which a user or the VR or AR device must be

precisely situated (position and orientation), the falling prices of infrared

positioning technology makes it possible to imagine that, at least for
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professional uses, the range of coverage of immersive devices may be

extended over vast areas. Indeed, though the Lighthouse of the HTC/Valve is

not designed for professional use and while it is not possible, at present, to

extend coverage area by duplicating Lighthouses, this new technology should

allow, within a few years, the coverage of very vast zones of localization,

without requiring an outlay of thousands of euros (as is currently the case for

professional motion-capture systems). The ultimate solution would consist of

offering positioning services by simply using sensors built into the device,

without equipping the real environment with expensive sensors. This is the

approach proposed by AR systems that are based uniquely on vision sensors

and internal inertial sensors to locate themselves in space. Moreover,

Microsoft’s HoloLens has shown considerable technological advances with

respect to the state of the art in this domain. Even though infrared positioning

systems based on external sensors are, at present, much more robust and

precise, we must wait and watch over the next five years to see whether this

type of independent positioning system will be generalized in VR headsets. It

will also be useful to go beyond systems that use structured light projection,

which are not usable indoors.

Finally, if we want mobility, there must be no “ball and chain”! That is,

the VR headset and AR glasses cannot be linked to any computing unit by a

cable. Integrating all these computing capacities into a portable device (via a

smartphone or a fully integrated device) offers this freedom of movement.

The only caveat is that VR and AR that digitally simulate a virtual

environment will require the appropriate computing capabilities in order to

offer the user the best experience (see Chapter 3 to understand the challenges

involved here). In addition, while the computing resources gap between a

mobile device and a graphic station is reducing every year, an experience of

optimal quality can only be offered by equipment that offers high-end

performance. Consequently, an initial solution would consist of integrating

this computing capacity into a dedicated backpack, rather than around the

user’s head; this backpack would integrate the equivalent of a laptop

computer with high computing capacity. This solution offers several

advantages, as it combines freedom of movement with high computing

capacity, and this is likely to be seen in several VR arcades and theme parks

as the company The Void proposes. Nonetheless, this solution is not yet ideal

as the users must carry the backpack weighing between 3 and 5 kg (highly

inconvenient given the long lines in some theme parks or even for general use
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at home), which still does not offer the computing capacity of a farm of

graphics servers required for certain professional uses.

Hence, the majority of VR headset manufacturers work with their partners

to develop a wireless real-time streaming rendered by a graphic station

towards the VR headset. In addition, as will be discussed further (see section

3.4.1), a good quality experience for the user requires extremely low latency

for the transmission of images, of the order of one to three milliseconds. The

problem thus consists of defining a compromise between latency, display

quality (resolution and frame rate) and wireless network flow. We may

imagine that improvement in image quality at a constant rate would require

the use of better performing mechanisms for video compression. Indeed,

video compression techniques that offer the best performances are based on

an inter-coding mechanism (using past or even future images to compress a

current image in the video) that is adapted to the stream called “live”

(~200 ms), but which are far from achieving the desired latency levels for VR

(~3 ms).

Thus, the only solution that allows for an increase in display quality for a

wireless system lies in increasing the network flow. The maximum theoretical

802.1g WiFi rate that is widely used today is 54Mbps. In these conditions, it

is difficult to imagine streaming 2160 × 1200 video streams at a frequency of

90 images per second, characteristics of the Oculus Rift CV1 or the

HTC/Valve Vive (the equivalent of 5.21Gbps without compression or

approximately 2 Gbps with very low latency compression). Only the new

generation WiFi at 60 GHz, also called WiGig (Wireless Gigabit), achieves

theoretical rates of 7 Gbps. However, WiGig coverage remains restricted and

the 2 Gbps required can be reached only in a room of medium size. Thus,

WiGig can respond, in the short term, to the problem of wireless transmission

of video flow in current VR headsets, but this technology will rapidly realize

its limitations as the characteristics of the headsets evolve. What solutions are

thus possible for headsets offering a resolution of 4k or even 8K per eye and

120 images per second? Communication technologies that use visible light,

such as LiFi, today reach rates of several dozen Gbps in an extremely

controlled environment but commercial solutions offer flow rates of the order

of a dozen Mbps. What will be the theoretical rates of future generations of

WiFi (90 GHz, 120 GHz) and what will be the coverage these technologies

offer? The question of wireless streaming of video feed in VR headsets

remains complex and poses a sizeable challenge to the VR headset industry.
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2.1.5. Conclusions on new equipment

2.1.5.1. Adoption by the general public

The generalization of VR headsets has begun with the video game and

entertainment markets. Oculus, HTC/Valve Vive, Samsung Gear VR and

other headsets started out by offering applications that were essentially video

games or 360° videos. Among the earliest demonstrations you had

roller-coaster simulations that aroused intense, even unpleasant, sensations

for many users. These effects, which could not be controlled, eventually

proved beneficial. First of all, they heightened the buzz around these headsets.

Second, new entrants into the field soon realized what the professional VR

world had known for a long time, namely that immersion is first and foremost

a user experience and the human factors must be prioritized over any

technological consideration.

This is how the largest video game studios put in place user-centered

design approaches, moving towards carefully considered application designs

that were completely adapted to the restrictions posed by the headsets. The

results of this move by the video game industry have already started feeding

into the professional VR world. This is also reflected in an interconnection

between the video game world and the VR world, as is proven by the

development in equipment (as we just saw) as well as new software (as we

will see in the next section of this chapter).

It is undeniably true that, despite colossal financial investments being

realized by manufacturers, the hypothesis of widespread general use still

remains doubtful for several reasons. First of all, the cost. While vendors of

these systems present the cost as a small amount, the buyer requires a

minimum of a thousand euros to buy the headset and, to this, we must add at

least the same amount for a computer that is powerful enough to truly make

use of these immersive capabilities. We are still quite far from “low-cost”

budgets that the public keep hearing about! Of course, these costs will
certainly reduce. Let us take the example of the Sony Playstation VR headset,

available for around 500e and which can be connected with a Playstation 4

console.

The second reason has to do with the technological limitations described

earlier: whether in terms of field of vision, resolution or display rate, these

reduce the comfort and thus the pleasure the user derives from the experience
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over a long duration (beyond the “Whoa!” effect, experienced the first time

they use it).

The third (and certainly not the least important) reason is related to the

richness and diversity of the range of applications available. Indeed, other than

video games, which only interest a part of the general population (especially

the younger generations), suppliers must design applications where the user

derives true benefits from VR. Building, tourism and heritage are fields that are

already being explored by developers, but it is evident that unless this challenge

is taken up, VR headsets for the general public will join the ranks of other

technological innovations that met with no long-term success.

As concerns the AR market, the digital giants (e.g. Google, Microsoft,

Apple) have again invested billions of dollars in the acquisition of innovative

companies and the development of new products, in the hope of ushering in a

new technological era to follow the Smartphone Age. Unfortunately, the low

technological maturity of these devices does not allow us to foresee, in the

short term, any real massive commercialization for the general public.

Increasing the field of vision and independence, improving the recalibration

of superposed information and, of course, reducing costs - all of these are

essential in order for a true democratization. Moreover, let us not forget a

necessary improvement of the form in order to make the devices much more

discreet and comfortable: will a user agree to carry a piece of equipment

visible to other people around them? This is the fundamental question, which

could cause all attempts to fail, even though the technological limitations are

removed. While waiting for these changes to take place, we may consider the

possibility that the market for professional uses will take over and guarantee

financial backing for these developments, as there is a considerable economic

challenge.

Even though this exercise is a difficult one, let us try and compare the

markets for VR and AR. If limitations related to technology and usage are

removed, AR glasses will become markedly more successful with the general

public as they can potentially be used in a large number of daily activities,

especially if can be used as mobile devices. Some actors thus see these as a

“natural” extension of the personal-assistant role that the smartphone

currently plays, allowing the user to make better decisions. The challenge is

one of magnitude, but if it is met it will open the door to a real technological

revolution in our lives.
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2.2. New software

2.2.1. Introduction

The first part of this chapter revealed the multitude of equipment needed to

allow a virtual reality system to give the user the sensation of being in a

virtual world and interacting with it. Similarly, augmented reality requires

specific equipment to analyze the real world and allow the overlay of virtual

objects. The software used to build a VR-AR application must therefore make

it possible to optimally use all these devices and make them communicate

with the digital simulation that processes the information received and

computes the information to be restituted to the user. This device must

therefore simultaneously manage a large number of functions, as shown in the

interaction cycle. This cycle goes from the user’s action until the perception

of the result of this action (Figure 2.9).

Figure 2.9. Interaction cycle starting from the user’s action until the perception of the
result of this action. Developing a VR-AR application requires collecting data from
the input devices, processing this information and deducing the sensory feedback to
produce, then transmitting this information to the output devices
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Beyond the simulation of the 3D virtual world in which the user is

immersed (in the case of VR) or which is superimposed on to the real world

(in the case of AR), the application must be able to guarantee interaction

between the user and this simulation. That is, it must be able to read the user’s

motor actions and supply the appropriate sensory information. Let us

consider, for example, a VR-based sports training tool, the objective of which

is to train a rugby defender to block an attacker who attempts to go around

him with or without a body swerve (see Figure 2.10). In order to be

successful, the application must provide a virtual adversary who reacts to the

defender’s real actions and adapts their attack. The first step for such an

application consists of collecting the defender’s movements using a motion

capture device. The motor data is then transmitted to a computer through a

driver that the application can consult via an interface called API (Application

Programming Interface). The simulation then computes the virtual attacker’s

reaction, based on the defender’s real action. This reaction by the attacker is

translated through a modification in his animation, which is then transmitted

to the output device via another API. The simulation must also manage other

parameters such as change in the immersed subject’s (user’s) point of view,

for example, due to the position of their head, if they are in a CAVE, or

through their position/orientation, if they are using a headset (see section 3.2).

The sensory feedback is then carried out by the output device or devices, here,

for instance, only through a visual feedback in stereovision in the virtual

environment that includes the attacker.

Figure 2.10. Example of the interaction in virtual reality between (a) a
real defender, fitted with a VR headset, and (b) a virtual attacker who

may or may not use a body swerve to go around him
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Owing to the complexity of developing such VR-AR applications, it is

common to use specific software. That is why many companies have

specialized in developing solutions for a specific field. Just a few examples

are XVR Simulation [XVR 17] for training in the field of safety and security,

iris [IRI 17] for architecture, IC.IDO [ESI 17] for industrial prototyping,

ParaView [PAR 17] for the analysis and visualization of complex data,

FlowVR [FLO 17] for large-scale parallel simulation, and Augment

[AUG 17] for managing and visualizing 3D content in AR. It is therefore

possible to use this kind of “turnkey” application but, in this chapter, we will

be discussing different approaches to creating a specific VR-AR application.

In accordance with the interaction cycle, the development of a VR-AR

application can be divided into two parts. The first part, described in

section 2.2.2, consists of developing digital simulations that process

information obtained by the input devices and that compute the results to be

furnished to the output devices. The second part, described in section 2.2.3,

concerns the communication between this simulation and the input and output

devices.

2.2.2. Developing 3D applications

A VR-AR application is based on use in a 3D world in which the user is

immersed (in the case of VR) or which has been superimposed on the real

world (in the case of AR). There are many ways in which this 3D

environment can be managed and visualized, depending on factors such as

cost, development time, flexibility or even ease of use. In this section, we will

describe these different approaches, beginning with the most “basic”

programming, all the way up to specific VR-AR tools.

2.2.2.1. “Basic” graphic programming

The most elementary approach consists of creating a 3D application by

directly accessing the drivers and programming interfaces of the graphics

cards of the equipment used. The drawback of this approach is that each

application depends on the device. This difficulty may be overcome using

programming interfaces such as OpenGL or DirectX, which make it possible

to work outside of a particular type of equipment, rather than restricting

oneself to a specific device. The main advantage of this approach is that it

offers complete control over the entire creation process from the 3D
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environment to how it is rendered graphically. It is thus possible to directly

control the facets that make up the 3D objects, to create one’s own scene

graph, the hierarchic structure used to define relations and transformations

between objects and notably manage animations or even propose new

structures. This also allows us to control the graphic pipeline, the succession

of steps required to go from calculating these facets until their final rendering,

via the elimination of the hidden parts and application of textures and

lighting. It is thus possible to choose during what step of the process this or

that action must be carried out to optimize the application’s performance.

This option therefore potentially offers the best performance as well as a

very high flexibility. However, the work required is much more complex, as it

requires the creation of the desired functionalities, the loading of the 3D

environment (resulting from a modeler such as 3DS Max or Maya, for

instance) and the recovery of data from the motion capture. The main

drawback is the inability of such an approach to be portable.

2.2.2.2. Graphic libraries

In order to avoid creating all the required functionalities, libraries such as

OpenSceneGraph [OPE 17b] offer a slightly greater control of 3D models,

thanks mainly to how they manage the loading and saving of these models,

animation methods used for the objects and also the control over lighting and

shadow, camera placement, etc. These libraries make it possible to

significantly speed up the creation of a 3D application. However, they still

remain rather restricted to specialists.

In addition, some of these libraries may depend on operating systems such

as Windows, Linux or Mac OSX. It is therefore difficult to develop solutions

that will also work on mobile telephones or on video game consoles. Finally,

in the context of VR-AR applications, one of the major problems is that they

focus on the modeling, animation and rendering of 3D objects, but very rarely

manage the associated VR-AR devices or the different sensors - all of which

are, however, important elements in an interactive application. Apart from the

cost of developing these interfaces with these peripheral devices (see

section 2.2.3.1), it is, above all, the maintenance and evolution of these

applications that pose a problem, given the extremely rapid developments in

the field of VR-AR and the constant emergence of new peripheral equipment

on the market.
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2.2.2.3. Video game engines

With the aim of being more productive, the video game industry has, for

many years, developed generic environments called “engines”, that are central

to all their productions. These engines are now associated with highly

powerful editors that make it very easy to create 3D applications. These

editors (notably, via a graphic interface and without development) make it

possible to manage the visual layout of a scene, the sound, the camera, the

animation, etc. (see Figure 2.11). In addition, these engines work on different

platforms; computers, mobile telephones or video game consoles. Hence, they

are widely used to make games, not only on mobile telephones and video

game consoles but also for online games.

Figure 2.11. Example of the graphic editor of the game engine Unity,
which makes it possible to easily manage the visual layout of a scene,

the sound, the camera, placement, etc. For a color version of this
figure, see www.iste.co.uk/arnaldi/virtual.zip

Finally, among the many existing engines, each with its own fame and

ease of use, the best-known are: Unity [UNI 17], Unreal [UNR 17], Cry

Engine [CRY 17], Ogre3D [OGR 17] and Irrlicht [IRR 17]. Apart from the

ability to produce the same content on different platforms in very little time

and, above all, using the same application, these engines offer a large number

of functionalities that speed up the creation of these applications. These
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include: managing all the graphic parameters related to the rendering of

objects, lighting and camera placement. However, they also additionally

permit the management of the physical simulation of objects (taking shocks

into account, for example), spatialized sound to diffuse the sound

environment by taking into account the sources of the sound, and the

animation of complex structures such as virtual humans.

Finally, these tools have resulted in a large community of users who offer

many additional resources such as tutorials to make them more accessible, as

well as the development of scripts that can widen their functionalities,

including within the field of VR-AR, as shown in the following section.

Among the engines listed above, Unity has currently emerged as one of the

major actors, due to its ease of use. It can thus be used by other communities

such as the neurosciences, Sports and Physical Activities, medicine, etc.

2.2.3. Managing peripheral devices

After having developed the heart of the application, namely simulation,

this must now be made to communicate with the user immersed in the

experience, by exploiting the peripheral input devices which acquire motor

information from the user and the output peripheral devices, which produce

sensory feedback. Just as with the creation of 3D graphic simulations, it is

possible to manage the interface with the peripheral devices at different

levels, from direct control via a programming interface to the most high-level

and most generic tools.

2.2.3.1. Direct control of peripheral devices

In order to allow an application to communicate with a peripheral driver,

the constructor provides a programming interface that gives access to all the

functions, making it possible to control this device or to exchange data with

the device. Thus, the developer only needs to call upon these functions to allow

an application to manage the peripheral devices. In practice, all equipment

differ from one another and the programming interfaces may be very varied,

including for peripheral devices that offer exactly the same functionalities. For

example, depending on whether the peripheral device is connected through a

USB port or through Bluetooth, the interface is likely to be different. Similarly,

if you have two rotation sensors developed by two different manufacturers, it is



The Democratization of VR-AR 117

highly unlikely that they will have the same interfaces, at least for the function

names.

Fortunately, certain norms have emerged resulting in standardized

programming interfaces for classic peripheral devices (keyboards, mouse,

joysticks, audio headsets or printers), which make it possible to access any

keyboard or mouse without wondering about the manufacturer of the

equipment. A change in brand does not prevent the application from working

and, above all, requires no modification of its code. Unfortunately, there is no

such standard, at present, for VR13, leading the application developer to

update their software for each new device and its associated interface. To

avoid having to update these devices for each new equipment, the developer

must construct an abstraction of the peripheral devices based on their

functionality (a motion capture sensor, for example) and then create a new

instance of this abstraction for each new equipment. In addition, the

multiplication of the links between the application and the different interfaces

increases the problems related to the management of different versions of

these interfaces and the auto-detection of each equipment used. With the

constant development of a large number of VR-AR tools, directly controlling

these peripheral devices poses a large problem to app developers in terms of

maintenance.

2.2.3.2. Libraries for managing peripheral devices

Libraries to manage peripheral devices were proposed in order to simplify

communication with these devices. They offer abstractions that make it

possible to address generic equipment offering a standardized interface rather

than equipment of one particular brand. For motion sensors, for example,

position and/or rotation information may be collected using the same

functions, regardless of the technology used by the sensor. These libraries

also offer a more or less simple means for the user to specify what peripheral

device they are currently using, or even automatically detecting this when the

application is launched. Finally, these libraries make it easy to configure

peripheral devices by specifying initial data, for example, for display on the

screens of a CAVE (see Figure 2.12) or even the initial positions of the

joystick or headset.

13 In fact, such efforts at bringing in norms have been made in VR as well as AR, but these

norms have not been applied.
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Figure 2.12. Example for the configuration of a five-face peripheral
visualization device, using MiddleVR. For a color version of

this figure, see www.iste.co.uk/arnaldi/virtual.zip

Apart from collecting data from the input peripheral devices, some of

these libraries, such as VRPN (Virtual Reality Peripheral Network) [VRP 17]

and trackd [TRA 17], are able to take into account the equipment that is

connected to one or more computers through the network. This characteristic

makes it possible for the developer to distance themselves from the chosen

material architecture and communicate with its sensors, whether they are at a

distance (through the network) or local (the same machine). Other libraries,

such as CAVElib [CAV 17] are focused on the visual restitution of the

simulation, with the management of the changes in point of view and

stereovision on the varied projection configurations: from a simple screen to

multi-screen and multi-machine systems such as the CAVE systems. Finally,

some libraries propose managing all these different peripheral devices such as

OSVR (Open-Source Virtual Reality for gaming) [OSV 17] or MiddleVR

SDK [MID 17] and TechViz [TEC 17], which are libraries that are equipped
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with a middleware, which is an external software positioned at the interface

between the application and the equipment. In this case, its role is to provide a

software interface to easily configure the different equipment that is to be

used with the same software application.

As concerns AR, several libraries offer specific functionalities such as the

evaluation of the position and orientation of the user in interactive time in real

space. OpenCV [OPE 17a] makes it possible to acquire and process the

images, from the detection of structures ranging from lines to complex motifs.

All these functionalities make it possible to superimpose a 3D virtual object

onto the real world observed by the user. The largest libraries are

ARToolkit [ART 17], Vuforia [VUF 17] and Wikitude [WIK 17], which offer

all the functionalities described above, managing mobile platforms and

VR-AR headsets, and offer interfaces for the development tools (see

section 2.2.4.2). Apple’s ARkit will be launched in September 2017,

providing the same functionalities to platforms based on iOS.

2.2.4. Dedicated VR-AR software solutions

Other higher-level software solutions propose integrating the management

of 3D environments and peripheral devices in order to simplify the creation of

the VR-AR application.

2.2.4.1. Dedicated tools for the creation of VR-AR

Some graphic tools can be used to simplify the process of creating VR-

AR applications. For AR, for example, Wikitude offers developers an SDK

on which a software solution can be constructed, which allows the recording

of images to be recognized and then the content to be associated with these

images without programming or even publishing the applications in one’s own

virtual shop.

The Eon Creator software, distributed by the company Eon

Reality [EON 17], offers a similar VR-AR solution, which makes it possible

to select 3D models, interact with these models and easily diffuse this

content. It also offers a complete development environment to manage

functionalities similar to those of video games, such as feedback and physical

simulation. In addition to a similar development environment, the WorldViz

software [WOR 17] makes it possible to manage peripherals with different
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projections and/or multiple users, etc. It also offers configurations embedded

in the equipment.

These tools dedicated to the creation of VR-AR applications remain small

in number, however. Indeed, editors must dedicate a large number of

resources to developing them. Restricting them only to VR-AR limits their

use to a rather niche market today, which makes it difficult to make these

solutions competitive with respect to a generic game engine reinforced with

plugins.

2.2.4.2. VR-AR plugins for video game engines

Section 2.2.2.3 described the emergence of video game engines for the

creation of 3D application content. Even though this software is not originally

meant for VR-AR, their ease of use, their multiple functionalities and their

openness to developing additional scripts ensure that they are relevant

reference tools in these fields. Indeed, to compensate for the absence of

management of the peripheral devices, which are one of the main components

needed to use an interactive application, the developer community that uses

these tools first created specific plugins based on the programming interfaces

used by the constructors. With the large rise in numbers in this community,

constructors now directly offer plugins to communicate with their new

models as soon as these are launched and sometimes engines even integrate

them as native tools as is the case with the Oculus and HTC Vive headsets and

the Unity software.

Other companies offer more generic plugins used to manage peripheral

devices, which are directly integrated into these motors. These plugins also

extend existing functionalities with advanced management of stereoscopy,

multi-computer synchronization in a cluster, force-feedback peripheral

devices and managing multiple users in virtual reality. Some actors have

developed generic libraries (see section 2.2.3.2) for output peripheral devices,

such as getReal3D, or for all peripheral devices, such as MiddleVR for Unity

or Techviz. Similarly, for AR, there are libraries such as Vuforia or Wikitude.

2.2.5. Conclusion

VR-AR applications are increasingly being developed with the help of

video game engines such as Unity. Indeed, constructors now directly offer
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plugins that communicate with their new peripheral devices and generic

integrated solutions also exist, such as MiddleVR for Unity. This type of

development makes it possible to implement solutions much more rapidly and

at a lower cost, and to adapt them to the new peripheral devices without even

recompiling the application. In addition, and most importantly, they make it

possible to easily manage the addition of a new peripheral device, which is

essential given the continuous development of new, low-cost VR-AR devices.
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3

Complexity and Scientific Challenges

3.1. Introduction: complexity

Simulating a reactive and credible world, in view of 3D interaction with

the user, is not an easy task. This is all the more the case if the app designer

desires that the virtual environment behave as close to the real environment as

possible. Certain industrial VR applications require high fidelity of the

environment, its evolution, its reaction to a user interaction and, finally, of an

eventual autonomy. The objective of this chapter is to discuss the topics for

which solutions exist, but which still pose scientific challenges and elements

of complexity which would be helpful to discuss in detail. We will discuss

physical models to detect collisions in section 3.1.1. Section 3.1.2 will discuss

the problem of the virtual human. We then have section 3.1.3, which

examines naturalness of the interaction. Section 3.1.4 proposes an analysis of

force feedback.

The scientific challenges discussed here are not the only ones that arise. In

AR, for example, given that it establishes a link between the real and virtual

world, newer challenges are emerging, which will be discussed in 3.2. To

overcome the difficulty of having truly natural interfaces in VR-AR,

researchers and app developers have had to work on the creation of user

interfaces that are specific to 3D environments. These will be discussed in
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section 3.3. Finally, this chapter ends with a study of the human factor.

Section 3.4 focuses on visual perception, while section 3.5 discusses the more

general problem of evaluating virtual environments.

3.1.1. Physical model and detecting collisions

In order to simulate real environments in the most credible possible way, it

is essential to give a detailed description of the entities (e.g. objects, persons),

which make up these environments, as well as of their behavior. To do this,

different physical models (e.g. light, displacement, shock) are used, which

present varying levels of complexity, among which are:

– models of physical phenomena that make it possible to determine the

equations for motion relative to this phenomenon. This step also provides a set

of nonlinear differential equations that must be resolved in an approximative

manner as there are generally no analytical solutions to resolve them;

– real-time simulation of equations of motion in order to integrate both the

action of the user on the system and the phenomenon’s own laws of evolution.

The question of the “real-time” simulator is a thorny one, as it introduces

constraints on performance and/or the simplification of the model, and/or a

precision versus response time precision. In effect, the employed iterative

methods of resolution (implicit or explicit integration schema) are based on

the concept of time steps, which may be fixed or variable, depending on the

method. This time step is thus often constrained by restrictions on numerical

stability and, in practice, is not generally as large as the application designer

would wish. Real time is defined as the fact of requiring that the computation

time for the simulation must be lower than the value of the time step. If, for

reasons of numerical stability, the time step is very small (e.g. 1/1000th of

a second), then as concerns the computing time, the mechanical system will

need to resolve computations at least 1000 times per second.

Among the physical phenomena [MAR 14] that can be simulated, we find

the following:

– Solid mechanics: current simulation techniques allow a real-time

interaction with objects, whether these are free rigid bodies, poly-articulated

solids [BEN 14a] or even deformable solids [NEA 06, TES 05], as long as

these objects remain “reasonable”.
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– Fluids and particles: fluid management [BRI 08] brings in a much higher

level of complexity. However, this can still be processed in real-time when the

fluid is broken up into particles.

– Topological changes: real-time changes in topology, such as objects

getting fractured, may be taken into account by associating several models

that are particularly effective at producing results in real-time [GLO 12]. The

models that are brought into play are based on a modal analysis for the

internal vibrational aspect of the object and an algorithm for the propagation

of the fracture within the equipment. In Figure 3.1, the simulator reacts to an

interaction due to the collision of a virtual hammer.

– Changing the state of the material: a unified particle model, such as

the SPH (Smoothed-Particle Hydrodynamics) [CIR 11b], makes it possible to

move in real time in a manner ensuring continuity from a fluid state of the

material to a solid state while enabling a bimanual haptic interaction with the

objects in the scene (see Figure 3.2).

Figure 3.1. Interactive fracture in the material
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Figure 3.2. Interactive fracture in the material

Another considerable problem is detecting collision between objects in the

scene as they move around. Indeed, in the real world, these collisions are

“naturally” controlled by the properties of the objects: in general, when two

rigid bodies meet, their movement is modified or they stop moving, for

example, a ball kicked by a striker in rugby and rebounding off the pole. This

problem is expressed as a purely geometric question, the objective of which is

to avoid interpenetration between objects in the virtual scene. At each time

step of the simulation, the collision detector must be capable of delivering all

the interpenetrating objects, in order to provide the physical simulator with

the data that will allow it to prevent this interpenetration. The major concern

in detecting collisions is the natural combinatorics of the problem. In effect,

as any object may come into collision with all the others, an initial naive

approach consists of testing the interpenetration of each object relative to all

the others, which leads to a natural complexity of O(n2). This complexity is a

very bad property and the objective of all methods using optimization

algorithms is to reduce the magnitude of this complexity.

Even though the objective can be expressed in a simple manner, there are

still many variants of this problem, depending on the nature of the objects and

of the problem posed [KOC 07], leading to different types of solutions:

– discrete detection versus continuous detection: in all discrete methods,

the algorithm is applied with a fixed time interval and does not look at what
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happens between these instants; these methods are quite rapid and may ignore

certain interpretations. Contrarily, the continuous methods focus on finding

the precise moment of collision, which may intervene between simulation

time steps. This strategy is particularly well-adapted when all interpenetrations

between objects are to be avoided and when great precision is desired. The

price for this, of course, is a higher computing time;

– processing of convex objects versus non-convex objects: a convex object

is such that for any pair of points belonging to the object, the segment that

connects these points is entirely contained within the object. This property

makes it possible to implement simple, and thus rapid, algorithms to ensure

the detection of collision. Two strategies are possible for non-convex objects:

we either divide the objects into a set of convex objects, which leads us to

a simple case, or we make the algorithm more complex in order to take the

non-convexity into account;

– a two-body problem versus an N-body problem: in a two-body problem,

a single object is mobile and the others are fixed. This greatly simplifies the

problem when compared with an N-body problem, where all objects may move

[LIN 98].

Figure 3.3. The steps in the detection of collision

In 1993, Hubbard [HUB 93] proposed breaking down the algorithm to

detect collisions in the form of a pipeline. This decomposition is widely used

in scientific literature and is given in the form of the diagram in Figure 3.3.

The broad phase acts like a filter that rapidly eliminates the object-pairs that

cannot enter into collision. This filter is very often based on rapid

computations of the intersections between encompassing volumes

(encompassing the objects). The narrow phase executes more precise

calculations by locating the parts of the objects that are potentially colliding,
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while the exact phase carries out a very precise geometric calculation of the

interpenetration. In recent methods, these last two steps have been grouped

into one single step, called the narrow phase.

As demonstrated by the scientific references relating to the detection of

collision, mentioned in the above paragraphs, the problem is not new and

there is a wide range of literature on the subject. What does offer a new

point of view on the subject, however, is the appearance of GPUs (Graphics
Processing Units). While these processors were initially dedicated only to

graphic processing, over time they became programmable (GPGPU: General-
Purpose Processing on Graphics Processing Units) and usable for all sorts

of computing, offering a high level of intrinsic parallelism (possibility of

breaking down the computations into independent sub-calculations). It was

found that the detection of collision is, in essence, highly parallel. Indeed,

each elementary calculation (e.g. calculating the intersection between two

geometric primitives) is independent of the others. We will thus study the

impact of the use of GPUs on the two principal steps in processing:

– GPU solution for the broad phase: Avril et al. [AVR 12] propose

considering the allocation of pairs of objects to be computed as a triangular

matricial pathway on the GPU. This was then generalized by Navarro et al.
[NAV 14]. Le Grand [LEG 07] carried out a filtering of objects based on a

spatial subdivision using a regular grid combined with a hashing function.

Each object stores the hashing key of the cells that contains the object. The

objects storing the same keys are thus potentially in intersection. Founded

on triage, the implementation on the GPU of the sweep-and-prune algorithm

[LIU 10] is carried out using a sorting method adapted to the GPU (radix-sort),
applied on a single separator axis.

– GPU solution for the narrow phase: Lauterbach et al. [LAU 10] propose

a method founded on hierarchies of the surrounding volumes (Bounded

Volume Hierarchy or BVH) on the GPU. This method carries out the allocation

of geometric primitives over the hierarchic structure (a tree, in practice) in

a highly parallel manner; it then calculates the new volumes that bound the

hierarchy in a parallel manner. Collision tests are carried out by comparing

the two hierarchical structures. In order to maximize the parallelism at the

very outset of the calculation, this algorithm makes use of temporal coherence

by reusing the results of the calculation to detect collision used in the

preceding time step. In this method, the distribution of tasks across the GPU
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units is based on buffers This distribution has been improved [TAN 11] by

representing the writing of the new tasks during the hierarchy pathway in

the form of flux. Finally, the use of hashing technology [PAB 10] to use the

spatial subdivision, already used for the broad phase, has made it possible to

obtain high performance in the narrow phase. More recently, Le Hericey et
al. [LEH 15] proposed a new and revised version of the collision detection

pipeline, where notably several ray-tracing algorithms may be used in order to

optimize the computations (iterative ray-tracing or not); furthermore, specific

work has been carried out on relative displacement measures in order to make

optimal use of temporal coherence. This algorithmic principle works for both

rigid and deformable objects.

Figure 3.4. Above: 512 non-convex objects fall on a plane floor.
Below: 500 objects are progressively inserted. For a color version of

this figure, see www.iste.co.uk/arnaldi/virtual.zip

Figure 3.4 presents two case studies [LEH 16] of building up collision

tests: (1) a set of objects fall simultaneously onto a single object; in which

case, the number of collisions increases in an abrupt manner, and (2) we

progressively add objects to form a pile and the number of collisions

increases regularly. In these two cases, the GPU computation makes it
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possible to obtain performances higher than 60 Hz. Figure 3.5 shows a GPU

computation result in a bi-manual interaction with a deformable system

[LEG 17] (folding a length of cloth), in which there are many self-collisions.

Figure 3.5. Interaction with a sheet that falls
on its side on an irregular surface

3.1.2. Populating 3D environments: single virtual human to a
surging crowd

3.1.2.1. Introduction

A 3D environment may be populated with virtual humans on different

scales and for different needs. Thus, populating the streets of a city may have

completely different objectives. For example, a simulation carried out in the

context of a study on urban layouts, especially on the intermodality in

transport, or populating the background of a scene in a movie (see Figure

3.6). This is the same for populating a factory, whether it is a study on how a

future assembly chain for a jumbo jet will function, or for the floor plan in

Monsters Inc. Similarly, the constraints are also different depending on

whether you are populating an interactive virtual world for VR-AR or

whether you are populating the background for a big-budget movie. In the

first case, the real-life requirement will have a significant influence on the
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quality of characters and their rendering, while in the second case, the

principal criterion will be the budget allocated for the visual special effects.

Figure 3.6. a) Illustration of a reconstruction project at Roland-Garros
by Digital District. b) Populating a scene in a street in the film Florence

Foster Jenkins by Union VFX. For a color version of this figure, see
www.iste.co.uk/arnaldi/virtual.zip

Brian Thomas Ries [RIE 11] has highlighted in his work that populating an

architectural space would reduce the instances of under-estimating distances

in a VR exploration. Chu et al. [CHU 14] examine how to take into account

social behaviors and knowledge of places in an evacuation simulator. Haworth

et al. [HAW 15] examine how to take into account crowd movements in an

architectural space in order to optimize the positioning of the support pillars.

Even though the objectives differ, certain functionalities are common. It is

therefore necessary to describe the population through physical

characteristics (e.g. morphology, age, comfortable speed, attire, accessories

used). Once the bodily envelope of the characters is created, they must be

allowed to move and behave in the environment. A certain number of tasks

will be carried out to do this and the nature and contents of these tasks will

differ, depending on the typology of the simulated behaviors. In [PAR 09],

Paris and Donikian present the pyramid of behaviors with different levels of

behavior (biomechanical, reactive, cognitive, rational and social) and the

related tasks (see Figure 3.7). Depending on the objectives of the populating

function, all or a part of this pyramid may be brought into play.

As the objective of this chapter is to give an overview of the recent work

carried out on the different blocks required to populate a 3D environment,

we propose beginning with a brief account of the field, that provides entry

points in addition to a thematic point of view on the simulation of crowds
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[BAD 14, DUI 13, ZHO 10]. The fifth volume of the third edition of the Virtual
Reality Treatise [FUC 09] also serves as a good introduction to the different

research topics on virtual humans that we discuss here.

Figure 3.7. Pyramid of behaviors

3.1.2.2. How to populate 3D environments

Much research has been dedicated to the task called navigation: this

consists of managing a person’s movement towards a defined point, while

avoiding static and dynamic obstacles. We can identify several families of

models: particle-based, cellular machines, predictive geometries, agent-

oriented, etc. [DON 09]

Some of these models have been confronted with data from the field, from

controlled experiments, or video acquisitions. Notably, Wolinski [WOL 16]

compared the behavior of several algorithms from the literature to real data,

by trying to optimize the parameters of each algorithm vis-à-vis the data sets.
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His research does not indicate that any one algorithm is more efficient than the

other studied cases. Kok et al. [KOK 16] propose an overview that is rich in

references to research based on analyses of crowd behaviors, using approaches

that draw on physics (particle-based model) and biology (behavior based on

rules and heuristics). They also offer a good overview of the analyses of crowd

behavior carried out using video observations and vision-based algorithms.

Olivier et al. [OLI 14] offer a good summary of research that uses VR within

experimental protocols in order to better understand human interactions in a

crowd. Cassol et al. [CAS 16] have used their rule-based model with ground

data from the evacuation of a four-storey nightclub. Olivier et al. [OLI 13]

have shown the non-symmetry of behavior between two people avoiding each

other as their paths cross and have highlighted different roles in the interaction.

Rio et al. [RIO 14] studied the characteristics of the tracking of one pedestrian

with respect to the person ahead of them. Gandrud et al. [GAN 16] carried out

experiments in VR, which tended to show a link between the direction of gaze

and the orientation of the head, and the pedestrian’s chosen direction. This

information could help increase the realism of the animation of characters by

automatically managing their head based on the chosen path.

Karamouzas et al. [KAR 14] have proposed a law, said to be universal,

which governs interactions between pedestrians. This law was constructed

based on the analysis of existing data on real trajectories acquired from

experimental situations (bottleneck, crossing in a pedestrian zone). This can,

in no way, be a universal law, given the small number of cases studied.

However, the authors, and others, postulate that such a law must be founded

on the use of estimated time to the collision, which is then dependent not only

on the distance from the obstacle, but also on the speed. The advantage of

speed-based models [PET 12], when compared with position-based models, is

that they are able to integrate the concept of anticipation in order to avoid

collision; thus, they are able to manage situations with a lower or a

non-homogeneous population density in a much more realistic manner.

The initial research carried out focused on taking into account social

groups in avoidance strategies [BRU 15, MOU 10]. Other types of group

behavior were studied, including movements in formation [HE 16] and

emotional contagion in a group [BOS 13]. In order to validate their model,

Bosse et al. tried to reproduce (using a video) a mass panic situation that

occurred in Amsterdam in 2010. They carried out a long and painstaking
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analysis, focusing on a few individuals in the crowd to extract their

movements over time and their behaviors, so they could then model these.

They then used a calibration method to determine the optimal values of the

parameters for each agent based on the distance between the real and modeled

trajectories. The main criticism directed at these models was that they

categorized individuals into groups depending on whether they had been

contaminants, or susceptible to contamination – but never both at once. This

is incompatible with the definition for emotional contagion that is found in

psychosociology. In effect, in the case of emotions, each agent is continually

the contaminant and contaminated. Further, the complexity of modeling and

calibrating these models makes them unusable on the scale of a crowd of

thousands of people.

Another task that must be carried out for people to move around in an

environment is planning the route. A topological representation of the

environment in the form of a Navigation Mesh is required: a representation of

the space in the form of a set of convex polygons interconnected by a

Roadmap [KAL 14]. It is possible to associate weightings with the cells

[JAK 16] in order to indicate the most frequented zones of movement (a

pedestrian path, for example). Moreover, the calculation of the path [CUI 12]

is carried out using the algorithm A* or with one of its many derivatives that

make it possible to carry out hierarchical planning (see, for example,

[PEL 16]) or to manage dynamic environments [VAN 15].

If the objective of the population is simply to make the model dynamic as

a user virtually navigates it, randomly populating it with trajectories in a loop

may be sufficient. K. Jordao proposes [JOR 15a] being able to edit and easily

assemble crowd patches to populate an urban environment, with characters

following a pre-calculated trajectory and thus reducing the computation costs

at the time of the navigation.

If, on the other hand, the objective is to study the modeling and simulation

of realistic behavior on the scale of an urban space, we then need to either

completely script the activity of the characters who populate the space, or to

model incarnate and localized activity.

In order to model behavior that is more complex than simply avoiding an

obstacle or a random movement, it is necessary to inform the environment so as

to offer the virtual humans the capacity for interactions with the environment:
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for instance, using an ATM or reading a signpost. We must also model all,

or a part of the profile of each of the individuals in the crowd (e.g. goals,

knowledge, abilities, emotional model).

Paris et al. have thus modeled and simulated the activity of travelers in a

station [PAR 09]. Each entity in the population is created at one of the

entrances to the station, with a goal to achieve (catch train number X at

Y o’clock) and characteristics (ticket already purchased or not). Depending

on their knowledge of the spaces (a state that is updated as they move

around), a list of realizable actions is updated in order to allow them to

advance towards accomplishing the final task. At the start, a traveler must

collect a ticket, get it punched, get information on the platform from which

their train will depart and, for each activity, identify the place that is

best-suited to the accomplishment of that task among all the facilities

available (see Figure 3.8).

Figure 3.8. The impact of interaction with the environment on the goals
and internal state of a virtual character [PAR 09]. For a color version of

this figure, see www.iste.co.uk/arnaldi/virtual.zip

C.J. Jorgensen has studied the simulation of the activity of residents of a

city over a long period [JOR 15b]), which required making connections
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between the informed environment and the tasks to be carried out, as well as

the temporal constraints related to realizing the activities. Trescak et al.
[TRE 14] propose reducing the modeling of behaviors in a population to a

few typical profiles and obtaining the behavior of an entire crowd by genetic

crossing. They applied this to the simulation of the behavior of an ancient city

(Uruk, 3000 B.C.).

Durupinar et al. [DUR 15] have constructed a software architecture on top

of the software environment Unity 3D (see section 3.2). This integrates

modeling and the simulation of certain psychological characteristics of

members in a crowd, such as personality, through the use of the instrument

OCEAN (Openness, Conscientiousness, Extroversion, Agreeableness,
Neuroticism); emotion-management using the OCC mode (Ortony, Clore,
Collins); and selecting actions using the PAD model (Pleasure-Arousal-
Dominance). External events will be perceived by certain members of the

crowd and will propagate themselves by an emotional contagion mechanism.

3.1.2.3. Conclusion

Despite the media buzz surrounding certain research projects, there is no

universal model for controlling crowd behavior and movements. It would be

useful to work methodically to determine the field of validity for each model

so as to avoid a trial-and-error approach on the part of end-users. One of the

difficulties here resides in correctly calibrating a model, either to calibrate it

with respect to ground data1, or to obtain a desired effect.

Another challenge is correctly coupling movement models based on

kinetics and/or dynamics with commands issued from decision-making layers

without generating artifacts, for example, feet slipping on the floor, which

constitutes a deviation from the planned trajectory; or the non-respect of the

desired speed at a given instant, or even the imposed non-plausibility of

acceleration.

Much work remains to be carried out in VR as regards co-presence and the

interactions between real and virtual humans. Another area of focus is taking

into account other sensory modalities apart from vision, especially integrating

localized and spatialized sound. The workshop on “Virtual humans and

1 David Wolinski has paved a way for this with his work [WOL 16].
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crowds for immersive environments”, organized in association with the IEEE

VR conference2 was a good illustration of the diversity and multidisciplinary

nature of the research subjects being explored.

As regards the plausibility of the movements and behaviors of virtual

humans with whom a real human will interact in a virtual world, here also

there are always improvements to put in place so as to emerge from the

uncanny valley [TIN 14]. Processing the problem of realistic populations on

the scale of a large shopping mall, or a stadium, requires successfully scaling

up current algorithms. In the case of a neighborhood in a city, there is a

greater necessity for working on coupling these algorithms with those

dedicated to the simulation of traffic. All the work done on evaluating and

validating models must be prolonged and amplified. The University of North

Carolina [CUR 16] is engaged in an interesting initiative: they propose an

open-source modular approach, which they call Menge, whose objective is to

provide a unique experiment to test and compare unitary components within a

software architecture that is dedicated to the simulation of crowds.

3.1.3. The difficulty of making 3D interaction natural

3.1.3.1. Introduction
A human being moves in a real 3D environment where using their entire

body is necessary to accomplish daily tasks: both ordinary tasks (e.g.

traveling to the office, handling objects or cooking) as well as more

demanding tasks in terms of performance, such as in sports, dance or music.

Nonetheless, interaction tasks are, by nature, intrinsically difficult and

performance and skill-acquisition take months or even years of practice.

Practice and knowledge transform a complex interaction into a natural action

such that it becomes intuitive. At present, due to the generalized availability

of low-cost solutions for hand and body tracking, gesture-based interfaces are

gaining in popularity (see section 3.1). These interfaces, which are sometimes

called NUIs (Natural User Interfaces), aim to use our implicit knowledge and,

a priori, real 3D interactions to generate intuitive user interfaces. These user

interfaces may be used with little or no training and are transparent to the

user. However, designing natural 3D interaction techniques that are

2 http://ieeevr.org/2016/program/workshop-papers/ieee-vr-workshop-on-virtual-humans-and-

crowds-for-immersive-environments/
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appropriate to virtual environments remain a difficult problem

[KUL 09, BOW 04]. When compared with real interactions, with the

exception of haptic interactions, the user interacts in a free space with no

physical constraints and no multisensory feedback. Indeed, tactile and haptic

feedback is rarely available and tridimensional spatial perception may be

deformed as a result of limitations due to the display technology. For

example, the ocular vergence-accommodation conflict may cause distances to

be underestimated or overestimated [BRU 16]. These limitations may

increase the physical demands and dexterity required on the part of the user.

For example, in an interaction where the perception of distances may be

slightly altered, the user will need to continuously correct their movements in

order to compensate for the spatial perception error. Any a priori knowledge

the user may have had can no longer be applied, and this hinders the overall

interaction process [ARG 13]. When designing 3D user interfaces, the

perception–action cycle as well as the a priori knowledge of the user must be

taken into account. In addition, this interface will require an additional phase

of learning in order to reach the expected efficiency [ARG 13].

Figure 3.9. Action-perception cycle

During the design of a new interaction technique, the perception–action
cycle must be considered in its entirety. This cycle (Figure 3.9) can be broken

down into several phases: (1) the user receives a multisensory feedback from

the virtual environment (perception), (2) they decide on and plan the action

they wish to carry out (cognition), (3) they execute the planned actions

(actions) and (4) the system interprets and executes the user’s actions
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(commands). The execution of these commands generates additional

feedback (5), and this completes the cycle.

3.1.3.2. Perception–action cycle for interaction

When designing a new technique for interaction, it is essential to consider

all the different steps in the interaction cycle to ensure that the interaction

technique is well-matched. Returning to the schema in Figure 3.9, the

designer of the interaction technique must ensure, first of all, that there is

coherence between the action–command coupling and robust and

unambiguous laws governing command, and, second, that there is feedback

(feedback and perception), which will ensure that the user has a good mental

representation of the virtual environment.

The feedback from the virtual environment (e.g. visual, auditory or haptic

feedback) must ensure that the user is aware of the present state of the virtual

environment and of their own actions (action-perception feedback), and they

respect their perception channels. The feedback provided must be precise and

complete. The actions carried out by the users are guided by the perceptual

construction of the virtual environment; if this construction is erroneous or

inexact, it will result in erroneous or inexact actions. Thus, the fidelity of the
perceptual information is primordial. Indeed, having a precise perception of

the spatial layout (sizes, distances) and interrelations in the virtual world are

key to any spatial task (e.g. estimating distances, handling objects). While

current real-time feedback systems are capable of providing spatial visual

cues (e.g. projection in perspective, occlusion, lighting, shadow effects, depth

of field effects), distance and perception of size are often skewed in

immersive systems [BRU 16].

The nature of the immersive display has an additional impact on the

interaction process. Indeed, in non-obstructive display systems (e.g.

projection-based systems), the user is constrained by the physical display and

no direct interaction is activated for any object presenting a positive parallax

[GRO 07]. In addition, the user’s own body may hide virtual objects that are

virtually closer (Figure 3.10 left). By trying to obtain a virtual object with a

negative parallax, the user’s hand may mask the projection of this objection,

thereby increasing the risk of erroneous selections, especially for small

objects. In this case, haptic feedback is rarely provided. When it comes to

obtrusive displays (e.g. a visioheadset), we must provide a virtual

representation of the user’s body. If the user’s body is not correctly tracked,
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the proprioceptive information will be in conflict with the virtual avatar, and

this may potentially hinder the process of interaction (Figure 3.10, right).

Furthermore, obtrusive screens are more likely to provoke simulator sickness

(also known as cybersickness).

Figure 3.10. Examples of potential perceptual mismatches. Left, in a projection-based
system, objects exhibiting negative parallax can be wrongly occluded by real objects
(user’s hand) as the projection of the virtual objects in the screen can be occluded.
Right, in obtrusive displays, if the user’s body is not correctly tracked, proprioceptive
and visual channels could differ, which would require motor recalibration

3.1.3.3. Interaction and action–command coupling

To make a 3D interaction more efficient and to provide appropriate

feedback, the 3D interface must provide good action–command coupling.

When designing interaction techniques, human control capacity must be

taken into account: interaction in free space is complex, imprecise and can

cause greater fatigue. A general design principle consists of minimizing the

number of degrees of freedom that are concurrently controlled; the greater the

number of degrees of freedom, the more difficult it is for the user to control

them efficiently [ARG 13]. Nonetheless, adding degrees of freedom may be

beneficial for highly qualified users. In this case, a learning phase may greatly

improve the initial performance of the users. An unambiguous

correspondence between the interaction techniques and input peripheral

device may also facilitate control [HIN 94]. For example, using an input

peripheral device with six degrees of freedom to carry out a task that requires

fewer degrees of freedom may become a source of confusion if the input
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peripheral is not restricted [HER 94]. This can be explained by the fact that

changes in the degrees of freedom that are unused by the input device are not

visible to the user, which leads to imbalance or action-perception

incoherence. Finally, additional transfer functions may be used to adjust the

gains between command and the movements on display (CD ratio).

Well-designed transfer functions may make it possible to go beyond the

limitations of human control and thus enhance precision and diminish user

fatigue. However, distinct interaction scenarios may require subtly different

transfer functions, requiring ad hoc adjustments

3.1.3.4. Conclusion

We must not, at any rate, forget user characteristics: individual
requirements and limitations. Indeed, a 3D interaction technique that is

natural for one user may not feel natural for another. To begin with, users

have individual preferences, differing levels of expertise, and they also carry

out actions in different ways. They therefore require selection and/or

manipulation techniques that are adapted to their skills or to specific training

scenarios. In addition to action–command and feedback–perception coupling,

user action must generate additional feedback that allows users to apprehend

the impact of their actions on the system. If this feedback is unambiguous, it

will enable quicker learning of that interface. The interface designer must take

these requirements and limitations into consideration in order to provide the

best-suited 3D interface for a given user to use for a given purpose. The quest

for a universal 3D interaction experience is still unfulfilled.

3.1.4. The difficulty of synthesizing haptic feedback

3.1.4.1. The problem

Haptic feedback (from the Greek haptomai, “I touch”, a term that

encompasses all kinesthetic phenomena, that is, force perception and

perception of the body in its environment, and tactile phenomena) plays an

essential role in a user’s immersion in a VR environment. Indeed, if the

command devices, proposed as motion capture systems, make it possible to

intuitively control the movements of an avatar, the user will be projected in an

impalpable virtual world and will be unable to finely control the effort exerted

on the manipulated objects. Realistic simulation of touch is, however, a very

difficult thing to bring about. This is for various reasons:
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– The variety of possible gesture interactions. We can list six exploratory

methods used to recognize objects around us (shape, volume, weight, hardness,

texture and temperature) [JON 06] and over 30 types of grips used to hold and

manipulate them [CUT 89, FEI 09], not to mention certain gestures that are

not included in these categories that take place in bodily zones other than the

hands.

– The variety and richness of the perceived haptic information. When we

touch an object, the skin enters into contact with it, then the contact area

increases as the exerted force increases. The pad of the finger may also be

locally deformed, depending on the form and texture of the objects touched, or

it may be displaced laterally if it is subject to tangential forces. It may further

be subject to global or localized vibrations.

– The complexity of the human sensory apparatus. This is made up

of a large number of varying physiological receptors [JOH 07] (Meissner

corpuscles, Merkel cells, Pacini corpuscles, Ruffini nerve terminals at the

cutaneous level, and kinesthetic receptors), whose spatial expanse, sensitivity

range in frequency and response types will vary according to the type of

receptor. The responses are also processed in a complex manner by the central

nervous system (taking into account timing, number and frequency of the

nervous activation peaks for each receptor as well as information relating to

correlations between the responses of different receptors in the same zone).

– The high sensitivity of a human being, which can differentiate between

textures whose amplitudes are between a few dozen nanometers and a few

micrometers by running a fingertip over a surface [SKE 13] and detecting a

force of a few dozen milli-Newtons [KIN 10], all the way up to frequencies of

several hundred Hertz.

– The range of forces to recreate, which can go up to a few dozen kilograms

in certain postures and directions [DAA 94], knowing that it should be possible

to apply these forces very rapidly to simulate rigid objects (it is essential that

the stiffness that the user feels be a minimum of 24200 N/m in order for it to

give a convincing impression of rigidity even with closed eyes [TAN 94]).

3.1.4.2. Software aspects

In practice, the synthesis of haptic feedback first requires the simulation

of phenomena that come into play during interactions between the user and

their environment. In the real world, these interactions are subject to the laws
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of physics, and thus it is useful to carry out a simulation of these laws in the

virtual world. It is, however, difficult to realistically model and compute the set

of phenomena involved – for example, the adhesion of surfaces, deformations,

fractures and other changes in the state of an object [CIR 13b]. This difficulty

is further aggravated by the temporal constraint: in effect, to guarantee correct

haptic feedback, the simulation must provide information at a high frequency

(typically close to the kilohertz) or else instabilities will appear or the virtual

world will appear soft and viscous.

In the field of real-time physical simulations, the last decade has been

marked by the rapid development of physical engines for video games. This

evolution is a consequence of large investments from private actors,

especially manufacturers of the NVIDIA and AMD graphics cards, in

partnership with video game editors. It is also linked to the emergence of

electronic cards that are adapted for Massive Parallel Processing born out of

the GPU (Graphic Processing Unit) technologies, which gave rise to the term

PPU (Physics Processing Unit).

Today, we find two principal products. One is PhysX from NVIDIA,

which is under a proprietary license but free of cost, and the other is Bullet,

initially released through AMD but which has since then been distributed

under an Open-Source license [GLO 10]. We must note here that, for both

PhysX and Bullet, the simulation of rigid bodies does not benefit from

accelerated computations on the GPU which is limited to the simulation of

deformable bodies, and the computation of collisions between non-convex

objects is problematic. The very recent arrival of FleX by NVIDIA3, based on

a unique approach, could potentially transform the field. However, it is still

too early to determine this. Altogether, these physical engines sacrifice

exactitude of results to a large extent, in order to improve interactivity. This

responds to a requirement that is common to both video games and Virtual

Reality; however, it is not sufficient for most professional applications.

Going beyond video games, three physical engines embody the essentials

of the progress made in the last few years: Chai3D, SOFA and XDE. Chai3D

was initially a project at Stanford University [CON 03], which then became

an independent Open-Source4. It has profited from several scientific

3 http://developer.nvidia.com/flex

4 http://www.chai3d.org
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contributions from a very active society, so much so that today it can be

considered a state-of-the art entity in its field. Finally, Chai3D supports most

haptic peripheral devices on the market and is simple to use. Unfortunately,

this engine is also still unable to process non-convex objects.

Initialized by CEMIT (Boston) and Inria (France) in 2004, SOFA5 calls

itself an Open-Source “Framework” whose goal is to provide real-time

simulation tools for medical applications [ALL 07]. The developers have

placed a great deal of emphasis on the representativity of the results and

combine many simulation techniques in a very well-stocked toolbox:

spring–mass systems, finite elements, etc. Some haptic peripherals are

supported, but not third-party libraries and only very simple models. In

practice, today SOFA is only affordable for digital simulation specialists and

has yet to reach maturity in this area.

Finally, the physical engine XDE is being developed by CEA Tech for

industrial applications that are characterized by objects with complex

geometries and drastic requirements concerning the precision of the results

[MER 12]. One of the features that really sets XDE apart is the integration of

precise contact models and natively taking into account complex kinematics.

For example, the case of simulating a human operator at work.

Furthermore, at this stage, it is useful to remember that the problem of

real-time physical simulation has two main components: one is the

identification of contact points between the objects, commonly referred to as

“collision detection” (see section 4.1), and the other is the integration of solid

mechanics and continuous medium mechanics equations, often simply called

the “solver”. In the field of collision detections, the team headed by Gabriel

Zachmann made a significant development with René Weller’s work on Inner

Sphere Trees and his other research [WEL 11]. Weller proposes Sphere

Packing, a method that consists of filling in objects using an arrangement of

non-overlapping spheres of varying sizes. As the detection of intersection

between two spheres is the same as comparing the distance between their

centers with the sum of their radii, the detection of collisions between objects

becomes a very rapid process. The crucial problem is filling in objects with

spheres. In addition, Weller presents an efficient method to do this, with

acceleration using a GPU.

5 http://www.sofa-framework.org
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A final aspect to be noted is the rapid development of free software

platforms that are dedicated to controlling robotics systems, chiefly ROS6 and

OROCOS7. These software address the problem of haptic feedback inasmuch

as they can promote interoperability between different peripheral devices:

after all, a haptic interface is a robot, which needs a control software. Rather

than developing specific modules for each product on the market, it is

possible to imagine that, in the near future, physical engines will simply

propose an interface with ROS and peripheral manufacturers will have to

adapt to this.

3.1.4.3. Material aspects
The haptic interface must recreate, as accurately as possible, the

instructions from the simulation. Over the last few years, many interfaces

have been developed to carry this out. They strive to simulate each of the

phenomena described above, whether this is the transition between free space

and contact with the haptic interfaces and exoskeleton gloves with

intermittent contacts [YOS 99, GON 15, NAK 05, FAN 09]; variation of the

contact surface area with applied force [AMB 99]; the global form of objects

[HOS 94, YOK 05, DOS 05, CIN 05, ARA 10]; vibrations [YAO 10, GIU 10]

or the texture of the objects that are touched [BEN 07, WAN 10]. These

interfaces are, however, highly specialized and cannot simultaneously

simulate all these phenomena. Most of them, moreover, are only at the

prototype stage in laboratories. Commercially available devices and those

used in the industry are essentially force-feedback interfaces, such as the

Virtuose range from Haption (www.haption.com). Consequently, we will

focus on this type of interface.

Researchers in this field are in agreement on what criteria to respect in

order to effectively stimulate the sense of touch. In particular, the user must

have minimum awareness of their presence (we speak of “transparency”).

This requires an adequate workspace without singularities; the lightest

interface, presenting the least friction possible so that the user can freely

move in free space. It also requires effort, stiffness and sufficient bandwidth,

so that we clearly feel the presence of obstacles and the transitions between

free space and contact [GOS 06]. In order to respect these criteria, regardless

6 http://www.ros.org

7 http://www.orocos.org
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of the application used, it is essential, in the most general case, that the

interface be able to generate forces of several dozen kilograms, have an

apparent rigidity of over 24200 N/m and a resolution of at least 1 μm in

position and 1mN in force (this is because, as we have seen before, the

interface measures the position of the user’s entire body in a volume of

several cubic meters). Unfortunately, this is not possible using current

technology, not to mention the potential danger of such a robot evolving with

continued contact with the user.

The result of this is that, in practice, force-feedback interfaces are adapted

to the task to be executed. Thus, Phantom Premium devices from Sensable

Technologies (recently acquired by Geomagic and then by 3D Systems) were

developed towards the end of the 1990s for low-amplitude tasks that required

limited force and only along three degrees of freedom. This choice made it

possible to obtain remarkably sensitive devices which were widely distributed

to laboratories for research into haptic perception. In 2000 and 2010, this

range was complemented by interfaces that were mass-produced at low costs

(Geomagic Touch X, Geomagic Touch and, more recently, Touch 3D Stylus).

This made it possible for this technology to enter design offices, in

association with an intuitive 3D modeling software. Other interfaces, such as

the Virtuose, range from Haption offered, in the early 2000s, a force feedback

at six degrees of freedom and coupling with CAD software such as CATIA or

Solidworks, which resulted in their widespread use in engineering offices and

design centers. However, these interfaces, as well as their competitors (e.g.

products from the company Force Dimension (www.forcedimension.com))

present several limitations.

In the first place, they restrict the user’s movements as the user can only

interact in a reduced volume, and only via a wristband or pen, thereby

severely limiting dexterity. Such interfaces, while they make it possible to

effectively interact with a digital mock-up, are no longer sufficient to

intervene in the digital factory that appeared in the early 2010s and in which

the user wants to simulate not only an assembly-chain but the complete

work-environment, including operators, in order to study the ergonomics of

workstations or to train virtual operators. Interfaces with a larger workspace

and/or allowing for greater dexterity are required for such applications. In

order to increase articulations, we can, for example, mount an existing

interface on a motorized carrier such as on the Scale1 interface from Haption

(see Figure 3.11), use a structure with tensile cables made up of motor blocks
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attached to a frame (whose dimension may easily be adapted to a CAVE) and

connected to the wristband through cables that replace the structure of the

robot [HIR 92], or even use an exoskeleton whose movements directly track

those of the user [GAR 08]. Another solution to increase the user’s freedom

of movement is using portable interfaces fixed to the fingertips

[TSA 05, MIN 07, CHI 12, TSE 14, GIR 16]. These devices, which act

locally on the pad of the finger to give the sense of touch, are compact and

light. This makes it possible to preserve the user’s dexterity. This is also the

case with the wearable exoskeleton gloves that allow a real force feedback to

the hands, but at the price of added weight, encumbrance and significantly

greater complexity [GOS 12, HAP 16] (see Figure 3.12).

Figure 3.11. The Scale 1 (left) and Able 7D (right) interfaces from
Haption (©PSA Peugeot Citroën and Haption)

A second recurring fault with most commercially available haptic

interfaces towards the end of the 1990s was the relatively low maximum

apparent rigidity, which was of the order of 1000 to 3000 N/m. This did not

greatly hinder the task of simulating fitting (assembly) tasks, inasmuch as it

was possible to play on the visual modality, which predominated with respect

to haptic modality, to give a greater impression of rigidity. On the contrary,

this is redhibitory for applications used in training in technical actions, which

have developed in large measure recently, especially in the medical field. For

such applications, it is very important that the gesture be reproduced

identically with respect to reality so that the students can reproduce the same

sensory-motor schema on the patients as those they learnt in the simulation.
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This must be especially precise in dental and osteo-surgery as we are working

on very hard objects. Much research has been carried out to increase the

rigidity and the bandwidth of the force-feedback interface. The company

Moog (www.moog.com) has developed a new haptic interface that is both

rigid, thanks to a parallel structure, and very sensitive, thanks to

force-sensors. This robot is integrated into a multimodal training platform for

training in dentistry – the Simodont Dental Trainer. This is currently being

tested by several dentistry schools [BAK 15]. CEA has also developed a new

robot for maxillofacial surgery. This has greater rigidity, thanks to a great deal

of work done on optimizing the action chain and thanks to a series of parallel

hybrid structures. The bandwidth was increased by associating it with

high-frequency vibrating wristbands [GOS 13] (see Figure 3.13).

Figure 3.12. IHS10 Force feedback gloves (left) and
MANDARIN (right) from CEA (© CEA)

A third important limitation for most haptic interfaces is that their prices

remain too high for the general public. While a great deal of progress has

been made by Sensable Technologies, followed by Geomagic and 3D

Systems, with the price of their interfaces progressively reducing from tens of

thousands of dollars for the Phantom Premium (end-1990s) to 600 dollars for

the Touch 3D Stylus (2015), this is unfortunately at the cost of greatly
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reduced performance (articulation, force capacity), sensitivity and solidity.

Novint’s Falcon is also an interesting attempt to democratize this technology,

by proposing a force–feedback interface with three degrees of freedom, for

only a few hundred euros (www.novint.com). However, despite the fact that it

came out in 2008, it has still to find a real market. The only force-feedback

interfaces that have had real success with the general public are motorized

steering-wheels. We also note that there are some interesting initiatives in the

Open-Source community. Several teams thus offer low-cost devices for

education, most often in the form of force-feedback interfaces with a single

degree of freedom [GOR 12, MAR 16]).

Figure 3.13. The multimodal technical gesture
training platform -SKILLS (© CEA)

3.1.4.4. Current situation and future prospects

For any user, haptic feedback is still often limited to a vibratory tactile

feedback, very simple on smartphones, but more complicated on video game

controllers that integrate several vibrators whose effects are combined to

generate complex haptic effects. This state of things may rapidly change as

high-performance Virtual Reality HMDs emerge on the market at a

reasonable cost. These already emphasize the lack of peripheral devices

adapted for force feedback. Devices such as the MANDARIN glove (see
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Figure 3.12), which makes use of a great deal of optimization work that is yet

to be completed, or the Dexmo F2 glove from Dexta Robotics

(www.dextarobotics.com), are attempting to meet this demand.

3.2. The real–virtual relationship in augmented reality

A virtual environment is one extreme of a continuum (see Figure 3.14),

whose other extreme is the real world in which we live. Close to the real

environment, AR applications insert virtual information into a real

environment. For augmented virtuality (AV), the predominant environment is

the virtual environment, for example, a 3D scene where one element is a real

objet, such as photos of paintings in a virtual museum. More generally, all

applications that combine both environments create “Mixed Reality” (RM).

Figure 3.14. Milgram and Kishini’s reality–virtuality continuum [MIL 94]

Figure 3.15. Interactions and transfers between
the real world and virtual worlds

AR is therefore characterized by the combination of real and virtual

information, especially from a visual point of view. To achieve this mix, at

first sight, it is essential that we have data from the real world. Any AR

system, as shown in Figure 3.15, requires a system of measurement: this is

the acquisition phase. The raw data are not directly usable as they are (e.g. a

point cloud from a scan requires a reconstruction step to determine the

corresponding surfaces from it). It is thus necessary to process this

information. Once the necessary information is extracted, it may be combined

with generated data such as illuminated 3D objects. Finally, the result of this
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combination must be viewed through a display device which is a return to

reality.

The real world is governed by the laws of physics for data from the

environment, and also those related to the presence of a user. In general, it is

therefore essential to provide a coherent combination of reality and virtuality,

whether this is from the point of view of the laws of physics or as perceived

by the user: this depends on the application, which may also combine these

two aspects. If it is desired that the virtual object is naturally integrated, then

its movements, illumination and interactions with the real world must be as

correct as is possible. When the objective is to create a real-time system, this

real→virtual→real loop brings in a latency that we must minimize. This

strong constraint influences all parts of the system.

3.2.1. Acquisition and restitution equipment

AR is mainly used in the visible domain, with the length of lightwaves

going from 380 to 780 nm. Thus, most acquisition and rendering tools

function in this field. The current democratization of AR applications is

essentially the democratization of tools, important among which are cameras

and visualization equipment (screens, visioheadsets, projectors), all of them

in a single portable peripheral device: the telephone.

In order to interact with the environment we need to acquire and take into

account a lot more data than just images acquired by a camera: what is the

surrounding geometry and what are the sources of light here, and the

properties of reflection and refraction? What are the movements of the objects

and of users? Situating the user in space is one of the crucial points of AR,

and it works on the hypothesis that the real and virtual data are co-localized;

that is, they appear to be part of the same world. The following section

focuses in particular on this localization problem. To capture information, we

most often use digital tools resulting from computer vision. However, signals

beyond the visible spectrum may also be used: optical signals out of the

visible range (e.g. infrared, which Kinect uses; see the following section),

magnetic waves (highly precise, but require a mapping of the magnetic field –

use in controllable environments such as a cockpit), sound waves (especially

for the geometry of an environment, for example sonar) and mechanical

energy (accelerometers included in mobile phones, tablets, controllers, etc.).

We will see that interaction tools are based on all these technologies.
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3.2.2. Pose computation

As can be seen in Figure 3.16, the rendering of virtual elements requires

knowledge of the disposition (transformation A) of these elements from the

user’s point of view. However, this disposition is mainly defined with respect

to a fixed point (transformation B). We then estimate the user’s point of view

with respect to this same fixed point (transformation C). It is then sufficient to

link transformations B and C to arrive again at transformation A.

Figure 3.16. Pose calculation (see the beginning of section 3.2.2)

This may be formalized by estimating a position and orientation in 3D,

often collectively called “pose”. In general, six parameters must be estimated:

three for position and three for orientation. Sometimes, some simplifying

hypotheses are postulated: many smartphone applications do not compute the

height of the smartphone and use a reasonable value.

Many different approaches have been proposed for estimating a user’s pose,

but this problem remains difficult, chiefly because:

– the pose computation must be precise: indeed, an angular deviation of

less than a degree will correspond to a deviation of approximately 2 m at a

distance of approximately 100 m. This is not acceptable in driving simulations,

for example;
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– the pose computation must be done very quickly to limit latency. A very

low refresh rate will result in both poor geometric integration and the risk of

provoking nausea in the user;

– the space in which the user moves around can also pose several problems.

For example, GPS is usable only outdoors and offers a precision of only a

few dozen meters. Markers, which will be discussed in greater detail a little

further on, must take up a large part of the image on a camera, which limits the

envisaged workspace. If the workspace is large, we must consider using multi-

scale approaches, for example, GPS for initialization and then visual tracking

in a smaller space.

We now move on to reviewing these different approaches.

3.2.2.1. Sensor-based localization (external to the camera)

An electromagnet triplet, oriented along three perpendicular directions,

may determine its position and spatial orientation by measuring the magnetic

field applied on it by another triplet. However, this solution is very sensitive to

the presence of metallic objects, which disrupt the magnetic fields. Systems

that use ultrasound emitters and captors may be very precise; however, they

are expensive and require major infrastructure.

Smartphones are now equipped with GPS functions that allow them to

locate themselves, and with accelerometers and compasses that allow them to

measure their orientation. For example, the highly successful game

Pokémon-GO uses this technology to offer AR visualization. This approach,

however, does not allow great precision: the GPS can offer, at best, precision

up to a few meters and the compass can offer precision of a few dozen

degrees. Furthermore, GPS is not accessible indoors, and it has a low update

frequency.

3.2.2.2. Marker-based localization

A tempting approach is to base ourselves on an image captured from the

user’s point of view. This approach is, in fact, very natural for AR and the

localization of cameras is an important field of research in the domain of

computer vision.

A simple solution to using the contents of an image for pose computation

is to add markers similar to that shown in Figure 3.17. These markers are
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designed so as to be easily detectable and recognizable by an automatic

image-analysis method. It can thus enable the pose computation of the

camera. Nevertheless, it is not always possible to use this approach as the

markers must be placed and localized in advance, which is restrictive. They

are also often unesthetic and distract vision in the real environment.

Figure 3.17. Using a marker to locate a camera.
Markers facilitate the pose computation of a camera, but

cannot be used for all applications (© Daniel Wagner)

3.2.2.3. Image-based localization

Image-based methods make it possible to calculate the camera’s pose

using the image itself, without the need to manipulate the scene, unlike the

approaches discussed above.

Figure 3.18 illustrates how this functions: if the spatial localization of

several elements in the real scene is known, and if their 2D positions in the

image are also known, it is then possible to calculate the camera’s pose. For

example, if these elements are points in 3D, they appear as 3D points in the

image and the camera’s pose may be computed through triangulation

[GAO 03].

However, while the geometry of the problem is now well-controlled, the

principal difficulty is automatically interpreting images to find the known

elements in the image. People who are unfamiliar with computer vision often

underestimate this difficulty: although it seems easy to interpret images that

we see, our visual cortex mobilizes hundreds of millions of neurons for this
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interpretation. This analysis by our visual cortex is carried out in an

essentially unconscious manner, which explains its apparent ease of

interpretation. However, it is very complex and still not well understood.

Figure 3.18. Image-based spatial localization. If the spatial position of
several points in the scene is known, as well as their reprojections in

the image, it is then possible to localize the camera in the same
reference as these points

A popular approach in computer vision is based on the use of points of
interest. As Figure 3.19 demonstrates, points of interest are 2D points that

correspond to discontinuities in the images. These discontinuities are

considered stable when the camera moves or when the lighting conditions are

modified: two images in the same scene, taken from two different points of

view, or under different lighting conditions, have points of interest that

correspond to the same physical points in the scene.

If we can measure the 3D position of these points of interest and identify

them in the images captured from the user’s point of view, it is then possible

to compute the user’s pose. This is, in fact, the starting point for many

methods in the scientific literature in this field. However, this approach may

fail for several reasons: for instance, a scene may offer very few points of

interest. This is often the case indoors; the appearance of the points of interest

may also vary considerably, making it difficult to identify them – this may

happen outdoors, where light can change quite drastically between morning

and evening, summer and winter, or even due to weather conditions. It is thus

useful to use pose computation methods that can remedy the over- or
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under-detection of points of interest, as well as poor matches between the 2D

and 3D points.

Figure 3.19. “Points of interest” detected automatically in two images of the same
scene. These points correspond to prominent sites in the images and most of them
correspond to the same physical points in both images. They may be used, for example,
to localize the camera if their positions in 3D are known. Many points are detected on
certain objects and very few on others, for instance, here, on the tablecloth and mug,
respectively. Objects such as the mug are thus more difficult to use to localize the
camera. For a color version of this figure, see www.iste.co.uk/arnaldi/virtual.zip

Rather than using a classic camera, which does not perceive colors,

localization methods may use cameras that perceive information on depth.

The Kinect camera, distributed with Microsoft gaming consoles, is one of the

best known examples of this. Different technologies exist: some cameras use

“structured light”, which consists of projecting a known motif in infrared.

This enables a reliable, stereographic reconstruction. Others use the

“time-of-flight” of a laser beam. The depth charts given by the cameras are a

huge help in localization, and they are used by different methods. However,

these cameras also have significant limitations: they are active sensors and

can only function in an indoor medium with restricted space; metallic

environments cause imprecisions; they also consume more energy and rapidly

deplete the battery of a mobile device.

3.2.3. Realistic rendering

Rendering virtual objects in AR is also important for convincing rendering.

Certain applications require realistic rendering. As shown in Figure 3.20, the

geometry and light in the real scene must be taken into account so that a virtual
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object appears similar to the real object with the same geometry and is made

up of the same materials:

– first of all, the real objects must occlude those parts of the virtual objects

that are situated behind them. This requires estimating the geometry of these

real objects and the point of view with great precision;

– the virtual object must appear to be illuminated by the real light sources,

which requires knowing the properties of these sources, for example, their

spatial position, their geometry or their power;

– the virtual object must cast a shadow onto the real scene. This requires

information on the geometry of the real scene, in addition to the real sources

of light;

– more generally, light exchanges between real and virtual parts must be

simulated. This can become very complex. For example, a virtual object must

diffuse the real light that falls onto it towards a real object, thereby changing

their appearance.

(a) (b) (c)

Figure 3.20. Realistic rendering. Once the point of view is known (a), the parts of
the virtual objects situated behind the real objects must be identified and deleted from
the final rendering (b). The light interactions between the real and virtual must also
be rendered. Here, removing hidden sections and throwing a shadow onto the car
helps the user perceive it in the desired position. For a color version of this figure, see
www.iste.co.uk/arnaldi/virtual.zip

This is not simply a question of esthetic effects: each of these aspects

helps in the visual interpretation of the scene. However, they are not all

equally important. For example, the position of the light sources need not be

very precisely known. This is because the visual cortex is not very sensitive to

errors of this kind. On the other hand, an error of a few pixels in the rendering

of the masking of a virtual object by a real object is easily perceptible. The
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border between the real image and the virtual image is therefore situated

along the silhouette of the real objects, and this silhouette is still quite difficult

to identify as precisely as needed, whether this is with computer vision or

depth sensors. Finally, we cannot forget that real objects are viewed without

any additional special light, while virtual objects are most often perceived

with the help of a screen or, at the least, a device that brings in a light source.

They may naturally appear brighter than their real counterparts if

compensation mechanisms are not used.

3.3. Complexity and scientific challenges of 3D interaction

3.3.1. Introduction

Over the last few years, we have seen the advent of a new generation of

3D interfaces for the general audience (e.g. Microsoft Kinect, Oculus Rift,

Leap Motion, HTC Vive, see section 3.1), which remodels the scientific

challenges related to 3D interaction with virtual or mixed worlds. VR-AR

being accessible to the general public has extended the field of applications

that use 3D interaction, while also adding new challenges to the fundamental

research on man–machine interactions and interfaces. In this section, we will

identify the principal scientific challenges faced today by research

laboratories and also companies, when they work to introduce interaction

with virtual worlds in programs they develop. We have chosen to present the

different challenges by replacing them in the 3D interaction loop, which we

will recapitulate in the next section.

3.3.2. Complexity and challenges surrounding the 3D interaction
loop

In this chapter, we have chosen the 3D interaction loop as the explanatory

framework for the scientific challenges surrounding 3D interaction with

virtual or mixed environments. This loop comes from the perception–action

loop [FUC 05], which is very often used in the literature to explain the

challenges in virtual reality and augmented reality. Figure 3.21 represents the

3D interaction loop with the three principal challenges identified. This loop

illustrates the different components of a user’s interaction with a virtual or

mixed environment. Beyond just the purely visual rendering of a 3D

environment, VR-AR aims to immerse the user in a virtual or mixed world.
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The user can thus interact with the digital content and perceive the effects of

their actions through different sensory feedback. Enabling the user to truly

immerse themselves in increasingly complex virtual environments brings in

some important challenges that research in VR-AR must confront: the user’s

gestures must be captured and then directly transmitted to the virtual world in

order to modify it in real-time. Sensory feedback refers not only to visual

feedback but must be combined with auditory and haptic feedback in a global,

multimodal response.

Figure 3.21. A representation of the three main scientific
challenges that arise within the 3D interaction loop

In this context, we identify three significant challenges, which we will

discuss in detail in the following sections, and which are diagrammatically

depicted in Figure 3.21:

– challenge 1: “sensory-motor actions for interaction”;

– challenge 2: “multisensory feedback”;

– challenge 3: “user’s perception”.

3.3.3. Challenge 1: sensory-motor actions for interaction

3.3.3.1. An explosion in capturing user data

When it comes to interaction with virtual or mixed worlds, the first

challenge is to transcribe user actions in the world with which the user wishes

to interact. A few years ago, user actions were, for the most part, restricted to
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a rough capture of the user’s movements. However, there has since been

considerable progress in 3D interfaces and today it is possible to capture

various kinds of data on the user. The most common data captured is data on

movement. This information makes it possible to retrieve the different

positions of the user and then transcribe this into the virtual or mixed world.

As many capture solutions emerge on the market, especially for the general

public, it is possible to record the positions of different parts of the user’s

body (their arms, their legs, their head) or the entire body. Nonetheless, very

precisely capturing the members of a body remains a key challenge. Thus,

capturing the user’s hand, an indispensable tool for interaction with virtual or

mixed worlds, is still not very precise. Moreover, we are still not always able

to distinguish different fingers at any given moment in the interaction. An

interesting approach to remedy this technological data capture problem is to

design interaction techniques using existing interfaces. In the case of tracking

hands, for example, the “Thing” [ACH 15] or Finexus [CHE 16] techniques

use other existing interfaces such as tablets or even magnetic sensors in order

to capture the fingers in a way that enables real-time interaction (Figure 3.22).

Figure 3.22. Illustration of an interaction technique called the “Thing”
that uses a tactile tablet in order to capture the movements of the hand

and animate a virtual hand [ACH 15]

Parallel to the challenge related to the spatial precision of data captured

from the user, the temporal dimension is also a source of scientific challenges.

Even today, real-time tracking of user movements is a significant challenge.

The temporal dimension is particularly difficult to achieve in AR: the physical

and virtual worlds must be precisely adjusted but the sensors available today

are not precise enough. Thus, AR applications are still limited in numbers for

cases where a precise overlaying of the real and virtual worlds is required.

All the same, these applications have huge potential and offer many paths for

prospective research in the years to come, whether for augmented medicine or

civil engineering, to name just two of the possible fields.
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3.3.3.2. Choosing an interaction technique

In parallel to capturing user data, there are several possible options to

transcribe these data in the virtual or mixed worlds. Perfect isomorphism may

be implemented in order to match all the degrees of freedom of the user in the

real world with those in the virtual world, so as to reproduce the real world

action as accurately as possible. Given the material limitations discussed

above in capturing the movements of the user, this perfect isomorphism has

often proven to be difficult to implement. The choice of weak isomorphism is

thus generally preferred: the user will then have recourse to mechanisms that

are generally called interaction techniques in order to carry out tasks in the

virtual environment. These techniques of interaction can then allow

themselves some deviations from actions in the real world, allowing the user

to execute actions that would be impossible to carry out in everyday life.

Non-isomorphic techniques generally make it possible to be more efficient

with respect to isomorphic techniques, with notable improvements in the time

taken to carry out a task or its degree of precision. They also make it possible

to carry out tasks that cannot be executed in an isomorphic manner due to

material constraints. Finally, the degree of isomorphism of a VR-AR

application will depend on the application context: a high degree of

isomorphism is often desired in scenarios where the objective is to reproduce

real situations, while for other scenarios, which might be more removed from

the real physical world, a deviation with respect to the real world may be

more easily accepted by the user.

It is customary to choose an interaction technique based on the task to be

carried out [LAV 17]: selecting an object, manipulating an object, navigating

a virtual environment or controlling a system. One of the challenges that

interaction techniques of the future will face is the ability to widen their

genericness so as to be applicable in other contexts than the one they were

designed for. This challenge is strongly linked to the present dependence of

these techniques on both the proposed application and the material

restrictions on available 3D interfaces. The unification of several data flows in

an interaction metaphor is yet to be explored. The rise in the number of 3D

interfaces, as well as their compatibility, will surely allow new categories of

interaction techniques to emerge.



162 Virtual Reality and Augmented Reality

3.3.3.3. The 3D interfaces of tomorrow

Over and beyond motion capture, there are many other types of user data

that can now be recorded, related to the diversity in the new 3D interfaces

proposed over the last few years, both in laboratories and within companies.

For instance, it is now possible to track the entire body of the user with the

help of interfaces that use the user’s equilibrioception [MAR 11]

(Figure 3.23). On a smaller scale, the user’s eyes can be tracked in real time

thanks to increasingly high-performance systems. The user’s abilities can also

be enhanced, for example, with 360° vision [ARD 12]. Finally, it is now also

possible to capture the user’s physiological measurements, such as their

muscle activity8 or even more innovatively to measure brain activity using a

brain–computer interface [LEC 13] (see section 6.2). The principal scientific

challenge related to this multitude of data resides in the processing of the

data: even today, there are many scientific problems to overcome in order to

successfully synchronize the data and transcribe it, in all its richness, to

interact with a virtual or mixed world.

Figure 3.23. Illustration of a new category of interfaces where the whole body of the
user is used to interact with virtual worlds. The interface, called “Joyman”, uses human
equilibrioception to establish the law of control that makes it possible to navigate virtual
environments [MAR 11]

In parallel to the increasing amount of data that can be captured from the

user, the nature of the 3D interfaces used to interact with virtual worlds has

also constantly been evolving over the last few years. Thus, heavy and

expensive VR equipment is used less often these days, giving way to light

interfaces that are more and more accessible to the general public. The

scientific challenge related to the 3D interfaces of tomorrow will be the ability

8 http://www.myo.com
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to offer natural interaction with the virtual or mixed world, by minimizing the

material constraints. The solutions that can offer this interaction are those that

capture data without markers, such as the Microsoft Kinect, or even interfaces

that use the human body as the projection surface [HAR 11], and these are

examples of the new generation of 3D interfaces that will develop over the

coming years.

3.3.4. Challenge 2: multisensory feedback

The feedback that the user receives when they interact with a virtual or

mixed world is fundamental to give meaning to the actions they just carried out

in the real or virtual world. In order to improve interaction, different sensory

modalities of the user are brought into play: not only sight, but also hearing

and touch are fundamental sensory modalities. In this section, we will identify

the scientific challenges related to these different sensory modalities.

3.3.4.1. Visual feedback

Sight is the sense that is most used in the majority of interactive systems,

especially virtual reality or mixed systems, in order to offer feedback to the

user.

Even though current LCD screens have attained a high degree of

technological maturity, using them for stereoscopic 3D rendering remains a

problem. Indeed, in recent years, we have seen an unprecedented growth in

3D movies and television, but the fact that we still have to wear glasses to

visualize this 3D content is an obstacle to more widespread use and the

quality of the rendering is not always up to the mark. A possible solution

could be the use of HMDs (which are getting democratized); however, too

many problems arise to enable the user to interact with the virtual

environment. Cohabitation with the real environment is also problematic.

These questions are the subject of many research projects [GUG 17]. An

initial challenge is to improve 3D rendering techniques for non-immersive

screens. In an immersive context, this consists of facilitating interaction with

the displayed content and of allowing the user to continue interacting with the

real world.

Different research projects, over the last few years, have proposed displays

on non-planar surfaces. These may be skin [HAR 11] or even a set of objects
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in a room [JON 13, JON 14, PEJ 16]. The rendering is carried out by

projectors that modify the projection in real time based on a 3D

reconstruction of the physical environment in order to correctly project the

scene. The challenge for these applications is the availability of miniature and

powerful projection systems, such that they can be carried out by the user, for

example. A second challenge is the integration of vision systems and 3D

reconstruction systems in order to render them truly useful over a wide range

of applications. Developing display surfaces that are dynamically deformable

[NAK 16], dynamically reconfigurable [LEG 16] or integrated into the user’s

clothes [POU 16] are all avenues of research to be explored and which will

see significant development in the coming years.

3.3.4.2. Force feedback

Comparative to other sensory modalities, the haptic modality, related to

the sense of touch, is largely under-exploited even today. The main reason for

this is based on the many material constraints that generally prevent adequate

haptic feedback to the user when interacting with a virtual object. Unlike

other sensory feedback, haptic feedback requires much higher refresh rates

[COL 95] and therefore requires high-performance equipment that is often

costly. In addition to this, receptors in the human body that make it possible to

restitute the sense of touch are situated all over the body, multiplying the

contact surfaces between the equipment and the user. Existing haptic devices

today are principally focused on force feedback to the user’s hands, in either a

kinesthetic or a tactile manner. Very few devices, however, offer force

feedback over several degrees of freedom or, if they do, the majority are

reduced to a single point of contact. The main scientific challenges of the

future are thus related to designing equipment that is adapted to provide

high-quality force feedback. In parallel, the need for compact and reasonably

priced devices is an additional, yet indispensable constraint for the

democratization of these devices in interactions with virtual or mixed worlds.

In addition to material constraints, much progress remains to be made to

obtain high-performance haptic feedback algorithms. Indeed, in order to

transcribe haptic sensations to the user, information related to the physical

form of the virtual objects are essential so that they are as close as possible to

the physical form of the real objects. In this context, research on physical

simulation has been proposed, first of all for rigid objects [LIN 08], and then

for deformable objects [DUR 06] and, finally, for fluids [CIR 11a]

(Figure 3.24). There are still many more properties that can be used in order
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to transcribe the sensations of the real world as finely as possible, and there

are very few efficient algorithms for these properties. The transmission of

sensations to the user’s hand is an example of a scientific challenge where

current models are just beginning to simulate interactions with surfaces that

can be deformed on contact [TAL 15].

Figure 3.24. Photograph of new physical models that allow the
modeling of virtual environments made up of solid, deformable and
liquid objects. They also allow the user to interact with two haptic

devices [CIR 11a]

3.3.4.3. Multimodal feedback

A large challenge in the field of research today is combining the different

sensory modalities. The challenges here are both material- and software-

related. From a material point of view, there is a need for high-performance

interfaces that allow different signals to be coupled while guaranteeing a

certain quality of feedback to the user, especially in terms of bandwidth

needed, which remains very high for haptic feedback. From a software point

of view, we must be able to offer algorithms that make it possible to

synchronize the different sensory modalities. Upstream this requires

high-performance models of the virtual environments for which visual,

auditory and haptic signals must all be generated. Such models are

necessarily based on the laws of physics and their simulation in interactive

time is, today, an important computing challenge. Initial solutions were

proposed in recent years [CIR 13a], but they are still almost never used in real

applications. This is especially due to the complexity of the virtual scenes to

be simulated so as to obtain satisfactory feedback for a given application.
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3.3.5. Challenge 3: users and perception

Interaction with virtual or mixed worlds necessarily implies taking into

account the human dimension, unique to each user. This human dimension

can be divided into two main areas: one that is centered on each user’s

individual perception, and the second that focuses on the interaction between

many users.

3.3.5.1. The challenge of better understanding a human being’s
abilities

Knowledge and understanding of perceptive, motor and cognitive abilities

of human beings are essential to the development of different VR-AR

technologies in order to reduce some of the side-effects observed with these

technologies – “cybersickness”, for example.

Human factors associated with perceptive, motor and cognitive abilities in

real environments have been studied for over a century by researchers in the

fields of perception science, movement science and cognitive science.

Interaction with man-made technologies brings in artifacts that do not exist in

reality, such as the introduction of latency (which is a feature of any

interactive system) the introduction of perception conflicts or the creation of

unrealistic situations.

These questions, unique to virtual systems, have already been addressed

by the scientific community through different studies [STA 98]. However,

more work remains to be done here to systematically analyze the different

perceptive, motor and cognitive factors related to virtual reality and mixed

reality, which may affect user experience. Replication studies are also being

carried out with the goal of extrapolating existing results to larger contexts

and for a wider range of users. All these projects make it possible to create

design guides, not only for material systems but also for operating systems

and, above all, applications.

3.3.5.2. How do you enable multi-user interaction?

Going beyond the perception of a single user interacting with a virtual

world, one of the significant scientific challenges today is the presence of

multiple users interacting with a virtual environment. Designing collaborative

environments where many users can work together presents two difficulties:

(1) material design and software design for collaborative systems that
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incorporate many users who may be in the same place or even in different

places, and (2) designing effective collaborative techniques of interaction in

order to allow each user to be informed by the actions of other users and thus

be able to carry out common interactions.

From a material point of view, collaborative environments require putting

in place local or extended networks between several computing machines,

which may have a significant impact on the consistency of the shared virtual

environment. From a software point of view, collaborative environments face

the same challenges as more classic environments. In addition to these, we

have problems of interoperability between the rendering engines (for

graphics, physics and behaviors). The presence of high-level collaboration

systems that enable synchronization between the different software involved

represents one of the alternatives that is being used more and more often, the

other being the direct distribution of data [LEC 15].

From an interaction technique’s point of view, multiple issues remain to be

resolved in order to facilitate interaction between multiple users. The majority

of techniques proposed at this point have been proposed in an applicative

context, primarily for virtual prototyping or assembly operations or

maintenance. While current collaborative systems allow the simultaneous

manipulation of several objects by several users, an important challenge

remains in enabling multiple users to manipulate the same object.

Communication between users is also an area that needs improvement in

order to transcribe the maximum amount of information between users and

into the environment itself. Thus, the coming years will see a large amount of

research devoted to the significant problem of integration, to enable the

introduction of multimodal data, captured from each user, as well as from the

environment itself.

3.3.6. Conclusion

We have introduced the main scientific challenges related to 3D

interaction with virtual or mixed environments by reviewing the different

stages of the 3D interaction cycle. There are many challenges, both from the

technological and scientific points of view, and we do not claim to have

offered an exhaustive list. Meeting each of these challenges will make it

possible to popularize and diversify VR-AR technologies, both for the general

public and for professionals.
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3.4. Visual perception

The immersion and presence of one or more users in a virtual environment

always comes at the cost of sensory compromises, or even conflicts. In effect,

VR devices are based on technological sleight-of-hand that confuses the

human system of perception in a more or less transparent way. This creates

perceptual biases and therefore a cognitive load, which can sometime be a

source of irritation or even physical discomfort. It is thus essential to study

human perception, in interaction with these new technologies for a better

adoption of these devices.

A user’s perception of, and reaction to, a VR system are mainly studied

using questionnaires, which are sometimes accompanied by objective

experimental measures. The discomfort and uneasiness that are caused by the

system are often clubbed under various terms such as simulator sickness,

motion sickness, cybersickness and visually induced motion sickness.

As these technologies have opened up to the general public and in new

fields of applications, such as multimedia, it is important to precisely define

these terms to help different fields come together. We will first present a

general glossary of terms related to the discomfort and sickness provoked by

virtual reality interfaces, the indications for and symptoms of these problems,

and then methods to evaluate them. We will then present the influence that

certain technological factors of the visual immersive interfaces have on

human perception and reactions.

3.4.1. A glossary of terms related to unease, fatigue and physical
discomfort

3.4.1.1. Virtual space sickness

In VR, the reactions of unease, fatigue and physical discomfort

experienced when using an immersive system are often measured using the

Simulator Sickness Questionnaire (SSQ) [KEN 93]. This questionnaire

classifies symptoms into three categories: nausea, denoted by SSQ-N,

oculomotor (headaches, visual fatigue) denoted by SSQ-O and disorientation

(vertigo, dizziness) denoted by SSQ-D. The severity of each problem is

evaluated through different questions, on a scale of 0 to 3. The scores

obtained in each category are then combined for an overall score. Depending
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on the objective of the study, the discomfort is evaluated using either this

overall score or the score for each category. This questionnaire was designed

in the 1990s, mainly for flight simulators, most often inducing both visual and

movement stimuli. Today, the term cybersickness is increasingly being used

for this discomfort; however, the evaluation method often remains the same.

Other concepts are sometimes used, such as motion sickness, mainly with

respect to simulators, and visually induced motion sickness (VIMS), mainly to

evaluate the discomfort created by vection9.

It is difficult to find consensus on the definition of each term and how to

distinguish it from others. Nonetheless, we propose comparing these

problems through different readings and past research. The main difference

between simulator sickness and cybersickness, on the one hand, and motion
sickness and VIMS, on the other, seems to reside in the types of symptoms. In

VIMS and motion sickness, we will, in effect, focus more on the symptoms

induced by a sensation of movements and linked to nausea. Thus, the Fast

Motion Sickness questionnaire, which is sometimes used to measure these

two concepts, has a higher correlation with the SSQ-N category than the

SSQ-O and SSQ-D [KES 04] sections. From another point of view, the

difference between simulator sickness and motion sickness, on the one hand,

and cybersickness and VIMS, on the other, mainly resides in the types of

stimuli and effects that provoke the discomfort. Thus, there will be a

preponderance of visual effects in the causes for cybersickness and VIMS,

while motion and simulator sickness are more likely to be caused by a

combination of visual and movement effects. According to Stanney et al.,
these differences in stimuli would explain why the disorientation was higher

in cybersickness than in simulator sickness [STA 97]. Finally, cybersickness
can be distinguished from VIMS by the fact that it is not related to virtual

reality, while VIMS is the more widely used term in a VR context (VIMS can

be used when there is discomfort that is provoked by a conflict between the

visual system and the sensation of movement, regardless of the technology

that is the source of this discomfort) [REB 16, KES 15].

Based on our analysis of the literature, the terms simulator, motion, cyber
and visually induced motion sickness seem to be distinguished from one

another based on the types of symptoms, types of induced stimuli and the

9 Vection is the sensation of movement induced by an optical flux.
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types of technologies used. However, there are some intersections and the

definitions may sometimes vary from one study to another. Table 3.1

illustrates our vision of this glossary.

We will also remind the reader that, despite these differences, these four

concepts are most often evaluated using the same questionnaire (the SSQ),

which divides the symptoms into three classes which are not independent of

each other.

Stimuli Technologies Symptoms
Simulator sickness Visual stimuli and

movements

All types of simulators All types of symptoms

Motion sickness Visual stimuli and

movements

All types of simulators Predominantly

symptoms of nausea

Cybersickness Chiefly visual

stimuli10
Digital technologies All types of symptoms

Visually Induced
Motion Sickness

Visual All types

of technologies

Predominantly

symptoms of nausea

Table 3.1. Overview of an existing glossary of “simulator sickness”

One of the challenges in carrying out research on “virtual space sickness”

is how to take into account both intra-sensory and inter-sensory conflicts.

More specifically, the conflicts between the visual and vestibular systems. As

concerns the quality of experience with multimedia systems, which is

focusing more and more on visual perception in the immersive HMDs, the

concept of fatigue and visual discomfort have been introduced to support

research on comfort and the quality of stereoscopic video systems. Although

these concepts are limited to a single sensory dimension (sight) – they can

contribute to a more general definition of a “virtual space sickness” glossary

and generic methods to study and evaluate this problem.

3.4.1.2. Quality of experience, comfort and stereoscopic video systems

According to Urvoy et al., the quality of experience when

using stereoscopic video systems may be defined across three

dimensions [URV 13a]:

– visual quality, which refers to image quality, independent of depth;

10 The user may carry out movements or move around; however, most often, no movements are

directly from the system.
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– depth quality, which refers to the quality of 3D effects, chiefly in terms

of realism and presence;

– visual comfort, which refers to physiological and psychological demands

resulting from the visualization of stereoscopic content.

The visual and depth qualities are sometimes clubbed together under the

single concept: naturalness of images [LAM 11].

One of the objectives in the field of multimedia experience quality, is to

offer objective models that are capable of predicting the quality that will be

perceived. It is therefore essential to clearly define the different aspects that we

wish to model and which may influence the quality that is experienced. In the

context of stereoscopic systems, the concepts of visual discomfort and fatigue

have therefore been particularly studied. Visual fatigue and visual discomfort

can be distinguished on perceptual and temporal aspects [URV 13b]:

– visual discomfort is visual uneasiness that is immediately perceived

by the observer through one or more negative sensations (e.g. ocular pain,

irritation, double vision or blurred vision, convergence difficulties);

– visual fatigue is caused by repeated visual efforts (e.g. recurrent large

changes in the convergence distance), which is most often associated

with symptoms perceived through physiological signs. An observer who

experiences fatigue needs an adequate period of rest to recover. There are many

signs and symptoms of visual fatigue: the presence of tears on eyelashes, a

change in blinking frequency, a feeling of dryness in the eyes, heterophory11,

accommodation and vergence problems, changes in fusion interval, headaches,

etc.

These definitions, illustrated in Figure 3.25, differentiate between signs
(objective cues that correspond to physiological measures obtained using a

defined protocol) and symptoms (subjective cues expressed by the user to

describe their perceived mental or physical state), provoked by exposure to

stereoscopic stimuli; and the manner in which they reveal this discomfort or

fatigue. This distinction makes it possible to clearly define evaluation

11 This is the pathological deviation of the eyeballs, which only appears when the vision in

both eyes is dissociated. Heterophory is different from heterotropy or strabismus, as it is not a

permanent deviation.
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methods. As discomfort is an immediate perception, constructed and

evaluated by the user, the best solution is to measure it and ask the user to

evaluate it in real-time [YAN 02]. This technique, however, remains invasive

and modifies the patient’s real experience. As visual fatigue combines signs

and systems, it is often evaluated using subjective questionnaires [YAN 02]

complemented by ophthalmological measurements (accommodation,

vergence and dilation of the pupils) [URV 13a].

Figure 3.25. Visual fatigue and discomfort: context and
terminology, as given by [URV 13b]

3.4.1.3. Objective and physiological measures

When using a questionnaire, the user is asked to give feedback on their

own experience. They may also interpret questions and what they think are

the expected answers, which could skew the results. To limit this bias, we

have recently seen an increase in the use of physiological measurements

(e.g. skin conductance, cardiac and respiratory rhythm, muscle tension,

cerebral activity) to evaluate discomfort, fatigue and cybersickness

[MOO 17, REB 16], implicitly and in real-time. These physiological

measurements may also be accompanied by measurements of posture, which

may reveal discomfort and uneasiness [REB 16].

These measurements have been facilitated by the recent development of

portable, low-cost sensors. However, there are still challenges to be overcome

in the analysis and interpretation of this data, which is rich but often noisy

and not stable from one user to another. Thus, while the links between signs
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and symptoms seem to be well-defined for visual fatigue and discomfort,

thereby facilitating the interpretation of physiological measurements, using

these measurements to study cybersickness will require, here also, a clearer

glossary of “virtual space sickness”. At present, this glossary focuses more on

symptoms than on signs.

3.4.2. Display factors

Several studies have tried to compare the impact of the display systems

to the sensations of discomfort, fatigue and uneasiness. They often concluded

that there was a greater sensation of uneasiness with HMDs. However, the

variety of differences from one display system to the next prevented them from

establishing solid conclusions. In this section, we will therefore discuss the

influence of certain material characteristics of immersive rendering systems

on perception and a sensation of discomfort, fatigue and cybersickness.

3.4.2.1. Monoscopy, stereoscopy and bi-ocular

In stereoscopic rendering devices, two slightly different images are

presented to each eye to reproduce the vision of relief and depth. If the two

images are displayed across the entirety of a screen and are separated by

polarization or temporal frequency, we speak of a stereoscopic screen. In the

case of HMDs, where two images are not superimposed, we speak of a

bi-ocular display. As a result of this procedure, and if the disparity between

the images respects the interocular distance, the user is able to visualize a

scene with relief features, which often makes it appear natural and immersive.

Nonetheless, restitution processes for stereoscopic vision bring in different

ocular and cognitive constraints, sources of discomfort and visual fatigue.

The best-known constraint is undoubtedly the de-synchronization of

demands on accommodation and vergence, illustrated in Figure 3.26. When

watching videos or virtual 3D scenes in stereoscopy, the user must

accommodate the screen while converging on the “real” position of the

object. Several studies have shown signs of visual fatigue linked to this

accommodation/vergence conflict, such as difficulty with convergence and

oculomotor instability, increased fusion time or reduced stereoscopic acuity

[URV 13a]. However, it appears that the variations in the conflict (related to

rapid movements at great depths) are more important than the conflict itself,

and they are the source of visual uneasiness [SPE 06, YAN 04, EMO 05].
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Figure 3.26. Accommodation-vergence conflict

Other cognitive constraints, mainly related to the limitations of binocular

fusion and the integration of different depth cues, may lead to visual

uneasiness in stereoscopic visualization. The zone over which the human

visual system is able to fuse the images perceived by each eye is called

“Panum’s fusional area”. Fusion is not possible outside this zone: only one of

the two images is interpreted, either by suppressing the other, or by

alternating between the two. Thus, for visualizing the 3D content in relief, the

proposed stimuli must be situated within Panum’s area. This area is,

moreover, influenced by different characteristics of the virtual experience

related to 3D content and also through the visualization system. In effect,

Panum’s area increases with the size and illumination of the stimulus, but is

reduced when the spatial frequency and temporal depth modulations increase.

The visualization of content that is dark, detailed, small in size and with

frequent depth movements may thus provoke episodes of double vision and

result in visual fatigue and discomfort [URV 13a]. Thus, Panum’s area

increases with the viewing angle, exposure time and exposure frequency

(drag): long and repeated immersive visualizations are thus conducive to a

better perception of large differences.

The first good practice when creating 3D content visualized in stereoscopy

is to restrict the collection of foveal stimuli to a zone of comfort defined as the
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association of Panum’s fusional area and the depth of the field12 (see

Figure 3.27). This comfort zone is located, depending on how it is specified,

around ±0.2 diopters for the depth of field and ±1° of the angle of disparity

with the screen (which corresponds to 1% and 2% of the screen size in terms

of crossed and uncrossed disparities. [URV 13a]. Other solutions also make it

possible to reduce the accommodation/vergence conflict. Foveal feedback

consists of modifying the resolution or sharpness of the image depending on

the position of fixations by the observer, maximizing the sharpness at the

level of fixation and adding fuzziness in peripheral vision. The fuzzy effects

modify the depth cues and size cues of the objects [HEL 10, WAN 11], and

diminish the role of accommodation [OKA 06]. This reduces the

accommodation–vergence conflict. The use of foveal feedback has been

shown to be effective in reducing visual fatigue for both classic stereoscopic

screens and HMDs [CAR 15a]. The challenge with this technique is to predict

or precisely know the user’s fixation positions, based on precise saccadic

models or real-time eye-tracking. Other, and more complex, material

solutions propose reducing the accommodation/vergence conflict in HMDs

through multifocal or multi-lens display systems [KON 16, AKE 04, LIU 09,

HU 14].

Figure 3.27. Sensory and cognitive constraints
in stereoscopic vision, according to [URV 13b]

12 The depth of the field is the zone over which the human visual system is able to

accommodate.
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3.4.2.2. Latency

Latency corresponds to the time between a user action that leads to

displacement in the virtual environment (a nod of the head, for example) and

the feedback from the environment on the screen, corresponding to the new

point of view. Latency arises due to the refresh frequency of different

components of the systems as well as the data transport and processing times.

Several studies have shown a link between the increase in latency and feelings

of uneasiness [JEN 04, JEN 00, WIL 96, DRA 01]. However, this relationship

seems more complex than a simple linear correlation, and these results cannot

always be replicated in experiments where HMDs were used

[NEL 00, MOS 11b, MOS 11a]. Thus, more than the average latency,

cybersickness [ST 15] is likely to be caused by changes in latency during the

experience. Furthermore, the HMDs produce variable latency, with the

amplitude between 10 and 100 ms, chiefly due to the interaction between the

acquisition and refreshing frequencies of motion sensors and screens

[WU 13]. The advent of virtual experience streaming in HMDs may also

influence the latency variance, directly related to the transmission speed of

data and feedback.

3.4.2.3. Field of vision

One of the important aspects in visual interfaces in virtual reality is the size

of the immersed visual field. This immersed visual field may greatly vary from

one display system to another.

In an immersive room formed of several screens, the immersed visual field

is almost total (the mounts of the stereoscopic glasses may occlude parts of

the natural visual field) and the user continues to perceive their own body:

loss of equilibrium and vestibulo-ocular conflicts are reduced. An

immersive-screen-type system only immerses part of the natural visual field

in the virtual world and the real world is left perceptible on the periphery,

which can lead to sensory inconsistencies. Many studies have shown that,

with this type of visual interface, there is an increase in cybersickness when

the immersed visual field increases, especially for a horizontal angle between

60° and 140° [SEA 02, DUH 01, LIN 02]. As with immersive screens, the

immersed visual field in HMDs is reduced (about 100° by 100° in the case of

the Oculus Rift and HTC Vive headsets today). However, unlike immersive

screens, the real world is hidden. The user therefore cannot see their own

body, and this can create postural instability and uneasiness. Thus, Moss and

Muth demonstrated that cybersickness was increased by the occlusion of the
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peripheral vision in an HMD with a visual field of 50° (horizontal) and 30°

(vertical) [MOS 11b].

The increase in discomfort and uneasiness following an increase in the

immersed visual field can be explained by the fact that peripheral vision is

most sensitive to movement. Thus, vection, the sensation of movement from

optic flow, will be more intense in the case of a greater visual

immersion [BRA 73, WEB 03]. Moreover, it has been proved that this vection

is the cause of VIMS and cybersickness [KES 15, PAL 17]. This question

becomes all the more important today, given that we are seeing the

development of headsets with greater and greater immersive capabilities,

which are being more widely used to visualize multimedia and video content

where the movements of the camera and movements of the head may be

de-correlated. This can, thereby, create dynamic stimuli in the peripheral

vision that are unpredictable and very uncomfortable (see, for

example, [KIM 15, PAL 17] on the influence of passive navigation on

cybersickness in an HMD). On adding blurriness to peripheral vision, foveal

feedback may also be a solution to diminish the feeling of discomfort induced

by moving visual stimuli.

Another aspect, potentially troubling and related to the field of vision, is

the ratio between the immersed visual field (physical visual field) and the

geometric visual field that is directly dependent on the focal length of the

camera and its position in the scene (virtual for synthetic content, or real for

photographs and 360° videos). Draper et al. [DRA 01] were the first to

demonstrate that a ratio of 1 minimized cybersickness. However, many

subsequent studies have shown the reverse; that is, different physical and

geometric visual fields (or the external and internal visual fields) made it

possible to reduce the feeling of discomfort and uneasiness

[TOE 08, BOS 10, EMM 11]. Moss and Muth [MOS 11b] could not find that

this ratio had any significant influence on cybersickness when using an HMD.

These differences in results may be explained by the different display systems

used: HMDs for [MOS 11b, DRA 01] and immersive screens for

[TOE 08, BOS 10, EMM 11]. The value of the ratio could also have

influenced these results. Indeed, if the two fields of vision, physical and

geometric, are very different, then the visual stimuli cannot stimulate the

vestibular system in a natural manner and the sensation of vection will
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therefore be reduced. This leads to a reduction in the realism, in presence and

in cybersickness [TOE 08, EMM 11]. All of this research studies the use of

virtual reality headsets for multimedia applications, where the

zoom-in/zoom-out effects and camera placement may lead to a feeling of

discomfort or uneasiness.

3.4.2.4. Qualities of the screens

The intrinsic qualities of a screen – image resolution, dynamic brightness

range, range of color and refresh frequency – may also influence perception of

the scene and induce visual discomfort.

The resolution of these immersive display systems remains a sizeable

challenge when it comes to improving the image quality of virtual reality

applications. Let us take the case of the HTC Vive headset. The resolution of

this headset is about 14 pixels per degree (horizontal) and 8 pixels per degree

(vertical), which is far from the acuity limit of human vision (which is 1

minute of an angle, which would correspond to a resolution of 60 pixels per

degree). The user may thus see pixels on the screen and, especially in

complex scenes which are highly detailed, the image may be difficult to read

and the experience may produce discomfort or even visual fatigue.

The recent development of screens called the High Dynamic Range (HDR)

and Wide Color Gamut (WCG), which are capable of reproducing a much

greater range of light and color contrasts, are now entering the world of

virtual reality headsets. For example, the Samsung Galaxy Note 7 supports

HDR videos and may be used in the Samsung Gear VR headset. These new

technologies raise several questions concerning HDR/WCG images that are

processed by tone and gamut mapping operators13. In particular, the

naturalness of the images may modify their realism and thus the presence of

the user [BAR 10, KRA 14]. Thus, an increase in contrast in virtual reality

headsets brings in the question of visual comfort.

Finally, the refresh frequency directly influences the latency of the system,

which may lead to discomfort and uneasiness.

13 Operators that carry out tonal and gamut matching.
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3.4.3. Conclusion

By striving towards greater immersion for the user, the visual rendering

systems in VR create sensory and cognitive constraints, which are sometimes

a source of discomfort, fatigue and uneasiness. The study of human

perception, in relation to the factors that create these constraints, is essential

to the development of comfortable display technologies and content. A

stimulating and ambitious challenge for the study of “virtual space sickness”

is integrating the effects of intra- and inter-sensory conflicts, which require a

clear and transversal definition (across the senses, sensations and manipulated

technologies) of the signs and symptoms of cybersickness. This would then

make it possible to develop robust and precise evaluation methods and scales,

both subjective and objective, which would help give greater scientific

validity to the obtained results.

At present, we are mainly interested in the perceptual effects of

technologies that enable the presence of the user to be increased with greater

immersion, realism and interaction. However, new AR tools, where we

superimpose digital information on reality, perceived through a non-opaque

screen14, also address new problems relative to the study of cybersickness,

mainly related to the creation of real/virtual perceptual inconsistencies.

3.5. Evaluation

3.5.1. Objectives and scope of this section

This section is centered on the human aspects of evaluation. The chosen

framework is the use, design and selection of VR-AR systems15, as

opposed to evaluation centered on the verification of technical reliability and

respect of technical specifications. It can be complemented by additional

readings, especially [BUR 06b, BUR 06a, LOU 14, HAL 15]. The challenges

of mixed reality are presented in other reference works (e.g.

[GAB 99, BUR 06b, BUR 06a, LIV 13, JUL 01, LOU 14]).

14 For example, the Microsoft HoloLens.

15 This research was partly carried out as part of the McCoy Critical (Models for Adaptive

Feedback Enrichment and Orchestration-based Virtual Reality in Critical Situations) project

no. ANR CE14-24 0021.
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3.5.2. Evaluation: a complex problem

3.5.2.1. Definition

“Evaluation” refers to the “action of evaluating”, that is, the action of

measuring, estimating, determining or even judging a value. An evaluation

may serve several purposes (e.g. designing, selecting, accompanying learning

and development, monetization) and the subjects of evaluation may be of

varying degrees of complexity: evaluating the utility of a medicine, the

efficiency of an interaction metaphor, the performance of a learning software

or even the societal impact of a public policy notion. The concept of

evaluation is thus shared across many disciplines in the human sciences (e.g.

economics, education science, psychology, ergonomics), life sciences (e.g.

medicine, biology), and engineering and design sciences (e.g. computer

sciences, virtual reality, mechanics).

3.5.2.2. Summative and formative evaluations: quantitative and
qualitative methods

Depending on the objective of the evaluation, there are two approaches

that can be distinguished: summative evaluation and formative evaluation.

Summative evaluation aims to measure the quality of a system and/or quantify

aspects of the performance of participants. This is most often the basis for a

quantitative approach (e.g. in the form of a single score or multiple scores, for

example cost and efficiency) in order to rank them with respect to either a

standard reference, or by comparing them with the competing alternatives.

Quantitative methods refer to the methods of collecting quantifiable data (e.g.

workforce, frequency, numerical values) through diverse data-gathering tools

such as the questionnaire, recording physiological data, observation of

behavior (most often instrumental observation) and collecting traces. The

appropriate statistical analysis method is used depending on the variables

(nominal, ordinal, numerical) and the characteristics of the procedures used

(especially sampling size and characteristics of the sample). These contain at

least a descriptive analysis of each variable and the crosses between the

variables. If needed, when justified by the questions and conditions, this is

then followed by the appropriate inference tests. The objective of the

summative evaluation is therefore to help make a decision. For example,

choosing between several alternatives, between an existing system and a new

system, and evaluating the cost or impact of this decision, or even verifying

its real effectiveness, for example, when using an environment for learning
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purposes. It is also possible to predict or estimate the value of performances

or dimensions of human behavior using situations in the simulation and

freeing oneself from certain constraints in the real world.

Formative evaluations aims to produce data – most often qualitative or

mixed (quantitative/qualitative) data on the observed activity and processes

put in place by users in their interactions with a system, on the difficulties

encountered and the most probable factors that would explain these

difficulties, on the identification of unforeseen needs, or even on potential

ideas for solutions to the problems and questions thus identified. Qualitative
methods, in particular, focus on exploring, understanding and providing

greater information on the relevant aspects of human activity studied in a

given situation. For example, how interactions are conducted with the system.

These methods generally make use of the analysis and elaboration of

categories based on the material collected, for example verbal content

gathered from a subject’s speech, responses to open questions, or further

questioning for more detailed information, analysis of the content of the

traces produced by the subject when performing an activity, the types of

observed behavior. Among these methods, we can mention the monograph

study, individual exploratory interviews, collective interviews (i.e. focus

groups), overt observation, documentary analyses, expert inspection of the

interface, etc. In this context, it is possible to use statistics adapted to the

analysis of nominal variables but not systematically. It depends on the

objective and characteristics of the situation where information is gathered.

The essential objective of formative evaluation beyond stimulating research

by identifying factors that could explain validity, acceptability and the use of

these new systems is to give the researcher or designer feedback, both on the

system that is being evaluated and any future changes that would be desirable,

and also on the development of research tools and procedures.

3.5.2.3. Articulating formative and summative approaches: quantitative
and qualitative methods

The current trend consists of developing a formative evaluation at least as

much as a summative evaluation is being developed, or even to combine the

two in a complementary manner in the context of a study. Attributing a value

or a score is not always sufficient inasmuch as it is a case of also (or

especially) identifying factors to explain the obtained score, as well as the

strongest keys to improvement. Additionally, in present-day research we are
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seeing a methodological change towards collecting data and indicators based

on several approaches (triangulation methodology). Ingeniously articulating

the advantages and drawbacks of these methods is consequently an important

development, especially as evaluation concerns prototypes being developed,

with a direct effect on the complexity of the evaluation and the types of

approaches to put in place. The objectives and needs of evaluation, in terms of

questions and samples, depend on whether a finalized, complete tool is being

evaluated, or a prototype of interfaces focusing on usability of the devices

and/or quality of immersion, or even a particularly innovative concept or idea

for a system. (Table 3.2).

Nature and level of
maturity of the object
being evaluated

Possible objectives for
summative evaluation

Possible objectives for
formative evaluation

Usage in real/realistic

context

– Deciding, choosing a tool

– Measuring the effectiveness,

usability, performance,

behavior

– Generalizing: testing

hypotheses, testing theories,

etc.

Informing design, explaining

observed performances,

supporting implantation,

identifying determinants for

use and acceptance, identifying

emerging needs, preparing the

next version, etc.

Interaction – Deciding between different

devices and/or metaphors

and/or types of HMIs

– Measuring the usability,

relevance of design principles,

impact of such and such factor

on usage, the precision, speed,

etc.

Informing design, explaining

observed performances,

supporting implantation,

identifying factors that impact

comprehension and interaction

with the device

Concepts, ideas – Decision: herarchization,

selecting propositions

– Measurement: originality,

perceived utility, acceptability

a priori

Carry out a detailed

elaboration, identify new

concepts and ideas, enlarge

possible uses

Table 3.2. Articulate objectives and approaches depending on the level
of maturity and nature of the system being evaluated

Specifically centered on the ergonomic evaluation of interfaces, a

particular class of methods is characterized by the absence of the method that

places the users in various situations. Generally focused on usability and the
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ergonomic quality of a mixed reality environment or tool, these methods are

derived by adapting methods from the field of human–machine interaction:

Norms, Styleguides and Recommendations adapted to mixed reality systems

[BAC 04], the use of Nielsen Heuristics, adapted to the first virtual

environments [STA 03] or even cognitive inspection to evaluate collaborative

virtual environments [TRO 03]. In the last few years, few methods and tools

seem to have been proposed for virtual environments. On the contrary, there

are several recent proposals for mobile augmented reality, based on a usability

questionnaire that was specific to these technologies (e.g. [KO 13, KOU 15]).

This class of method has the advantage of being low cost, compared with the

construction and conduction of experiments with participants. However, they

do not seem to be efficient enough to be used exclusively for design. For

example, [SCH 14] compared the efficiency of three techniques (expert

inspection, documentary inspection and user tests) to identify problems with

the usability of two virtual environments. They observed that the expert

inspection identified a much lower number of problems when compared with

the other two techniques (documentary inspection and user tests), while these

two techniques appeared to be highly complementary (Figure 3.28).

Figure 3.28. The count and distribution of usability problems identified
in two virtual environments based on the technique used to identify the

problems: expert inspection, documentary inspection
and user test; from [SCH 14]
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3.5.2.4. Taking into account the features of mixed reality when
evaluating

Mixed reality has specific features in terms of difficulties and the types of

abilities and skills required from the users. There is, first of all, a heightened

importance in the physical and gesture-based dimension in activity associated

with the usage of the device, the introduction of depth in the interaction space

and mobility. This heightened physical dimension makes it much more

difficult to use and interpret physiological data collected from user situations,

as they are susceptible to being influenced by several physiological variables

(e.g. cardiac frequency, skin conductance).

Another important characteristic is the intertwining (more or less

transparent to the users) of information present in the real environment and

the artificial information from the informatics system, or even the competition

or interference between these sources and the information.

Finally, the particularity of using such a system in an open, outdoor

environment brings in two additional difficulties: (1) variations in the

parameters in the ambience, which may affect the reliability and efficiency of

the technical devices (e.g. outside brightness in the day, strong contrasts,

humidity) and may also affect human performance (e.g. external temperature,

rain); (2) mobile use, which means the device functioning as the participant

travels around or makes some movement and results in potentially large

degrees of freedom and large variance in behaviors and data gathered, as well

as making it harder to ensure equivalence in conditions between participants.

3.5.3. Evaluation using studies with human subjects

3.5.3.1. Validity: a central concept

Validity, in psychology and ergonomics, usually refers to the

(multi-dimensional) relation that exists between a theory (or any theoretical

element: model, hypothesis, concept, instrument, text, etc.), on the one hand,

and the empirical reality it is supposed to represent, on the other. Indeed,

there are multiple classifications of types and sub-types of validity, which

differ, overlap or may even exclude each other, depending on how the

evaluation is designed (e.g. exposure and discussion in [MAR 86]).

Theoretical validity is the relationship between the procedure and

equipment put in place for the study, on the one hand, and the concepts and

theoretical elaborations mobilized to instruct the question or problem, on the
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other hand. With respect to the target questions, this validity has a bearing on

(1) the appropriate nature of the concepts and concepts for the measuring

tools that were chosen or developed, (2) identifying variables and the more

pertinent and representative relationships between them and (3) selecting

indicators that are statistically correlated to usual and relevant external criteria

in order to process the question.

Internal validity refers to the degree of certainty that we may have with

respect to the fact that the experimental manipulations of the situation are

indeed at the origin of the observed effects, rather than other external factors

which were not controlled. These external factors are related to the

characteristics of the participants (e.g. events that occurred simultaneously

with data gathering, maturity effects, re-test effects, regression effects by

selecting extreme scores, etc.) or at the same time as single or multiple

interactions between these characteristics and the components of the

experimental situations (see [CAM 63] for an in-depth discussion of the

factors that could threaten internal validity and how the different forms of the

experimental plan contribute to controlling these factors). Internal validity is

based mainly on (1) the choice of an experimental plan that makes it possible

to control external factors that may have an effect on the collected data, and

(2) using the appropriate statistical test procedures to estimate the magnitude

of an effect and conclude whether or not it exists.

External validity – often likened to ecological validity – characterizes the

possible degree of generalization of the observed results beyond the

experimental situation itself, to other groups of individuals and other types of

situations and conditions than those involved in the study. [BRA 68]

distinguishes two dimensions related to external validity: the validity of the
population – which concerns the question of the generalization of a

population that is larger than the sample actually studied, and ecological
validity, which refers to the degree to which it is possible to generalize results

and behaviors observed in a specific study (i.e. in a restricted set of situations

and indicators that were unique to the study) to the range of target situations

and problems in the “natural” milieu. Ecological validity thus assumes that

the observed effect is not just the consequence of the artificial characteristics

of the environment alone [BRA 68], but that the same effect would be

observed in other environments, especially the “natural” environment.

The concept of ecological validity returns to the more general question of

validity of studies carried out by observation in an artificial milieu, which is
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often simplified and modified to enable the control of experimental factors in

the laboratory, contrary to the observation of human behavior in its “natural

milieu”. Indeed, the simplification and reduction of “variables” present in the

experimental environment may lead to behavior and performance that is

modified, or even created solely in that situation due to the absence of

information or dimensions in the environment that are usually mobilized in

activities and to generate behavior [SNO 74].

Thus, there is no unique and absolute methodological response today to

guarantee the ecological validity of a study and its results. In effect, this

results from the interaction between many factors that are internal to both the

participants and the context, as well as the system and the scenario used.

3.5.3.2. Evaluating validity, activity and ergonomics depending on the
destination and maturity of the system?

One of the consequences of evaluation is the need to define criteria

(qualitative and quantitative) and indicators or dimensions for analysis. These

depend most often on the chosen objectives for the system. From this point of

view, using user satisfaction as the sole means of evaluating quality is

becoming less and less acceptable; studies are increasingly looking beyond

performance (precision, rapidity) and criteria for utility, to other dimensions

of activity (e.g. cognitive costs, learning) and, more broadly, the user

experience (e.g. presence, engagement, persistence in use, psychological

comfort or discomfort, confidence) depending on the type of application. The

proposed use of the system as well as its contexts of use initially define the

uses and performances that will serve as the evaluation framework. There are

four principal categories: tools to produce scientific data on behavior,

learning tool, tools used to execute a task, and finally, tools for entertainment

or cultural purposes. These categories are the same as the different central

categories for evaluation: internal and external validity, for the first two, and

utility, usability, user experience and other criteria related to the ergonomics

of a system for the third and fourth. In the following section, we will discuss

these and other associated criteria.

3.5.3.2.1. The controlled simulation of real environments to study
human behavior

When this is the purpose of a mixed reality environment or tools, the

main objective is to bring about a simulacrum of a situation with reference

to the properties of a real environment and a real situation, which must then

be recreated as accurately and authentically as possible; this is the case with
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driving simulators, for example, or any other use for the varied mixed reality

devices used to study any facet of human activity. Two types of applications

may co-exist in this category:

– Research purposes: data is gathered in a more controlled laboratory

setting. The data gives information on some aspect of behavior in the “natural”

milieu;

– Used for studying for design purposes: in this case, a future activity or

use is represented such that users, who represent future users, are placed in this

situation and studied.

A recurring problem in this context is that of internal and external validity,

with the latter generally being considered the same as the concept of ecological

validity.

3.5.3.2.2. The simulation of (real) environments for learning, training
and behavioral modification

The purpose of a system of this kind is to create a simulacrum of a

situation that facilitates learning or the modification of a behavior (e.g. when

used in a therapeutic framework). The simulacrum usually makes reference to

the properties of a real environment and a real situation, as in the

above-mentioned case, but here we can also have modifications and an

enrichment of functions depending on the learning objectives or the goals of

the behavioral modification, or even in response to the trainers’ or therapists’

needs.

The concepts of internal and external validity can also be used in the

context of these learning tools, however with a different meaning from what

we just saw. In effect, this would be evaluating the effectiveness of learning or

developing skills, as well as the deployment of these acquisitions in a real

task and situation. Thus, for Hoareau [HOA 16], the concept of internal
validity may be interpreted as the evaluation of learning that is consecutive to

the use of, and interaction with, the virtual experience/augmented reality. The

author proposes using learning performance measures during the exposure

and during the execution of the task, to verify the learning curve across the

attempts in the VE/AR. In this context, the existence of such a curve is a

measure of the internal validity of the tool, as it enables learning and

improvement of performance. However, other approaches are also possible.
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All of them try and address the following question: does the environment

enable the expected learning or behavioral modification? External validity is

then measured by the performance of the real task in real conditions.

3.5.3.2.3. Support for an action that is finalized or for a precise usage,
a population and different contexts of use

The objective here is to design a tool that will aid in an activity that has

been finalized. The environment that results from this may be partly imagined,

while also integrating elements from real situations, so as to respond to a range

of needs associated with the target activity for future users. There are two types

of applications foreseen in this category, and each requires specific evaluation

elements:

– Online virtual worlds: these offer communication and socialization

activities, for example, Second Life;

– Tools for work: the created environment aims to provide the appropriate

functions and representations to support the activity being carried out by an

individual or a group of individuals, with a view to achieving the objectives of

the task it is aiding in.

Any evaluation in this context must be based on the results obtained earlier

from a needs analysis, as well as fit into a broader framework for a

user-centered approach. In effect, we must promote evaluations that are not

based on unreliable or irrelevant criteria (e.g. realism, satisfaction) but those

that take into account criteria associated with the utility-value of the object.

That is, those that make it possible to identify and precisely measure the

improvements or significant benefits brought about by the tool, relative to the

user’s objectives, relative to existing or habitually-used tools, relative to the

environment of use and to interdependencies with its other activities

[LOU 13].

3.5.3.2.4. Games and derivatives: artistic installations

The objective of these systems is to give users an experience that is

entertaining, engaging, artistic or esthetic, through the interaction with an

environment that is totally or partially imaginary. Contrary to applications

that aim to support user activity in executing a task towards an external goal,
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these types of environments are characterized by the fact that the

user-subject’s goal is motivated by the challenge provided by the application

itself [CAR 15b] and/or the emotionally-dominated experience.

3.5.3.2.5. Destination and evaluation: an overview of questions and
criteria

The criteria that are prioritized, as well as the data-gathering measures for

evaluation, may differ depending on the device’s destination. An overview of

the dimensions and questions related to the destination is given in Table 3.3.

Depending on the case, this may have to do with verifying validity in the case

when the environment, is mobilized as a reconstruction of an ecological

environment or to confirm/disprove hypotheses on the use of VE/AR, for

example in terms of utility, acceptability, etc. Let us note in passing that the

proposed classification does not imply a mutual exclusiveness of systems as

multiple dimensions may be combined. For example, we may use

mechanisms of a game for a mixed-environment dedicated to learning. One of

the consequences of this could be that the internal and external validity, as

well as the dimensions of engagement, and the user’s experience quality, all

constitute relevant variables to be measured. The collaborative dimension is

an additional dimension that may be involved for different destinations (see

section 3.5.5.4).

3.5.3.3. Experiment plans: minimizing or neutralizing the effect of
factors that could affect internal validity

The construction of an experiment plan aims to isolate the effect of factors

that interest the researchers, while neutralizing or minimizing the effect of

other external factors that could influence the result. A first method would be

to introduce a control condition. This may be obtained by assigning a section

of the participants to a group that is not exposed to the treatment or

experimental factors being manipulated in the experience. This is called a

control group, and a plan with independent samples. Establishing the effect of

conditions or the experimental treatments requires taking measurements

before, after and even during the experiment. When the control group is put in

place, it must be ensured that the absence of the treatment is the only

difference between this and the other groups. For example, the task must be

the same as the instructions and any additional training provided and so on.

The experiments should also examine whether the treatment given to the

control group will itself have an effect (positive or negative) on the activity of
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the participants (and therefore on the data gathered). For example,

introducing a rest-period instead of the experimental treatment(s). When

evaluating the impact of a new tool, for example, one method may be to

compare two groups, one using the new tool and the other the existing tool.

Intended
application

Criteria Underlying question

Tool for controlled

simulation of real

environments for

study and research

– Research

– Design

– External validity

– Internal validity

– Is the observed effect

indeed caused by the variables

manipulated in the construction

and execution of the simulated

situation?

– Can we generalize the results

to the target population, and to

similar environments and type

of activities?

– Are the observed results

identical to or compatible with

those seen in real situations?

Tool for controlled

simulation of real

environments

for learning

and behavior

modification

– Training,

education, learning

– Use in cognitive

and behavioral

therapy

– Internal validity

– External validity

– Impact on the

learning process

and on interactions

– Does the environment

enable the desired learning of

behavioral changes?

– Is the learning transferred to

real situations?

– How does the introduction of

the tool modify the nature of

the activity and interactions of

the users involved (e.g.

learners, trainers, patients,

therapists)

Games, artistic

installations
– Games and

derivatives

– Artistic

installation

– Playability,

engagement,

entertainment

experience, flow,

emotion, esthetics

– Usability and

accessibility

– Danger

– Satisfaction

– Acceptability

– Does the user’s experience

match the design objectives?

– Is the system usable for and

accessible to users with special

needs?

– Will using the system have

any dangerous consequences

for the user or their

environment? Has the risk

of errors been minimized?

– How do the users estimate

their satisfaction?

– What is the acceptability

(a priori) or acceptance

(a posteriori) of the system?
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Tool adapted to

a specific use,

population or

pre-determined

contexts of use

– Online virtual

universe

– Work-related tool

– Utility

– Usability and

accessibility

– Danger

– Satisfaction

– Acceptability

– Impact on

processes and

interactions

– Does the proposed tool

offer any significant advantage

or ease of use for the user

relative to their objectives,

relative to existing or habitually

used tools, or relative to the

environment where it will be

used and to the dependencies on

other activities?

– Is it usable, accessible for

users with special needs

– Will using the system have

any dangerous consequences

for the user or their

environment? Has the risk

of errors been minimized?

– How do the users estimate

their satisfaction?

– What is the acceptability (a
priori) or acceptance

(a posteriori) of the system?

– How does the introduction of

the tool modify the nature of the

activity and interactions of the

users involved (e.g. learners,

trainers, patients,

therapists)

Table 3.3. Criteria and questions related to the evaluation based
on the purpose of VE/AR being studied

When the plan includes several experimental groups and conditions, we

must ensure that all the groups are similar from the point of view of the

characteristics of the participants of the sample (experience or any other

factor that may impact performance and the gathered data). A good practice

to follow is to use domain knowledge – especially the state of the art of the

literature on the concerned activity – to characterize the sample using

previously taken measures of the characteristics of the participants that are

relevant to the task, so as to verify the equivalence of the two groups, or even

to form the groups by matching them to characteristics measured beforehand.

Similarly, criteria to evaluative performance must be applied in an equivalent

manner for both groups. Performance cannot be measured using different

tools, for example, depending on the condition compared. The risk here is that

any difference that may be observed (beyond the different units and scales of
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measurements) will result from differences in the instruments and not from

any difference in the variable being measured.

In certain cases, it is possible to use each subject as their own control, by

comparing the measurements taken in the real situation before and after

exposure. We then speak of a single-subject experiment. However, a difficult

aspect with this plan is that the interpretation of any improvement may also be

linked to a confounding factor: maturation time. That is, certain skills may

see improved performance after a certain time, even without additional

practice, especially if they are intensely practiced [ROL 82].

There exist other plans without control groups which are reserved for

situations where it is not possible to form control groups. However, these

“non-experimental” groups are considered to have low internal validity and

require very good arguments for being chosen.

3.5.3.4. Sample size and composition

The composition of the sample poses three notable problems: (1) the

definition of the population we wish to study – and to which we wish to

generalize the results obtained, in cases where the objective is to generalize

findings; (2) the required sample size to test the existence of any effect; and

(3) recruiting and access to participants.

All too often there is no explicit and clear definition of the target

population, instead there is only the description of the characteristics of the

sample. Moreover, it is rarely that the aim is to generalize a population

accessible to the study (e.g. psychology students), instead, generalization is

envisaged to a much larger population. In addition, to appreciate the ability to

generalize to this target population (external validity) it is necessary to have

precise knowledge about the characteristics.

The increasing size of a sample is often associated with better

representativity of results, which may translate to better external validity.

However, in reality, things are more complex. Generally speaking, a rule of

thumb is that the number of subjects required increases as the magnitude of

the effect to prove diminishes, and/or the basic frequency of the event

becomes smaller. The sample size must therefore be chosen based on the

expected impact of the effect, which may be estimated based on reports in the

literature, and/or based on a pilot study.
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As much as possible, we avoid samples smaller than 20 subjects per

condition.

3.5.4. Drawbacks to overcome

3.5.4.1. Information that is often incomplete on the procedure and
specific characteristics of the systems

Comparing results between studies is often an arduous task today as a

result of a crucial lack of detail. First of all, on the methodological front, the

information on the procedure is often incomplete, the factors to be

manipulated and the precise operationalization of the experimental conditions

are often loosely defined or vague. As concerns the precise characteristics of

the systems involved: they are often general and not very detailed. Moreover,

there is no systematic and complete classification of the characteristics of the

systems and the activities being studied that would enable us to describe them

in such a way that they could be compared systematically and rigorously. If

this were possible, it would open up the way to carry out meta-analyses of

published research.

3.5.4.2. Frequently seen biases in methodology
Studies published at present often have a bias that limits their wider use.

Among the most frequent are the absence of a control condition in the

experimental plan, the small number of subjects per group, using subjective

measures with no reference to behavior and performance, or even measuring a

unique variable, etc. Other methodological biases are related to the data

processing and analysis. For example, we can note that there is a trend to

focus on “statistical significance” rather than the semantic and scientific

importance of the effect relative to the field. The distinction between these

two aspects is not anecdotal: the first relates to generalizing the existence of

an effect (independent of its magnitude), while the second relates to the

magnitude of the observed effect (see [COR 94] on the same). Usual

inference tests (e.g. variance analysis, student tests, χ2) are used to arrive at a

conclusion on the possibility of generalizing the effect observed on a

sample16, but does not make it possible to conclude whether the observed

16 Let us recall here that a common error is to conclude that there is no effect if the result of

the test is non-significant while it may just be that the researcher cannot arrive at a conclusion

on the meaning of the statistical test.
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effect is negligible or important. Moreover, studying the magnitude of the

effects leads to the question of their importance for the question and the

scientist. This involves defining before-hand, if possible, the values from

which we may consider an effect to be important or negligible, which is the

same as measuring the importance from the descriptive step. In the majority

of cases, the importance of the effect is judged based on the knowledge on the

field from which the problem is taken, especially on effects that are generally

reported in literature. In the case where such a reference outside the study

may not exist, several authors (in particular refer to the arguments and

reference values in [COR 94]) suggest basing oneself on an internal reference

from within the gathered data (Table 3.4). Furthermore, the magnitude of the

effect is one of the elements required to allow other researchers to use

published results to carry out meta-analyses.

Situations Indicators Benchmark values
Weak effect Medium effect Large effect

Comparison of an average

to the norm

ER = M−μ0
S

0.20 0.50
1.00

(0.80)

Comparison of the means

of two matching groups

EC = D
Sd

0.20 0.50
1.00

(0.80)

Comparison of the means

of two independent groups

EC = M1−M2
Sintra

0.20 0.50
1.00

(0.80)

Comparison of the

means of k

independent groups

η2 =
S2
inter

S2
totale

0.01 0.06
0.20

(0.14)

f2 =
S2
inter

S2
intra

0.01 0.06
0.25

(0.16)

Linear correlation R = Cov(X,Y )
SxSy

0.10
0.24

(0.30)

0.45

(0.50)

R2 = Cov2(X,Y )

S2
xS2

y
0.01

0.06

(0.09)

0.25

(0.25)

Independent towards a

contingency table

R2
c = φ2

l
0.01

0.06

(0.09)

0.25

(0.25)

Table 3.4. Benchmark values proposed by Rouanet and Corroyer
[COR 94] for different situations of data-analysis. The values between

parentheses are the values initially proposed by [COH 77]
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3.5.4.3. The situations of the study are often simplified and not very
ecological

In many tests, especially those focused on usability, the tasks given to the

subject are short and artificial, more an elementary interaction than finalized

activity in situations that have the aim of saving a certain ecology.

Additionally, even though they open up avenues to explore, a limited number

of results is directly transposable to the design of a complete tool as, except in

laboratories, the devices are never used in an isolated manner and in the

absence of constraints and organizations that characterize the real context.

Thus, carrying out an analysis of a complete system in context alone makes it

possible to specify the overall importance of each element relative to the

overall functioning [ANA 07].

3.5.4.4. Adhering to theories and models of human activity that must
be reinforced

In many studies, the potentiality of the proposed prototypes are not built on

a theoretical framework in a sufficiently detailed manner to allow for empirical

investigation – for example, in terms of learning models or activity models, the

link between action, comprehension and development of competencies. One

of the explanations for this is probably the fact that the focus is only on the

identified technological barriers, setting aside the human and organizational

dimension or, at best, contenting oneself with a naive mode, which may be

abstract and not precise enough for the end-user and their activities.

3.5.5. Evolutions in measuring performance and behavior,
characterizing participants

Over the last several years, we have seen the development, or the increased

use, of measuring instruments across diverse dimensions which may be of

interest in the evaluation of mixed reality devices. Several types of

measurements are commonly used for the subject’s performance in the task,

efficiency, satisfaction, user experience, workload or even the different

dimensions of usability of the interaction devises (for examples of

measurements across these different categories, see [BUR 06b]; see also

Table 3.5). The rest of this section will focus on presenting some of these

measurements that we find remarkable or interesting, whether they have to do

with a certain rigor and standardization, or whether they are an interesting

innovation in terms of the modes of measurements that were used earlier.
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Dimensions Quantitative measures
(examples)

Qualitative and/or subjective
measures (examples)

Performance

relative to the goals

associated with the

task

– Number or percentage of

tasks or attempts executed

successfully

– Deviations with respect

to a reference solution/

performance

– Spatial precision

– Error rate

– Just Noticeable

Difference (JND), etc.

– Judgment by experts

– Questionnaire

– Likert scale

– Semi-structured interview

– Auto-confrontation, etc.

Efficiency,

temporal

– Duration of tasks

– Reaction time (RT)

– Duration % of time

for specific steps in the

interaction, etc.

– Judgment by experts

– Questionnaire

– Likert scale

– Semi-structured interview

– Auto-confrontation, etc.

Efficiency in terms

of actions on the

interface

– Total number of required

actions

– Sub-optimal sequence

of actions or patterns of

interaction

– Number or % of

necessary actions executed,

etc.

– Judgment by experts

– Questionnaire

– Likert Scale

– Semi-structured interview

– Auto-confrontation, etc.

Workload, stress – Physiological measures

(cognitive oculometry, skin

resistance, EEG, cardiac

frequency, etc.)

– Double-task paradigm

(mental load)

– Variations in modes of

operation and control

– Self-evaluation

questionnaire

– Judgment by experts

Intelligibility,

memorization and

learnability

of the system or

interaction

– Level of intelligibility of

the system for the user

– User’s ability to predict

the behavior of the system

– Time required to learn to

use the system easily

– Number of functions

memorized in a given time,

etc.

– Judgment by experts

– Questionnaire

– Likert scale

– Semi-structured

interview

– Auto-confrontation, etc.

Table 3.5. Examples for measurements used in
evaluations that mobilize mixed-reality systems
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3.5.5.1. Measuring workload

Many different measurements for workload – especially mental work – are

used, among which the National Aeronautics and Space Administration Task

Load Index questionnaire (NASA-TLX is probably one of the most frequently

used. This is a multi-dimensional scale made up of five sub-categories

(mental demand, physical demand, temporal demand, performance and

frustration). It offers two advantages: it is a tool that has become a relatively

standard measure, which facilitates comparisons, and it is relatively simple to

use, both for the researcher as well as for the respondent. It does, nonetheless,

have certain limitations, including the fact that it is a self-evaluation. It is used

after the performance of the task (or requires interrupting the task) and

consequently makes it difficult or even impossible to take into account

dynamic fluctuations in workload over time, etc. Other methods make it

possible to evaluate work load, such as the double task method, eventually

adapted with the aim of measuring other constructions such as awareness of

the situation (see, for example, SPAM – Situation Present Assessment

Method; [DUR 04]). Physiological measurements may also be used in order

to estimate the evolution of the workload such as measuring cardiac rhythm,

electrodermal activity or variations in pupil size. However, these

measurements are not generally sufficient, especially as they are very

sensitive to physical activity by the subject, as well as to variations in the

parameters of the subject’s environment (e.g. variance in light, for pupil size).

3.5.5.2. Measuring presence

Used in a certain number of contexts, measuring presence uses various

approaches, among which the most widely used, often chosen out of

convenience, emerge from the self-evaluation questionnaire. There are many

examples of these approaches, which are distinguished mainly on the basis of

their theoretical fundamentals and the targeted dimensions (e.g. physical

presence, co-presence, social presence). The QP presence questionnaire

[WIT 98] is probably one of the most widely used approaches, along with the

shorter Slater-Usoh-Steed questionnaire [SLA 94] and the group presence

questionnaire [SCH 01]. Beyond the theoretical debates on the dimension of

presence as a subjective experience, on factors that influence this, as well as

on the relations that they have with the objectives for use, using a

standardized measure for this dimension may also constitute a dimension that

makes it possible to characterize the situations where subjects are studied and

offer an additional indicator to compare different published studies. For
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certain authors, measuring presence may provide an estimation of the

psychological validity of simulators and virtual reality environments.

3.5.5.3. Measuring acceptability: the SUS questionnaire (System
Usability Scale)

The acceptability and perceived usability of mixed-reality prototypes are

increasingly being evaluated with the help of a simple measuring tool: the

SUS (System Usability Scale; [BRO 96]). This is a simple questionnaire

made up of 10, Likert-scale type items, which are used to calculate the overall

value for the subject evaluation that users assign following their first time

using this device. This offers three advantages: it is simple and quick to use

and does not pose any comprehension problems when going from one subject

to another; it gives an overall score ranging from 0 to 100 that represents a

composite measurement of usability; it is usable and used for a large variety

of systems and interfaces. This makes it possible to compare several versions

of the same system. A study carried out by Bangor et al. [BAN 08] on 2324

questionnaires resulting from 206 tests and covering a large range of systems

and interfaces showed that it was reliable to evaluate the acceptability of a

product/system. Moreover, an additional advantage is the fact that, unlike

with other questionnaires on acceptability, the scores obtained may be

associated with adjectives to facilitate the interpretation and comparison of

scores (Table 3.6). We can find examples for this in different studies

[BAR 13, BOR 16, LEE 16]. Recently, there has been a version dedicated

specifically to hand-held augmented reality tools [SAN 14].

Range (SUS score) Central value
(SUS score)

Scale of adjectives of
usability

Acceptability

00.00–44.00 25.00 Worst imaginable Not acceptable

44.00–51.00 39.17 Poor Not acceptable

51.00–55.00 52.01 Fair Marginal low

55.00–75.00 72.75 Good
Marginal high (<70.00)

Acceptable (>70.00)

75.00–87.50 85.58 Excellent Acceptable

87.50–100.00 100.00 Best imaginable Acceptable superior

Table 3.6. Interpretation of the SUS score in terms of usability
and acceptability (adapted from Bangor et al. (2009; 2008))
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3.5.5.4. Towards a multi-dimensional measurement of inter-user
collaboration

With the rise in multi-user applications, the question of assistance and

measuring the impact of the proposed systems on collaboration becomes an

important one. In spite of this, however, few studies explore and analyze

effective collaboration processes in real or ecological situations. The analyses

carried out in current studies – whether experiments in laboratories or studies

in the field – mobilize different techniques for gathering and analyzing data

(e.g. logs, interactions between participants) centered essentially on the

quantification of interactions between participants at a fine level. Hornbaek

[HOR 06], for example, identifies measures of “communication effort”

according to studies, the number of turns per speaker, the quantity of words

produced, the number of interruptions, the proportions of questions for

clarification, etc. These measures pose many problems, among which are the

difficulty in applying them to a study that mobilizes a prototype (due to

problems with technological maturity, for instance), and the large amount of

time and effort involved for the researcher. On a more fundamental level,

these indicators do not reflect the multiple dimensions of collaboration and

have often proven to be ad hoc and non-univocal. For example, the number of

speaking chances a person gets explicitly reflects only on the

information-exchange dimension. Moreover, a higher-level number of turns to

speak may indicate close collaboration between participants, or may even

indicate a difficulty in collaboration, leading to a greater volume of verbal

exchanges. A low number of exchanges may similarly signify that important

information was not exchanged. To remedy this difficulty, other method that

aim to cover the multiple dimensions off the collaboration have been

proposed [MEI 07]. We have proposed an adaptation of this method in the

context of using collaborative virtual environments for design [BUR 09]. This

method makes it possible to rapidly extract video clips, inasmuch as it uses

subjective indicators while guaranteeing high inter-coder fidelity. The quality

of the collaboration is evaluated here along seven dimensions: (1) the fluidity

of collaboration, (2) support for mutual understanding, (3) information

exchange to resolve problems, (4) arguments and decision-making, (5) work

processes and time-management, (6) balancing contribution and (7)

individual orientation vis-à-vis collaboration. A self-evaluation questionnaire

for participants also makes it possible to measure their experience along these
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different dimensions. The method was adapted and recently applied in the

context of the analysis of the patient-therapist collaboration that made use of

an augmented reality tool [WRZ 12] and for evaluating the quality of

distance-collaboration supported by augmented reality in a task for gathering

clues at a crime-scene [LUK 15].

3.5.6. Conclusion and perspectives

The evaluation of VR-AR environments and tools, as well as the

evaluation using VR-AR environments and tools, are a non-trivial,

multi-dimensional problem. The investigation and formalization of

dimensions involved in the evaluation, depending on its purpose and

objectives (e.g. research vs. design vs. learning) make up an important avenue

for future research. Carrying out solid, controlled studies is also an important

future prospect, especially with the objective of better understanding and

improving the ecological validity of these new environments. A challenge that

has already been highlighted is the development of a more systematic

framework of descriptions of the systems and conditions under which the

studies are carried out, in order to improve comparisons between studies and

eventually in order to facilitate meta-analyses. From this point of view, it is

also important to remember that studies must be replicated to support the

generalization of the obtained results.

The development of new tools for evaluation is also an important future

prospect. These may be propositions in a framework for evaluating VR-AR

environments and taking into account new challenges, (e.g. brain–computer

interfaces [LOU 14], acceptability of AR hand tools [SAN 14]). A trend that

should be amplified is the execution of controlled tasks that aims to measure

the efficiency and effective contribution of such and such an evaluation

technique in improving the mixed reality environments that are thus designed.

As concerns mixed reality applications for learning, in particular, they

have focused essentially on learning content, technical gestures and highly

formalized procedures (e.g. [ANA 07]; for a recent review, see [MIK 11]). A

new path of work is broadening the scope of this type of application to

include high-level cognitive skills such as the cluster of “Non-Technical

Skills” [FLI 08].
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4

Towards VE that are
More Closely Related

to the Real World

For some years now, it has been clear that one of the challenges related to

the appropriation and success of virtual environments is related to their ability

to exist not only in parallel to the real world, but also in relation to it. We

first spoke of the realism of virtual environments, whether in graphical or even

behavioral terms, and discussed questions related to the transfer of learning in

the VE to the real world. It must be noted that the main emerging issue is that

of integrating the real and virtual worlds: this is a problem not only in terms of

modeling the real world for integration into VE, but also in terms of the form in

which these two worlds are overlaid to give the appearance of a single world.

This is one of the objectives of augmented reality. While this chapter gives an

overview of the current state of augmented reality, let us note that most of the

following sections can also be interpreted as techniques that may be used in

another context to connect VEs with the real world.

This chapter first examines the questions of pose computation (which could

be used to locate a user in an immersive room or to model the real world),

interactions in augmented reality, and the concept of presence in environments

that combine real and virtual elements. We then move on to the concept of 3D

interaction with tactile surfaces which, while indeed applicable to AR, can also

be generalized to other tactile surfaces such as tablets or smartphones.
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4.1. “Tough” scientific challenges for AR

4.1.1. Choosing a display device

Augmented reality has benefited from the advantages of the latest display

technology: improved resolution, contrast and refresh rate. According to the

taxonomy for augmented reality display devices that was proposed by Bimber

and Raskar [BIM 06], the display may be head-attached (HMDs, for example)

or hand-held (mobile phones, for example). The screens used may be semi-

transparent, as is the case with Google Glass, the Microsoft HoloLens or HUDs

(Head-Up Display). The screen may also be opaque, as with mobile phones or

digital tablets.

When the screen is opaque, the real environment is filmed by a camera and

then displayed on the screen; the augmentation is directly overlaid onto the

image. Certain HMDs (Head-Mounted Display) [ROL 95] are equipped with

an opaque screen and cameras to capture the real environment and to simulate

transparency. The limitations of this type of a headset are the latency between

the acquisition of the video and the restitution onto a screen, a limited field of

vision as well as loss in spatial resolution and brightness.

When the screen is semi-transparent, the real environment is seen through

transparency and the augmentation is displayed onto the screen. Thus, to

compensate for the limitations of opaque HMDs, other HMDs are made up of

a semi-reflective slide located just in front of the user’s eyes. Thus, the user

can simultaneously observe the real environment through transparency, and

visualize the augmentations through the reflections on the slide. The

limitations of these systems are an even more limited field of vision, low

brightness of the augmentation and accommodation problems (the real and

virtual objects are not located at the same depth). At the time this book goes

to print, the most buzz has been generated around the Microsoft HoloLens, a

semi-transparent HMD, as well as the Meta 2, which is not yet commercially

available.

HMPDs (Head-Mounted Projective Displays) [INA 00] are projective

headsets. They require the use of a projector located close to the user’s head,

as well as retroreflective equipment arranged in the environment. The

augmentation is projected by the projector and reflected towards the user by

these retroreflective materials. Unlike HMDs, the image here is formed
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directly in the real environment, which makes it possible to reduce the

accommodation problems [BIM 06]. Thanks to the retroreflective material,

the problems with brightness and field of vision are also reduced. PHMDs

(Projective Head-Mounted Displays) [KIJ 97] use a redirection of the

projected image using mirrors.

Figure 4.1. The Microsoft HoloLens
augmented reality headset (© WikiMedia)

The viability of these systems is closely linked to the evolution of the

in-built technologies (miniaturization of screens and projectors, for example).

It must be noted that these systems are incapable of delivering a black image

when used in a bright environment. In effect, a black image implies that only

transparency is used. All too often, however, these systems involve each user

possessing a personal display device (sometimes shared) that introduces an

intermediary for interaction with the real/virtual environment.

Initially proposed by [RAS 98b], spatial augmented reality makes it

possible to augment the real environment without the need for a screen, by

using a video projector, for instance. The augmentation is directly projected

onto the surface of real objects: it is thus naturally a multi-user system (unlike

HMDPs and PHMDs). Indeed, several users may simultaneously observe the

augmentation of the object as this is physically found in the real world. This

makes it possible to conceive of collaborative experiences, for instance, in

which the user interactions are naturally visible to all users. By extending the

Reality–Virtuality continuum (see Figure 3.14), spatial augmented reality is

closer to the real environment. However, at present, the augmentation that is

visualized is the same for all users (unlike with HMPDs and PHMDs).
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Augmented spatial reality is often used in sound and light shows. In this

context, it is generally called projection mapping. The projection surfaces are

often large surfaces, like buildings. Given the size and complexity involved, it

is necessary to use several video projectors. The zones of overlap and

differences between the projectors must then be compensated for using an

optical device or numerically [RAS 98a] to avoid being able to distinguish the

image from each projector.

In recent times, we have seen a craze for displays integrated onto surfaces

in our everyday life (e.g. walls, windows, electronic good). However, the

technology of these screens is currently limited (e.g. rigidity, thickness). In

this context, spatial augmented reality is used as a substitute for traditional

screens and enables the simulation of geometrically complex displays.

Harrison et al. [HAR 11] present a mobile and personal approach for

displaying personal information directly onto the user’s body. Several

approaches have been proposed for telepresence [PEJ 16] or to augment the

region surrounding a screen [JON 13, BEN 15]. Using a depth information

system (the Microsoft Kinect, for example) and one or more video projectors,

it is also possible to use a variety of projection supports (boards, walls, the

human body) to simulate a rendering that depends on the point of view

[BEN 14, JON 14]. The visual environment is thus completely transformed,

as shown in Figure 4.2, taken from the famous demonstration of the

invisibility cloak Inami [INA 03]. This demonstration also offers more serious

applications such as a transparent cockpit, which would improve visibility for

a driver [TAC 14].

Figure 4.2. Adaptation of the projection to the viewer’s point of view:
demonstration of optical camouflage by Tachi Lab in 2003 [INA 03]
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4.1.2. Spatial localization

As has already been discussed in section 3.2.2, image-based localization

offers several advantages compared to other spatial localization technology,

and it has been used in recent AR solutions such as Project Tango by Google,

the Microsoft HoloLens and PTC’s Vuforia.

(a) (b)

Figure 4.3. Absolute and relative poses. (a) Absolute pose computation makes it
possible to insert virtual segments, with respect to the real scene, but requires having
at least the geometric reference data. (b) Relative pose computation is simpler to
implement, as it directly estimates the geometry of the scene in the form of primitives
(points in this case). However, this only allows the insertion of virtual elements in a
marker that is dependent on the session and therefore different each time

There are, in fact, two ways of considering the problem of spatial

localization. One is using absolute pose, the other using relative pose. Both

these approaches have problems, technical solutions and very different

applications. To understand the difference between them, let us consider

Figure 4.3. For the application on the left, we wish to help the user repair an

object. The virtual elements here are defined in a marker associated with the

box. To render these elements, we must know their position within the

camera’s frame. As we have already explained at the beginning of

section 3.2.2, the solution is to calculate the pose of the camera using the

same marker linked to the box. This is the absolute pose, as it calculates pose

in a fixed frame, known beforehand, this being the box, here. It requires

knowledge obtained beforehand about the object or scene, such as their 3D

geometry and/or appearance.
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Methods computing relative pose estimate the 3D geometry of the scene,

rather than the pose itself. This is called SLAM (Simultaneous Localization

and Mapping). As can be seen in Figure 4.3(b), this geometry can be found in

the form of primitives, such as 3D points. Typically, in such an approach, the

user must define where they wish to insert the virtual elements. This is useful

for visualizing a 3D model in AR, for example, without losing contact with the

real world, unlike in VR.

Calculating relative pose would therefore appear more complex, as we

must also estimate geometry. However, this is the approach used most often

by current solutions such as Project Tango and HoloLens, for example. The

HoloLens seems to use four depth cameras in addition to color cameras,

which facilitates the reconstruction of the geometry. Project Tango, however,

can function with a single color camera. SLAM algorithms are indeed well

controlled now. The difficulties that may still come about are the appearance

of drift (an accumulation of errors in the estimation of the point of view and

the geometry throughout the session), and the management of the

reconstructed geometry, which may take up a large amount of memory if the

session is a long one. For more technical descriptions, the reader may consult

[NEW 11, ENG 14] and [MUR 15], among others.

If the SLAM algorithms work well, it is partly because they can make use

of temporal coherence between images: during a session, the point of view

changes in a continuous manner and the appearance of the scene changes very

little or not at all. This makes it easier to match the images required for the

pose computation, as shown in Figure 4.4.

Figure 4.4. The importance of matching for spatial localization. If we
can match elements from an image with those of a reference image,
and if the spatial position of these elements is known, we can then

calculate the camera’s pose for this image
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In the case where absolute pose is calculated, the matching problem is

completely different: it applies to matching images of the session with the

reference data, which may be very different. For example, we may need to

match the image of the real scene with the images acquired and localized

earlier or with a 3D model of a (real) object. Acquiring this reference data is

restrictive and may take a lot of time and money. However, the major difficulty

resides in the matching itself:

– in a case where reference data are images, these images have typically

been acquired from different points of view for the user, at a different date.

Thus, establishing correspondence between an image taken in summer and

one taken in winter, for example, remains very difficult [VER 15];

– for a large-scale application, it is also essential that a very large number

of reference images can be efficiently managed (see, for example, [ZEI 15]);

– the 3D model of an object mainly provides the geometry of the object,

but not really its appearance. Hence, it is still difficult to use such a model as a

reference for localization [WUE 07].

Research is still being carried out on these problems and, at present, there

does not seem to be any turnkey solution.

Methods to compute absolute pose also generally require more

computation time than methods to calculate relative pose. It is, however,

possible to combine both types of pose computation. For example, [ART 15]

proposes a localization method with absolute terrestrial coordinates and uses

it as the initial pose for a much faster SLAM method, which can also find the

pose for the rest of the session with the same absolute coordinates.

4.2. Topics in AR that are rarely or never approached

4.2.1. Introduction

Most of the work carried out in augmented reality has focused on problems

related to computer vision or computer graphics. However, very little work has

been carried out on aspects related to the problem of interaction between users

and augmented environments, even though these are fundamental problems.

Thus, the objective of this chapter is to describe the key trends in the field
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of interaction in augmented reality. We will mainly present techniques that

were developed for systems where the augmentation is carried out on a screen

(tablet or telephone) or through HMDs and systems where the augmentation is

directly co-localized with the physical world (spatial augmented reality).

In any case, regardless of the technology used, the augmented reality

systems are based on a credible match between the physical world and the

virtual world. In the case of tablets or HMDs, the rendering of the virtual

world is computed in real time based on the real scene, which is located

behind the device. This is the first – and principal – level of interaction, where

the user will change their point of view of the screen through natural

movements of the head, or by moving the screen as though it were a window

onto the virtual world. In the case of spatial augmented reality, this change in

point of view is completely integrated; a user will see an augmented object as

though he were looking at a real object. The possibility of changing one’s

point of view of a scene in a natural manner is a characteristic of augmented

reality systems which distinguishes these from traditional contexts of

applications. For example, on a desktop computer or a tablet, specific

interaction mechanisms must be introduced to modify the point of view, for

example, using a virtual trackball (see [JAN 15] for an overview of the state

of the art of these techniques).

In augmented reality, interaction techniques principally focus on

controlling the application (e.g. to indicate the augmentation to display) or

selecting objects, especially to obtain information about these objects. Other,

more advanced techniques, will enable the manipulation of virtual objects in

the augmented scene.

4.2.2. Hybridization through a screen or HMD

4.2.2.1. Interacting using a mobile device
The majority of augmented reality applications use simple interactions,

controlled through a tactile screen. This is mainly the case with the Diota

Player1 where the different display options are accessible through a graphic

interface (Figure 4.5). Other applications may be based on simple tactile

gestures, as is the case with the Pokémon Go application, where a virtual ball

1 Diota: http://www.diota.com
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is thrown into the real world with a quick flick of a finger towards the top of

the screen.

Figure 4.5. Interaction using a graphic interface. Image: Diota (© Diota)

Several authors have studied more advanced types of interaction, especially

to position and orient virtual objects in the real scene. Marzo et al. [MAR 14b]

are notable among these authors. They have recommended the combined use

of movements of the mobile device to which the virtual object may be attached

and tactile gestures on the surface of the screen, as shown in Figure 4.6.

Figure 4.6. A combination of movements of the telephone and
tactile gestures for the manipulation of 3D objects in mobile

augmented reality (according to [MAR 14b]). For a color version of
this figure, see www.iste.co.uk/arnaldi/virtual.zip

4.2.2.2. Interactions in air

When using an HMD, the absence of a physical screen makes the

interaction harder. Just selecting an option requires introducing specific

interaction techniques. One approach that could be used is to associate a

command with a specific gesture. Piumsomboon and colleagues propose a
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certain number of these fixed associations based on studies carried out with

users [PIU 13]. These gestures, made in air, are also sometimes directly used

to allow a pseudo-physical interaction with the virtual objects that constitute

the augmented scene. This is mainly the case with the interactions carried out

using HoloDesk [HIL 12], where the augmentation is carried out through a

semi-transparent screen.

4.2.2.3. Interaction with tangible objects

Approaches where the interaction is directly carried out in air suffer from

limitations such as user fatigue or imprecision. An interesting alternative

approach consists of using elements of the real world in an opportunistic

manner to allow users to interact with the help of physical objects [HEN 08].

Another approach consists of using tangible objects dedicated to the

manipulation of virtual objects. This is mainly the case with the objects

shown in Figure 4.7.

a) Tangible Volume; manipulation

of data using an augmented cube, ([ISS 16], (© Inria – AVIZ))

b) Hélios uses tangible objects to allow children to

manipulate astronomical bodies, ([FLE 15], (© Inria – Potioc))

Figure 4.7. Examples of manipulation using tangible objects. For a
color version of this figure, see www.iste.co.uk/arnaldi/virtual.zip
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4.3. Spatial augmented reality

4.3.1. Hybridization of the real world and the virtual world

If we wish to do away with HMDs or tablets, it may be useful to

co-localize digital information directly with the physical world, using video

projectors or small screens. For example, in MirageTable [BEN 12], the

authors combine interaction with physical objects and virtual objects that are

projected onto a curved screen. In OmniTouch [HAR 11], shown in

Figure 4.8, the digital information is directly projected onto the user’s hands

and arms. Fingers that come into contact with this display are detected using a

depth camera. PapARt2, a development kit, helps make augmented objects

interactive and is based on the same type of technology.

a) OmniTouch [HAR 11]: interaction with numerical

data projected onto the user’s hand

b) Teegi [FRE 14]: interaction with a physical

representation of our brain activity

Figure 4.8. Interactions in spatial augmented reality. For a color
version of this figure, see www.iste.co.uk/arnaldi/virtual.zip

2 PapARt: https://project.inria.fr/papart
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This type of approach, based on spatial augmented reality, makes it

possible to bring the virtual and real closer together. Users interact directly

with augmented objects without the intermediary of a screen. This may make

group work easier and make interactions more engaging. For instance, Teegi

(Figure 4.8) is a mediating device that was designed to allow a user, or a

group of users, to understand the functioning of the brain. The user’s

movements are replicated by a physical model (Teegi) onto whose head the

corresponding EEG activity is projected [FRE 14].

Other examples of interaction in spatial augmented reality are described in

[MAR 14a].

4.3.2. Current evolutions

Going beyond the digital augmentation of objects, updating these objects

is an area of development that could lead to some very interesting evolutions

in interactive systems. For example, InForm [FOL 13], shown in Figure 4.9,

is an augmented device whose shape may be modified in real time. This is

the materialization of the Radical Atoms concepts, which was proposed by

Hiroshi Ishii and his colleagues [ISH 12]. Another example of a reconfigurable

augmented system is BitDrones where the pixels will be able to reconfigure

themselves in space by means of small drones [RUB 15].

Figure 4.9. InForm [FOL 13] – modification of the shape
of an augmented object (© MIT). For a color version of this

figure, see www.iste.co.uk/arnaldi/virtual.zip
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The different technological environments – desktop, virtual reality or

augmented reality – have tended to evolve separately. Each of these offers

advantages and is limited by certain drawbacks. One of the challenges today

is to offer gateways or bridges between these different environments. Tangible

Viewport [GER 16] is an early example of such a bridge: it combines desktop

computers and spatial augmented reality within a unified environment.

4.4. Presence in augmented reality

The question of presence in augmented reality is not one that seems to arise

spontaneously. And if this is the case, then there are several reasons for this,

which must be examined, since, despite the arguments put forward, presence

in augmented reality is an essential dimension of the experience brought about

by the augmented reality interfaces.

4.4.1. Is presence in reality the model for presence in virtual
environments?

The feeling of presence seems to be an essential dimension of experience

only in two situations: either when the subject is in a real environment or

when they are in a virtual environment. Thus, augmented reality would seem,

at first glance, to be an environment where the feeling of presence was not

involved. In theory, in a real environment, presence is evidence, or even

tautology, at two levels: not only is the environment present (environmental

presence), but, in addition, the subject is present within the environment

(personal presence). This distinction between the dimensions of presence,

shown by Heeter [HEE 92], is relevant not only in a real environment but also

in a virtual environment. And if this distinction is valid for both types of

environment, it is because presence in virtual reality, defined as the subject’s

feeling that they are in a place where, in reality, they are not, implicitly takes

the model of presence in a real environment. In effect, it is presupposed in this

definition that the feeling of presence in virtual reality must as much as

possible approach the feeling that the subject experiences when in a real

environment. Hence, presence is also defined as a type of experience of

non-mediation [LOM 97], of transparency [MAR 03] or as a pseudo-natural

immersion experience [FUC 05]. Furthermore, thinking of presence in virtual

reality, as is the case here, using the model of “natural” presence in reality

(i.e. exempt from mediation) implies an assumption that must be examined on
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both the theoretical and empirical levels. From a theoretical point of view, it is

difficult to posit the objective existence of a reality per se which is not

constructed subjectively [KAN 90] or socially [BER 66]. The idea of a

natural reality and a completely natural relationship between the subject and

this reality arises from the myth of nature – a pure and original environment

shorn of every artifact. However, the distinction between the natural and

artificial is more a result of dichotomies produced by categories of language

than reality. “It is impossible to superimpose on man a lower layer of

behavior which one chooses to call natural followed by a manufactured

cultural or spiritual world. Everything is both manufactured and natural in

man, as it were in the sense that there is not a word, not a form of behavior

which does not owe something to purely biological being and which at the

same time does not elude the simplicity of animal life and cause forms of

vital behavior to deviate from their preordained direction through a sort of

leakage and through a genius for ambiguity which might serve to define

man” [MER 45]. Consequently, our relationship with the world is not natural

or free of mediation – whether this mediation is in the form of language, art, a

pair of glasses, a fork or an HMD. Thus, if presence is always more or less

mediatized, even in that environment which we call “reality”, then perhaps

the model or ideal of presence cannot be found in our contact with natural

reality. Now, it may be stated that even though we admit that relationship of

the subject with reality is not natural, the relation of the subject to the virtual

environment is quite strictly artificial in the sense that it is completely

mediatized [TAN 04]. This argument, however, does not hold good for two

reasons: first, even though we theoretically admit that the virtual environment

is, from the sensory point of view, totally artificial in that all the subject’s

senses may be ideally connected to the interface, the relationship between this

environment and the subject cannot, in itself, be totally artificial unless both

parties (i.e. the environment and the subject) are artificial. Yet, from a

psychological, biological or even ethical point of view, the subject cannot be

reduced to a mere artifact. Second, it is technically impossible, at least at

present, to empirically create a wholly artificial virtual environment. Indeed,

even in a highly immersive environment, such as a cave, even though multiple

sensory channels might be connected to the device, the subject’s feet, for

example, remain firmly planted on the (real) ground. In sum, complete

presence is impossible within an absolutely natural real environment or an

absolutely artificial environment. Moreover, while this conclusion may call

into question the concept of presence shared by researchers and virtual reality
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practitioners, it has yet to be demonstrated that presence is a relevant

dimension for a subject’s experience in augmented reality.

4.4.2. Mixed reality: an end to the real versus virtual binary?

While the concept of mixed reality is best expressed in the real-virtual

continuum [MIL 94] (which proposes a classification system for interfaces,

going from reality to virtuality, via the intermediate states of augmented

reality and augmented virtuality), it must be emphasized that the concept of

reality has a very specific meaning for these authors. In effect, Milgram and

Kishino see reality here not as “natural reality”, but a mediatized

representation of this reality: the perceived reality with which the subject

interacts is an image of reality (e.g. film images on a screen, an HMD or in a

CAVE), which may be augmented using virtual elements (i.e. synthetic

events). The presupposition that the authors hold is that being captured

through a camera neither augments nor diminishes reality but simply

represents it in the form of an image (mainly visual and auditory) using an

interface. This presupposition is not deliberately an epistemological one, it is

the direct consequence of the purpose of the contribution that the authors

wish to make (i.e. propose a taxonomy for mixed reality devices) without

reflecting on the relevance of reducing reality to its mediatized representation

in an image. This contribution falls within a technical and, in this case,

taxonomic approach to the real-virtual continuum. And this approach is the

reason that authors do not examine the question of presence, even though it

may have implications for their model relative to the subject’s experience.

Thus, how can you confine the real environment and the virtual environment

to two extremes of a continuum if the interfaces only differ in degrees? In

other words, how can you not study the concept of presence if the binary (real

vs. virtual) is actually more of a continuum? That is, there are only

differences in degrees, but they are not completely contradictory concepts.

4.4.3. From mixed reality to mixed presence

If one is aware of the fact that presence is not an aspect of experience that

is confined to the conditions of an absolutely real or absolutely virtual

experience, then it is possible to think of presence as a dimension of

experience that may be present all along the real-virtual continuum. This

perspective opens the door to a concept of presence which, like mixed reality
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(e.g. augmented reality, diminished reality and augmented virtuality), is in

itself mixed. The question then arises, how do we concretely establish the

mixed character of presence? There are broadly two ways of measuring

presence (which are not mutually exclusive). It is possible to infer presence

based on qualitative or quantitative indicators, by focusing either on

observable variables (e.g. the importing of patterns of behavior from the real

environment to the virtual environment, cardiac rhythm and sweating) or

using declarative methods (e.g. in-depth interviews and questionnaires). In the

case of declarative methods, this involves asking the subject questions in

order to know (at the minimum) whether they feel present in the environment

(personal presence) and whether they consider the environment to be present

(environmental presence). It has also been empirically, qualitatively

[NAN 15b] and quantitatively [NAN 15a] shown that the subject may

experience paradoxical feelings: a mixed presence which may, for example,

be expressed through items such as “I was in both the real environment and

the virtual environment” (mixed personal presence) or “the virtual

environment existed, yet did not exist” (mixed environmental presence).

Thus, even in a virtual environment (in this case, produced by a four-sided

cave), there is a mixed presence. Parallel to this, a series of experiments were

carried out on children playing an online game in augmented reality (the

virtual version of the labyrinth Nestlé provides on certain cereal boxes). This

made it possible to conclude that there existed a feeling of personal presence

among almost all the subjects (who were questioned after one round of the

game), even though the environment was augmented reality and not virtual

reality [MUR 16]. These studies also tend to attest to the following facts: (1)

virtual reality devices, meant to isolate the subject from the real environment

by immersing them in a virtual environment, are subjectively experienced as

mixed devices, producing mixed environments (both real and virtual); (2)

augmented reality devices, which are not meant to be immersive, may

theoretically cause a feeling of presence in the subject.

4.4.4. Augmented reality: a total environment

While the experience of an augmented reality environment falls within the

framework of an immersive experience that may bring about a feeling of

presence, this is because the subject perceives, and interacts with, an

environment where the distinction between real and virtual elements is not

relevant, in subjective terms. This argument is coherent with research that
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shows that presence and the perceived real nature of an environment in

augmented reality are two different judgments [SCH 99, SCH 01].

Furthermore, on comparing presence in virtual reality and in augmented

reality, it has been shown that the feeling of presence is higher in augmented

reality [TAN 04]. This is probably because the synthetic elements are

integrated into the real environment in which the subject, whatever they are

doing, is already present. These contributions are finally and implicitly based

on the idea that unlike a designer of augmented reality interfaces, who must

technically distinguish real elements from virtual elements in order to overlay

them, the subject who is experiencing an augmented reality environment is

not experiencing two different environments. Both from the perception as

well as the practical point of view, the subject interacts with only one

environment – the mixed environment. As a result, even though this

environment is hybrid (as it contains a mix of real and virtual elements), it is

in this combined and total environment that the subject is present. If the

subject has an immersive experience, it is because the augmented reality

environment constitutes an alternative environment into which they are

submerged. And while this does not do away with the real environment, it

alters this environment and gives it new meaning, where elements from the

real environment are augmented by other elements.

4.5. 3D interaction on tactile surfaces

This section aims to provide a (non-exhaustive) description of important

innovations in the field of 3D interaction over the last decade. At the

beginning of this book, we recalled that VR was based on two fundamental

pillars: (1) immersion (e.g. visual, auditory and haptic) in a virtual

environment, and (2) interaction between one or many users and this

environment. Therefore, if we wish to offer an overview of this technology, it

is not sufficient to describe new developments in equipment or software.

While 3D interaction is less central to AR, its importance is rising

nonetheless. From simple applications to visualize digital data that is

superimposed on the natural view, RA systems today are offering users

increasingly more refined interaction systems in order to enhance usage.

Moreover, even though this book is dedicated to VR-AR, the innovations

described in the rest of this chapter go far beyond this context and have
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repercussions for many other fields, wherever the 3D manipulation of

information is required.

4.5.1. 3D interaction

The last decade has seen an unprecedented diversification of means of

visualizing and interacting with 3D digital content. This has facilitated the

emergence of new uses and the diversification of interaction styles, which

defined the means available to a user to interact with a computer system

[SHN 97].

Historically, the first interaction style was using a command language,

which allowed expert users to enter commands (e.g. editing, manipulation)

using specialized language. The second important generation proposed filling

forms and using selection menus (often called “scrolling”) in order to allow

the input of commands and parameters by both expert users and novices.

Finally, the third dominant interact style was based on directly manipulating

the object of interest. These objects were represented in the form of

interactive graphic objects that could be directly manipulated by the user

through rapid, reversible and incremental actions. The WIMP (Windows,

Icons, Menus, Pointer) interfaces used in desktops were based on direct

interaction via the manipulation of the concerned object using a pointer (e.g.

arrow, cursor) that was indirectly manipulated by a pointing device. In

practice, depending on the task to be carried out, the manipulation is more or

less direct. For example, it is very direct when modifying an image by moving

its borders, or in moving an icon from one window to another to move a file

from a folder. It is less direct when a user has to first select a portion of the

text and then click on a button to convert the text to boldface text.

In 2007, Apple launched the iPhone and, doing so, launched the first

smartphone that was based on multipoint tactile interaction (using several

fingers) with capacitive technology, which was subsequently used by the

majority of the smartphones that came out on the market. These interfaces

were also based on a direct interaction style, but unlike the WIMP interfaces,

the interaction was carried out in a co-localized manner (the manipulation and

visualization spaces coincided) which made the interactions more direct.

Tactile interfaces also allowed for a rise in gesture interaction, which is based

on a vocabulary of gestures that enter commands, with parameters, if needed.
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Thus, for example, the “swipe” is associated with the command to change

between screens on a smartphone, or even using two fingers for translations,

rotations and changes in the size allows the simultaneous manipulation of all

the three commands and associated parameters. These interactions enable

more direct manipulation of 2D objects. 3D interaction remains difficult using

this kind of interface, even though many techniques have already been

proposed to facilitate the associated tasks. In 2010, the iPad resulted in the

democratization of the use of digital tablets, which were mainly distinguished

by a larger tactile screen but generally had the same sensors as smartphones.

Some models also enabled interaction using a digital stylus, which reduced

occultation problems and offered greater precision than that offered by

fingers. Interactions styles remained the same as those used with smartphones.

2010 was also the year that the Microsoft Kinect opened up new

possibilities for interaction with 3D content. The predominant interaction

style was gesture interaction, now in 3D instead of 2D. Today, there is no

longer any need to hold and manipulate devices for interaction. The user can

potentially interact using any part of their body, tracked by the Kinect’s 3D

camera, although hands remain the privileged means of interaction. This

device was first used in video games, but has also been used in interactive

applications for the general public. The use of this device, however, is limited

by problems with gesture segmentation, capture precision and occultations.

More precise 3D tracking of hands and fingers was then facilitated by the

Leap Motion sensor (2012). While this was first restricted to desktop use, it

can now be attached to an HMD to allow the user to interact using their hands

in the virtual environment.

In 2013, Oculus Rift made it possible to widen the use of HMDs, which

were, until then, restricted to experts. Interaction with a stereoscopic 3D

environment is principally based on the direct interaction style, although other

interaction styles are also used. 3D manipulation tasks may be carried out in a

more direct manner, as it is possible to envisage controlling objects in a

manner similar to reality, without breaking the task down into sub-tasks.

Google Glass (2014) was based on the concept of a ubiquitous computer with

the use of a small, remote screen. The predominant interaction style is vocal

interaction combined with tactile interaction on one side of the glasses. This

allows limited interaction with 3D environments or augmented reality

environments. In 2016, the launch of the Microsoft HoloLens made it

possible to envisage the democratization of augmented reality applications.
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Unlike Google Glass, this device allowed the capture of the user’s gestures,

offering the possibility of direct as well as gesture interactions.

Generally speaking, in the current interfaces, we can observe a trend

towards an integration of the interaction styles. An example of this is recent

laptop computers that combine command language interactions, form filling,

direct manipulation, 2D gesture and vocal interaction. This combination of

interaction styles makes it possible to diversify the means available to the user

to carry out a task, as some are better adapted to certain contexts than others.

The new interfaces, based on HMDs and 3D gesture capture, allow more

direct interaction with 3D environments.

4.5.2. 3D interaction on tactile surfaces

4.5.2.1. Introduction

Popularized by the iPhone in 2007, interactive tactile surfaces, especially

multi-touch screens with the ability to simultaneously detect several points of

contact, have seen considerable growth in recent times. They allowed

traditional digital applications based on mouse, keyboard and standard

screens to evolve towards mobile applications (smartphones and tablets) and

collective applications (tactile tables). With respect to more traditional

desktop contexts, tactile surfaces facilitated direct interactions; the user

directly “touches” what they see. Consequently, tactile interaction has been

widely explored and used for 2D applications such as navigation using a map

or visualizing photos. In effect, the execution of many bi-dimensional

interaction tasks (opening, turning, zooming in on a map) is perfectly adapted

to gesture interaction on tactile surfaces.

On the contrary, however, interaction with 3D content is less evident, as it

requires an association of 2D gestures with actions that require greater control

of a greater number of degrees of freedom (e.g. six degrees of freedom for

3D translations/rotations). Existing techniques that allow interaction with 3D

content in the mouse/keyboard/screen context are not directly transferable to

tactile as they were developed for a different interaction space. The objective

of this section is to provide an overview of recent developments allowing users

to easily and efficiently interact with 3D content displayed on tactile surfaces.
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4.5.2.2. 3D manipulations

A few authors have tried to stick as closely as possible to physical

behavior to manipulate 3D objects. This is mainly the case with Reisman et
al. [REI 09], who proposed extending the Rotate–Scale–Translate technique

to 3D. This technique allows movement, turning and carrying out changes in

scale on 2D objects. In their approach, they tried to resolve a system of

constraints that ensured that 3D points located on the user’s fingers would

always be co-localized with the fingers. This resulted in an interaction that

seemed intuitive, at first glance, but proved to be difficult to control when

precise manipulations were required.

For more precise manipulation, other authors chose to separate the different

degrees of freedom. This was mainly the method adopted by Hancock et al.
and Martinet et al., who proposed, respectively, the StickyTools [HAN 09]

technique and the DS3 – Depth Separated Screen Space technique [MAR 10].

In these approaches, certain movements of the fingers are directly associated

with movements of the object (e.g. to move the object in a plane parallel to the

plane of the screen) while other movements are dissociated (e.g. translations

in depth, for which using direct associations would be harder).

Finally, some authors tried to change desktop 3D manipulation techniques

to adapt them to a tactile context. This was the case with the tBox [COH 11],

which allowed a user to precisely manipulate translations, rotations and scale

changes using a 3D transformation widget that was specially designed for

tactile surfaces (see Figure 4.10). This is also the case with Eden [KIN 11], an

interactive environment that allowed graphic designers to animate 3D scenes

using 2D gestures.

4.5.2.3. Controlling point of view

A more traditional approach is used for controlling point of view, which

consists of associating a language of gestures with camera movements. For

example, two fingers coming closer or moving apart may be associated with the

zoom operation, while congruent movements of the fingers may be associated

with a Panning motion of the camera. The movements of a finger around a

second, fixed, finger, may be associated with rotations of the camera around

a pivot point, as can be done with tBox, for example. In order to refine the

controls, Klein et al. [KLE 12] also propose using the border of the display

window in the 3D data visualization frame (Figure 4.11).
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Figure 4.10. tBox 3D manipulation tool for tactile screens [COH 11]
(© Inria – Potioc). For a color version of this figure, see

www.iste.co.uk/arnaldi/virtual.zip

Figure 4.11. Tactile interaction on a large screen for the visualization of
scientific data [KLE 12] (© Inria – AVIZ). For a color version of this

figure, see www.iste.co.uk/arnaldi/virtual.zip

Dedicated widgets have also been proposed in parallel to the manipulation

of objects. This is the case with Navidget [HAC 09], where the user moves

around in the 3D scene by indicating the zone they wish to observe. Thus, the

user may focus solely on the target, without having to think about the different

movements they will have to carry out to arrive at the desired zone, as these will

be controlled automatically by the camera. This makes it possible to make the

interaction more fluid, avoiding changes in modes through menus or buttons,

which is particularly significant in the case of tactile interaction.
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4.5.2.4. Multi surfaces and stereoscopic display

In order to draw closer to the 3D nature of the observed data, while also

retaining the advantages of an interaction based on tactile gestures, some

authors have proposed new and original devices. We have, for example,

Cubtile, from the company Immersion, where five faces of a cube may be

used to execute multipoint gestures (see Figure 4.12, top). These gestures are

then interpreted as 3D commands to manipulate objects or control the

camera’s point of view. This device is dedicated to indirect usage, where

several participants can interact in front of a large screen.

Figure 4.12. Cubtile (top) and Toucheo (bottom), two examples of
devices that use tactile interaction for the manipulation of

3D objects (© Immersion – Inria Potioc). For a color version of this
figure, see www.iste.co.uk/arnaldi/virtual.zip

For Toucheo [HAC 11], the objective was to combine stereoscopic 3D

display with 2D tactile interaction. In order to allow this, a stereoscopic

screen was fixed, facing down, above a monoscopic, multipoint screen. A
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semi-transparent mirror was positioned between these two screens in order to

reflect the stereoscopic images as well as to enable visualization of the bottom

screen (see Figure 4.12, bottom). Thus, the user visualizes 3D stereoscopic

objects that seem to float above the tactile surface and interacts with these

objects through manipulation widgets that were specially designed for this

device.

Other authors have tried to combine tactile interaction on a multipoint

surface with 3D gesture interaction above the surface. This was mainly done

with MockUp Builder [ARA 12], which allowed a user to prototype 3D

objects by combing 2D and 3D gestures.

The research and development presented in these sections, among many

other projects, have contributed to making interactions with 3D content

displayed on tactile surfaces simpler, more efficient and richer. All the same,

this type of interaction is still underexplored and there is scope for many new

methods to be invented.
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5

Scientific and Technical Prospects

After having explored the new families of applications (see Chapter 1),

technological innovations related to VR-AR equipment and software (see

Chapter 2), scientific problems and barriers arising from the complexity of

this field (see Chapter 3) and the particular features of the real world-virtual

world relationship (see Chapter 4), this chapter offers a view of future

technical and scientific prospects, related to major evolutions in use. We will

first take a prospective view of the impact of technological advances on

applications in the entertainment field and, more generally, on the use of

VR-AR by the general public (see section 5.1). We will then discuss the

potential of brain-computer interactions (BCI; see section 5.2). Finally, in

section 5.3, we analyze the possibilities opened up by alternative perception

mechanisms for interactions in VR.

5.1. The promised revolution in the field of entertainment

5.1.1. Introduction

For several decades, many works of speculative fiction have depicted

revolutions brought about by immersive technologies: communicating

through holograms, immersion in a completely augmented, mixed world or

even no longer being able to be certain whether the world around us is not an

illusion. While anticipated applications had serious roles, such as increasing
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productivity, enhancing learning, assistance, design or exploration, they also

offered a whole new world of escape, creation and entertainment. Thus, the

attraction of these fantastic visions of a human completely overwhelmed by

these alternative realities was that it would allow a person to escape from their

world in a definitive manner and evolve in controlled environments, designed

after their desires. New content creators will thus have every chance to bring

these modern spectators to truly live their stories, outside books and movies,

in a medium which is no longer a game, a film or an amusement park. This

will generate a new medium for leisure and entertainment, where reality and

virtuality blend into each other. In this section, we will look at how the

development of immersive technologies over the last decade has made it

possible to anticipate some of the profound changes we will see in

entertainment in the future.

5.1.2. Defining a new, polymorphic immersive medium

Immersion is going to be at the heart of these new media. Here immersion

is used in a broad sense, that is, from a point of view of immersion strictly by

stimulation and substitution of the senses, as well as, from an interactive point

of view, in a more or less active interaction the user has with his medium,

or even from an augmented and social point of view. Moreover, it will not

be intended for use solely within a narrative framework, like a film, but as a

proper new medium. We can thus emphasize that immersive media will not be

defined in any one way, but will be eminently polymorphic, which implies an

unlimited nature: active or passive, strictly immersive or augmented/extended,

with or without haptic feedback, free and game-like or totally contained and

linear, for use in future immersion rooms, both multi-user and multi-site.

One segment of these new immersive media will therefore be completely

immersive. Immersion is a global illusion, addressing all the perceptual senses

of a human being. Thus, for this illusion to be perfect, it is essential to

artificially recreate the exact set of stimuli in an environment that a human

may perceive. However, even though realizable, this objective will require a

considerable amount of time given how rich the human perceptual system is:

beyond the five principal senses is a very complex system that must be

considered, within which there are multiple interconnections to robustify

perception of the self and the environment. Thus, perception of oneself in

space is based on a continuous mix of information that comes chiefly – but
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not exclusively – from vision and hearing, the vestibular system, individual

capacities of proprioception or even from the information received by internal

organs. If the final goal is this perfect stimulation, the illusion that we

mentioned earlier must work by combining the main senses and by distorting

the feedback they provide. And so, taking this further: by deceiving the

overall system we can even imagine that future innovative immersive

experiences will give feedback that could not, in fact, be experienced in

reality.

In the short-term, the industry will, in any case, focus on the main senses.

Looking at the evolutions over the past decade, we can easily anticipate that

different actuators will be available on the market, and the end-users can

equip themselves as required. This may be for domestic use with light but

limited devices, potentially integrated into an immersive consumer space in

the home, or in the form of costlier and more comprehensive devices in

immersive experience centers of the future. Taste and smell will therefore

probably be rapidly processed in a primitive manner, using diffusion devices

that offer limited but appropriate experiences to anchor the experience in the

user’s mind. One of the challenges facing developers will be the wash-out
effect, that is, the ability of the systems to eliminate this feedback (taste,

smell) and to return to a neutral state of perception. Vision, today, is quite

logically the most explored sense in the virtual and augmented reality

industry, especially using HMDs. Even though the field of vision and

resolution are not yet at a level where they can be akin to human vision,

immersive media can already start making use of this equipment. HMDs will

also continue their progress, benefiting from revolutionary screens and

technologies, in terms of quality and miniaturization. Other visual systems

integrated into a user’s living spaces will also be available, as we will see

further down. Hearing is undoubtedly the feedback that is best rendered to the

senses today thanks to spatial and binaural technologies. However, an

essential sensory element is still missing – the sense of touch, which allows a

subject to make physical sense of the virtual world in which they are

immersed. Without a sense of touch, the experience cannot “exist”. The sense

of touch depends on receptors and corpuscles located under the skin, each of

which responds to a particular task: heat, cold, pressure and/or pain. The

nerve terminals in the skin are charged with transforming the information

gathered by the sensory receptors into electrical nerve impulses, transmitted

to the brain via the nerve fibers. A totally immersive medium must therefore
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stimulate these receptors for a true sensory experience. Even though haptic

feedback is a field that was developed early on in virtual reality, the difficulty

in stimulation, as well as the complexity and variability of equipment (e.g.

exoskeletons or force feedback arms) have, for the moment, limited access to

these technologies apart from dedicated experiments or simple vibrations in a

general case. As we wait for new and accessible actuators, this equipment and

their cost will undoubtedly allow the development of immersion rooms which

will then become the site for the large-scale diffusion of immersive media,

like the cinema hall became for films. Finally, all haptic peripheral devices

must be associated with user experiences. Due to the heterogeneity of these

peripheral devices, there will need to be standardization and higher-level

abstraction layers in order to allow artists, for example, to create haptic

channels, like we add soundtracks today, without knowing what the user uses

or could use at home for the experience.

The concept of immersive media has, however, quite outstripped our

current concept of media and of immersion in its strictest sense. It

encompasses all the new media that allow the spectator to draw closer to the

content, both emotionally and in sensory terms. Thus, interaction with

content, personalization and interactions with the surrounding environment

are all important components of the experience.

We can also anticipate that immersive media will enter the user’s

environment, adapting to the particular conditions of their habitat, to offer an

experience augmented by a completely personalized mixed reality: the impact

of emotionality is then decoupled, as it touches the personal space of the users

(see Figure 5.1). Furthermore, the social component is also an essential

characteristic of these new media, where individuals may come together for a

shared experience, whether they are in the same place or at different sites. Far

from isolating users, virtual reality may, on the contrary, bring them together

and allow greater sharing, even though, paradoxically at first sight, it does

seem to physically separate them. It is also interesting to note that adapting

the media to the user’s environment already indicates that it will not be

limited to entertainment. In section 5.1.4, we will see that virtual reality has

the potential to modify the inside of our living spaces and bring in new uses.

For example, the quality that is expected from the immersive media could

certainly interfere with current parallel developments in teleworking with

tools for remote collaboration, thereby consolidating a sustainable virtual

reality installation within the house and a potential associated office space.
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Figure 5.1. Left: a haptic editor that makes it possible to associate a generic
haptic channel with an immersive media. Right: immersive experiences are not only
limited to totally immersive experiences, but can also take into account and occupy
the user’s personal space (© Technicolor). For a color version of this figure, see
www.iste.co.uk/arnaldi/virtual.zip

5.1.3. Promised experiences

The variability in immersive media makes it possible to use it for equally

varied purposed in the world of leisure and entertainment. We will describe

some experiences in different contexts, based on the setting (the house,

cinemas or parks) or the content itself (sport, tourism, business).

As immersive media is rolled out, it will gradually enter our homes

through gaming consoles, mobile telephones and other access points (e.g.

Internet box, smart TVs), with the game becoming the primary vector of these

supports. It is already possible to easily convert an empty space in the home

into a total immersion space (peripheral devices are available to the general

public on the market, which can be used for an area as large as a single room.

These sensors allow the real-time tracking in space of a helmet and

interaction devices such as controllers). These experiences will only grow

richer and richer. While the initial wave of these experiences is spearheaded

by games, we can see that content in the form of films is also becoming more

easily available. This medium corresponds to another industry and although

360◦ videos are likely to be of limited interest in the long run, the evolution of

this media in a convergent form, including technology that is unique to virtual

reality (interaction, incarnation) or augmented reality (interaction of virtual

content with the real world) makes it possible to produce new experiences

where narration and emotion will be at the heart of the media. 360◦ videos

will thus become true virtual reality experiences, being supplemented by the
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ability to involve the user in the film, thereby allowing interactions with the

film itself and, finally, adding a social dimension by using videos of multiple

points of view of one scene. This will allow users to see each other as part of

the film they are watching (see Figure 5.2). These videos themselves will

evolve and become volumetric, initially by covering the parallax in a limited

displacement volume – that is, by being capable of moving with respect to

objects to perceive their relative position in space (see Figure 5.3) – but in the

long run, by completely free navigation. The means for consuming media at

home will also evolve in this time, from the use of immersive headsets to

more sophisticated and immersive TVs, in experiences that make use of

multiple peripheral devices. Finally, virtuality will blend in with reality,

offering more extensive experiences associated with TVs that are already in

place, whether through augmented reality headsets or mobile devices

(phones, tablets). These experiences (e.g. characters coming out of the TV

frame and entering the user’s living room, additional information,

advertisements, extended means of interaction) will take into account the

layout of the room, the furniture and the people present in the room, in order

to dynamically adapt the content for perfect integration.

Figure 5.2. A 360° video becomes a social virtual reality experience. On the
left: the user is embodied by a character rendered in real life – hand lowered on the
right – added to the video. The user’s reflection can be seen in the astronaut’s helmet –
which is completely a part of the video. On the right: a multi-user experience, bringing
together users from different points of view, in different forms within the film (Orbit2,
© Technicolor)

Theme parks are an example of successful attempts to immerse spectators

within a “brand world”. The trend is to make them actors in their own

entertainment and, above all, to regularly change attractions. An attraction,
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such as the Harry Potter world in Disney World, Orlando, costs tens of

millions of dollars to create. Thus, virtual reality offers a solution at more

manageable costs to modify, enhance and widen these experiences. The first

user trials for virtual reality were roller coasters (Six Flags) that combined the

mechanical and the virtual. Physical sensations (the car gliding down the

tracks) are associated with a virtual universe (which may be reworked any

number of times for the same physical trace). This was a way of ensuring

coherence between the inner ear sensation and the virtual simulation, thereby

eliminating cognitive uneasiness. The economic model is certainly an

interesting one, as it allows for great variety without the need to change

everything. The bulk of the investment therefore goes into the mechanical part

of these rides and their maintenance. What remains now is finding a solution

to the problem of recharging the batteries of the (often wireless) peripheral

devices or the rate of use (1200 people per hour, in a typical theme park

attraction) that puts a great deal of pressure on the attraction and its reliability.

Figure 5.3. Parallax, illustrated here by the relative movement
of one object with respect to others, through a simple lateral

translation of the camera. For a color version of this figure, see
www.iste.co.uk/arnaldi/virtual.zip

Furthermore, we are already seeing the rise of virtual reality experience

centers – either small, independent structures that have taken the plunge at a

reasonable cost (using HMDs and existing games or even using laser games);

structures that are already significant in terms of investment, but are new and

aim to be large-scale VR centers, such as The Void; or even notable and long-

established actors, such as IMAX and its recently launched Imax VR Center.

These centers will change and we will be able to enjoy these experiences as

easily as we go to the cinema today. These centers promise a level of comfort
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and immersion that is hard to access at home, in terms of the cost and space

required.

There are several immersive experiences that will stand to gain from these

new immersive media, and one of the key beneficiaries is most certainly

going to be the field of sports. Whether the subject enters the experience as a

spectator or as an actor, VR will make it possible to participate in a sporting

event “right up close” even while at home. That is, the spectator could be

watching with their friends in the stadium, could hang out with the team in

the locker room, or sit next to a racing car driver or a cyclist in a race. In the

case of active experiences, we could see the emergence of new VR rooms that

could transform the boring treadmill, stationary cycle, rowing machine and

weight-training into an adventurous and sporting experience. VR can

transport a player into another environment, while recounting the history of

their field; we have recently seen the first steps taken towards this

development. For example, a session of fixed cycling can transform itself into

a cycling expedition through a mountain pass in the French Alps; a treadmill

session can become a marathon in New York or Paris; bench presses or squats

can become a flight over an island. These experiences will need to be sensory

experiences, using new haptic equipment that will allow force and physical

feedback from the world in which the sportsperson is immersed.

The advent of immersive media makes it possible to shrink the distance

between the physical and temporal, thus offering new opportunities for

traveling and discovering new cultures. For some years now, museums and

tourist sites have offered visitors tablets through which they can visualize

audio-visual information or 3D reconstructions of the historical site they are

visiting, using augmented reality. This technology can also be used to guide

the visitor, give them information on the go and offer recommendations and

pre-visualizations of specific sites. It is also possible today to have an

immersive experience in a distant site to prepare for a journey or simply

discover new places while seated on your sofa. With a VR headset and videos

from YouTube, you can walk into the middle of Times Square, swim past the

Great Barrier Reef or take a cruise in Croatia. In the near future, we will be

able to go even further, move around inside content that is physically distant,

interact with this content, enter buildings, etc. Virtual reality will not only

become a natural way of planning vacations, but can even become a tempting

route to traveling without leaving your house. However, we must be careful:

as the immersion is not likely to be total immersion, we can quite rightly ask
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ourselves if the wonder and happiness these virtual journeys may bring us can

truly replace the experience of a real journey.

The line between leisure and consumerism becomes more blurred every

day. A large part of our free time is spent searching for objects that we would

like to own, whether acquiring them seems realistic or not. VR and AR can

offer everyone a chance to project themselves into a world where acquisition

and enjoying one’s property can be immediate. We can easily replace old

furniture by ultra-modern designer furniture, use a virtual mirror to change

our clothes into perfectly tailored luxury outfits, or even have a brand new

Ferrari constantly parked outside our house. Rather than escaping into a

fictional world, we will be able to transform our appearance and our own

world as we like. There is no doubt, however, that this new mode of virtual

consumption will come at a price.

5.1.4. Prospects

The radio slowly became an integral part of most households, as did the

television some years later. The technology that we will discuss here offers a

much larger variety of interaction and consumption and thus has the potential

to settle into and transform our residences through an integrated immersive

space. This will make it simpler to communicate and share information with

people in another location, to play, receive training or assistance and

experience immersive media in its broadest sense. Current TVs offer images

of a quality that make them veritable windows onto the content. Their

evolution, however, remains limited by their very design. We can thus

imagine the appearance of screens that are more immersive and integrated (at

first, at least, very large TVs, curved, autostereoscopic, with integrated

head-tracking, etc.) or even new means of projection that seek to reproduce

holograms of collective imagination, or perfectly integrated devices (capture

or tracking systems, for example) – all synchronized with the development of

services and content that use these new properties. Just like network sockets

(media) have become as standard as electric sockets, it is very possible that

that standard house will evolve to integrate immersive systems.

Immersive media produced by private individuals themselves will also

become more widespread. Today, we are seeing the early stages of the

development of 3D photo booths, which will make it possible to obtain a
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veritable, static 3D scan of people. These quality services find their echo on

simple smartphones with cameras, where the user can begin to digitize objects

or their face. Depth sensors will gradually roll out for, and get integrated into,

mobile phones, which will improve their ability to capture 3D models.

Although, in the short term, all this will be more applicable to the field of

entertainment, we can predict that these capturing mechanisms will become

easy, of high quality and, above all, standardized. It will therefore be possible

to reuse them just like digital photographs, especially the JPEG format.

Taking this projection into the future a little further, we can imagine a family

meal, where volumetric capture will be facilitated by devices integrated into

the house or mobile devices. It would also be perfectly possible, in this

context, to watch this scene, this immersive media, several times over from

many different points of view so as to be able to re-experience it to the full.

Immersive or not, media creates an emotional link to its content. The

creator’s objective is to generate this emotion and that of the reporter is to

transmit this emotion, whether it be fear, sorrow, joy, surprise, confidence,

anger, disgust, etc. Nonetheless, what the user feels (arousal and valence) can

differ depending on the individuals. It is thus essential that the emotional loop

(action-reaction) be closed; that is, the experience must adapt itself to the

spectator’s emotional reaction. We must thus be able to measure this affective

reaction. Recent progress made with physiological sensors (e.g. body

temperature, cardiac rhythm, electrodermal response) and neurological

sensors (electroencephalography) opens up the possibilities for technological

solutions in this direction, that is, an immersive experience becoming an

affective immersive experience.

One of the revolutions in immersive media is related to two emerging

challenges: removing the boundaries between the real and virtual, and

offering a social and shared experience. We are long past the stage of

information and overlaying – we now enter that of augmentation and are

guided by real-time technology, Artificial Intelligence, realistic rendering,

perfect positioning in the world we are experiencing and perfect analysis of

the real scene, towards a world where reality and virtuality become one. We

will no longer “only see”, we will be in this world. Being able to personify

this experience at some point and, as described above, involving all our

senses, will complete the feeling of perfect immersion. We will then no

longer consider augmented reality as separate from virtual reality, but the

distinction will be one of degrees – how closely allied are my real and virtual
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experiences and how deep in space and time? Clearly, these different levels

can co-exist. There will certainly be some confusion, perception problems

and new behaviors. However, the virtual reality experience will be more

complete, truly virtual. Perhaps we will navigate through these experiences in

either direction (from the real to the virtual or vice versa), and it may be

possible to choose, with a cursor, the state we find most convenient.

Moreover, within this experience, the shared aspect will be of utmost

importance. It already existed in the cinema inasmuch as sound and presence

(the feeling of having someone in the next seat) allowed us to share the

emotion that was experienced. People would scream together, cry together

and all this in the same space. But this is still the façade. With immersive

experiences, we will share, in the virtual sphere and, in time, in the mixed

sphere, a period of entertainment and existence. This will involve a new

manner of composing stories, taking into account interactions born out of the

fact of sharing the same experience. We will see, we will feel the same thing

and as our eyes meet, in that moment of complicity, we will feel all the more

alive to the experience. In the middle of the scene unfolding around us,

sharing occurs through interaction. Going further, thanks to artificial

intelligence, we can imagine that the narrative scene will react and change

how it unfolds. Here, we find ourselves in a theatrical space.

A last important prospect that must be mentioned here arises from the

dangers of these media and, in particular, the hacking of a human. It is

difficult to truly understand the impact of immersion today. For instance,

virtual reality is used in therapy: for example, the treatment for pain

associated with phantom limbs in the case of amputees. In this context, the

positive impacts have been recognized as long-term impacts. In another

context, when a movie is produced in the industry, it is verified that no

properties (especially flashing lights) could trigger an epileptic attack.

Conversely, however, many VR experiences today are accessible to anyone

and have absolutely no quality control. Generally speaking, the user does not

find the use of HMDs and experience consumption neutral by default. The

kind of nausea triggered by motion sickness (temporary trouble in the

vestibular system, generally related to a confusion over direction when we are

moving in a vehicle) does not have the same impact as the nausea associated

with seasickness (vestibular system affected, involving a persistent sensation

of tilting and/or movement, generally brought about by an air or sea voyage),

as the first passes rapidly, while the second can last for months. These
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negative impacts should not be neglected. However, going further, we can

envisage very simply the deliberate use of these effects on a large scale, by

persons with malicious intentions. It is thus incumbent on every industry to

put in place systems to protect users. This may imply, among other things, the

analysis and validation of content, and also monitoring the user’s

biofeedback. In addition to these security problems, it is also important to

consider and study ethical problems (i.e. how far can we go?) and moral

issues. These are questions that must be taken up by researchers in the

Humanities.

5.2. Brain-computer interfaces

5.2.1. Brain-computer interfaces: introduction and definitions

A Brain-Computer interface or BCI can be defined as a system that

translates a user’s brain activities into commands or messages for an

interactive application [CLE 16a, CLE 16b]. An example from the field of

virtual reality: a typical BCI may allow a user to move an avatar or virtual

object to the left or right, by imagining the movements of the left or right

hands [LOT 13]. This is done by measuring the user’s brain activity –

generally using electroencephalography (EEG)1, and then processing this by

using the system in order to associate a command with a precise pattern of

cerebral activity, for example the brain activity resulting from imagining

moving the hand. BCI’s thus enable a “hands-free” interaction with an

application, in fact interaction free of any movement and muscular activity.

They are quite quickly showing promise as tools to assist those with severe

paralysis and have also recently become a new means of interaction with

digital or virtual environments.

There are different types of BCIs: active, reactive or passive [ZAN 11].

With the “active” BCIs, the user must actively carry out a mental task (e.g.

imagine moving a hand or carrying out a mental calculation), which will then

be recognized from the brain signals and translated into a command to the

application. “Reactive” BCIs use the subject’s brain responses to a stimulus or

1 An EEG measures brain activity in the form of microcurrents present on the surface of the

scalp and reflects the synchronized activity of millions of neurons in the cortex, the external

layer of the brain.
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event. For example, in the video game “MindShooter” [LEG 13] (see Figure

5.4), the wings and nose of a spaceship blink at different frequencies. When the

user focuses on one of the wings or on the nose, their EEG signals in the brain

areas will change in response to this visual stimulation (flashing) and, most

importantly, will synchronize with the stimulation frequency. These signals

are called Steady-State Visual Evoked Potentials (SSVEP). They can thus be

detected within EEG signals in order to identify which part of the spaceship

the user is looking at and move the spaceship to the left, right or have it turn,

depending on whether the user is looking at the left wing, the right wing or

the nose. Finally, we have “passive” BCIs, which are not used to directly and

deliberately control an application; instead, they estimate a user’s mental state

without the user deliberately sending commands to the application via the BCI.

For example, a passive BCI will try to estimate the level of attention a user is

paying to the application so as to then adapt the content or appearance of the

application accordingly. For instance, if the user is not attentive enough, the

application may try to “rouse” them with a specific sound or by varying its

content to become more interesting.

Figure 5.4. MindShooter, a video game inspired by
the famous Japanese game “Space Invaders” and controlled

here by a reactive BCI using SSVEP [LEG 13]
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5.2.2. What BCIs cannot do

In order to forestall fears or unjustified fantasies of BCIs (which happens

only too often), it is as important to define what a BCI is not, as it is to define

what it is, especially specifying what it cannot do! In particular – BCIs cannot
read a user’s thoughts [CLE 16a]! Even though a BCI is able to recognize

from a person’s EEG signals that they are imagining moving their hand, it is,

for the time being, impossible to know what movement this may be. The BCI

cannot tell the difference in EEG signals between a user imagining crooking a

finger of their left hand at someone or snapping their fingers. In effect, the

EEG measures the synchronized activity of millions of neurons and thus

offers only a “blurred”, noisy and imprecise version of what is really

happening in the brain. We can essentially detect a mental state if it involves

one (or several) large brain areas. Thus, current BCIs that use EEGs cannot

detect what letter you are thinking of, nor the TV channel you would like to

watch, nor whether or not you wish to switch on a light, the oven, or draw the

blinds. Another important point with respect to BCIs based on the EEG is the

influence of muscle contractions or eye movements. In effect, eye movements

also generate electric currents (ElectroOculoGram – EOG), as does any

muscle contraction (ElectroMyoGram – EMG), especially face and neck

muscles, which can also be measured by the EEG sensors [FAT 07]. The EOG

and EMG signals thus pollute EEG signals and can prevent the BCI from

functioning properly. Unfortunately, these signals are also often a factor of

confusion. For example, it is easy to believe that we can recognize from a

user’s EEG signals that they wanted to switch on a light, when all we have

really recognized are movements of the head or eyes as they saw the light,

from the EOG or EMG signals measured by the EEG. This is an important

point to keep in mind as many commercial products called BCIs, and even

some published scientific studies, claim to recognize many mental states from

EEG signals, without having verified or proven beforehand that these are not

muscular or ocular signals being recognized. At present, BCIs themselves,

unfortunately, only allow the recognition of a limited number of mental states.

The rest of this chapter will now explain how BCIs function (section 5.2.3),

then discuss the main applications of BCIs (section 5.2.4), and finally offer

some future prospects in this field (section 5.2.5).
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5.2.3. Working principle of BCIs

A BCI works as a closed interaction loop, starting with the measurement of

the user’s brain activity, followed by processing and classification of the brain

signals measured in order to translate them into commands for the application,

and ending with feedback sent to the user to indicate that the command has

been recognized, so the user can gradually learn to use the BCI optimally.

These steps are described below.

5.2.3.1. Measuring brain activity

There are many ways of measuring a user’s brain activity in a BCI

[WOL 06]. The EEG remains the most widely method used today, given its

portability, moderate cost and the fact that it is non-invasive. EEG signals are,

however, of low quality and chiefly reflect only activity in the cortex, the

outside layer of the brain. MagnetoEncephaloGraphy (MEG), which

measures brain activity in the form of magnetic currents, can potentially

collect brain signals from deeper in the brain, that is, from the cortex and a

little way below it. On the contrary, it is a very unwieldy and expensive

apparatus and is therefore not used very much in practice. It is also possible to

measure brain activity indirectly, by measuring oxygen consumption in the

blood in different brain regions. In effect, the more active a brain area is, the

greater the consumption of oxygen in order to function. Measuring oxygen

concentration throughout the brain will thus enable us to see which regions

are active. The oxygen concentration can be measured magnetically, using

functional magnetic resonance imaging (fMRI – which also involves very

unwieldy and very expensive apparatus, but makes it possible to measure

activity throughout brain volume), or optically using near-infrared

spectroscopy (NIRS). In effect, the properties of a light ray change depending

on the oxygen concentration in the media (here, brain areas) through which it

travels. Finally, it is also possible to measure brain activity using invasive

sensors, that is, placing them within the skull through a surgical procedure

[LEB 06]. These sensors can be placed directly inside the skull, on the surface

of the cortex (ElectroCorticoGraphy (ECoG)) or even within the brain, to

measure the activity of individual neurons, as mentioned earlier. The signal

here is, of course, of a much higher quality, with much greater spatial

resolution – however, this requires the user to undergo surgery. For Virtual

Reality, EEG is still, by far, the most widely used technique. NIRS is being

used more and more and could eventually be coupled with EEG. Finally,

several research projects are also working on using fMRI techniques in VR.
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5.2.3.2. Processing and classifying brain signals

Once brain activity is measured, the brain signals that have been collected

must be processed and classified to identify the mental command that the user

is sending (e.g. an imagined movement of the left or right hand) and then

translate this command to the application. This is generally done by using the

machine learning method (see [CLE 16a], Chapters 6, 7 and 9). The brain

signals are first filtered (using both frequency filtration and spatial filtration)

to identify the frequencies (EEG, MEG or ECoG are oscillating signals) and

the relevant sensors (i.e. the corresponding brain region) to recognize the

user’s mental command. For example, to distinguish between an imagined

movement of the left hand and an imagined movement of the right hand, we

mainly use the frequencies μ (8–12 Hz) and β (16–24 Hz) of the EEG signals,

as well as the frequency γ (>70 Hz) of ECoG signals and the sensors located

above the motor areas (e.g. two electrodes situated on the left and on the right:

C3 and C4 as per the standard international naming system used in EEG). The

ideal frequencies and sensors may be identified starting with examples of

data, using machine learning. The next step will typically be that of extracting

what we call characteristics from the filtered brain signals. These describe the

relevant content of the signal, for example the strength of the signal within the

frequency bands of interest, or the amplitude of the signal at different time

steps. Finally, these characteristics will be fed into an algorithm called a

classifier, for example, a linear discriminant analysis (LDA) or a vast margin

separator (VMS) that uses data to learn which values for these characteristics

correspond to which class, that is, to which mental command. Once this class

is identified, it can then be associated with a command, for example turning to

the left when the class identified is an imagined movement of the left hand.

5.2.3.3. Feedback and human learning

Finally, another important factor for a BCI to function efficiently is the user

themselves. In effect, the user must produce a specific pattern of brain activity

which will then be recognized by the BCI. Consequently, if the user is unable

to generate this pattern, the BCI cannot recognize it. Thus, learning to use

a BCI, especially an active BCI using mental image tasks (e.g. imagining a

movement, mental calculation) is something that is learnt and develops with

training and practice, just like riding a bicycle (see [CLE 16a], Chapter 11).

A key element in promoting this learning is the feedback provided to the user.

This feedback is typically visual and indicates the mental command that the

BCI has recognized so that the user can learn from this feedback and improve.
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For example, this feedback may be in the form of a blue bar, which grows in

the direction of the mental task that is recognized: to the left, if an imagined

movement of the left hand has been recognized, or to the right, if an imagined

movement of the right hand has been recognized. The larger the blue bar, the

more confident the classifier is in the choice of task recognized. The user must

therefore find the right strategy when imagining (e.g. should I imagine a slow

movement? a fast one? using all fingers?) so that the bar becomes as large

as possible in the right direction each time. This kind of learning technique

is, however, still very rudimentary and imperfect, and does not respect basic

principles in human learning theories or the psychology of education. Hence,

this is an area in which more active research must be carried out [LOT 15].

5.2.4. Current applications of BCIs

Historically, BCIs were chiefly developed as tools to aid people with

severe motor handicaps, to allow them to communicate, move or interact with

their environment. This still remains the major field of application for BCIs,

as described in section 5.2.4.1. There is, however, an increasing number of

general applications using BCIs, such as the new Human-Machine Interaction

(HMI) tool. Section 5.2.4.2 presents a few of the main BCI applications for

HMI, chiefly for controlling video games or VR applications, to create HMIs

or adaptive VR applications that can react to the user’s mental state or, finally,

to evaluate the ergonomics and human factors of HMI or VR applications.

5.2.4.1. Assistive technologies and medical applications

5.2.4.1.1. Communication

One of the very first applications of BCIs as an assistive tool was as a

communication tool to allow severely paralyzed persons to select letters in

order to be able to write a text [CEC 11]. The most famous example of a

communication system that used BCIs (as well as the most widely used such

system) is the “P300 speller”. The idea behind the P300 speller is to display

all the letters of the alphabet on a screen and have them flash up one after the

other, or group by group. We then ask the user to count the number of times

that the letter they want has lit up. Each time, we can observe a particular

brain signal (which is therefore a reactive BCI) called the P300, which

follows about 300 ms after a rare and pertinent event, here the fact that the

letter the user wants to select has lit up. When the BCI detects this signal, it
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knows that the letter that just lit up is the letter the user wishes to choose, and

it can thus select this letter.

5.2.4.1.2. Prosthetics, armchairs and domotic systems

With the same objective of providing aids to individuals with motor

disabilities, BCIs that used EEGs were used to control simple prosthetics, for

example opening or closing a prosthetic hand by imagining a movement of

the hand [MIL 10]. Recent research on the use of invasive BCIs, using

hundreds of electrodes implanted in the brain of a paralyzed user has shown

that, after many weeks of training with the BCI, she was able to control a

robotic arm over 10 degrees of freedom [WOD 14]. Non-invasive BCIs that

use EEG have also been used to control wheelchairs: for example, going

forwards, turning to the left or right by imagining movements of the feet, the

left hand or the right hand, respectively [MIL 10]. Finally, BCIs may also be

used for domotic applications. Thus, in [MIR 15], a reactive BCI, similar to

the P300 speller described earlier, was used to control different domestic

appliances such as the television, lights, air conditioner, etc. Different buttons

(each button controlling the setting for a domestic appliance, for example to

turn on or off the TV) were displayed on the screen and would flash, as with

the letters in the P300 speller. The user could select them in the same way as

earlier – by counting the number of times the desired button lit up, which

would provide a P300 that the BCI could detect. This system was tested and

validated on patients who were paralyzed.

5.2.4.1.3. Re-education

Finally and most recently, BCIs have shown themselves to be quite

promising for post-stroke motor recovery [ANG 15]. In effect, a person who

has suffered from a stroke may find themselves partially paralyzed as the

stroke may have led to a lesion in the motor area of the brain. In classic

re-education, to attenuate this damage, the patient is asked to move the

paralyzed limb in order to activate the affected brain area and thus make use

of brain plasticity to help in repairing the lesion. Unfortunately, immediately

following a stroke, there may be complete paralysis of the limb and voluntary

movements may therefore be impossible. This is where BCIs can come in as

they can detect EEG signals in the patient if they do try to carry out a

movement and if they activate the right motor-related area in the brain. Thus,

the BCI may provide the patient with feedback that guides them in activating

the brain area affected by the lesion. Clinical studies have shown that this



Scientific and Technical Prospects 265

approach did in fact improve the patient’s recovery and thus reduced the

paralysis [ANG 15].

5.2.4.2. Human-machine interaction for all

5.2.4.2.1. Video games and direct interaction in the virtual environment

From the 2000s onwards, and especially with the emergence of electrode

helmets for the general public, it became possible to think of applying BCIs

to video games and virtual reality [LÉC 08, NIJ 09, LOT 13]. Several proofs

of concept trials were carried out in laboratories for video games or virtual

environments that would be “steered by the brain” using a BCI

[LÉC 08, NIJ 09]. BCIs were successfully used to carry out multiple 3D

tasks, such as the selection of 3D targets or controlling virtual navigation

[LÉC 08, LOT 13]. We can also take the example of the collaborative

research project OpenViBE2 (2009–2013) which brought together French

video game professionals and significant actors from academic fields in order

to study the future of BCI-based video games (see [CLE 16b], Chapter 5).

The main brain signals that can be used with the help of a BCI were tested in

the context of a video game and/or direct interaction with a 3D virtual

environment: P300, SSVEP (Figure 5.4), imagining movements (Figure 5.5)

or even controlling one’s concentration/relaxation level (Figure 5.6). During

this project, game developers showed a keen interest in brain activity that

seemed easier to explain to the user, and to learn, and seemed overall the most

robust (the best recognition rates), such as SSVEP. Video games controlled by

BCI are, in fact, reality now. Such games are already available for free using

the OpenViBE software[REN 10], or for sale on the Internet on the sites of

certain EEG-helmet manufacturers.

5.2.4.2.2. Adaptive or passive BCI-based interaction

Furthermore, the possibility of using BCI in a passive manner and thus

detecting the user’s mental state, not to explicitly control it and direct the

application, but rather to adapt the content or the interaction, is an avenue for

exploration that presents many advantages, especially for VR (we will speak

here of adaptive interaction or implicit interaction) [LÉC 13, ZAN 11]. It was

thus possible to propose a proof of concept that illustrated this approach in

VR and allowed a virtual training environment through the user’s cognitive

load (measured directly through the EEG and in parallel to the user’s 3D

interaction) [LÉC 13]. This consisted of a simulator to train a surgeon in the

right surgical gestures to perform a biopsy on a tumor in the liver (Figure

5.7). This simulator used a haptic interface that gave feedback on the insertion
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force of the needle, and the potential guiding forces activated when the

cognitive load was judged to be “too high”.

Figure 5.5. The multi-player BCI game “BrainArena”: both
players are fitted with EEG helmets and can score goals

to the left of right together, or can play against one another,
by imagining movements of the left or right hand

Figure 5.6. The VR application “Virtual Dagoba”: the user is fitted with a wireless EEG
helmet and is immersed in an immersion room (Immersia, IRISA/Inria, Rennes) and
a 3D scene inspired by the universe of the “Star Wars” films. The user can take the
spacecraft up by concentrating (or bring it down by relaxing). For a color version of this
figure, see www.iste.co.uk/arnaldi/virtual.zip
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Figure 5.7. Virtual reality simulator for haptic and BCI-based training:
virtual aids (visual and haptic feedback) are activated based on the

user’s cognitive load and make it possible to guide the user in their task
of inserting a needle to carry out a biopsy on a tumor in the liver

This path considerably eases the constraints on performance in real time

and the controllability of the BCI and makes it possible to envisage uses for

gaming or VR, fully highlighting the contribution brain signals can make.

This is at present a highly promising path for the BCI community in general

[ZAN 11]. There are many applications: automatically adapting as a task is

carried out, design and error correction, indexing content, entertainment and

video games, etc. [GEO 10].

5.2.4.2.3. Neuroergonomics

Finally, without being used to directly interact with an HMI, BCI

technology may be used to evaluate these HMIs and their ergonomic pros and

cons, with or without VR. The study of the ergonomics of an HMI using

neuronal signal analyses and knowledge of neuroscience is called

neuroergonomics [PAR 08]. For example, by analyzing EEG groups, different

groups (among which were our groups at Inria) demonstrated that it was

possible to estimate the user’s mental load on an ongoing basis during

complex interactions, for instance, tasks involving navigation or the

manipulation of 3D objects [FRE 17]. This allows us to evaluate how difficult
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it is to use a technique or a peripheral interaction device. The user’s mental

load may also be estimated through brain signals detected optically, through

NIRS (see also section 5.2.3.1), to provide information on the ergonomics of

a cockpit (see, for example, [GAT 15]). Finally, we have also demonstrated

how it was possible to use EEG signals to estimate a person’s visual comfort

when they visualized objects in a stereoscopic display [FRE 17].

5.2.5. The future of BCIs

BCIs are a new technology and a highly promising new mode of interaction.

However, BCIs often do not go further than the prototype stage in laboratories.

The main limiting factor that prevents their practical use outside laboratories

is a lack of usability [CLE 16a, CLE 16b]. BCIs, even when invasive, are still

not effective enough at this point: they often misinterpret mental commands,

not recognizing what the user wishes to communicate. They are also not very

efficient, in that it takes time to install, calibrate and learn how to use them.

Thus, at present, using BCIs as peripheral devices for direct interaction, to

deliberately send commands to an application, is not very useful unless the

subject is severely paralyzed. Indeed, other peripheral devices for interaction

(e.g. gaze-tracking, controllers, mouse, gesture or speech recognition) will be

more effective and efficient.

A major challenge in current research on BCI is therefore to enhance

usability. For instance, we could improve the sensors that measure brain

activity, the algorithms that process brain signals, or even the manner in

which users learn how to control a BCI. There have already been many

research projects on the processing of mental signals, but a far smaller

number on human learning. We can thus expect greater progress on this front

and hope to see BCIs become much more usable. Current methods to train

humans, in particular, are the same for all users and in all contexts, and they

do not explain to the users why their mental commands were (or were not)

correctly recognized. Future training methods will thus be adapted to each

user’s profile and will also adapt themselves to their skills. They will also

explain to the user how to improve their interaction with the system. This

should allow users to rapidly acquire better control over many mental tasks

and therefore much greater effectiveness and efficiency. Designing a new

sensor system which will make it possible to measure brain activity in a
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non-invasive and portable manner, and with a much higher spatial resolution

than with EEGs, will allow for huge progress, even though this is a revolution

in itself.

In the coming years, we can expect significant developments of passive

BCIs, which will not require as high usability as active BCIs for direct

control. There are many potential applications of this kind of technology,

especially in VR, to create interfaces, applications and adaptive systems, as

well as to evaluate and characterize these systems. We can also foresee more

and more applications using BCIs and VR together, as complementary tools.

For example, both BCIs and VR are useful and efficient in post-stroke

rehabilitation, and combining them seems a natural way of developing new

methods for rehabilitation. Combining BCIs and VR also opens up the

possibility of studying perception, motor gestures or even human behavior. In

effect, VR will enable the creation of controlled and adaptive virtual

environments, while the BCIs will be able to estimate the user’s mental states

(e.g. motor or cognitive) when confronted with these environments. These

applications will be of benefit to everyone, not only individuals with severe

paralysis, and thus they can potentially go beyond the laboratory and onto the

market.

Finally, the availability of EEG sensors for the general public, as well as

open-source and free software for designing real-time BCIs, such as

OpenViBE [REN 10], facilitate growth, R&D and developments in BCIs,

which are now in the hands of the general public (for an example of this, see

NeuroTechX2, an international network open to all). All of this promises

significant scientific and technological progress in the field of BCIs, and thus

we hope important social progress in the future, especially for virtual reality.

5.3. Alternative perceptions in virtual reality

5.3.1. Introduction

In this section, we will introduce how VR technologies may be used to alter

users’ perceptions. In effect, VR allows us to generate the sensory illusion of

an alternative reality: not only can the user be transported to another place,

another time, interact with objects or persons who are not physically present

2 http://neurotechx.com/
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next to them, but using VR they can also feel things that are impossible or even

alter their perception of their own body.

The sensory illusion from a VR experience corresponds to the most possible

interpretation our brain offers, depending on the sensory stimuli it receives and

our earlier knowledge and experience of the world. When the virtual situation

appears to be the most plausible, then the feeling of presence may be generated

and the user may react inside the virtual environment as they would in reality

(for more details, see Slater [SLA 09]).

Notably, VR offers the possibility of creating sensory conflicts by creating

contradictions in the Virtual Environment (VE) between the information

reaching the user from several directions. These sensory conflicts may be

problematic and certain conflicts must be avoided: for example, simulator

sickness or cybersickness, both of which affect many users when the

application introduces a conflict between the visual and vestibular (or

proprioceptive, see section 5.3.4.1) information the user receives.

Nonetheless, depending on the devices used to display the VE (e.g. screen,

wall of images, HMDs such as the Oculus), it is possible to modify the user’s

perception (touch, perception of their own body and limbs, or even taste) by

manipulating the information displayed and the stimulus felt by the user. We

will talk about “pseudo-sensory” effect when a sensory mode strongly

disrupts and influences the perception of a stimulus associated with another

sensory mode to the extent that it produces a sensory illusion or alternative

perception of the reality of the stimulation. Vision is often used to generate

pseudo-sensory feedback, as it has been seen that sight very often dominates

the other senses, especially when there is conflict between the senses (see, for

example, [GIB 33, RAZ 01, BUR 05]).

The best known example of the “pseudo-sensory” effect is that of

pseudo-haptic feedback, introduced by Lécuyer et al. [LÉC 00], where they

wanted to restitute haptic information without using haptic interfaces (e.g. a

force feedback arm) in virtual environments. The idea was to modify the

visual stimulus perceived by the user in order to simulate haptic sensations.

This section aims to give an overview of how VR can be used to alter a

user’s perception. We will first look at how user perceptions can be altered in

VR using pseudo-sensory feedback. We will then show that it is possible to

generate illusions of movement for an immobile user by altering their
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movement in virtual reality, and thus overcoming the current limitations of

VR technology related to movement in the VE. In the final section, we will

introduce the concept of alternative perception of our body, and we will see

that it is possible not only to modify the perception we have of our own body,

thanks to VR technologies, but also to alter some of our behaviors.

5.3.2. Pseudo-sensory feedback

In this section, we discuss how the intentional creation of sensory conflicts

in VR makes it possible to generate new modes of 3D interactions and new

modes of “alternative” perception of the virtual environment in which the user

is immersed. We will first present the concept of pseudo-haptic feedback and

then extend this concept to other modalities (hearing, taste, etc.).

5.3.2.1. Pseudo-haptic feedback

The concept of pseudo-haptic feedback was introduced in 2000 in a

pioneering paper by Lécuyer et al. [LÉC 00]. The idea was to make use of the

properties of human perception and multi-sensory integration – that is, the

way in which the human perceptual system integrates and interprets stimuli

that come simultaneously from several sensory channels. More specifically,

pseudo-haptic feedback was initially introduced by playing on visual

feedback coupled with the user’s actions. This approach then made it possible

to simulate haptic sensations, not by using a dedicated haptic interface, but

simple, passive input peripheral devices (e.g. mouse, joysticks, etc.) coupled

with visual effects (or coming through any sensory channel other than touch).

The pseudo-haptic feedback created a sort of “haptic illusion”: the perception

of a haptic property that could vary, while the user’s real and physical

environment remained constant. We will illustrate this approach and this

notion of “pseudo-sensory” feedback in virtual reality through several

examples, given below.

5.3.2.1.1. Pseudo-haptic sensation through visual feedback

A simple illustration of the concept of pseudo-haptic feedback is that of

pseudo-haptic textures or images introduced by Lécuyer et al. [LÉC 04] and

which consist of simulating tactile sensation of the texture or relief of 2D

images as they are explored using a computer mouse.
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Figure 5.8 presents the concept of pseudo-haptic texture, which consists of

modifying the movement of the mouse cursor based on the information in the

image. In effect, the movement of a mouse cursor usually depends directly on

the movement of the mouse. To create an alternative sensation, for a pseudo-

haptic texture, the speed and movement of the cursor are artificially modified,

depending on the contents of the image3.

Figure 5.8. Concept of pseudo-haptic texture: simulation of a bump
over which the user moves the mouse cursor

For example, to simulate a “bump” in an image, we must first reduce the

displacement speed of the mouse cursor in order to simulate going up a slope,

and then once half the “bump” is covered, accelerate displacement to give the

perception of going down a slope. Similarly, we can also simulate a wall by

abruptly stopping the movement of the mouse cursor, etc.

As we just saw, the concept of pseudo-haptic feedback consists of using

visual feedback to give the user the illusion of a haptic sensation. This idea has

primarily been used in the simulation of “basic” haptic properties such as:

– mass: in order to give users the illusion of objects being lighter or

heavier than they truly are, Dominjon et al. [DOM 05] artificially modified

the displacement speed of 3D objects manipulated on the screen by the user;

– friction: simulating resistance during displacement of an object over

different surfaces. For example, the object will move more easily on a smooth

surface (e.g. marble) than on a rough surface (e.g. sand) (see [LÉC 00]);

3 http://www.irisa.fr/tactiles/.
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– rigidity: allows the simulation of the degree of hardness or elasticity of

objects (see, for example, [LÉC 01]). The idea here is to deform the 3D object

based on the force exerted by the user on an input peripheral device (see

Figure 5.9);

– torque: in [PAL 04], Paljic et al. extended the notion of simulating rigidity

to the concept of torque and torsional rigidity and compared the real and

pseudo-haptic torsion of springs.

Figure 5.9. Simulation of the rigidity of an object
through pseudo-haptic feedback [LÉC 00]

5.3.2.1.2. Pseudo-haptic sensation through auditory feedback

The use of the auditory pathway to evoke pseudo-haptic sensations was

proposed in a pilot study [MAG 08]. The results suggested that the sound of

a harp or the fact of playing or not playing a sound during the use of a haptic

peripheral device could evoke different sensations from those truly received by

the user. However, this research remains relatively confidential and the results

obtained, even though promising, will need much more investigation into the

best way of evoking haptic sensations by playing sounds.

More recently, Serafin et al. [SER 10] tried to measure whether users were

capable of feeling that they were walking over dips or bumps, just by making

them listen to the sound of footsteps on different types of surfaces. In reality,

we are able to tell unconsciously whether we are marching on a bump, in a

dip or a flat surface, based on the temporal interval between two steps and
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also based on the time between the instant when our heel touches the ground

and that when the tips of the toes touch the ground. Thus, by varying these

parameters, researchers were able to impart to participants the sensation of

marching on a bump or in a dip, just by making them listen to the sound of

footsteps.

5.3.2.2. Pseudo-gustatory feedback and other senses

The concept of pseudo-sensory feedback has also been applied to the sense

of taste. The idea was to give participants the sensation of different tastes by

changing the visual aspect of what they were eating and using an olfactory

feedback system that diffused artificial scents simulating real odors.

Narumi et al. [NAR 11] proposed a very innovative approach, which makes

it possible to modify the taste of cookies for a user fitted with an HMD and an

olfactory feedback system, as shown in Figure 5.10.

Figure 5.10. The “Meta Cookie+” system proposed by [NAR 11]. For a
color version of this figure, see www.iste.co.uk/arnaldi/virtual.zip

The idea is to visually modify the appearance of a cookie presented to the

user while also diffusing, with the artificial olfactory feedback system, odors

that evoked the taste that we wish to simulate. The authors tested different
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experimental conditions, namely: (i) visual modification of the cookie’s

appearance alone (we display a chocolate cookie instead of a plain cookie);

(ii) olfactory modification alone (we diffuse the smell of chocolate, for

instance); (iii) a combination of visual and olfactory stimuli together (we

display a chocolate cookie and diffuse an odor of chocolate). The results show

that it is possible to modify the perceived taste of the cookie in this way and

that the combination of the stimuli (experimental condition (iii)) yielded the

best results.

5.3.3. Alternative perception of movement

In this section, we will examine how to give a user immersed in a VE the

illusion of movement. Here again, the illusion of movement may be obtained

by playing on visual stimuli presented to the users.

5.3.3.1. Introduction

One of the limitations of VR technologies corresponds to moving around

within the VE. In a classic case, the user either physically moves around in

the VE (by walking, for example) or they use peripheral devices that allow

movement (e.g. controllers). Neither of these solutions is very satisfactory,

although for different reasons. The use of the controllers allows the user to

move simply and efficiently in large VEs, but they do not induce the sensation

of movement in the user (who remains stationary). On the contrary, allowing

the user to physically move around in the VR equipment very often limits the

size of the VE.

In the rest of this section, we will explain how it is possible to influence

the user’s perception of their own movement through haptic feedback (see

section 5.3.3.2) or even by influencing the movement of the camera in a

virtual reality application (see section 5.3.3.3).

5.3.3.2. Haptic Motion

By nature, the sensation of mobility is multimodal, as it combines visual,

tactile, proprioceptive, vestibular and even auditory information. It is possible

to impart a sensation of mobility in VR to a stationary user, by having them

visualize a scene in motion on a large screen or in a visioheadset. In effect,

the stimulation of peripheral vision can make it possible to induce the illusion

of “vection”. You have almost certainly experienced this illusion of vection
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yourself: when in a train at a station and another train right next to yours

started moving. In this case, you feel the sensation of moving in the opposite

direction to the train that is moving, even though you are completely stationary.

Ouarti et al. [OUA 14] showed that it is possible to strongly reinforce the

sensation of vection. Their approach, called Haptic Motion (see Figure 5.11),

uses a force applied to the user’s hand, this force being proportional to the

acceleration presented in the visual displacement in the scene. By preventing

the user from moving (the user’s shoulders are held fixed), the authors showed

that the reinforced sense of vection, both in terms of intensity as well as

duration, was indeed due to haptic feedback and not any vestibular or

proprioceptive sensations.

Figure 5.11. “Haptic Motion”: experimental
device (taken from [OUA 14])

With respect to the traditional devices used for movement simulation

(mobile seats, for instance), the advantage of “haptic movement” is that it

enables us to maintain the illusion of vection over a very long period and to

do this in any direction or 3D orientation. This approach therefore offers a

strong potential for application in the entertainment industry (theme parks,

etc.) and also for VR.

5.3.3.3. Movement of virtual cameras

Another way to reinforce the sensation of locomotion in the virtual

environment for a user who is stationary is to modify the movements of the
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virtual camera, for example, to simulate walking. These effects have been

used for many years now in first-person video games and their use has also

been studied in virtual environments.

The traditionally used approach [LÉC 06] to induce the sensation of

walking, by only modifying the behavior of the virtual camera in a VE, is to

apply an oscillatory movement to the virtual camera that films a first-person

view in VE. This then makes it possible to give the user the sensation of

walking by reproducing the characteristic visual flux a human experiences

when walking. Using this idea, Terziman et al. [TER 13] extended this

concept of the movement of a virtual camera in order to also reproduce the

motion of running or sprinting. Their method also made it possible to take

into account topological changes in the VE (e.g. in the case of a steep climb

or descent), and it can be configured to represent different states of fatigue

and recovery, based on the morphology of the avatar we wish to depict (e.g.

the weight, age and physical condition).

Finally, we have a group of techniques with a slightly different objective.

These techniques are collectively known by the generic name “redirected

walking”. Initially proposed by Razzaque et al. [RAZ 01], they also make use

of the movements of virtual cameras to alter the user’s perception of motion.

In the virtual environment, the users can control displacement and the

orientation of their point of view, in particular by moving around physically

in the VR room. In general, the movements executed in the real world are

directly applied to the virtual environment. Thus, the displacements in the VE

are constrained by the real dimensions of the VR equipment. The idea behind

the “redirected walking” techniques is to manipulate the virtual cameras by

amplifying the movements carried out by the user such that the movements

carried out in the VE are different from those in the real world. This then

makes it possible for users to move around in large virtual environments,

despite the fact that the VR equipment is in a much smaller physical space.

Thus, Steinicke et al. [STE 10] studied the threshold values to apply when

amplifying movements in the “redirected walking” techniques. The user

ultimately has the impression that they are walking in a straight line over long

distances, when in reality they are going around in circles within the physical

space.
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5.3.4. Altered perception of one’s body

So far we have seen how VR can be used to modify the user’s perceptions

of what they perceive in the VE. Thus, VR makes it possible to alter perception

in order to reproduce haptic sensation (touch) or even to induce the feeling of

movement in a user who is stationary. In this section, we will go further and

show how VR also makes it possible to alter the perception that the user may

have of their own body and therefore succeed in modifying the user’s behavior

on completely different aspects, such as racial biases, for example.

5.3.4.1. Body-ownership illusions

In this section, we will examine how to influence or alter the perception

(conscious or unconscious) that we have of our own bodies, for example, the

position and movements of different parts of our bodies. This perception is

generally known as proprioception, also referred to as kinesthesia.

VR makes it possible for the user to completely immerse themselves in a

VE and to be completely insulated from the real world, including their own

body, when HMDs are used. Despite the phenomenon of body ownership,

which refers to the fact that the perception a person has of their own body is

effective and that the bodily sensations they experience are unique (for more

details, see [TSA 07, VIG 11]), VR makes it possible to create body-

ownership illusions where the perception of our own body is altered. The use

of HMDs has enabled a new type of pseudo-sensorial effect, which makes it

possible to modify the perception that we have of our own body. We then

speak of “body-ownership illusion”, an alteration of “body perception”,

embodiment or virtual body ownership.

Classic examples of body-ownership illusion (not necessarily from VR)

are shown in Figure 5.12. In the “Pinocchio illusion” (Figure 5.12(a)), the

biceps of a blindfolded participant are stimulated by vibrations when they

touch the tip of their nose. These vibrations, when applied at a particular

frequency, induce the illusion of the participant’s arm becoming longer, which

creates the illusion that the nose and/or the fingers of the participants have

also become longer. Figure 5.12(d) shows the famous “Rubber Hand Illusion”

[BOT 98, ARM 03]. The participant sees a rubber hand placed before them,

while their own hand is out of the visual field. The experimenter stimulates

both hands in a synchronous manner and, after a certain time has lapsed

(which can vary between participants), the participant experiences perceptual
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distortion and can no longer tell where his real hand is. They perceive their

hand somewhere between the real hand and the rubber hand [BOT 98].

Figure 5.12. Examples for body-ownership illusions (from [KIL 15]):
Pinocchio Illusion (left) and Rubber Hand Illusion (right)

5.3.4.2. Altering body perception in VR

Following the classic “body-ownership illusion” experiments, immersive

VR has made it possible to develop new illusions by replacing the participant’s

body with 3D avatars, 3D models in human forms that may be animated in a

coherent manner with the participant’s movements using motion-tracking. For

more information on the creation of avatars or interactive virtual humans, the

reader is invited to refer to Chapter 5 of the Virtual Reality Treatise, which is

dedicated to virtual humans [FUC 00].

In effect, the combination of motion-tracking and the use of HMDs makes

it possible to offer the participant a replacement body, which we will generally

call an avatar. The use of an avatar, instead of and in place of the real body of

the user then makes it possible to create the body-ownership illusions during

which it is possible to alter the perception of one’s own body.

5.3.4.2.1. Altering a part of one’s body in VR

Many laboratory experiments that use similar experimental protocol and

installations (in terms of motion capture systems and visual interface) have

shown that it is possible to alter the perception of a part of the user’s body.

Users thus unconsciously “accept” the fact that a modified part of their body is
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indeed a part of their body. The method used to ensure that this is indeed the

case and that the users do not consider the new body or modified body part to

be a tool or object that they control is to display, within the VE, a virtual threat

and study how the participants react.

Kilteni et al. [KIL 12] extended the virtual arm of a user. A virtual limb up

to three times as long as the size of the real limb was considered to be

accepted as the user’s own arm. The test: users would draw back their hand if

there was a threat to the virtual, elongated arm. Using the same concept, other

experiments have made it possible to add a sixth finger to a user’s

hand [HOY 16], to enlarge a participant’s stomach [NOR 11], or even to give

a participant a “virtual tail” [STE 13].

Figure 5.13. Device used to influence the feeling of virtual
incarnation of a participant using an HMD and

a motion-tracking system (taken from [BAN 16])

Similarly, it has also been possible to modify the integral perception that the

user has of their body and not just one part. Figure 5.13 shows a VR experience

that allows a participant to virtually embody or step into “the skin of another”.
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Thus, [BAN 13] showed that it was possible to have the adult participants in

their experiment embody the virtual body of a 4-year-old child. The results

of this experience also showed that once the child’s body was accepted, the

participants overestimated the size of objects, when compared to users who

were not in a virtual body.

Other experiments have made it possible to highlight how powerful VR

can be in modifying our perception of our bodies, which is due to our

remarkable brain plasticity. It has thus been shown that it is possible to evoke

a sense of ownership of a virtual arm with black skin in participants with

white (Caucasian) skin [MAI 13] or even of an entire virtual body

[PEC 13, KIL 13].

Certain experiments show that virtual incarnation has more profound

impacts on the user’s behavior. Indeed, Banakou and Slater [BAN 14] showed

that when in a virtual avatar, it was possible to give participants the illusion

that they had carried out an action that had actually been initiated by their

avatar. A female or male avatar pronounced a word in the virtual environment

in a higher pitch than the participant’s voice. They showed that not only did

the participants have the illusion of having pronounced this word, but when

speaking they also unconsciously used a higher pitch than their “normal”

voice.

5.3.4.2.2. Consequences of altered perception: modification of the
participant’s behavior beyond the VR experience?

Quite surprisingly, when VR enabled a user’s perception to be altered,

researchers showed that this modification of perception could have

consequences for the user even beyond the VE and in the real world.

As we discussed earlier, it is possible to evoke the feeling of ownership of a

virtual body or avatar whose skin color is different from the user’s actual skin

color. Studies have then showed that it was possible to reduce racial biases in

participants by having them embody avatars with different skin colors. Thus,

by having participants respond to a questionnaire that evaluated their racial

biases a few weeks before and a few weeks after the experiment, [MAI 13,

PEC 13] and [BAN 16] showed a significant reduction in this bias among those

participants who had virtually taken on an avatar of a different skin color from

their own.
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Similarly, Yee and Bailenson [YEE 06] demonstrated that negative

stereotypes of elderly persons were significantly reduced among participants

who had taken on the avatars of elderly persons, as compared to those who

took on the avatars of young people. The same authors, in [YEE 07], studied

how virtually embodying another avatar can influence participants’

interactions with other virtual characters, especially if these were tall or

visually appealing.

Kilteni et al. [KIL 13] examined how an avatar’s physical appearance could

influence how the participants played a musical instrument. These researchers

showed that participants with darker skin and dressed more casually played

the djembe more “creatively” (the frequency and variations in the participants’

movements were greater) than those whose avatar had lighter skin and was

more formally dressed (in a suit).

Finally, the virtual incarnation of participants was also used to encourage

the participants to engage in physical exercise [JAU 14], to reduce anxiety

when speaking in public [PER 02, AYM 14] or even to sensitize participants

to environmental problems by having them embody animals [AHN 16].

To conclude, it is possible to use VR to evoke a feeling of virtual

incarnation, which makes it possible to give participants the illusion that a

part of their body or their whole body is modified, and even to observe

modification in their behavior that persists outside the virtual environment.

There are, however, a certain number of prerequisites for the function of

body-ownership illusions. Petkova et al. [PET 11] first spoke of the

importance of first-person view in the VE. This was confirmed by Maselli and

Slater [MAS 13], who showed that this was a necessary condition for their

functioning. In the same article, these authors have also highlighted that these

illusions could take place even without using proprioception (i.e. without

even asking the user to move) or synchronous visuo-tactile stimulations; that

is, simply seeing an avatar in a posture corresponding to that of the user was

sufficient to cause the illusion. Nonetheless, they also demonstrated that

proprioception and synchronous visuo-tactile cues reinforce the illusion, as is

also the case when the virtual avatar resembles the user’s body, in terms of

cloths and skin color.
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5.3.5. Conclusion

We have seen varied examples of altered perceptions in VR and seen how

it is possible to suggest movements in VR. We have shown how perception of

all or a part of one’s body can be altered and even that it is possible to observe

changes in participants’ behavior following VR experiences.

VR thus makes it possible not only to reproduce real and credible stimuli,

but also to generate new, altered perceptions, and to study the impact this will

have on what the user feels or their behavior. This is an extremely new and

rich field of study, which offers very interesting research prospects on ways to

alter user perceptions and also on the limits of brain plasticity: how far can we

modify the perception we have of ourselves?

The pseudo-sensory effects presented here do not include all human senses

and do not discuss all the possible combinations. A question that could then

be posed is: do these “gaps” result from a lack of work in the field or are

certain combinations impossible? Is it possible to stimulate all the senses in

VR and can we simulate everything using only certain senses or should we, on

the contrary, use all the senses for a complete simulation? What is or are the

relation(s) between the senses? Is there symmetry or anti-symmetry?

As we have seen, it is still difficult, or even impossible, at present to evoke

sensations related to certain senses either due to lack of work on the subject

(e.g. smell) or due to technical/technological limitations. As we have

illustrated all through this section, the concept of pseudo-sensory effect is

close to the concept of sensory illusion. Have we arrived here? Can we truly

consider pseudo-sensory effects to be an illusion? This question still triggers

debates within the scientific community and thus opens the door to new

research and experiments on ways to evoke sensations without directly

stimulating our sensory receptors.

There are various applications for this technology. There is, of course,

entertainment and, more specifically, video games. Furthermore, there is VR

training for sports and training in specific sports moves, as well as for

re-education and recovery for treating neuropathic pains, such as the phantom

limb syndrome, where virtual reality has shown very promising results.

Impacts related to the behavior modification brought about by virtual

incarnation (see section 5.3.4.2.2) also seem very promising ways of treating
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psychological or social problems. However, an important question related to

these modifications is: will they persist over time? Current results do not tend

to validate this hypothesis; however, is this only because of the relative

simplicity of the virtual experiences that we can produce at this point?

Current technological limitations will, of course, reduce and we can thus ask

ourselves if these modifications will persist longer. In any case, the possibility

of modifying behavior through VR raises an important ethical question: can

we “manipulate” people’s behavior in this way? Studying the ethical aspects

of VR is a vast and relatively neglected field at present. We must, however,

note the work done by Madary and Metzinger [MAD 16], who have proposed

an ethical code governing the use of VR.
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6

The Challenges and Risks of
Democratization of VR-AR

6.1. Introduction

After over 50 years of research and development of applications for

primarily professional purposes, virtual reality is finally accessible to

everyone. Recent changes in equipment, especially in the so-called “VR”

headsets, have led to a change in meaning of the very expression “virtual

reality”. In effect, we often read that it is sufficient to use VR equipment to

“make” virtual reality. In other words, it seems fair to ask ourselves whether

using such equipment is necessary and sufficient to implement a VR

application. The response is obviously a resounding no. Indeed, this type of

equipment, which we will call “HMD” in the rest of this section, is first and

foremost only a display device with which to see images.

To understand the impact that the use of HMDs has had, it is necessary for

us to understand the user’s sensorimotor functioning, especially that of vision.

Indeed, this invasive visual interface applies to any user and their usage has

consequences for the other senses and on the user’s motor actions. In order to

provide a basic understanding of sensorimotor functioning in humans, it is

useful to go over some fundamental concepts. First, our senses allow us to

perceive the world around us and also to perceive ourselves [FUC 16]. This

reality has a strong influence on the understanding of problems and solutions

for the optimal use of HMDs. Let us recall that even though human vision
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plays a fundamental role in VR, it is very important to take into account the

other senses that must be studied, such as hearing, skin sensitivity and

proprioception. Skin sensitivity is sensitivity to pressure, vibrations and

temperature, while proprioception is the sensitivity to position in space,

movements of the body and force exerted by muscles, and allows us to be

conscious of our own movements. It is orchestrated by sensors situated on

muscles, tendons and articulations, in the vestibular system, the inner ear and,

last but not least, by vision.

For a more detailed study of the sensorimotor aspects of human beings, the

reader can refer to Philippe Fuchs’ book [FUC 16], as well as Volume 1 of The
Virtual Reality Treatise [FUC 05].

In any VR application, the human is immersed in and interacts with a virtual

environment (VE); they perceive, decide and act according to a classic process

represented by the “perception, decision, action” (PDA) loop (see Figure 6.1).

This loop must be implemented despite the technological, physiological and

cognitive constraints we will examine further down.

Figure 6.1. The classic “perception, decision, action” loop

The insertion of sensory, motor and/or sensorimotor interfaces disrupts the

PDA loop, or rather PDA loops, as the working of each of the senses uses an

independent PDA loop (see Figure 6.2). The app designer’s talent thus lies in

controlling these disruptions through a judicious choice of elementary

interactions, appropriate devices and efficient software aids to facilitate the

user’s behavior in the VE.
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Figure 6.2. Sensorimotor incoherences disrupt the level
of immersion and sensorimotor

Three fundamental VR problems can be seen in the diagram in Figure 6.2.

These must be addressed by the application designer:

– The analysis and modeling of human activity in VE: how does a user fitted

with an HMD behave when confronted with sensorimotor inconsistencies in a

virtual world?

– Implementing immersion and interaction: which are the interfaces and

interaction techniques that generate these inconsistencies?

– Modeling and realizing the VE: what are the tools and algorithms that

limit the nuisance of these artifacts?

This section aims to remind app designers and developers of the basic

rules to respect in order to produce efficient applications that can, among

other things, offer users a sufficiently high adaptability vis-à-vis artificial

immersion. In effect, we must constantly keep in mind that these

technologies, by their very nature, disrupt the user’s physiological and

sensorimotor functioning. For example, stereoscopic vision creates

sensorimotor inconsistencies between the accommodation and vergence of

the eyes. This incoherence has been widely known and documented over a

very long time by specialists in the field; let us recall that this was discussed
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in section 3.4 of this very book. With the recent large-scale development of

HMDs, there is still limited feedback received from the general public on the

experience of using it. To guard against the lack of detailed studies, certain

HMD manufacturers warn about the possible risks associated with the use of

their products and do not recommend using them below a certain age.

Nonetheless, the question of the level of adaptation of a human being faced

with this visual immersion in a virtual world remains open. Certain users will

be more sensitive than others and we do not really know why.

We will now discuss the problems that could result from the use of HMDs

before we put forward a few solutions.

6.2. Health and comfort problems

6.2.1. The different problems

The use of HMDs, by nature, poses problems of comfort and health. These

problems may be induced by applications, creating discomfort that is mainly

due to:

– the user’s psychological activity being disrupted in the VE: it is highly

probable that in the future, the use of HMDs by general users will intensify, for

leisure as well as gaming activities. In the context of use related to panoramic

photographs or 360° videos, the device must be used for relatively short

periods to minimize the risk of addiction. On the contrary, when used for

video games, the player may use HMDs for several hours. In the latter case,

psychological consequences may be seen following prolonged immersion. A

fundamental question arising from this: is an HMD likely to increase addiction

to video games? This question, which must be answered by psychologists and

psychiatrists, has not yet been debated, as the practice is not yet widespread;

– a poor interfacing between the visual system and the HMD: when using

an HMD, the user will observe a virtual scene via an optical device which

has very few customizable settings to adapt to the user’s morphology and

is not perfectly adapted to their visual characteristics, which can provoke

ophthalmological problems.

This becomes all the more important when we consider that a large section

of the population already suffer from ophthalmological deficiencies: in China,
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for example, the incidence of myopia among adolescents is close to 90% today

[DEL 15]. In addition, the few optical adjustments that are available, as well

as the rare calibration protocols, such as [PLO 15], are very rarely checked for

quality or, in any case, are very rarely used by professionals;

– another ophthalmological impact, perhaps the most constricting,

concerns prolonged exposure to certain wavelengths, corresponding to blue

light (from 515 to 555 nanometers) emitted by the screens of an HMD.

These may cause long-term damage (risk of AMD – Age-related Macular

Degeneration);

– unsafe technological devices: the main safety issue resides in the visual

and, in some cases, acoustic isolation of the user wearing an HMD.

How do we remedy the absence of direct vision of the real environment,

especially if it is dynamic during the running of the application? The user’s

physical safety will be particularly compromised if they are standing in a room

rather than sitting in a fixed seat. In effect, the visual and acoustic isolation

prevents them from being alert to what is happening in the real environment;

– sensorimotor incoherences: VR techniques induce incoherences almost

systematically, whether for a single sense (such as the incoherence between

accommodation and vergence of the eyes in stereoscopic vision, already

mentioned in this chapter), or between several senses (e.g. locomotion on a

treadmill resulting in perceptual incoherence between vision and the vestibular

system), or between the senses and motor responses (e.g. manipulating virtual

objects without force feedback). In the real world, the set of sensory stimuli

received is used by an individual to construct a coherent representation of their

environment. In the virtual world, the user seeks this same coherence and will

interpret what he perceives with respect to what he experiences, despite the

sensorimotor incoherences. The rest of this section focuses specifically on the

study of sensorimotor incoherences.

6.2.2. Sensorimotor incoherences

Sensorimotor incoherences are of many different kinds. The type most

frequently seen is latency (see section 3.4), which can cause the user

discomfort in their activity in the VE by creating a lag between the visual

feedback resulting from their own actions. This latency is caused by

technological performance (insufficient computing power or communication
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power). In a multi-sensory context, there is the additional difficulty of having

to synchronize latencies between senses in order to make them coherent.

In certain classic and well-documented cases, we know from experience

that the user can adapt to certain incoherences, consciously or unconsciously,

and some of these adaptations are almost naturally made. This is the case, for

example, with virtual movement in front of a small computer screen or game

console. In effect, this creates a visuo-vestibular incoherence where, despite a

(virtual) movement in the VE, the user remains stable in the real environment,

in perfect coherence with their peripheral vision (anchored in the real world)

and their vestibular system, thereby creating an incoherence with their central

vision.

It is rare to see users having difficulty in adapting to this case of a virtual

movement in front of a screen that does not cover their peripheral vision. The

use of an HMD represents a problem of quite different complexity, which we

will describe further on.

Apart from the visuo-vestibular incoherences, there are a large number of

sensorimotor incoherences that we will classify by type in order to structure

our analysis. The objective is to propose recommendations to VR application

designers in order to enhance user comfort. We have chosen to focus on

disruptive incoherences (there are indeed some beneficial ones, whose study

is beyond the scope of this section), which will be presented in three classic

VR interaction paradigms: observation, navigation and manipulation.

6.2.2.1. Observation
– Temporal visuo-motor incoherence: a problem resulting from latency

between the movement of a user’s head and the display on the HMD screen

from the point of view that would result from the movement. This incoherence

is not very disturbing and can even be imperceptible if it is lower than one-

twentieth of a millisecond, which is now the case in some recent HMDs. If

this is not the case, the user perceives delayed movement, which may be out

of sync by a few milliseconds with what the vestibular system detects, causing

gaze instability [STA 02].

– Visuo-temporal incoherence: there is disruptive incoherence if the

frequency of the displayed images (FPS: frames per second) is too low when
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compared to the visual system’s requirements for perceiving images without

flickering and with continuous movements of the objects in motion. This does

not depend on retinal persistence, but on neurophysiological mechanisms such

as the phi phenomenon and beta movement.

– Oculomotor incoherence: in stereoscopic vision, the “accommodation–

vergence” incoherence becomes a problem if the retinal disparities that the

user has to contend with, exceed a certain limit (of the order of 1.5°), which

is a function of exposure time and the user’s visual capacities, among other

things. Some people are so sensitive to this incoherence that they are unable to

even fuse together and view these kinds of images.

– Visuo-spatial incoherence: a disruptive incoherence is created if the

HMD’s field of vision is different from the field of vision of the camera filming

the VE. Certain designers use this trick to artificially increase the user’s field of

vision: most HMDs offer a very small horizontal field of vision, of the order of

100°, as compared to the horizontal human field of vision, with eyes and head

unmoving, of 180°.

– Visuo-motor incoherence in positioning: the movement of the head in the

real environment is a command for a visual rotation in the VE which may be

different as the sensor is imprecise with rotations because it does not measure

translations. If this is the case, it cannot detect the small translations of the

head which may exist even when the observer is standing or sitting relatively

still.

– Spatial visuo-motor incoherence: the designer of a VR application may

wish to program an unnatural visual observation:

- an amplification of the virtual rotation, with respect to the rotation of

the head, to allow the user to see across a larger field of vision without turning

their head too much;

- an amplification of virtual translation, with respect to the translation of

the head, to allow the user to artificially see their movement;

- or, even more disruptive, the point of view displayed does not at all

correspond to the point of view from the user’s head, for example, for a “third-

person view” of the VE (or objective view). The observer sees their avatar (the

representation of their own self) in the VE. The observer may watch themselves

or look elsewhere. The point of view may also be that of a virtual character,

for example the person opposite the observer.
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6.2.2.2. Navigation
– Visuo-vestibular (or visuo-proprioceptive) incoherence: this is the classic

case of virtual displacement by vection, without the real displacement of the

user. This incoherence is well known and constitutes one of the kinds of

“simulator sickness” discussed in section 3.4. This affects the user when they

exceed a certain kinematic limit of displacement. Regardless of the mode of

navigation, including walking on a treadmill, and despite the proprioception

of real walking being coherent with the virtual displacement, the fact remains

that the vestibular system is wrongly stimulated as the user is stationary in the

real environment.

– Visuo-postural incoherence: this is when the user remains standing and

stationary in the real environment, although they are moving in the VE by

vection. The user must control their vertical posture despite the perceptual

incoherences. The vestibular system and proprioceptive stimuli indicate to the

brain that the body is stationary.

6.2.2.3. Manipulation
– Visuo-manual incoherence: if there is a gap between the location of the

user’s real hand and the virtual hand represented in the HMD (due to technical

reasons, for example), then there is a visuo-manual incoherence. In certain

cases, the user may adapt to this, for instance, by interacting in an unnatural

manner using “teleoperation” (i.e. the remote manipulation of a virtual object).

The first five disruptive incoherences for observation (visual), even though

they are not all specific to HMDs, are all due to technical difficulties in

making HMDs that are “perfect enough” (latency, image display frequency,

stereoscopic screens without oculomotor incoherences, large fields of vision

and precise head tracking). In cases where the visual observation is unnatural

or unreal, the disturbances are experienced much more strongly by the user.

The causes of sensorimotor disruptions are either due to technical problems

or due to the unnatural, unreal interaction paradigms imposed by the app

designers.
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6.3. Solutions to avoid discomfort and unease

6.3.1. Presentation of the process

How do we remedy technical inadequacies in current HMDs? In our study,

we analyzed each sensorimotor incoherence independently in order to simplify

the task. However, in a general case, the coupling between the senses may

interfere. For each disruptive, sensorimotor incoherence, it is possible to ask

the following questions:

– How can we mitigate the impact of the sensorimotor incoherence has on

the user’s discomfort or uneasiness?

– Is it possible to remove the sensorimotor incoherence by modifying the

working of the interaction paradigm?

– Can we remove the sensorimotor incoherence by modifying the

functioning of the interface or by adding another interface?

– How can we adapt to the incoherence so as to do away with discomfort

or uneasiness?

The first three questions are applicable to all cases of incoherence, while

the question on adaptation must be globally studied as there is, at present, no

specific research on adaptation to such-and-such a sensorimotor incoherence.

Over 30 solutions have been presented in Philippe Fuchs’ book [FUC 16],

which is dedicated to HMDs. In this section, we have chosen just a few of

them.

6.3.2. Mitigation of the impact on visuo-vestibular incoherence

Taking the classic case of virtual displacement by vection, without any

real movement by the user, the incoherence disturbs the user when certain

kinematic limits of movement are exceeded. We present a few solutions that

may be complementary to each other:

– in order to limit the involvement of the vestibular system, we must

minimize accelerations in translation and rotation, the tilting of the movements

of the virtual camera (the point of view of the user in the virtual environment)

and trajectories of the virtual camera which are too winding (relatively high

bending radii);
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– the perception of movement is most sensitive on the periphery of the

visual field, detecting optical flux due to movements of vection and the

movement of objects in the scene. We can envisage either reducing the

observed field of vision by the occultation of images in peripheral vision, or

attenuating the incoherence by injecting some spatial references from the real

environment into images in peripheral vision, in order to stabilize the user (this

solution, however, is detrimental to visual immersion), or even having objects

in the VE that are immobile with respect to the real environment. In this last

case, the classic example is that of a static driving simulator: the driver is well

stabilized if the driving cabin is in their peripheral vision, as this is immobile

in the real environment;

– in extending the above solution, it may be interesting to use an HMD with

a visor that does not completely occlude vision: “video-glasses” that would

allow the user to directly perceive the real environment in peripheral vision.

In these conditions, the disruptive effects of visuo-vestibular incoherences are

greatly attenuated, as if we were looking at a simple screen.

6.3.3. Removing visuo-vestibular incoherence by modifying the
functioning of the interaction paradigm

Three different solutions may be used:

– if the real displacement of the person, who is standing in the real

environment, is geometrically the same as the displacement in VE, then

the trajectories and speeds in both environments are always the same. The

constraint in this case is that both environments, real and virtual, must be of

the same dimensions. The displacement in the VE must be identical and limited

by the dimensions of the real room. This implies coherence between the visual

stimuli, the stimuli for the vestibular systems and also other proprioceptive

stimuli (neuromuscular spindles, the Golgi apparatus and articular receptors),

the gestures in the VE being identical to the real environment;

– if the displacement in VE is carried out through the teleportation from

one place to another, while the user remains stationary in the real world, then

the continuous movements are removed and the vestibular system is no longer

called into play as there is no longer any speed or acceleration. In this case,

both senses are coherent thanks to the immobility of the person in the real

and virtual environment. The user virtually goes from the starting point to the

destination instantaneously. However, the visual transition from the point of
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view at the point of origin to that at the destination may be carried out in a

fade-out to smoothen the effect of the teleportation;

– a radical solution is using augmented reality. This then requires that

both real and virtual environments be geometrically identical, as they are

overlapping. In this case, there is no longer incoherence! This technically

requires using an AR headset. The user sees the real world, which stabilizes

them even better thanks to their peripheral vision, which is based on the real

environment, as it is technically impossible at present to display images in

peripheral vision in AR headsets.

6.3.4. Removing visuo-vestibular incoherence by modifying
interfaces

We have two different solutions in this category. Incoherence may be

removed by materially recreating the right stimuli to the vestibular systems

by using an interface with motion simulation (1D or 2D treadmill). The

acceleration and incline stimuli to the user’s body must, if possible, constantly

match the visual movements (vection) of the user:

– with an interface with motion simulation, not only is the vestibular

system involved, but so are the proprioceptive organs: muscles, tendons and

joints (e.g. for effective walking), which must also be coherent. Following the

desired virtual movements, we must determine a good interface with motion

simulation, one which can create the right stimuli for the vestibular systems.

Sometimes, there is no realistic solution, independent of the price of the

interface;

– with an interface that involves walking on a 1D or 2D treadmill,

the proprioceptive organs (muscles, tendons and joints) may be correctly

stimulated to reduce incoherences, but the vestibular system is not (correctly)

brought into play. The visuo-proprioceptive incoherences are reduced in this

case (proprioception, globally), but visuo-vestibular incoherences are still

present. We must take them into account and use a solution that makes it

possible to attenuate visuo-vestibular incoherences.

6.3.5. Levels of difficulty in adapting

The question of the user adapting to immersion and interaction in a VE

is much larger than only adapting to sensorimotor incoherences to avoid
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discomfort and uneasiness. In effect, the following four points must be

considered:

– physiological adaptation to the visual interface, such as an HMD;

– cognitive adaptation to the interfacing;

– functional adaptation to the interaction paradigms;

– adaptation to sensorimotor incoherences.

6.4. Conclusion

In conclusion, an analysis of disruptive sensorimotor incoherences enabled

us to propose, in specific contexts, solutions that would at least be able to

attenuate the negative effects on the user’s comfort and health. Some

solutions depend on integrated technological progress in HMDs, while others

have already been experimentally validated and some have yet to be explored.

It is necessary to plan future experimentation in order to validate new

solutions for the use of HMDs by the general public. Our analysis was based

on the consideration of sensorimotor disturbances, with the aim of enhancing

the user’s comfort and health. This analysis is limited, however, as each

incoherence was considered to be independent of the others and the

postulated hypotheses must still be supported and validated.

Given the risks of a VR application’s impact on a user’s health and

comfort, we can understand why HMD manufacturers put out

recommendations restricting the use of their products. The main

recommendations concern taking breaks when using the device, stopping in

the case of uneasiness and not carrying out any physically complex tasks such

as driving a car after a VR experience using an HMD. It is forbidden for

children younger than 13 years of age to use an HMD. In the near future, it

will be important to define precise rules for the use of HMDs and study any

long-term effects they may have on all users, especially children, if the use of

HMDs is going to become widespread. In France, the ANSES (The National

Agency for Food, Environmental and Occupational Health & Safety – Agence
Nationale de la Sécurité Sanitaire de l’Alimentation, de l’environnement et du
travail) will study the potential impact of the use of virtual reality on health

and will then issue recommendations. The content of VR applications must

also be mastered and controlled, with warning messages if needed, as is

already being done by several HMD manufacturers.
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Conclusion

Where Will VR-AR be in 10 Years?

This book has two main objectives: one is to give an overview of the

development in VR-AR in the last decade, while the other is an exercise in

looking to the future by trying to imagine the main evolutions that will occur

in the field. We have already listed a few, mainly scientific, prospects in

Chapter 5 and, in this chapter, we will offer a broader view, based on an

analysis of benefits, weaknesses, opportunities and risks accompanied by a

list of the challenges that must be met1.

Let us begin by briefly reviewing the main benefits that the use of VR-AR

can bring in, described throughout this book (especially in the Introduction and

Chapter 1):

– cost reduction: the design process (e.g. buildings, crowd management,

automobiles);

– improved training and heightened safety: driving, monitoring industrial

processes, etc.;

– allowing access to and studying complex data: big data, data that no

longer exists or is no longer available, is inaccessible, imperceptible, etc.;

– executing precise gestures (education and training): surgical, industrial

and sports;

Chapter written by Bruno ARNALDI, Pascal GUITTON and Guillaume MOREAU.

1 Certain components of this reflection emerged during a debate that was organized by the

AFRV National Day in late 2016 in Brest.
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– enhancing creativity: digital arts, storytelling, etc.;

– assisted driving: planes, cars and ships;

– assistance in carrying out industrial gestures (maintenance) or surgical

procedures;

– offering augmented site visits: touristic and industrial.

Until quite recently, these benefits remained restricted to a few companies

and research laboratories. So what were the main weaknesses that slowed down

the development of VR-AR?

– first, there was the misinformation on these technologies and their

potential power;

– second, there was the cost and complexity of implementing existing

technology, which was limited, de facto, to large companies;

– third, there was the fact that their performance was still limited, notably in

terms of field of vision (for HMDs) and the precision and reliability of position

and localization sensors;

– finally (and this is in part a result of all the above points), there was a

limited number of applications, which did not address all areas of interest of

potential users.

As we have explained in this book, this situation has evolved over the last

few years, and it is now relatively easy to highlight several explanatory factors

that represent as many opportunities to amplify this development:

– technological innovations have made it possible to bring down costs

significantly, thereby opening up these technologies to a wider audience:

smaller companies first, and then the general public;

– these innovations were often developed by small companies, which were

then bought by larger entities, resulting in these solutions being better funded

and sustainable;

– many big actors in the digital world entered this field and their financial

and industrial power should allow these technologies to further break down

barriers and reach a larger public;

– last but not least, there is a highly dynamic international community

composed of very active researchers who have already thought up innovations

for the future.
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Nonetheless, it is not possible to completely exclude the possibility of

a commercial flip: there are many innovative technologies that have not

succeeded as hoped, despite being high performing and receiving a great deal

of industrial investment. For example, the mass-produced 3D TV suffered from

a double complication: a lack of content (3D films and shows) at the time it was

commercially released and a problem of acceptability by the user, especially

given that it was necessary to wear stereoscopic glasses. We can thus list out

several risk factors:

– currently, VR-AR applications only cover a relatively small number of

domains. The lack of applications may thus lead to potential clients moving

away from these technologies unless new solutions come up soon;

– not all users appreciate experiencing VR-AR: whether this is due to

discomfort, social stigmatization2 or simply because the interface is not

adapted to meet their needs and their skills. The question of acceptability by

the client therefore remains key to the adoption of a new product;

– a factor that amplifies the first two points is the large media buzz around

these products that led to high hopes and expectations which, if disappointed,

could lead to the media itself turning on these new products and attacking

them. This is all the more true when this media buzz mainly addresses

innovations in the equipment, neglecting its possible uses;

– finally (but, in our eyes, undoubtedly most importantly), we must not

underestimate or ignore the possible harmful consequences of prolonged use

of an HMD, especially by young users. As we have seen in Chapter 7, there

are still many questions to be explored on this subject, and it is crucial to begin

carrying out studies on the health of future users.

To add to this analysis and conclude this book, we offer you a list of

prospective challenges, some of which are already being explored and others

which are still emerging, to allow you to better understand, or even anticipate,

the future of these fields:

– the problem of acceptability of the proposed solutions has now been

clearly identified by VR-AR specialists. Researchers have put together

multidisciplinary teams by bringing together specialists from the fields of

2 Many Google Glass users reported that they were embarrassed to wear the glasses in certain

circumstances.
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cognitive science, ergonomics and human–machine interfaces, and by carrying

out user-centered studies; this problem is therefore being tackled head-on by

the community and should diminish in the coming years;

– this effort is also being made by many large actors in the field of VR-AR

application development, especially thanks to the growing importance of the

concept of User Experience or UX, which, from being a marketing slogan, has

become a key principle for developers (and not only in the field of VR-AR).

Of course, diversity in use, as well as real – and durable – advantages of the

services offered to the user are at the forefront of the qualities to develop;

– it must be hoped that the education of future application designers

becomes more potent (in terms of both quantity and quality), so as to ensure

that this industry has a pool of expert developers to draw on, which is crucial

to its existence. Given this need, the pedagogic process must reach out to a

wider population, from non-specialist actors to the general public, so that these

evolutions can be better understood and better controlled;

– the entry of large entities (e.g. Google, Facebook, Apple, Microsoft,

Samsung, Sony) should continue and contribute to making this domain

sustainable (which requires considerable financial investment). This presence

does not, however, signify the disappearance of small, innovative structures but

must, on the contrary, help them grow thanks to the availability of equipment

at low costs (because they are mass produced), and this should also lead to the

emergence of industry standards that facilitate development;

– in terms of developments in use, one of the major goals is the ability to

work and interact in groups in VR-AR. Whether this is within large companies,

to contribute to collective processes, or whether this is for social networks to

allow for exchanges between members of a community, these collaborative
applications will explode as soon as several scientific and technological

barriers are removed. Online games, at present, offer a reduced idea of the

interest of these approaches and thus of the adhesion of the concerned public;

– we are convinced that the performance of this equipment (some of which

is developed from technology that is still emerging) will develop in the coming

years, starting with the quality of the visualization devices, especially in terms

of the field of vision, which is too narrow at present. The use of light fields is

a very promising avenue to improve the quality of the synthetic images used.

VR, and especially AR, will benefit from the constant rise in communication

speed, which will facilitate video streaming to ensure better resolution and
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refresh frequency. The arrival of small video projectors (pico projectors)

displaying images in our immediate environment will allow the massive use

of these AR services both for fixed use (in a building) and for mobile use.

Finally, the ongoing development of contact lenses that display images will

continue, especially to enhance the resolution of the displayed images, reduce

their energy consumption (and thus, heat emission) and, above all, promote

their acceptability to the user;

– we are delighted by the fact that, in 2017, ANSES (The French National

French Agency for Food, Environmental and Occupational Health & Safety)

began work on studying the potential impact of VR use on health and will then

issue recommendations for users3. This now seems a crucial step to ensure the

sustainable development of VR-AR.

3 https://www.anses.fr/fr/content/2017-faire-face-aux-expositions-du-quotidien-et-anticiper-

les-risques-%C3%A9mergents
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It would be interesting to adopt the style of speculative fiction and look

into the future to imagine the possible uses VR-AR could bring about. As

the main objective of this book was to give an overview of the scientific and

technical developments over the last 10 years, let us try and maintain “temporal

symmetry” by looking 10 years into the future...

It’s 7 on a Monday morning, September 6, 2027. 21-year-old Marie has

just woken up. The first thing she does is put in her contact lenses. Equipped

with sensor systems (cameras, inertial unit, etc.) and a display system whose

opacity can be adjusted, they can display information in 2D or 3D. Getting out

of bed, Marie slips on her “tech” clothes, fitted with many sensors that capture

information in real time to give to the microcomputer in her body. This is the

size of a grain of rice and is implanted in her hand, in the skin between the

thumb and index finger. These sensors measure a whole set of physiological

data and all data on the wearer’s movements.

As she does every morning, Marie prepares to go jogging. Her group of

friends have decided to run along the edge of a cliff over a famous Norwegian

fjord. She moves across the exercise zone in her house, equipped with a

multi-directional treadmill, which, in these newer buildings, is built into the

floor. With a verbal command, she starts the run and virtually joins up with

the rest of the group. Her contact lenses block out the view of her apartment

and display the view of a Norwegian fjord. Marie finds three friends who are

Chapter written by Bruno ARNALDI, Pascal GUITTON and Guillaume MOREAU.
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ready to set off. Several very high-definition cameras are installed on the wall

she is facing in the apartment. They continuously capture her face in order to

reconstruct her expressions in real time and 3D so they can be transmitted

correctly to her avatar, whose movements are guided by the positions

captured by the sensors in her clothes. All the joggers are, of course, chatting

away loudly and calling teasingly to each other. Microphones and speakers

scattered around everyone’s apartments also allow them to hear each other’s

breathing. Current technology allows them to run in a group across a

geographical site chosen beforehand, providing an excellent restitution of the

facial expressions of different participants and allowing them to gauge, for

example, who is in form on that day or who is struggling with the pace the

group has set. However, neither Marie nor her friends have acquired the latest

top-of-the-line equipment that would allow them to reproduce slopes and

rises. They can only run across flat ground, thereby limiting the sites they can

choose to train on.

After wrapping up her morning run, Marie suddenly feels a mixture of

apprehension and excitement. She’s going back to school today! She’s going

to university where she will study psychology, majoring in “The Psychology

of AI”4. This course studies two complementary aspects: first, psychology

studied from a user’s point of view using an AI system and, second, its

converse, that is, the “psychology” of an AI system vis-à-vis its human user.

She’s keen to be on time and, given that this is a new location, she’d spent all

of the past evening studying how to access the fleet of connected vehicles that

the town made available to increase the safety of users and decrease traffic

jams, the source of so much pollution. As she’s not yet bought the systems

upgrade that would allow her to use her contact lenses with this service, she’d

hunted out an “old” HMD to explore the virtual city. As she slips it on, she

smiles suddenly, thinking back to the first HMD her father had brought home,

back when she was around 10 years old. Heavy, ugly and with a ridiculously

small field of vision! She hadn’t been able to understand how people used

these for hours and hours for gaming! She reflected on the amount of hard

work researchers and engineers must have put in this past decade to be able to

propose the light and esthetically pleasing helmet she had on now, which

wasn’t constrained by the human field of vision. She had used this to visualize

the route to take from the main entry to her classroom, in pedestrian mode.

1 AI: Artificial Intelligence.
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She’d wound up the evening by wandering through virtual spaces made

accessible on social networks by other students who were in her course.

Thanks to this preparation, she’s now in class on time, settling in next to

Pierre, whom she’d met the previous evening in his virtual space and with

whom she’d had a fun conversation. As an introduction to their subject, the

professor, who’s taking their first lecture, has asked them to pull out the flexi

screen stowed away in their armrests and to shape it into a semi-cylinder facing

them so as to immerse themselves in the virtual environment that he would be

using as a teaching support in this lecture. It is possible to make these screens

translucent and the students can thus alternate between a direct, natural view

of the teacher and other students and the immersion in the pedagogic VE to

better understand certain complex concepts.

As the lecture ends, she and Pierre plan to lunch in the restaurant on

campus. Like every young person who’s had their final growth spurt, Marie

loves sugar and red meat. Unfortunately, she’s been diabetic since she was a

child. Moreover, in the second quarter of the 21st Century, meat became quite

rare as a result of the environmental costs of raising livestock. However, for a

few years now, there have been systems with the coy name of “taste

enhancers”, which can modify the taste of any vegetable to mimic meat or

even sugary cakes. These systems, entirely chemical, emerged in the early

2000s and became much more sophisticated over time as simulators that used

heat appeared.

After their meal, they head to their first session of practical work where

they will focus on the working of the human brain. Marie finds herself in a

room with large white tables topped with a metal structure. This contains

several apparatus, none of which she’s familiar with. They remind her of

machinery found in screening rooms, used for lighting and sound systems.

When their teacher arrives, she asks the students to stand around these tables

in groups of two and turn on the systems. Marie watches as a human head

appears. She can see this perfectly thanks to the relief features, but she can

also touch it. She realizes the metal structure is made up of projectors that

display images as well as sensors that detect the positions of the users’ hands.

These then send the human’s microcomputer tactile information to their

fingers to simulate contact with the head. The teacher asks them to carry out a

virtual dissection to reach the brain. To guide them, step-by-step, the table

then displays a virtual animation that shows them precisely what gestures are
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to be used. The students can visualize this from any point of view, replay it as

many times as needed, speed it up or slow it down, and so on. For Marie, this

is a far cry from the MOOCs she discovered when in primary school, where

all students would watch the same video. As the manipulations are complex,

it is sometimes necessary to work with four hands and she uses Pierre’s hands

to interact using real instruments (she has been familiar with the idea of

tangible interfaces since high school. They were introduced in their computer

sciences classes and everyone used them) to work on the head they were

studying. Their gestures, sometimes clumsy, lead to anatomical “damages”

that are easy to correct by going back one step.

After several attempts, they manage to reveal the brain and then the second

part of their practical work begins: they must observe which internal

structures are brought into play during an exercise requiring short-term

memory. Pierre gently chaffs Marie when she puts the headphone, equipped

with miniature electrodes and meant for her to use to record her own brain

electrical activity, around her ear. However, these are far less ridiculous than

the first EEG helmets used by BCI pioneers about 20 years ago. After several

fruitless attempts, Marie is able to visualize her own brain activity projected

onto the brain on the table and, by penetrating it, she is able to see which

internal structures are activated. The teacher congratulates both of them on

their result and dismisses them.

Marie heads towards the sports department and decides to “revise” a

highly technical tennis gesture which she has to work on, according to her

trainer. Her service is not very powerful and she needs the training before her

next match. The training technique her coach has recommended consists of

passive galvanic stimulation. This technique uses a number of judiciously

placed electrodes, spread out across the body. They make it possible to

stimulate the command chain to muscles without really activating them. In

practice, the data on the service action and speed of the current World No. 1

had been gathered and processed. They will now be used as a model to

stimulate Marie’s muscular command chain. She settles down on the training

bench, having slipped into the suit containing the electrodes. Her personal

computer sets up a dialogue with the computer in the suit in order to bring

about the morphological adaptation required and the session can now

commence. The principle behind this training, where the body does not move,

is to reproduce gestures in order for the command chain to memorize the

technical synchronization and chaining. In 2023, researchers had
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demonstrated that learning gestures in this way accelerated learning by up to

four times. Marie goes through about 20 serves using this system. Her contact

lenses display the images of her serve and the trajectory of the ball and,

whenever it happens, its collision with the net. This enables total immersion

in the training situation. Once this passive training is done, she must move on

to actively implement this with a real racquet and ball so that she can happily

note her progress.

Soon it’s time to go home. After dinner, she immerses herself in her

preferred series. There are no longer TV series since the viewer became

active. Indeed, the screenplays no longer imagine a story, but a series of

stories that anyone can choose from or mix as they wish. Moreover, there is

no longer a single point of view, that of the person behind the camera; instead,

each viewer can choose any point of view they choose. Marie has heard of a

recent innovation, still way out of her budget, that makes it possible to truly

become the actor in a certain segment of the series. She tells herself that even

if she had it, she would be too tired this evening to fight off the bad guys.

She falls asleep thinking of Pierre.



Glossary

API – Application Programming Interface1: the collection of elements

(functions, protocols, definitions etc.) that enable the development of software

that interacts with existing systems.

CAVE: a parallelepipedic visualization system, where 3 or 6 faces are

screens. Invented in 1992 by C. Cruz-Neira.

Cybersickness: a group of ‘unpleasant’ manifestations that may be

experienced by a user in an immersive experience, ranging from passing

uneasiness to more severe discomfort.

Degrees of freedom – DoF: see Tracking

GPU – Graphical Processing Unit: a material system that was initially

designed to rapidly compute synthetic images. Thanks to the high-performing

equipment and software used for these systems, today they are used for

processing information that may not involve images but require a high

computing power.

Head-Mounted Display – HMD: a visualization headset used in virtual

reality. The concept was invented by I. Sutherland in 1968.

Head-Up Display – HUD: a visualization headset that enables natural,

direct vision and which is used in augmented reality. Initially invented for use

1 Abbreviations are mentioned when they are frequently used.
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in the military to allow airplane pilots to visualize synthetic information while

preserving their vision of their real environment.

Middleware: software that provides communication between several

software that must exchange information.

SDK – Software Development Kit: a set of software tools, generally

provided by the manufacturer of the equipment to promote the development

of applications that can run on that equipment.

Shader: a software programme used to compute the lighting effects on an

object during a synthesis of images. There are several environments for the

developer: OpenGL, DirectX, CG, etc.

Tracking: a mechanism to track the displacements of an entity (e.g. an

object or a person) in space. This operation is fundamental as it then allows

recalculation and the display of synthetic images, taking into account these

displacements. Most often, tracking returns localization values (three

coordinates) and orientations (three angles). We speak of Degrees of freedom

(DoF).
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