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1 Introduction

A major challenge in linguistic analysis coneerms the possibility of capturing the inherently
dynamic nature of linguistic structure and the gradualness of grammatical change, while
salisfying the general requirement of systemalticily and descriptive and explanatory ade-
quacy. Parl of the challenge is rooted in the basic, obvious, bul anal ylically nontdvial [act
thal language is always silialed in conlexl, which also implies a conneclion belween lin-
guistic change and language use. Awareness of this interdependence goes hand in hand
with a marked shill in the orentation of presen tday diachonic (and, more broadly, varia-
lionist) research: instead af [ocusing on descrbing instances of (inherent) change, seenas
alfecting merely discrete units of a context-independent grammatical syslem, grealter em-
phasis is now pul on searching [or generalizations over those instances so thal we can begin
Lo explore and explain recurrent Lypes of change, This shilling inlerest highlighls al least
twro mutually dependent points: (1) the need [or establishing a workable and plausible ex-
planatory model thal can acommodale the gradient nature of language change, bul also
(2] to acknowledge the relevance of diachronic analy ses and diachroni c evidence for devel-
oping an adequale theory of language in general. (Fried 2013: 419)

This monograph is a usage-based corpus study of nominal determination pat-
terns in 0ld English (OE) which analyzesthe phenomenon of category emergence
fram a diachronic Construction Grammar perspective. It is about the develop-
ment of the definite and the indefinite article in English and argues that a usage-
based, cognitive constructionalist approach seems to provide the most promising
account of WHEN, HOW and WHY the articles emerged. Basically, it will be
shown that the development of the OE demonstrative se (*that') and the OE nu-
meral dn (‘one’) should not be told as a story of two individual morphemes, but
must be reconceptualized in constructionalist terms. The emergence of the mor-
phological category ‘article’ follows from constructional changes in the linguistic
networks of OE speakers and is a case of ‘grammatical constructionalization' (i.e.
the emergence of a new schematic, mostly procedural, form-meaning pairing
which previously did not exist in the constructicon}. It will be demonstrated that
what has traditionally been interpreted as a case of grammaticalization of two
maorphemes is the result of several network changes in the constructicon on a
maore abstract, schematic level, especially the constructionalization of two lexi-
cally underspecified, schematic NP constructions with a determination slot.

In Present Day English (PDE), the articles are functional elements which,
among other things, mark definite and indefinite reference in a subset of noun
phrases (NPs), Articles are procedural, inguistically relational devices which se-
mantically ground the nominal and anchor it in discourse by marking intertex-
tual, anaphoric relations (Langacker 1991: 51-53). As Heine and Kuteva point out:

https: {f dod.or g/ 10,1515/ 7EF1105 4 10523-000
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2 — Introduction

The use of arlicles is anchored in general human conceplualiztion capacities such as [ope-
grounding [or individuating) of an enlily against the background of a developing ‘textual’
world or ashared situational world: both the definite and the inde finite articles individuate
anentity out of a group ol entities, (Heine and Kuteva 2006: 97)

Singular count, plural count and non-count nouns are not supposed to ocour in
‘bare’ form when they are used in a context where the speaker assumes that the
hearer is able to (exhaustively) identify the entities denoted on the basis of the
previous discourse, the intermediate situation or general world knowledge; in
other words, in all contexts that make it clear that the noun phrase refers toa
unique, identifiable entity. In those cases, the overt marking of definite reference
is obligatory, which by default is realized by the definite article the. In contrast,
if the noun phrase has indefinite reference this is marked obligatorily by the in-
definite article a/an (and sometimes some) with singular count nouns (Quirk et
al. 1985: 5.1 Payne and Huddleston 2002: 371). According to internet statistics,
the is the most common word in the English language and a/an is ranked sixth
right after be, to, of and and.'

As the articles are such central elements of the modem noun phrase, the rise
of such a category may seem “unavoidable’ in retrospect. However, there is con-
siderable variation in the expression of (in)definiteness across languages. Arti-
cles which only express (injdefiniteness or (non-}specificity are not frequent
cross-linguistically. Articles are only attested in one third of the languages of the
waorld, and there are many languages like Finnish or Russian which have no arti-
cles at all. As a matter of fact "most of the world gets along quite well without
being obliged to distinguish consistently between the article and an article” (Ly-
ons 1999: 48),

Languages in Western Europe and the countries around the Mediterranean
show the greatest concentration of languages having anarticle system (de Mulder
and Carier 2011: 522). If languages have an article system, the definite article is
more common than the indefinite aticle. Based on Moravesik (1969), Heine
(1997) argues that a language which has an indefinite article is likely to also have
a definite article, while the reverse is not the case in 954 of the languages. In
other words, there are many languages which contrast their definite article with
no article (zero marking/*zero article’} (e.g. Icelandic, Bulgadan, Rumanian),
whileit is extremely rare for a language to have an indefinite but no definite arti-
cle?

1 hitps:ffenwikipedia.on fwiki/Most common_words in_ English
2 Omn the other hand, some languages even have Lwo or Lhree definile arlicles, For example, the
Morth Frisian dialect Weslern Fering has two delinite articles difm)-deif( [ n)-din(pl) and alfm)
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With regards to the formal shape of the article, it is either an invariable, un-
inflected word (for this reason it is often labeled ‘particke’ in descriptive gram-
mars), or the article is an inflected form encoding features such as number, gen-
der and case. This is particularly the case in Indo-European, e.g. German (Lyons
1999: 67). One either finds a free lexdcal item (e.g. the) as article or an affixal arti-
cleof somekind, which is added to mark definiteness: e.g. Rumanian: om (man},
om-ul (man-DEF: the man); om-ul bun (man-DEF good: the good man); or Basque:
emakume (woman), emakume-a (woman-DEF: the woman), emakume ederr-a
(woman beautiful-DEF: the beautiful woman). The/a/an belong to the preposed
free-form type. The great majority of languages with a free-form article are com-
parable to English in terms of the article’s position in the noun phrase (e.g.
Greek); L.e. free-form articles in preposed posidon tend to occur at the beginning
of the noun phrase before the modifier (Lyons 1999: 64).

However, adding an article to the head is not the only way of making (in}def-
inite reference to some entity. Languages may indicate (in}definiteness through
word order/position (e.g. Finnish or Chinese} or case endings (Diesing 1991). For
example, in Finnish, word order is typically used to indicate if a noun phrase is
definite or indefinite. Compare Kadulla on auto *0On the street is a car’ vs. Auto on
kadulla ‘“The car is on the street” (Karlsson 1983[1995]: 18). In many languages di-
rect objects receive distinct marking only if they are definite. For example in Turk-
ish, the direct object in adamiari gérdiim (*1saw the men’) is marked with the affix
i (indicating definiteness). The absence of the affix means that the direct object
is indefinite (adamlar gérdiim ‘[ saw men'). (In}definite ness can also be indirectly
expressed by case endings on prenominal adjectives. For example in Serbo-Cro-
atian, and to a lesser extent in Slovene, the short form of the adjective is inter-
preted as indefinite (nov grad ‘a new city”), while the long form with the suffix —i
is definite and/or specific (novi grad ‘the new city’, ‘a certain new city’) (Aljovié
2002).

From a historical point of view linguistic communities develop article sys-
tems “relatively late” and “spontaneously” (Lyons 1999: 4) and if a language de-
velops and article system at all definite articles tend to develop earlier than in-
definite articles (de Mulder and Carlier 2011: 524), The articles often develop out
of a weakened demonstrative (normally the non-proximal demonstrative or
equivalent) or the numeral ‘one’. For example, in French (similar to English) the

af{[n)-alpl). Similarly, Low German and Danish distinguish between more than one definile
adicle [Schroeder 2006: 562). Il a language has more than one definite adicle, it often uses the
dilferent forms [or dilferent discourse parlicipan s or o distingiish anaphoric or non- anaphoric
reference (Giust 1997: 102 Schmoeder 2006 570).
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definite article le derved from the Latin distal demonstrative ille, while the

French indefinite singular article un developed out of the Latin unity numeral

unu(m) (van Gelderen 2007: 275-276).

Mote however, that articles can also originate from possessive elements (e.g.
Mari, Kamas, Komi} or from a pronoun (Schroeder 2006: 586). For example, the
Morth Germanic dialects developed their article from the postposed 3™ person
pronoun, which was originally treated as clitic and afterwards as an ending
(McColl Millar 2000b: 305). There are also cases attested where a definite article
originates from a verbal lexeme like *say’ (e.g. Proto Chadic) and *see’ (e.g. Sis-
sala) (de Mulder and Carlier 2011: 523).

It can be concluded that article development is not very common in the lan-
suages of the world, and many languages can express communicative intentions
without it in the sense that they mark (in)definiteness by alternative means. As
has been mentioned before, many languages use optional determinatives
(demonstratives, numerals) rather than obligatory articles to indicate definite-
ness.’ Thus, what needs to be explained is why and how English changed from
an ‘articleless’ language into a language with obligatory overt (in}definiteness
marking (at least with singular count nouns) which recruits two free-form articles
in the prehead of the NP to do so. Additionally, one needs to tackle the question
what it actually means for an item to be an article and when - in the history of
English - it makes sense to introduce this category in grammatical description.
To this day, three basic questions remain unresolved, namely (a) why free-form
prehead articles developed in English, (b) whether the Old English form se al-
ready functioned as a definite article and (¢) why the indefinite article developed
with some temporal delay with its paradigm being incomplete in the sense that
pharal and non-count nouns occur bare in indefinite contexts.

With regards to gquestion (a), several answers have been given. It has been
suggested that the diachronic emergence of the articles is:

— triggered by the loss of nominal morphology especially in the adjective para-
digm {e.g. Philipsen 1887; Behaghel 1923; Christophersen 1939; Mustanoja
1960; Giusti 1993; Holmberg 1993)

— influenced by language contact with Old Morse (McColl Millar 20004 b)

3 There seems Lo be some kind of geogmphical continuum with egands to obligatoriness.
Wherteas in Weslern Europe the definile article is frequent and [ormally disting from the demon -
strative (English, Spanish, French), the further one moves East, the less likely il is 1o encounter
an obligalory article, In some Eastern languages Lhere is only an incipient article use of the
demonstrative buil no delinite article (Russian) or the arlide is only emerging (in a cerlain regis-
Ler or only used by young speakers, e.g. Finnish (Schoeder 2006: 575).
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- an example of functional reanalysis towards or within Determiner-Phrase
(DP) structure motivated by the Principle of Feature Economy' (Yamamoto
1989; Philippi 1997; Lyons 1999; Roberts and Roussou 2003; Osawa 2003,
2007 van Gelderen 2004, 2007; Stark, Leiss and Abraham 2007)

- a case of grammaticalization in which, on the one hand, the OE deictic
demonstrative se ‘that’ grammaticalized to become the ModE definite article
the and in which, on the other hand, the OE numeral dn ‘one’ developed into
the indefinite article a/an (Christophersen 1939; Rissanen 1967; Greenberg
1978; Hopper and Martin 1978; Traugott 1982; Mitchell 1985; Lehmann
1995[1982]"; Himmelmann 1997; Diessel 1999a,b; Lyons 1999).

Generally, each of these lines of investigation has its merit. As a matter of fact,
somewhere in the process some kind of reanalysis of the grammar must have
taken place (whateverthis grammar looks like), inorder for the articles to emerge.,
Also, if one compares the OE deictic demonstrative or the numeral with their elab-
orate declensions to the ModE articles, which are formally and semantically re-
duced obligatory markers expressing (injdefinitenessin a fixed position, it istrue
that most of Lehmann's grammaticalization parameters (1995[1982]: 164} can be
applied in both cases. Still, various explanatory challenges remain. Although
maost of the accounts listed above provide descriptions of the words' formal and
functional developments, the proposed explanations are often incomplete be-
cause they do not identify the triggers of the change or becanse they do not dis-
cuss howthe grammaticalization of the individual forms affects (or is affected by)
the whole linguistic system (e.g. related constructions).

The question of causality is well-formulated by Hawkins: “Why is it that
srammaticalization clines are set in motion in some languages but not in others,
or set in motion at some stage of language and not in others?” (Hawkins 2004:
82) With regards to this question, it will be argued that reanalysis and grammati-
calization are epiphenomenal descriptive terms rather than ‘real’ causal mecha-
nisms and should be broken down into more fundamental cognitive mechanisms
including analogical thinking (Fischer 2007: 4; De Smet 2009: 1730). Although
the emergence of the article category is definitely a multi-causal phenomenon
and is also influenced by the speakers” communicative needs, [ suggest that to
fully understand the process, we need to acknowledge that linguistic change is
not only initiated by changes on the discourse-pragmatic level but that the over-
all shape of the synchronic system and speaker-intemal cognitive pressures (e.g.

& MNole hal there is a more secenl 3 2005 edition of Lehmann®s classic, However, [ will refer Lo
the 2! edition.
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entrenchment) also trigger changes and constrain their direction. This is why this
study seeks to explain article development from a usage-based, cognitive con-
structional network perspective. [ will explicitly discuss the influence of fre-
quency effects, analogical thinking (pattern recognition and transfer) and cogni-
tive processing preferences on the articles’ emergence,

To highlight the systemic effects, it will be argued that the development of
the articles in English is triggered by cognitively motivated constructional
changes in the linguistic network; especially the emergence of two complex,
schematic, lexically underspecified constructions with a fixed determination slot
in the prehead of the noun phrase, This slot becomes a functionally exploitable
structural cate goryitself, which leads to the recruitment of the demonstrative and
the numeral as default slotfillers. The article category emerges as a result of the
interaction between abstract constructional schemas. An abstract syntactic con-
struction is thus a “grammatical primitive [which can be] both the source and
outcome of grammaticalization” (Traugott and Trousdale 2010: 13).

The second question (b) as to whether se already functioned as a definite ar-
ticle in Old English heavily depends on how one defines demonstratives and ar-
ticles in the first place, and what grammatical features one believes to be affected
by the postulated change, Unfortunately, most accounts are full of terminological
inconsistencies and do not offer a definition of the article category. Unless we set
up clear criteria for distinguishing between demonstratives and articles, it will
not be possible to properly describe the categorical change. In other words, it is
necessary to define ‘article usage’.

As a reaction to this shortcoming, [ will evaluate seven critera for anticlehood
which have been proposed by various scholars and test whether these criteria will
help to successfully demarcate between a demonstrative and a definite article or
a numeral and an indefinite article. Ultimately it will be shown that not all the
criteria are useful, especially when one applies them to an older language stage
like Old English. Ulimately, I will propose the following working definition for
an English article: an article is a linguistic element which is a syntactically fixed
default slotfiller used to exclusively and obligatorly mark (in)definite ness,

Mote that the term ‘article” is often confused or used synonymously with the
maore modern term ‘determiner’. BEloomfield introduced the concept ‘determiner’
in 1933, while the term ‘article’ is much older. Lowth (1762) seems to be the first
to take the articles as a separate word class; before that, they were considered
particles. However, a conceptual difference between those two exdists, [ will work
with the following distinction: the term ‘article’ refers to a word category, e a
cover term for certain lexemes (e.g. English the or German der, die, das), whereas
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‘determiner’ denotes a syntactic function in the noun phrase which can be ful-
filled by a set of elements called *determinatives’ (see section 2.1).

Any attempt to successfully demarcate the article category must be embed-
ded into a broader discussion of notions like gradience and gradualness (Taylor
2003; Aarts 2004, 2007a,b; Denison 2006; Traugott and Trousdale 2010). The case
of article development shows that synchronic gradience (i.e. the organization of
members within a category and the nature of boundaries between categories) is
a result of diachronic gradualness. Thus a diachronic perspective is the key to
gaining a better understanding of a form's step-wise acquisition of semantic, dis-
tributional and categorical properties (Denison 2006: 300). The set of determina-
tivesis fuzzy, and not every element which nowadays is considered to be a mem-
ber of this set necessarily used to be a member of it at earlier linguistic stages.
This leads to gradience and indeterminacy.

With respect to question (c) the indefinite article has been said to develop in
early Middle English (ME); it remains to be seen why. Previous research suffers
from the fact that the developments of the definite and the indefinite article are
traditionally discussed separately (e.g. Rissanen 1967 vs. McColl Millar 2000a).
Unfortunately, most accounts fail to see the interdependency of the two develop-
ments. As a reaction, [ will link the development of the indefinite article to the
previous emergence of its definite counterpart, present and test criteria for arti-
clehood and will show how OE ‘NP ecology’ (i.e. the composition, distribution
and frequency of various NP constructions) steered the linguistic change in its
specific direction.

Many traditional studies are small in empirical scope and do not use quanti-
tative methods or corpus data. This is why [want to answer the questions men-
tioned above by presenting the empirical results of an extensive qualitative and
quantitative corpus study which will shed new light on the topic.

The rest of this introduction gives a preliminary account of the phenomenon
(section 1.1} and briefly presents the texts and methodology used (section 1.2).
Section 1.3 outlines the approach taken and sketches the constructional nature
of the change. The overall goals and imitations of this book are discussed in sec-
tion 1.4. Finally, an overview of the structure of this monograph will be given
(section 1.5).

1.1 The phenomenon

It is established knowledge that the definite English article the developed out of
the OF deictic demonstrative se (and its inflectional forms), whereas the indefi-
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nite article a/an derves from the OE numeral dn (Christophersen 1939: 84; Mus-
tanoja 1960: 169; Kisbye 1972: 1; Mitchell 1985: 127-129).5 Within the Indo-Euro-
pean languages and especially in the Germanic languages article emergence is a
rather late development. Some researchers state that “this category is not a fea-
ture inherited from Indo-European”™ (De Mulder and Carlier 2011: 523). In Gothic
(Got), Old High German (OHG), 01d Saxon (05) and Old English (OE) the article is
only emerging. (Philippi 1997: 62) lists the following sentences (ex.1) in order to
show that all these Germanic languages did not obligatorily mark definite or in-
definite reference.

(1) a) ipsainngageands paith dawr hairdeis ist lambe
but who poes through [the] door  is fal shepherd for  [the] sheep
Gol (LX.2)
b} uuanira giboran ist man in mittilgart

because (i) was born [a] man  in [the] world
OHG (Talian 174.5)

) stone daafler stane stearcheort, onfand  feondes [otlast
Jjumped then behind  [the] stone  [the | stouthearted, found enemy’s footstep
OF [ Ben,2288)

d) eleo man mid sulicun dadun  dodes gesculdien
if sometimes [a] man with such adions [thel death  deserves

05 (Heliand. 5244)

Instead, what we find in these languages is the use of demonstratives and numer-
als in a way similar to that of the definite and indefinite articles in modern Ger-
manic languages, as illustrated in example (2):

(2) &) jah andhafjands sahondafaps qap
and answering the/that captain ~ said
Gol (M.VILE:S)

b) =0 er bifora wardh chichundit dhuruh dhen forasagun
50 he before was foreseen by the/those prophets
OHG (Isidor.28.5.6)

5 The definite article the developed [orm the so-called ‘simple’ (‘distal”) dependent determina-
live se and its paradigm. Most likely [rom the masculine nominative [orm se employing the onsel
B~ [rom the other cases. The indefinite artide developed rom the numeral's nominative and
accusative [lorm dn (see section 4.1.1 lor delails).

6 Examples [Za—c) are also laken [rom Philippd (1997 62).
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c) that all thia elilendun man i vothil suchlin
that all the/that strange men  their home looked -for
05 [Heliand. 345)

In Old English, dnand se could be used to mark indefinite and definite reference,
respectively:

(3 pa Eadmund cly pode ®nne bisceop  be him ba gehendost was
then Eadmund summoned afone bishop who him then neares! was

[ b fothiode se bisceop
|oee] then was afraid the/this hishop

‘Then Edmund sent [or a bishop, who was closest 1o him..then the bishop was alfraid’
(coaelive,«ALS |Edmund]|:56.6994_ 10

Se could be used in two ways: either as an independent element (comparable to
the PDE complementizer, pronoun that/which/who) heading a noun phrase (ex.4)
or dependently as a determinative in combination with a noun (ex.5 and ex.6).
The definite article developed out of the dependent usage.

(4) dadla he waes gehroht to gelealan  mid dere gmpunge
When he was hrought fo faith with the touch

b weand 20 Lwynung purh paet us @ lhroden
then was the unceriainty by that from us taken

‘When he was made 1o believe through the towch, the uncedain iy was taken from us
by that'
(cocathoml, «ACHom_[, 16:310.95 7998 1Y)

(5) On dere wann da stenenan bredu  desioa
In it were the stone tablets on which the law
was on awrlen mid ten bebodum [.. |, & eac se sweta meie
was wriffen in ten commandments [..],  and also the sweet food
hie heton monna  se him cuom of hefonum
they call manna which to them came from heaven

‘In it the stone tablels were kepl on which the law was wrillen in len commandmenls,
and also the sweel [ood they call mannawhich came to them [rom heaven'
(cocura, CP:7.125.17.847)
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(6]

Genim de ane iserne hierstepannan |...]  Durh Ba pannan
take an fron frying pan [..] by the pan

is pelarnod  se wielm e modes
s signified the fervar of the spirit

Take an iron [ying pan... through the pan the fervor of the spidl is
signified*
(eocura, CP21.163.211117_10)

The indefinite article derives from the individualizing use of the numeral dn. In
example (6) the iron frying pan is introduced by the form ane. Like se, dn could
be used inde pendently (ex.7) or in combination with a noun (ex.8).

(7

(8}

bas nam he Gf slanas on his herdebelig, &
then fook he five stones in his shepherd's bag and

beah-hwepere mid anum  he pone gigantofwearp
yelwith one he that gimnt struck down

Then he took lve stones in his bag, however with one he struck down the giant”
fcoblick, HomS 10_[BlHom_3):31.82.419_I0)

B pas geares warun ofElegens viili eorlas & an cyning
and that year were killed nine earls and one king

‘And thal vear nine earls and one king were Jilled’
{cochron A<1,Chron A_[Plummer| :871.33.829)

Inexample (7} and (8) dnis used as the numeral one (as opposed to two or three).
[n example (9), however, we find dn with a rather bleached meaning with an in-
dividualizing function which more or less resembles that of the indefinite article

(Rissanen 1967: 261}

=) Min brodor Peada & min leoue [reond Oswi ONEUNNEN an mynstre
My brother Peter and my dear friend Oswy began afone minster

Crisle Lo loiie B Sancle Pelre
Christ to proaise and Sanct Peter

‘My brother Peter and my dear [riend Oswy started to build a minster Lo praise
Christ and 51, Peter’
[cochronE-INTERPOLATION, ChronE_[Flummet] :656.14.398)
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Looking at the examples, one could jump to the conclusion that 0ld English had
a definite and indefinite article. However, varous problems arise if one simply
equates OE se with ModE the and OE an with today's a/an. The distribution of se
in Old English differs from that of modem the in various ways. Sometimes Old
English does not employ the demonstrative when one might expect an article in
Present Day English and vice versa. Pattems with no overt marking of definite
reference can be found (ex.10 and ex.11).

(109 Her sunne adesstrode  onoxdi k. lulii
Here sun grewdark on (20 fune

‘In this year, the sun grew dark on the 20th af [une'
(cochmonE, ChronE_ |Plummer|: 560.1.183)

(11) I gaul on dasprasd bywende oxan Lo Felda,
1 poout al douwn driving oxen o fields
ond iugie hie o syl .. ac geiukodan oxan ond

and Iiiethem  to plough [..] but when I poked oxen and

gelasinodon seeane ond cullre mid peere syl,...
fastened plough and ploughshare to that plough,..

‘Atdawn | go oul and drive some oxen Lo the [ields and [ e them 1o a plough...
but when [yoked the oxen and astened plough and ploughshare to that plough...’
[Alfric's Colloguy, Garmonsway 1939: 19-21)

For example in (11}, the OE count noun oxan occurs in bare form without any de-
terminative although the referent set of the oxen has been introduced in the pre-
vious discourse so that the referent is already known to the speaker and hearer.
Modern English marks this overtly by the definite article the (or another detenmi-
native e.g. this/his). However, later in the manuscript, the noun oxen gets marked
by a form of se:

(12) Panne se yrihlinge unscenf ba oxan,
When the farmer has unyoked the/his/these oxen,
ic lasde hie to laese, ond ealleniht icstande aler hie
1 lead them to the pasture  and all night ! stand over them
waciende peafum far

walching thieves for

(=)
-
)
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‘When the [armer has unyoked the oxen [ lead them to the pasture and all night
Istand over them waltching [or thieves'
[Elfric's Colloguy, Garmonsway 1938: 19-21)

Seherecan be given a deictic interpretation and may be translated as the demon-
strative these or even as a possessive pronoun (his) but it can also get an article-
like reading translatable as the.

It is also possible in Old English for se to co-occur with a possessive pronoun
in thesame NP (e.g. ex.13; also see section 4.1 for co-occumrence patterns). This is
something which does not suggest that the form functions as an article but rather
as a modifying element, if we assume that articles do not co-occur with other de-
terminatives (see section 2.3 on ariteda for articlehood).

(13) Gil howa slea his done nehstan  mid stane ofde mid bysle
if anyone beats his that neighbor  with sione or with fist

I[ amyone beals his neighbor with astone or with the Gst’
{colawalint, LawATEl:16.461)

It can be concluded that the form se could fulfill more than one function and the
use of adeterminative appears to have been only optional whenit comes to mark-
ing definiteness. The examples given sparked a debate in the literature about the
gquestion whether the demonstrative should already be analyzed as a definite ar-
ticlein the 9" century. Concerning this question, opinions differ. The controversy
has mostly remained undecided because of terminological inconsistencies. Past
discussions have been confused because scholars did not explicitly define the ar-
ticle category or disagreed on how to define it.

Early writers such as the German scholars Flamme (1885: 25) or Brunner
(1965[1942]: 261) positively state that the demonstrative se is a definite article:

Das urspriingliche einfache Demonstrativpronomen se, sio, a2t hat im Ae. meisl nur noch
die abgeschwiichie Bedeulung des bestimmien Artikels. [Mostof the ime, the original sim-
ple demonstrative pronoun se, sio, &z in Old English only has the weakened meaning ola
delinite article]. [ Brunner 19651942 : 261§337)

Similarly, Philipsen (1887: 6, 10, 14) distinguishes between articles with *strong
demonstrative force’, with “weaker demonstrative force’ and “without demonstra-
tive force’. Also other linguists strongly believe in the existence of an article
around 897 (Christophersen 1939: 92, Kisbye 1972 1). In contrast, several recent
studies do not postulate the existence of a definite article in 0ld English (Ackles
1997; Denison 2006; Osawa 2007). Ackles states that
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the entire system for the expression of definileness [...| dilfered from Old English to Middle
English. Old English contained elements to which the Middle and Modern English delinite
articles can be traced, alleas| phonologically, bul the 01d English elements did not lunction
as delinite [...] articles (Addes 1997 7).

As stated before, an answer to the gquestion when the articles emerged in English
will be influenced by the particular definition of the article category. Some lin-
guists categorize a form as a definite article when it is only used for individuali-
zation, while others consider it a true article only when itis an obligatory satellite
ofthe noun in all referential contexts. For example, Mustanoja decides to treat se
and dn as articles at an early stage when they are used to single out an individual
and do not have their “full demonstrative or numeral foree™ (Mustanoja 1960:
231). On the other hand, grammarians like Christophersen point out that we can-
not recognize se as an article “until the development is completed and the word
has become obligatory in all such cases. Till then, we have only extended use of
a demonstrative” (1938: 83). In this book [ argue that a linguistic element should
only be called an artidle (in English) if it is a syntactically fixed element used to
exchusively and obligatorily mark (in)}definiteness,

Regarding the development of the indefinite article, most scholars agree that
there was no indefinite article in Old English and that it only developed later at
the beginning of the ME period (Christophersen 1939; Rissanen 1967). This agree-
ment derives fromthe fact that most of the time indefinite reference is not marked
atallin the OF texts (ex.11 above, ex.14 and ex.15).

(14) He cuad: Oaic haelde  doneweall Ddurhdymelod Oageseah ic duro
He said: when l had  the wall pierced then saw | door

‘He said: When [ had pierced the wall, [ saw a door®
(eocura,CP: 2.155.3.1053)

(15} Gil ceor] ceap [orstild & bired inlo his @rne B belehd
1f b sb and steals catife  and brings to his house and finds

paErinne mon ponmne bid se his dasl synmig bulan  pamwileanum
in there someone  then is thishis part  guilty without the wife alone

‘I[a husband steals cattle and brings it into his house and someonse finds it there,
then he alone withoul his wile is guilty for his desds’
(colawine, Lawlne :57.153)

As OE prose is full of such unmarked indefinite noun phrases, Mitchell states that
no indefinite article existed in Old English. He points out that “0E dn is often not
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used where MnE would have the indefinite article and that where it does it usu-
ally carries some sense stronger than MnE ‘g, an™ (Mitchell 1985: 95; also see
Ringe and Taylor 2004: 447). With only a few exceptions (e.g. Schrader 1887) the
majority of researchers pin down the emergence of the indefinite article at the
beginning of early Middle English. Again, the question remains why the numeral
erammaticalized at that point; after all many languages have no indefinite arti-
cle,

For several researchers, the ‘demonstrative/numeral vs. article’ discussion is
beside the point and they regard it as a pseudo-problem created by the im position
of modern terminology on older structures, Mitchell describes the search for arti-
cle use in the OE period as a futile “terminological will-o'-the-wisp™ (1985: §329).
Also Ouirk and Wrenn state that “the existence of a ‘definite article’ in OE is a
vexed question, [...] which has been raised largely by our desire to impose upon
OE a terminology familiar in and suitable for Mod E” (Quirk and Wrenn 1958: 70).
Still, the issue merits investigation in so far as we are dealing with a category
change in the grammar. The essential point is that a categorical change cannot
be described properly unless the article category is sufficiently defined and until
reliable corpus studies have been conducted. Handbook statements (e.g, Mitchell
1985; Hogg 1992-1999) which suggest that Old English did not have a category of
articles should not be taken for granted but need to be checked by analyzing a
large data set qualitatively and quantitatively.

1.2 Data and methodology

Empirically, the argumentation in this book rests on an extensive quantitative
and qualitative analysis of definite and indefinite NP constructions in several OE
prose texts from the York-Toronto-Helsinki Parsed Corpus of Old English Prose
(YCOE).® For analysis, the CorpusSearch Program® and R were used. To the best
of my knowledge, no existing study on the article tests its assumptions against a
large text sample using a computer-accessible corpus. In addition, not many ex-
isting studies on the topic test their results for statistical significance. I will fill
this empirical gap by analyzing texts using a corpus search program and by dis-
cussing the frequencies of the attested patterns, something which is usually not

7 Schrader (1887) claims thal the numeral dn is already widely used as the indefinite artide by
Aelhic,

8 http:fwww-users.york.ac.uk/~lang 22/ COE/Y meHome him

9 hilpfcorpussearch.sou ree forge.ne findex himl

10 hitps: fecranr-pojeclore/
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taken into account in the handbooks, although valid claims on how grammar
should be modeled can only be made if one (also) takes frequency into consider-
ation.

[ have focused on prose rather than poetry and on original texts rather than
translations. [ support the proposition that prose has to be preferred to poetry
because of the artificality of verse form. It can be the case that in poetry a lin-
guistic pattern is preferred due to thythmic considerations or ornamentation.
Conclusions drawn from metrical texts can, from that point of view, be deceptive
as they tell us more about poetic conventions than aboutunmarked grammatical
structures, For example, Christophersen (1939: 86) states that demonstrative us-
age is lower in poetry due to metrical considerations and seis undoubtedly more
frequent in natural prose. Of course, linguistic patterns found in poetry can be
informative as well and deserve to be analyzed. This could be the aim of future
investigations, but in this book [ will imit myself to prose texts.

Regarding prose texts, it has to be stressed that in the development of litera-
ture prose generally tends to come late, Old English prose first appears in the 9%
century and continues to be recorded from then onwards. The majority of the sur-
viving prose is sermons, saints' lives and religious works. In the given literature
of those days originals are scarce and most of the manuscripts which have sur-
vived from the earliest stage are translations from Latin. Analyzing a translation
might turmn out to be a problem when researching article usage, as the translator
possibly took over syntactic constructions from the source language which does
not have a category of articles, How this may have affected the results remains to
be seen. In other words, translations will have to be checked for their Latin influ-
ence (see section 6.2.1).

Fortunately, also secular, non-Latin prose exists, as for example legal docu-
ments, laws, wills, or works on medicine and geography. Secular prose is espe-
cially interesting becanse one can expect a certain ariginality in this text type (L.e.
the text will not be modeled on Latin examples). Thus, | concentrated primarily
on all those texts which do not constitute translations (see Table 1 below). In par-
ticular, [ will often rely on a detailed qualitative analysis of the A and E manu-
script of the Anglo-Saxon Chronicle (the Parker and the Peterborough manuscript).
The Anglo-Saxon Chronicle is an original (non-Latin) secular text and very repre-
sentative of the language used at that time (see section 5.1).

Finally, two other practical factors were taken into consideration when
choosing written records to be analyzed. To analyze a large amount of data, one
needs to make use of a certain search program. Additionally, as the issuein ques-
tion is a syntactic one, syntactic annotation is most welcome in order to be able
to search for certain structures. In the end the following manuscripts were used
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as a source because they are all prose texts which cover the period of interest and
are syntactically annotated in the YCOE corpus:

Tab. 1: Early OE manuscripls (0.2 and 0.3 period) invesligated *

manuscripts filetag  period word count  Latin manuscipt
translation  in YCOE

Peterborough FE 0.3/4 late  a0,641w original cochronE.o34
Chronicle

Allric*s Lives of Los 0.3 late 100,193w  original coalelive. o3
Saints

Allric's Catholic CH 0.3 late 106,173w  original cocathom1.03
Homilies

Parker Chronicle Pa 0.2/3 early 14,583w ariginal tochronA.n23
Blickling Homilies BH 0.2/3 eary  42,506w ariginal coblick.a23
Laws of Allred LAaw 0.2 early  3,314w original colawalo2
Laws of Alfred Intro-  LAWI 0.2 early 1, 966w original colawalinto2
duction

Laws af Ine INE 0.2 early  2,755w original colawineox?
Gregory's Dialogues GO 0.2/4 early  91,553w translation cogregdC.o24
Bede's Hislory of BED 0.2 early 80,767w translation cobedeo2
Lhe English Church

Boethius BOS 0.2 early 48,443%w translation coboeth.o2
Cura pastoralis/ CUR 0.2 earlly 68,556w translalion  cocura.oZ
The Pastoral Cane

Orosius 051 0.2 earlly  51,020w translation  coorosiu.o2

The texts show regional variety and belong to different genres and centuries. This
is the reason why we should not regard these texts as forming one corpus sample,
but rather interpret them as separate texts to be investigated individually.

In dealing with historical data it is necessary to briefly remark on the issue of
reliability. Generally, not much is known about the OE dialect situation. There
are four main dialects in Old English: Northumbrianin the Morth, Mercian spoken
in the East Midlands and the northern two-thirds of the West Midlands, West

11 For lurther information on the investigated manuscripts see Appendix L. In the YCOE corpus,
“texts [rom the Helsinkd Corpus have the Helsinki period attached as an extension following
PPCME? practice. [...]. When Helsinki provides two pedods, the first being period of composition,
and second, period of manuscripl, both periods are included in the Blename” [(YOOE maniial
hittp:/ fwarwusers. york aculk) ~lang 20 YCOE YeoeFiles him).
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Saxon spoken in the Southwest and the southern third of the West Midlands, and
Kentish in the Southeast. Due to these “dialectological complexities and the fact
that the bulk of surviving Old English [...] is West Saxon"” (Lass 1992:35), most
forms presented are from West Saxon. The problem is that in Proto-Germanic or
even Old English textual evidence is regional and rare due to the chance survival
of documents and the scardty of homogenous texts. Without enough textual ev-
idence it is very difficult to reconstruct syntax, and we can only make tentative
claims about changes between Proto-Germanic and Old English. It is possible to
observe linguistic change in the OE period, but often these changes rather repre-
sent inconchisive tendencies. What can be observed is the greater or the lesser
use of a constniction. Additionally, for the particular use of se and dn, their use
in prose texts is conditioned by vardous factors that influence their observable
frequency in the data. It seems likely that a genre like law texts will potentially
include fewer definite contexts than some other text type because in law texts the
referent is often indefinite.

Tracing the development of the demonstrative and numeral seems to get eas-
ier in the ME period as for this period extensive material is available. However, it
is still difficult to draw up a comprehensive picture of what happened exactly
from Old English to Middle English. The language recorded in the manuscripts
fram the end of the OE period is very different from the one in the early vears of
Middle English. Nevertheless, one cannot assume that the language itself gener-
ally changed as drastically and suddenly as the written records suggest. Political
and linguistic dominance, which formerly had been situated in the Southwest
(Wessex), shifted to the Southeast and especially the Southeast Midlands, The
manuscriptswritten before 1100 are for the most part West Saxon, but the records
of Middle English can be found farther to the North. Today's modem standard
geographically has its historical bias in the Southeast Midlands, especially in the
prestige dialects of the capital and the Home Countries, not in West Saxon (Lass
1992 23-32). According to Lass, the ‘Englishes’ of the fourteenth-fifteenth cen-
tury *which are roughly precursors of ‘our English', do not have a detailed Old
English ancestry” (Lass 1992: 33). This is why some of the suddenness of the ob-
servable linguistic changes may be a textual and geographical artifact.

In other words, it remains difficult to trace the articles’ first appearance in
any straight fashion to the later stage, where they are fully implemented into the
system. Yet, as Hogg observes “[njone of this means that the linguist has to give
up. But it does mean that the process of linguistic investigation must proceed by
deductive inference to a much greater degree than is necessary with a present-
day language and, of course, that the results achieved must necessarily be that
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much less certain™ (Hogg 1992: 20). Any statements made in the following sec-
tions about the condition of the determinatives in early English should thus be
evaluated in the light of these reservations.

1.3 Theapproach

The present study specifically tries to show the value of a usage-based, cognitive
constructionalist approach to language change. During the last decade, the con-
structionist approach has been the fastest growing linguistic and interdiscipli-
nary cognitive-functional approach to language (Goldberg 2013: 30). This is con-
firmed by the development of several versions of Construction Grammar (see
chapter 4}, the growing number of international conferences and workshops (e.g.
[CCG 1-10), and the advent of new research directions (e.g. constructional mor-
phology, application to languages other than English, typological comparative
studies, computational modeling, combination of constructional analyses with
sociolinguistic and discourse analytic notions, constructional approaches to lan-
suage pedagogy, ..). Of course, the large body of recent publications also shows
how popular the approach is (e.g. articles: Hoffmann and Trousdale 2011; Col-
leman and de Clerck 2011; proceedings: Fried and Ostman 2004; Fischer and
Stefanowitsch 2007; Butler and Arista 2009; Boogaart, Colleman and Rutten
2014; Barddal et al. 2015; Yoon and Gries 2016; Ruiz de Mendoza Ibafiez, Luzondo
Oyin and Pérez Sobrino 2017; Coussé, Andersson and Olofsson 2018; mono-
graphs and handbooks: Hoffmann and Trousdale 2013; Traugott and Trousdale
2013; Ellis, Rimer and O'Donnell 2016; textbooks: Croft and Cruse 2004; Hilpert
2004; Fiem and Lasch 2014; and an academic journal: Constructions and Frames).

Since lsrael's seminal paper (1996), many historical inguists also “see an ex-
cellent fit between the mechanisms of syntactic change and the basic principles
of Construction Grammar” (Barddal and Gildea 2015: 9). Construction Grammar
is considered a useful tool for diachronic analysis (Fried 2009: 1) because its ar-
chitecture invites us to think “about change in form and meaning equally, as well
as the creation of and changes to links between constructions in a network”
(Traugott and Trousdale 2013: 231). Especially a usage-based, cognitive construc-
tionalist approach lends itself very well to modeling morpho-syntactic change
(e.g. grammaticalization) as it understands change as a gradual, incremental bot-
tom-up process and stresses the importance of frequency effects, analogical rea-
soning, and entrenchment. Grammar is an emerging phenomenon and linguistic
change happens through use. This is also an important aspect which distin-
guishes a usage-based approach from the structuralist paradigm. Whereas in a
structuralist paradigm, syntacticdans focus on detailed formal representations of
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linguistic structure, in a usage-based approach the focus of research is more con-

cerned with the dynamics of the grammatical system ( Diessel 2015: 297).

The line of argumentation in this book is partially inspired by the synchronic
work of Langacker (1987, 2008), Goldberg (1995, 2006, 2009, 2013), Tomasello
(2003a,b), Croft and Cruse (2004}, Hawkins (2004), Bybee (2007, 2010), and the
diachronic proposals of the following scholars: Fischer (2007, 2008, 2010}, De
Smet (2009, 2013}, Traugott and Trousdale (2010, 2013), Van de Velde (2010,
2014), Hoffmann and Trousdale (2011, 2013), Hilpert (2013, 2014), Diessel (2011,
2015), Petré (2014), Trousdale (2014) and Torrent (2015), Moreover, functional and
cognitive thoughts on linguistic categorization, gradience and gradualness
strongly influence the reasoning in this book (Taylor 2003; Aarts 2004, 2007a,b;
Denison 2006; Croft 2001, 2007; Traugott and Trousdale 2010).

Diachronic Construction Grammar with a cognitive outlook aims to “make
statements about the [internal] linguistic knowledge of earlier generations of
speakers” (Hilpert forth.) and - among other things — adheres to the following
tenets which will be discussed in much more detail in chapter 4 and which are
highly relevant for the line of argumentation presented in this book:

- Language is a ‘Complex Adaptive System' (e.g. Gell-Mann 1992; Ellis and
Larsen-Freeman 2009) that is shaped by domain-general, cognitive pro-
cesses, Grammar is non-modular and usage-based and all grammatical gen-
eralizations (e.g. syntactic categories) are derived from the user's experience
with language. Structure emerges through repetition, categorization and
conventionalization rather than resulting from a pre-existent innate matrix.
All grammatical generalizations like syntactic categories or word dasses are
language specific and derived from the user’s experience with language asa
response to the pressure of discourse (Bybee and Hopper 2001: 18; Bybee
2010; Diessel 2015).

- Grammar consists of surface-orented ‘form-meaning pairings’ (construc-
tions), which can be atomic/substantive (e.g. words) but also complex/sche-
matic. This means that they can have sequential structure with fixed posi-
tions and positions that are open. The distinction between lexicon and
syntactic rules is given up and lexical and grammatical expressions belong
to different poles of a continuum (Croft 2001: 17; Boye and Harder 2012: 1).

— All the constructions of a language together form the ‘constructicon™ "a
structured inventory, which can be represented by multiple inheritance net-
works" (Croft and Cruse 2004: 262-265). Constructions are conceptualized as
nodes connected via links in a network. Individual related constructions are
connected as constructional familie sin taxonomic and meronymic networks.
The formal and functional diachronic development of linguistic forms and
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constructions s influenced — among other things - by the related construc-
tions in the network. For example, more substantive constructions can exert
influence on complex abstract schematic constructions and vice versa
(Barddal and Gildea 2015: 23).

— As constructions are based on generalizations over actual utterances, input
frequency influences the emergence and entrenchment of abstract grammat-
ical constructions. In general, a certain degree of type and token frequency
is necessary to uncover the structure of any linguistic input. Here, the fre-
quency of specific instances of constructions influences and restricts the cat-
egories to fill the schematic slots in constructions (Goldberg 2006: 39, 98-
101; Bybee 2010: 9; Hoffmann and Trousdale 2011: 5; Diessel and Hilpert 2016:
1).

— Linguistic gradience isseen as "anundeniable property of any categorial sys-
tem, including grammatical descriptions™ (Aarts 2004: 3). Syntactic catego-
ries are language specific and gradient with more prototypical/central and
less prototypical/pedpheral members allowing for degrees of membership.”
This synchronic (gradient) architecture of grammar isthe result of diachronic
gradualness.

- Diachronically, ‘constructionalization’ (i.e. the emergence and entrench-
ment of a new form-meaning pairing) but also the potential marginalization
of a construction can not only be influenced by discourse-pragmatic prefer-
ences (functionally driven), but also by *blind ' frequency effects and cogni-
tive and systemic factors, like analogical reasoning.

—  The grammaticalization of an individual gram isreconceptualized as the con-
structionalization of a form-meaning pairing which is more schematic, more
procedural, more productive and less compositional than its source con-
struction (Trousd ale 2014: 564 -566).

Investigating the development of the articles in English offers an excellent oppor-
tunity to show in more detail what is meant by such statements. Next to present-
ing an answer to the questions what an article really is and if Old English had one
(thereby discussing issues like linguistic gradience and the fuzziness of categori-
zation), this book is a first attempt to partially sketch the constructional family of
(in)definite NP constructions in Old English as well as the changing links be-
tween those constructions. In short, this monograph takes a cognitive construc-
tional network approach.

12 Sich a suggestion corresponds Lo ‘goodness of exemplar or Lo “degree of membeship' in
protolype theory (Denison 2006; Aarls 20040, 2007a,b: Rosenbach 2006 Croll 2007
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It will be argued that complex analogy and frequency effects are the main
motivating forces behind the observable linguistic change. The frequency with
which one encounters certain linguistic items affects cognitive representations
and categorization. As Diessel and Hilpert point out *[flrequency is not justa per-
formance phenomenon, distinct from mental grammar. Rather, the frequency
with which linguistic forms are experienced is at the heart of our grammatical
knowledge” (Diessel and Hilpert 2016: 21). At the same time the lnguistic struc-
ture of a particular language is based on analogy. Analogy will be treated as a
“psvchologically real phenomenon which has causal efficiency both in language
asin culture [and is not simply a] descriptive device” (Itkonen 2005: i), Analogy
will be conceptualized in a wider sense as ‘rule generalization/extension” at a
higher meta-linguistic level (Traugott and Trousdale 2010: 36). This contrasts
with the classical concept of analogy which is now known as ‘four-part” analogy
and ‘leveling'. As Fischer points out “the formal similarity of patterns and the
adjacency (contiguity) of signs are [...] an important formal force in grammatical-
ization" (Fischer 2007: 122).

From a constructionalist point of view, OE se and OE dn are fully specified
atomic constructions which are used as functional elements in larger more com-
plex noun phrase constructions. [ will show that grammaticalization of the two
forms reflects the establishment of two complex, schematic constructions with a
fixed determination slot in the prehead of the noun phrase. More specifically, [
will propose that the development of the articles in English is a 5 step process. In
a 1# step, an abstract definite NP schema with a functional determination slot
constructionalizes sometime in early Old English. Due to systemic reinterpreta-
tion (necanalysis), OE speakers — based on the majority patterns in their inguis-
ticinput — conclude that definiteness marking is obligatory in a specific prehead
position. Influenced by the high frequency of three definite OE NP constructions
(e.2. [[DEMna] +[CNuwa lswsets [[POSSumnl +H N lseracts [[GenPun]l+[CNI|iwaa), the speak-
ers analogically abstract a pattemn preference for [[DETwa]+[CMuwn] st which fi-
nally, together with other constructional influences, licenses the conceptualiza-
tion of an abstract construction with a local determination slot:

[ [ DET set smt] mevemmtmmamon + [ C Mist] miza o] wmded

This construction is a form-meaning pairing in the following sense: on the con-
struction's ‘semantic side’ we find ‘the concept of definite reference’ whichis for-
mally expressed in the grammar by an NP with a fixed determination slot which
has to be filled obligatorily. This reanalysis of the linguistic system (from defi-
niteness marking being optional to definiteness marking becoming obligatory)
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increases systemic simplicity and processing efficiency (Hawkins 2004, 2015) and
happens dueto complex frequency and analogy effects. [ will also argue that this
construction has emerged earlier than some handbook accounts, which consider
definiteness marking in 01d English asmore optional than it really was, maysug-
gest, The existence of this abstract schema in a 2™ step leads to the recruitment
of se as a default Aller which triggers the grammaticalization (phonetic and se-
mantic reduction, increase in frequency,..) of the demonstrative, A lexically un-
derspecified slot is an ‘attractor position’ and has the potential of recruiting fillers
(Bisang 1998). Se is co-opted for acting as the default definiteness marker, or de-
fault slotfiller (= definite article). In constrnictionalist terms this means that a new
atomic construction constructionalizes, which is more procedural than its
source, While the demonstrative has richer semantics on its meaning side {spatial
(situational) proximity} the emerging article construction has a more bleached,
more abstract function as an intertextual definiteness marker.

Later in time, in a 3 step, another abstract construction is ad ded to the fam-
ily of NP constructions (via analogy) at the beginning of Middle English:

[[DE Tesetstiozmamonamon + [CMeoamesg o] szan] nmeses

In this indefinite NP construction indefinite singular reference also has to be
marked overtly in the determination slot with singular count nouns. For various
reasons, which will be outlined in chapter 7, the speakers also start to mark in-
definiteness in those cases overtly. This constniction competes with another in-
definite NP construction, in which indefiniteness does not have to be marked by
an overt element in grammar and where leaving the slot empty (zero marking) is
indicative of indefinite reference (e.g. [[CMiao]Jsomad). As a 47 step, the existence of
this indefinite NP construction triggers the grammaticalization of the numeral dn.
Again, the emerging article a/an is a more procedural construction thanits source
construction (i.e. the numeral). This, as a 5" step, leads to a complete systemic
reorganization of referential NPs with the emergence of a highly general schema
[[DET losr s smos+H[CM s bepmiena, which ultimately also triggers the grammati-
calization of the quantifiers some and any, which also function as indefinite arti-
cles in Present Day English. It will be concluded that the two elements se and dn
did not grammaticalize on their own but in the context of emerging schematic
constructions with a slot. A much more detailed discussion of the postulated con-
structions and their constructionalization can be found in chapter 7.

Mote that Diachronic Construction Grammar is still a very voung endeavar,
which is why many theoretical questions have only been touched upon inconsist-
ently so far. Many model-internal concepts have not been discussed explicitly
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enough (i.e. inheritance, horzontal links in the network, constructionaliza-
tion,...) and only a handful of monographs or case studies exist which apply the
developed theoretical tenets to specific diachronic phenomena. However, [ be-
lieve thatit is only by hands-on application that the strengths and weaknesses of
a constrictionalist model can be made visible for our field. By addressing several
meta-theoretical questions, the project contributes to the further development of
a diachronic constructionalist model. Ultimately, every linguistic theoretical
maodelis nothing more than “a heuristic device™ which “cuts away some reality,
as facts are cleaned up” (Fischer 2007: 56, 82). Obviously, each linguist has
his/her own point of view, which s/he believes is ‘true” and every linguist in one
way or another manipulates the linguistic landscape depending on the kind of
picturess/he wants to see (Lass1997: 3}, Being fully aware of these contingendes,
this book nevertheless aims to present some explanations which contribute to the
research conducted so far,

1.4 Goals and limitations

Dealing with the articles in English and their diachronic development, one needs
to be aware of the multi-layered character of the phenomenon. On the level of
linguistic descrption, it is obviously necessary to study the varous diachronic
stages of English and its ancestors. A deeper understanding of Old and Middle
English is required as these periods set the stage for the rise of the article cate-
gory. Due to length restrictions and to avoid unnecessary complexity, this book
exchides a detailed account of the OE compound demonstrative pes and its po-
tential development into this as it has been shown that this development is only
indirectly related to article development. Also note that with regards to Middle
English and later developments, [ will not present my own data analysis but rely
and report on the studies of others (see e.g. Rissanen 1967; Davidse, Breban and
van Linden 2008; Breban 2008, 2010 on category shift in the prehead).

It is also important to have some general knowledge regarding the English
noun phrase and its characteristics (especially nominal determination). The arti-
cles are essential parts of the noun phrase marking (in)definite reference. There-
fore, the notion of (in)definiteness and referentiality will also have to be dis-
cussed. However, this book does not claim to be an in-depth analysis or
authoritative treatment of English NP syntax. Outside the target language, the
situation of the definite article in other Germanic languages at that time should
be of interest as well. Although the development of the articles in the Germanic
languages seems similar on the surface level, it is not completely identical. Thus,
the differences might also tell us something about the catalysts behind article
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formation. Mevertheless, this study does not empidcally analyvze parallel devel-
opments in related languages, although I am aware that such typological com-
parative research should be carried out in the future.

Varous linguists interpret the development of the articles as a functionally
motivated grammaticalization process parexcellence, others as formal reanalysis
or parametric change. This puts us on a meta-theoretical level discussing basic
commitments of functionalism and formalism. The belief that a Cognitive Con-
struction Grammar approach offers the best explanations links the phenomenon
to the field of cognition and how the human mind conceptualizes and categorizes
the world. Itis thus necessary to study the latest research findings in those areas.
Asthisbook is a usage-based study, choosing anappropriate corpus-based meth-
odology is crucial, with all its problems regarding the representation and relia-
hility of data. In short, dealing with the English articles turns out to be a risky
business! Discussing all the issues at once is simply impossible. What this project
tries to do is to shed light on one particular phenomenon and explain it from a
particular perspective. This raises enough questions on its own. Througheut the
book, the following theoretical issues will be discussed in detail:

—  The mole of frequency, entrenchment, analogical thinking, economy and ne-

oanalysis as driving forces of inguistic change (e.g. Fischer 2007, 2008, 2010;

De Smet 2009
—  The characteristic features of constnictional networks (nodes and links) and

changes to them; especially constructionalization (node creation) and con-

strictional network reconfiguration (Traugott and Trousdale 2013; Hilpert

2013; Petré 2014; Torrent 2015)

—  The difficult nature of categorization and category emergence (gradience and
gradualness, e.g. Aarts 2004, 2007a,b; Aarts, Denison, Keizer and Popova

2004; Denison 2006; Traugott and Trousdale 2010)

The overall goal of the book is to show that a Diachronic Construction Grammar
model can answer when (approximately), how and why the definite and indefi-
nite article emerged. This book, with all its suggestions, is supposed to comple-
ment and add to current views on the subject.

1.5 Outline of the book

The present study is organized as follows: chapter 1-4 set the scene and offer the
necessary background information for the empirical part of the book, presented
in chapter 5 and 6. Terminological and conceptual clarity are a prerequisite be-
fore we can discuss se and dn, their OE usage and diachronic development. That
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is why in section 2.1 the notion of headedness and referentiality will be intro-
duced. This section also establishes basic facts regarding the English noun
phrase zones and nominal determination in particular. On top of that, some of
Halliday's and Langacker's ideas about NP functions will be presented. Section
2.2 discusses article usage in Modern English, especially the semantics of defi-
niteness/indefiniteness, the articles’ frequency distribution and occumrence re-
strictions with particular nouns. Section 2.3 is about categorization and setting
up a definition and criteria for articlehood.

Chapter 3 presents how se and dn were used in Old English and why it is
problematic to classify them as articles (section 3.1). Previous research on article
development is discissed in section 3.2, Starting with traditional philelogical
views on the development of the articles with a special focus on case loss and on
language contact (section 3.2.1), [ will continue to present functionalist and gen-
erative proposals for the development of the articles. Studies will be compared
which either conceptualize article emergence as a grammaticalization phenome-
non or as categorical reanalysis from Spec to Head position (section 3.2.2-32.3).
Section 3.3 offers some preliminary conclusions and sets the scene for chapter 4.

Chapter 4 introduces Diachronic Construction Grammar. In the first part of
the chapter (section 4.1), I discuss the basic tenets of Cognitive Construction
Grammar. The ‘construction” as a linguistic form-meaning pairing” will be intro-
duced and different definitions will be discussed. To fully understand the char-
acteristic features of a construction, notions like entrenchment and composition-
ality are briefly revisited in section 4.1.1. Additionally, the nature of the ‘constrnicticon”
will be investigated, e.g. the vertical and horizontal links between constructional
nodes (section 4.1.2). In the next section 4.2, a usage-based, cognitive constric-
tionalist model of linguistic change will be outlined discussing the role of fre-
quency and entrenchment, particular types of changes (e.g. ‘constructionaliza-
tion nove loco’ vs. ‘constructionalization in situ'), the reconceptualization of
srammaticalization as ‘grammatical constructionalization’, the influence of ana-
logical thinking on neoanalysis, and the gradient nature of categorization (sec-
tion 4.2.1-4.2.5). Chapter 4 closes with a section on what [believe to be the strong-
est contribution of acognitive constructionalist model when explaining language
change (section 4.3).

Chapter 5 and 6 present all the empirical evidence and discuss whether a def-
inite or indefinite article existed in Old English. Chapter 5 exclusively investigates
nominal determination in the Anglo-Saxon Chronide. First, some information
about the two investigated manuscripts is provided in section 5.1; afterwards
some basic determination pattems will be discussed (section 5.2). Among other
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things, it will be shown that se is the most frequent determinative by far. Moreo-
ver, [will focus on noun phrases with adjectival modification in section 5.2.2, Sec-
tion 5.3 includes a study about the diachronic increase of se in the annual entries
of the Peterborough and Parker Chronide. Section 5.4 focuses on the function and
frequency of dn in the two manuscripts, Mext, [ test and evaluate the criteria for
articlehood, which have been set up in section 2.3. It will be shown that not all
the criteria are useful to demarcate the category, Ultimately, a distinction will be
made between primary and secondary criteria and some criteria will be dismissed
(sections 5.5and 5.6).

After analyzing the Chronicle, my investigation will be extended to several of
the earliest available prose texts in Old English (chapter 6). [ will apply the re-
maining, useful criteria in order to test if se and an function as articles, Here, es-
pecially the relative position of the demonstrative, some interesting co-occur-
rence patterns (eg. possessive+demonstrative in the same NP) and the
optionality of (in)definiteness marking will be analyzed in great detail (section
6.2-6.4). This chapter is where [will show that the existence of articles in English
should be coupled to the emergence of a functional determination slot. As a con-
clusion to the chapter, a possible time window for category emergence will be
proposed in section 6.5.

Chapter 7 outlines how a constructionalist approach conceptualizes the par-
ticular phenomenon of article emergence. This chapter also hypothesizes about
the reasons behind the potential grammar change. The chapter starts by revisit-
ing some basic notions of Construction Grammar and by applyving the terminol-
ogy on to OF data in an exemplary manner. [ will present my personal annotation
conventions which T'will specifically adopt later. Afterwards, the postulated steps
of article development will be discussed using the established constructional ter-
minaology and annotation.

[ will begin by discussing the 17 assumed step in the development, namely
the emergence of an abstract definite NP construction in section 7.1. [ will show
how the constructionalization of a determination slot is shaped by strong en-
trenchment (via frequency effects) and analogical reasoning (section 7.1.1). To
visualize the cognitive internal processes which trigger the development, a cog-
nitive cycle of constructionalization is postulated in section 7.1.2. At the same
time, the development is a case of neoanalysis (section 7.1.3), but Ishow that this
realignment is preceded by analogical thinking. I also propose that the observa-
ble processis a case of systemic simplification due to social accommodation pres-
sures.
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In section 7.2 [ will shed light on the recruitment of se as a default slotfiller.
The grammaticalization of the demonstrative s reconceptualized asthe construc-
tionalization of a new form-meaning pairing which is more procedusal (e.g. more
schematic in meaning) than its source construction. Afterwards [ will sketch the
second major network change, which isthe addition of an indefinite abstract con-
struction and the recruitment of dn (section 7.3). Finally, [talk about the last step
in the process, namely the recruitment of some and any as indefinite articles for
plural and mass nouns. Section 7.5 deals with additional factors that may have
also supported the development of the articles. While section 7.5.1 discusses syn-
tactic heaviness and weight preferences in the prehead as a potential factor,” sec-
tion 7.5.2 z2ooms in on Hawkins' idea of performance economy. It will try to con-
vince the reader that consistent obligatory (in)definiteness marking increases
processing efficiency. At the same time, [ agree with traditional functionalist ap-
proaches that the development of overt (injdefiniteness markers increases com-
municative efficiency. Section 7.6 once again summarizes the changing strategies
for (in}definiteness marking in the history of English.

Chapter 8, as the monograph's conclusion, summarizes the book but also re-
lates the results to open guestions in Diachronic Construction Grammar and fu-
ture research. In Appendix I, the reader finds detailed information about the
manuscripts.

13 [Lseems lobe the case thal OE speakers wanl 1o avaid NPs wilh a bare common noun as hesd,




2 Nominal determination and the articles in
Present Day English

The delinite and the indelinite article am the most common and the most basic of the deler-
miners, [Biber el al. 1999: 260)

Achieving an adequale analysis of the structure af the Modern English NP has proven (o be
a challenging task. Among the many problems have been the difficulties of analyzing the
relationship between the ilems traditionally labeled demonstratives, definite and indefinite
aricles, possessive adjectives, possessive pronouns, quan lifiers, numerals and simple ad -
jectives, The co-occurrence restrictions and ordering rules of these items are complex and
filled with many idicsyncrasies, (Ackles 1997 46)

The overall aim of this book is to argue that a cognitive constructional network
approach is the most fruitful way to conceptualize the observable change from
demonstrative/numeral to article. This constructionalist scenaro will be pre-
sented in detail in chapters 4 and 7. For now it suffices to say that the definite and
the indefinite article are classified as atomic/specified constructions while noun
phrases are conceptualized as more abstract constructions of varving complexity
and schematicity. In order to fully understand the line of constrictionalist argu-
mentation, this chapter will now present some important basic terms and con-
cepts related to nominal determination and noun phrase structure, which will be
used in the chapters to come. Nominal determination has been researched exten-
sively from various angles and — as with every linguistic topic — different re-
searchers often use different terminology and definitions, which has sometimes
led to confusion when discussing article development. The aim of this chapter is
to minimize such confusion by providing the terminological clarity required for a
proper description of the observable categorical change.

The definite and indefinite articles are essential elements of most English NP
constructions (see frequency distribution in section 2.2.5). Both elements primar-
ily occur with common nouns and have been classified as ‘determiners’. Deter-
miners are dependents only found in the prehead of NP constructions and their
function is to overtly specify the type of reference (e.g. definite or ind efinite). At
the same time, most (but not all}) determiners anchor the referent in discourse
(Payne and Huddleston 2002: 356). Apart from the articles, also demonstratives
and quantifiers are said to belong to this category. To understand this class better
and in order to fully grasp what is meant by "articles function to mark (in)definite
reference’, this section presents some functional and cognitive NP models and
discusses notions like headedness, dependence (prehead/ posthead dependents)

https:f fdol.org /10,1515 (97 EI11054 105-002

orougnt to you by ne Matonal Library of the




Moun phrase struclure =— 29

and referentiality (section 2.1). Afterwards, the semantics of definiteness and in-
definiteness will be examined (section 2.2). Definiteness is a compositional no-
tion which involves several components like identifiability, familiarity, unique-
ness and inchisiveness, Sections 222 and 2.2.3 discuss many linguistic examples
to show how the definite and indefinite article are used in referential and non-
referential noun phrases in Present Day English. Finally and most importantly, [
will try to develop a set of clear, testable criteria for the article category in English
(section 2.3).

The question as to when the articles developed in English heavily depends
on how we define the article category in the first place and which grammatical
features we believe to be affected by the postulated change from demonstra-
tive/numeral to article. In other words, it is necessary to define ‘articlehood'. So
far, proposals to define the category have remained rather vague, Many authors
simply aveid defining the category or evade setting up demarcation criteria for
membership. Those who provide a definition either opt for a language specific
definition or for a typologically valid one. Moreover, some definitions concen-
trate on formal characteristics while others highlight discourse-pragmatic fea-
tures. In addition, it is not always easy to decide on what grounds an “adnominal
dependent in a given language or language stage is in fact a determinative or a
modifier that is conveniently (‘parasitically’) used for expressing definiteness,
deixis, etc.” (Van de Velde 2010: 266).

All this leads to a plethora of definitions, which are often complementary and
difficult to compare. This obviously makes it even more important to provide a
working definition of the article category. In order to develop such a working def-
inition, [ will evaluate seven critera for ‘articlehood " which have repeatedly been
used in the literature to demarcate the English articles. It remains to be seen
which of these criteria are useful and help to successfully demarcate between a
demonstrative and a definite article or a numeral and an indefinite article.

Mote that some of the ‘hard facts’ which are presented in the following sec-
tions are still highly disputed among syntacticians. For example, the number of
prehead slots/zones and their function is a matter of ongoing debate (see section
2.1.7). Moreover, [ will only discuss structures, concepts and terms which are rel-
evant for the analysisto be proposed. [ will concentrate on canonical simple noun
phrases with a noun as their head. Non-canonical structures like binominals or
elliptical constrictions will not be discussed. Also, I will zoom in on the prehead
and will not discuss posthead structures in any detail.
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2.1 Noun phrase structure

Maost contemporary models of grammar assume that sentences are composed of
constituents which group together to compose larger phrasal structures. Such
larger phrasal constituents differ in their structure and also in their grammatical
function, which is why they get subsumed under different categories. Constitu-
ents are called ‘phrases’ when they contain “a central and most important word
augmented by appropriate accompanying words that elaborate its contribution
to the sentence” (Pullum and Huddelston 2002 22). One of those phrasal struc-
tures is the noun phrase. Although the typological universality of the noun
phrase is a debated issue, all large scale comprehensive handbooks (Quirk et al.
1985; Biber et al. 1999; Huddleston and Pullum 2002} as well as linguists from
different theoretical backgrounds “accept their existence [in English] as phrasal
constituents constructed around the minimal category noun” (Martinez-Insua
and Pérez-Guerra 2011: 202)."

The English noun phrase has not only been described in functionalist (e.g.
Keizer 1992, 2007; Garcia-Velasco and Rijkhoff 2008; Halliday and Matthiessen
2014}, cognitive (e.g. Langacker 1991; Hawkins 2004} and generative models (e.g.
Abney 1987; Coene and D'hulst 2003a,b; Alexiadou, Haegeman and Stavron
2007) but has also been studied from atypological (Rijkhoff 2002} and diachronic
angle (e.g. Adamson and Gonzdlez-Diaz 2009; Van de Velde 2009; Martinez-In-
sua and Pérez-Guerra 2011; Ghesquigre 2014).

According to Keizer's functional definition, noun phrases are expressions
whose “primary function is to refer to an entity” (Keizer forth.). Here, it is crucial
tounderstand that the entities noun phrases refer to are not entities in the exter-
nal physical world but rather mental representations of entities in a speaker's
mind (Keizer 2008: 211-212; also see Rijkhoff 2002: 27). Also Martinez-Insua and
Pérez-Guerra (20011: 202) elaborate on the semantic and discursive functons of
noun phrases:

14 Forexample Rijkholl [2002: 8-9) points oul thal in some languages a major distinel class of
nowns appears 10 be lacking as the nouns cannol be distinguished rom other major wond classes
(verbs, adjectives) and even il a languasge has nouns it does nol necessarily mean that this lan-
guape has noun phrases as well, Aswill be shown in chapter 4, in Constmuction Grammar phrasal
structures and categories ame usually considered to be usage-based and language specilic, How-
ever, there are some recent constructionalist papers explodng semanbic universals and cross-
linguistic commonalities (Hilpert and Ostman 2005).

15 Thoughlson the diachronic emergence ol and changes wilhin NP slructire will be presented
insection 4.2 and chapler 7.
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From a semantic point of view, noun phrases are commonly delined as expressions of el
erence, that is, as linguistic malerialisations of extralinguistic concepls, and not of atirib-
ules, evenls, actions, relalionships, circumslances, ele,, which are prototypically expressed
by other phrasal categones, (Martinez-lnsuaand Pérez-Guerra 2011 202)

They continue by assuming that “the semantic goal of a noun phrase is presenta-
tive in the sense that, by uttering a noun phrase, the speaker is activating a refer-
ent in current disconrse” (Martinez-Insua and Pérez-Guerra 2011: 203). For Halli-
dav, the English noun phrase, *taken as a whole, has the function of specifying
a class of things [...] and some category of member-ship within this class” (Halli-
day 1985: 180). In Cognitive Grammar, the noun phrase is defined as a unit which
“profiles a thing construed as an instance of some type [or process] and further
incorporates some specification of quantity and grounding” (Langacker 1991: 54;
also see section 2.1.3 below for details on NP structure from a Cognitive Grammar
perspective).

2.1.1 Headedness: nouns as prototypical NP heads

Like other phrases, the noun phrase is said to be endocentric; i.e. it is assumed to
have one element that functions as its head with various types of optional de-
pendents. As the noun phrase is prototypically headed by a noun in most cases
and as phrases are usually named after their heads, phrases including nominals
have been termed noun phrases ( Biber et al. 1999: 230-291). However, the struc-
ture of a noun phrase does not have to follow the classical pattern with an overtly
expressed noun as the head. It need net contain a noun at all (e.g. the poor or [
need some screws but can't find anv) or it may take the form of a definite pronoun
(He is a great guy) in which case there are typically no dependents (Huddleston
and Pullum 2002: 56, 410-424).

In general, the head status of the noun has been a controversial issue. In the
generative paradigm, determiners rather than nouns are assigned head status for
several reasons, Inspired by the work of Abney (1987), almost all generative gram-
Marians assume

that the theory of grammar would benelit [rom an analysis which stads with aminimal cat-
epory noun and which constructs an NP node that is a complement o the determiner (),
the whole constituent becoming a DP { Marlinez-nsua and Pérez-Guerra 2011 204,

In contrast to such an analysis (see section 3.2.3 for details), this book will adopt
a functional-cognitive prototype approach and assume that if any element de-
serves head status, it should be the noun. The noun is the nucleus of the phrase
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and, from a semantic point of view, determines the type of entity involved. Addi-
tionally, the noun complies with the semantic selection restrictions of the verb
due to the fact that the noun determines the type of entity involved. Moreover, it
is often obligatory and responsible for subject-verb agreement (when the subject
is a noun phrase), it carres inflection, can head a noun phrase alone and as an
antecedent influences the choicesin subsequent pronominalization (Kedzer 2007:
9; forth.). Also, for a usage-based approach frequency is crucial. While there are
many noun phrases which include no determiner, noun phrases which have no
noun in them are not very frequent (Payne and Huddleston 2002 357)."

Traditionally, elements are classified as nouns if they meet certain semantic
and morphosyntactic (formal) features. However, no single critedon exists that
clearly distinguishes nouns from other word classes. Formalists primarily iden-
tify nouns via the dedvational suffixes they typically take (either derivational,
such as -ness, or —(thion, or inflectional, such as the plural ending —(e)s) and via
their distribution (i.e. they are elements which typically follow a determinative,
numeral or adjective). Additionally, nouns (when part of a noun phrase) occur in
argument position and can function as the antecedent of the pronoun one (e.g.
Haegeman and Gueron 1999: 54-55; Camie 2013: 48—49). In contrast, functional
and cognitive linguists highlight the semantic and discourse-pragmatic features
that nouns have: they are elements which designate a particular type of referent
in some extra-linguistic domain.

For Langacker, nominal predications are conceptually autonomous; they re-
late to conceptually independent entities and invoke concepts that are inde-
pendently meaningful. In other words, a noun is an expression which profiles a
thing/entity (Langacker 2008: 104-108). In contrast, a verb is a relational predi-
cation. It encodes a relation which establishes a relationship between two enti-
ties.

A nominal predication presupposes the interconnections among asel of conceived enlities,
and profiles the region thus established. On the other hand, a relational predication pre-
supposes a sel of entities, and profiles the inlerconnections among these enlities, (Lan-
gacker 20021991 a: 74-5)

Biber et al. also remark that “[n]ouns are the main lexical means of referential
specification” (Biber et al. 1999: 233}, although not all nouns are always used to

16 [t would go beyond the scope of this section to discuss the issue of so-called hesdless noun
phrases or binominal noun phrases wher one often has difficully to decide which nominal has
head stalus; see ep. Huddleston and Pulliom (2002) lor used-hesd constructions, Keizer (2007)
[or (pseudo-)partitives, and Glinther { 2001) [or ellipsis,
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refer to an entity (see section 3.1.3 below for non-referential cases). Thus, in sum-
mary, it is possible to define the prototy pical noun on the basis of the criteria just
mentioned:

|&] linguistic item which is chamctedzed by cerlain (derivational and inflectional) sulfixes
and a cedain distribution, which denotes a specilic type of entity (‘cat’, *dog"), and which
is used to reler to a oken ol this type ol entity (a particular cat or dog). [Keizer forh.)

Mouns are traditionally grouped into a small number of classes which differ in

meaning and grammatical behavior; a genemally accepted subdivision is given in
Table 2:

Tab. 2: The mos! important noun classes (Quirk el al. 1985: 247)

nouns
proper commaon
caunt nan-count
Concrete abstract concrele abstract
Jahn, Paris book, toy skill, difficulty, ink, butler music, knowledge
remark

Grammarians distinguish between common nouns and proper nouns. Commaon
nouns are the largest class, which com prises words denoting all kinds of physical
objects, substances and abstract entities (Huddleston and Pullum 2002: 107). The
class of common nouns is traditionally separated further into count nouns, de-
noting countable entities and non-count nouns, denoting masses. Both of them
are further divisible into concrete (accessible to the senses, observable) and ab-
stract nouns (typically non-observable and non-measurable). Count nouns can
either be singular or plural, whereas non-count nouns are normally singular.
Generally, not all count nouns have singular and plaral forms. There are phiral-
only nouns (cattle, clothes) including the large group of bipartites (trousers, scis-
sors) as well as singular-only nouns (measles, mathematics) (Payne and Huddle-
ston 2002: 340-348). Countable nouns are much more frequent than uncounta-
bles and singular nouns outnumber phiral nouns (Biber et al. 1999: 217, 243).
According to Langacker “[a] count noun profiles a thing construed as being
discretely bounded [...] within the immediate scope in the domain of instantia-
tion"” (Langacker 2008: 131-133). The term boundedness relates to whether a
gquantity is understood as having inherent boundaries or not. For example, abook
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has an identifiable boundary. Because count nouns are bounded they are repli-
cable (i.e. they can take a plural like books). In contrast, 8 mass noun “referent is
amorphous and not inherently limited” (Langacker 2008: 131). Unbounded mass
nouns like ink do not have inherent edges and can neither be individuated nor
counted.”

Proper nouns are normally names of spedfic people, places, months, days,
ete. and differ from common nouns in several ways. They generally have "unique
denotation” (Quirk et al. 1985: 288), are usually written with a capital letter, have
no plural formand, in the case of Present Day English, usually take no adnominal
dependents. Proper nouns do not need an article because they name instances
and do not denote classes. They are used in situations where the speaker and the
addressee know which individual is referred to without any further specification.
[t that sense they are inherently definite (Biber et al. 1999: 241}

Importantly, the “contrast between types of nouns is not a simple reflection
of reality, but rather reflects how we choose to conce ptualize the entities which
we want to talk about. This is particularly clear with nouns which can be counta-
ble or uncountable” (Biber et al. 1999: 243). Let us take the example stone.
Whereas in (a) The house is made of stone we are dealing with the non-count ma-
teral, in (b) He collected five stones we are dealing with a countable object.”

2.1.2 The determiner position in functional *slot’ models
Theinternal structure of noun phrases can be very simple (consisting of one word

only}butalso extremely complex (consisting of very long sequential strings). The
head may be accompanied by one or more dependents. Those dependents are

17 Boinding is only one parameler thal distinguishes belween coinl and mass noiuns, Other
paramelers are homogensily vs, helerogensily, expansibility vs, contractibility, replicabilily (see
Langaclker 2008: 139-147].

18 A lunher distinclion can be made bebween proper nouns and names. A name funclions as a
single unit with respect Lo grammar even ilil may consist ol more than one word, Such composile
names may be grammatically analy zable (i.e. may conlain an adnominal dependent like, [or ex-
ample King's college, the Black Forest), bul they do nol allow the insedion olwords or change in
inflection; e.g. The Hogue cannol be translommed into *The beautiful Hogue (Ouids ef al. 1985:
288). For borderline cases between PN and CN see Biber el al. (1999: 242

19 Somelimes also propernouns take on the characterstics of common nouns (Ouit el al. 1985:
2881 Ina sentence like All of them wanted fo be Shakespeares the proper noun is ‘reclassified’ as
a common noun, Similarly, in asentence like The old Dr, Brown §know we ind modification and
determinalion af the proper noun. For fudher inflormation on reclassifcation and dual class
membership, see Quirtk etal, [1985:85.4-5.9]
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added either obligatorly or optionally in pre- or posthead position. Depending
on the syntactic and semantic connection between the constituents which pre-
cede or follow the noun, dependents are traditionally divided into three groups,
namely determiners, modifiers and complements and are classified as either in-
ternal or external dependents. Whereas determiners and other prehead modifiers
are seen as external dependents, post-modifiers and complements are classified
as internal dependents (Quirk et al. 1985: 62; Payne and Huddleston 2002 330-
331; Martinez-Insua and Pérez-Guerra 2011: 207).

Onewell known trait of the English noun phrase is that there are strict order-
ing principles which govemn the specific linear order of the potentially long pro-
nominal string. This is why many functionalists have proposed noun phrase
models with fixed positional functional slots/zones which reflect the orderof pre-
and posthead elements in complex noun phrases, Most of those models are un-
layvered descriptions of word order configurations with two levels of representa-
tions: form and function. What [ mean by unlayered is that the model does not
showinwhat way particular elementshave scope over other elements. Word clas-
ses are grouped depending on which functional slots they can fill. Table 3 shows
an adapted version of the well-known NP model by Quirk et al. (1972, 1985).

Tab. 3: Modem English MNP Structure (adapted from Quirk et al. 197 2:146; Quirk el al. 1985:
253-331; 1238-1287)

Prehead Head Posthead*
Determination zone Modification zone Head Lomplementation
Predet. Determiner Postdet. (Zones -y zonef
Post-mod ifl cation zon e

all Artlcles Ordinals Ad| ectives Cm mon PPs
both Demonstratives Cardinal Adjective phrases  nouns Hon-finite clauses
half Possessives numbers  Genitive phrases  Proper nouns  Finlte clauses
such Universals Quantifiers Participles Pronouns {e.g. Relative Clauses)
what Existentials Houns/nominals  Adjectives Appositive HPs
by far Disjun ctives Existentials Hon-appaositive NPs
Multipliers Distributives
Fractions Interrogatives

Genitlve

phrases

* Mote that the complementation zone and the modification zone in the posthead are grouped together. How-
ever, complementaton precedes modification.

** Certain ordering principles for prehead modification exist and Quitk et al (1985 437) d =tinguish four sub-
zomes: {T) Precentral, {IT) Ceniral, {IIT) Postcentral and {TV) Prehead.
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Determiners are dependents found exclusively in the NP prehead and are posi-
tioned left of modifiers. The following elements are considered to belong to this
class in Modern English: the articles the and a/an; the demonstratives this/that,
these/those; possessive determinatives my, her, etc.; universals all, both; existen-
tial determinatives some/any; quantifving determinatives some, many, much etc.;
ordinal and cardinal numbers one, two three, first etc,; the negative particle no;
disjunctives either, neither; distributives each, every, ete.; and interrogative/rela-
tive determinatives which, what.® Also other elements (e.g. genitive phrases and
gquantifying NPs a few, a little) can function as determiners,

Following Huddleston and Pullum (20032}, [ differentiate between ‘determi-
nation/determiner’, a function performed by elements in NP structure, and “de-
terminatives', which is the cover term used for a group of elements which can
perform that function. As there are certain co-occurrence restrictions between de-
terminatives in Present Day English, further subcategories have been postulated
to account for the linear order: predeterminers, central determiners and postde-
terminers. Members from the respective category are not supposed to co-occur
(see Quirk et al. 1985: 257264 see section 3.4.3)

Within a noun phrase, the head noun and the determiner express meanings
which are needed to interpret the noun phrase successfully. While the head noun
makes it clear what sort of entity is being referred to, the determiner specifies or
gquantifies the instance which is being talked about. In the literature it is pointed
out that “[bloth head and determiners are normally required, and neither can be
omitted without destroving the identity of the noun phrase” (Biber et al. 1999:
240). Ghesquiére describes the function of determiners as follows:

The delemmination e accommodates all elemenls concerned with the identilicalion and
gquan lilfication of the NP referent. [s elements deictically and/or phorically anchor the in-
stances af the type referred 1o by the NP in temms ol such notions as givenness (the), relalive
quantity (most), ete. 1o the information the hearer has already buill up fom the previous
discourse (Langacker 1991: 81-89; Davidse 2004 ), [Ghesquigre 2004: 44)

Incontrast to determiners, modifiers do not determine reference, but instead they
‘restrict” the denotation of the noun phrase by adding ‘descriptive” information to
the head (Quirk et al. 1985: 65). For example, an old man has a more specific
meaning than a man. Modification as a function is optional and mainly per-
formed by the open word class adjective. In that sense there is a fundamental
difference between determiners and modifiers. Modifiers are often lacking and

20 See Huddleston and Pullum (2002 356) [or ade lailed discussion of all those determinatives.
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when they occur they can usually be omitted without injuring the structure and
the basic meaning.”

Ouirk et al.'s structural zone model has not been uncontested. It has been
criticized and adapted for various reasons. For example, Ghesquiére (see Table4)
groups the head noun and potential classifiers, which indicate a subtype of the
type denoted by the head, in a so-called categorization zone. She also slightly
rearranges the modification 2one by distinguishing between degree modification
and descriptive modification. The (preJmodification zone “accommodates (&) de-
scriptive modifiers which attribute properties and qualities to the entity refemred
to by the head, and (b} degree modifiers which measure the degree of gradable
properties referred to by the descriptive modifiers (adjective-intensifiers) and/or
the head of the NP (noun-intensifiers)” (Ghesquiére 2014: 25). However, as this
book does not investigate modification, T will not contribute to the discussion
how the modification zone is conceptualized best.

With regards to the determination zone, Ghesquigre (2014: 24) distinguishes
between primary and secondary determination (i.e. pre- and post-determiner po-
sition). Inspired by the work of Breban and Davidse (2003), she postulates that
secondary determiners have a distinct function different from primary determin-
ers, and form a “close-knit functional unit” (Ghesquitre 2014: 48) with them. In
terms of word class, primary determiners include the definite and the indefinite
article, possessive and demonstrative determinatives and relative and absolute
quantifiers (many, much, few, little). On the other hand, secondary determiners
are a diversified group (all, both, half, such, same, certain, former, last) but like
primary determiners still contribute to the determination of the NP referent.

In contrast, Van de Velde argues that “there is no need to posit a separate
postdeterminer slot” (Van de Velde 2009: 318), which only unnecessarily compli-
cates the picture, According to him, words like same or other simply *undergo [...]
a diachronic transition from adjective slotfiller to determiner slotfiller” (Van de
Velde 2009: 293} in Present Day English. They lose their adjectival properties to
take up determiner properties in a gradual manner (for a discussion of gradual-
ness and gradience see section 2.2.5).

M Similar to the determiner/de lermina tive distinction, [ also dilferentiale between the Munction
‘modifier’ and the word classes thal san Gl the hinecion. The most Fequent prehead modiliers
are allribulive sdjectives (the fgies) possip), nowns (brick walls Jor participles (the [ppming crises ).




3B —— Mominal determination and Lhe articles in Present Day English

Tab. &: Funclional-cognitive NP zone-model [Ghesquiére 2014: 24)

instantiation of a type of entity
determination modification categarization (o i
functionad)
degree modification descriptive
modification
- primary  [secondary  noun- | adjectiweimensifier pubjective  ohjective  jclessifier e
aadary i mn-
sifier
bleached namne
bleached
the regular haring hopic thaitlinguisks
like fo disouss
all those really prehly litthe garden  flowers,  annwal and
perennial
uter madness
your other rather small eledric  brains with
paniographs
such @ wery nice brlarkhird
those bovely long legs o fyours

In general, which subzones to distinguish and how to determine membership are
hotly debated topics (Quirk et al. 1985: 253-255; Payne and Huddleston 2002;
Coene and D'hulst 2003a,b; Denison 2006). For example, Biber et al. (1999), next
to the three subgroup positions, offer a fourth slet which they call ‘semi-deter-
miners'. At the same time, Payne and Hud dleston (2002) do not classify all deter-
minatives in the same way as Quirk et al. (1985). For example, the handbooks do
not agree on the status of much, many, every and other.

Some researchers do not think it feasible to employ a predeterminer category.
For example, all and such have been categorized as predeterminers because po-
sitionally they are close to the articles and always precede adjectives. However,
some scholars do not incdude those elements in the determinative class. For ex-
ample, it is argued that in noun phrases like all the books, allis not a dependent
prehead element but heads its own phrase. Thus, all the books is analyzed as an
elliptical construction (i.e. all (of) the books) with the books being a complement
(e.g. Spinillo 2000: 182).
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Another question is whether quantifiers and numerals should be classified
asdeterminatives (e.g. Langacker 1991: 7T8-81). [ side with those who do not clas-
sify numerals and quantifiers as determiners. Quantifiers and numerals are defi-
nitely different from modifiers as these elements primarily quantify but their be-
havior is also very different from articles or demonstratives. For example,
Langacker (1991: 78-81) argues that number is part of the type descrption of the
NP, involving conceptualization of one (singular nouns) or a replication (phiral
nouns) of type specifications. As such, number is concerned with the internal se-
mantic structure or construal of the entity as a distinct entity or as a (non-Jrepli-
cate mass and thus with type specification rather than determination. A quanti-
fier's role is to “indicate the size of the profiled instance” (Langacker 1991: 81).
Ouantifiers do not ‘ground’. A numeral does not ground the nominal explicitly.
The nominal is construed as an instance of a type because the information about
the number of members of a set of entities manifests a type in the domain of in-
stantiation (see next section for a discussion of ‘grounding’). Note that also in
other frameworks (e.g. Systemic Functional Grammar or Principles and Parame-
ters) numerals and quantifiers get their own slot or project their own head.

[ side with Langacker and suggest that instead of dassifying numerals and
quantifiers as secondary determiners in postdeterminer position, [ suggest that
such a terminology is misguided and that they deserve their own class and their
own quantificational zone. This quantificational zone precedes the modifier 2one
and numerals and quantifiers go there, As such, the determination zone is envis-
aged to encompass only identifiers in the strict sense (articles, demonstratives
and possessives) and elements in this zone cannot combine syntagmatically with
any other element assigned to this position (this idea is also compatible with Lan-
gacker's cognitive modelling of the NP; see sections 3.1.3and 3.4.5 for further dis-
cussion).

Finally, there are even linguists who propose that we should ‘get rid of® the
determiner category all together because not enough elements would behave in
a way that justifies to group them under such a separate category (e.g. Spinillo
2000: 188).* In contrast, [ believe that to postulate such a category is legitimate
as semantic and distributional criteria for the identification of the category exist
and because there are enough linguistic elements that meet these criteria (Giusti
1997: 103; Diessel 1999b: 118; Payne and Huddleston 2002: 354358, 452, 538; Van
de Velde 2010: 268-269). What is debatable, of course, is whether all elements
that are listed as determinatives really deserve to be members of that group. For

22 See Spinillo's unilied analysis proposal (2000 whene she argues thal delerminers are pro-
nouns,
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my line of argumentation, however, it is not necessary to get involved in the dis-
cussion whether forms like all, such, many or same deserve determiner status.
This book focuses on the definite and the indefinite article, which are no border-
line cases but the most prototypical members of what has traditionally been
termed the central determiner category. Moreover, [ adhere to a prototype ap-
proach to categories, which allows for gradience and gradualness. A linguistic
element does not need to meet all criteria to be classified in a particular category.
Moreover, a linguistic item may change its category status gradually over time,
taking up new characteristic features one after the other, which can make it diffi-
cult to clearly assign it to a particular category (see section 4.2.5).

From the information presented so far, we can conclude that (a) articles are
determinatives which function as determiners, (b} determinatives are prehead
dependents which determine reference and help to anchor the nominal in dis-
course, (¢} determination precedes guantification and modification in English
and (d) common singular count nouns are the most frequent noun class. The cm-
cial point is that although in other langnages determinating elements can occur
in various positions, in English a positional syntactic zone in the prehead is re-
served for determinatives. English determinatives are slotfillers which have to be
inserted into that slot and nowhere else. This determination zone is situated left
of the quantifier zone and the modification zone. This fact will tum out to be es-
sential later because [ will argue that in order for the category article to develop,
this determination zone had to emerge first (see chapter 7).

For my line of argumentation, it is of secondary importance if and how the
zone is splitupinto subslots. Rather, it is essential to understand that determina-
tion is a function which can be fulfilled by linguistic items either by virtue of their
meaning or by virtue of the position they assume in a structure. In other words, a
function is different from the form (word class) of the morpheme that fulfills it
and also from a potential local zone, There are forms which can fulfill the deter-
mination function, e.g. possessives or demonstratives, because they are conven-
tionally assodated with meaning that includes or implies determination; eg. my
has the semantic meaning [possessed by the speaker] which automatically im-
plies determination. Any lexeme that can express the determination of a referent,
nomatter where it is to be found in the sentence, will be considered a member of
the set of determinatives. At the same time, determinatives are different from the
syntactic determination slot which represents a formal unit, which can also be
employed to express determination. If a local’ slot exists in the syntax, the way
this slot is filled can signal (in}definiteness as well. Filling the slot or leaving it
empty can be (or become) meaningful in itself. I will come back to this idea in
chapter 6 and 7.
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2.1.3 Halliday's “experiential structure’ and Langacker's notion of “grounding’
and “type specification’

At this point it also seems necessary to point out that other scholars conceptual-
ize the noun phrasein a slightly different way. For example, Systemic Functional
Grammar (the Sydney School, e.g. Halliday 1985; Halliday and Matt hiessen 2014),
proposes the following expedential? structure for every noun phrase:

Tab. 5: Halliday's experiential NP struclure (1985: 159)

Delcticl Delctic2 Numerative Epithetl Epithet2 Classifler Thing Qualifier
determiner  adjective numeral adjective ML o R nswn phrase or
adjective  adjective clause
those same Two splendid old electric frains with panto-
graphs

The experiential structure specifies the class of entities which are grouped in the
noun phrase, The phrase is headed by a ‘Thing’, which forms the “semantic core
of the nominal group” (Halliday and Matthiessen 2014: 383). According to
Ghesguiére, the term Thing is rather misleading as the main “function of the head
ofthe NP is to denote the class or type of entity talked about, not a distinct entity”
(Ghesguiére 2014: 16). The additional elements, no matter whether they precede
or follow the head, function to narrow down the head: Deictics, Numeratives, Ep-
ithets and Classifiers preceding the Thing; postmodifiers and complements are
called Qualifiers and follow the Thing. Importantly, the ordering proceeds from
the left with the elements that have the greatest specifying potential to the right
with the elements which have the least (Halliday and Matthiessen 2014: 379-
383).

Deictic elements express a specific subset of the Thing and characterize it ei-
ther demonstratively with regard s to proximity (this, that,...) or by possession (my,
vour, his,...} (Halliday 1985: 160}, The postdeictic elements “identify a subset of
the class of ‘Thing' “by referring to its fame or familiarity, its status in the text, or
its similarity/dissimilarity to some other designated subset " (Halliday 1985 162).

23 Halliday also proposes a so-called logical structire of the noun phase; [or further infor-
malion see Halliday and Matthiessen [ 2014: 379-183).
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In contrast, the category Numerative, which incudes ordinal and cardinal num-
bers and relative and absolute quantifiers, “indicates some numerical feature of
the subset” (Halliday 1985: 183). Epithets express “some quality of the subset, e.g.
old, long, blue, fast. Thismay be an objective property of the Thing itself; or it may
be an expression of the speaker's subjective attitude e.g. splendid, silly, fantas-
tic)” (Halliday 1985: 163). Finally, the Classifier “indicates a particular subclass
of the thing in question, e.g. electric trains, passenger trains, wooden trains, toy
trains” (Halliday 1985: 164),

According to Ghesquiére, one important aspect of Halliday's proposal is that

[t[he left-righ torder in which prenominal modifiers and head noun appsear in the NP isusu-
ally assumed Lo relled a more general continuum of subjective [inlerpersonal| o objecltive
meanings (e.g. Quirk el al. 1972 Dixon 1983). The ideaisthat the more leltward elements in
NE structure are more subjective and the more one moves o the right of the NP the less
subjective the elements become [Ghesquidre 2004: 5).

Generally, in Systemic Functional Grammar, the linguistic system is said to con-
sist of three main functional-semantic components: the ideational, the interper-
sonal and the textual (see also Halliday and Hasan 1976: 26-27). The ideational
component is concerned with representational semantics expressing ‘content’.
What is meant here are the speaker’s linguistic resources to describe any extra-
linguistic entity. The interpersonal component includesdevices which helpto ex-
press speaker-hearer relations, and expressions which reflect the speaker's per-
sonal evaluation of what is being said. Third, the textual component covers all
discourse-related meaning (given—new, theme-rheme, topic—focus, ete. ) inchid-
ing cohesive elements (Ghesquiére 2014: 15-16). Within the noun phrase, Deic-
ticlf2 and Epithet 1 in the left hemisphere are seen as textual and interpersonal
devices. The ideational component is mostly expressed in the right hemisphere
by Epithet 2, Classifier and Thing (Halliday 1985: 190). The reason that Halliday's
model is briefly mentioned here is that (a) also Halliday is aware that numerals
and quantifiers are not deictic and (b} one functional explanation for the rise of
the article system is that the development of articles helps the speaker to subjec-
tify language in the sense that articles are interpersonal and textual devices at
the same time (see Traugott's analysis in section 3.2.2.2 for further details).
Langacker (1991, 2008) offers a cognitively inspired characterization of the
noun phrase. In contrast to generative models, which define the NP/DP by its
structural form, cognitive grammar highlights its semantic functions of ‘ground-
ing', ‘instantiation’, ‘guantification’ and *type specification’. As has already been
mentioned, for Langacker a noun phrase which he calls nominal “profiles a thing
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constried as an instance of some type and further incorporates some specifica-
tion of quantity and grounding” (Langacker 1991: 54). In canonical noun phrases
with common noun heads the functions of grounding, quantification, instantia-
tion, type specification are iconically reflected in the structure of the nominal be-
ing realized from left to right with grounding forming the outermost layver and
type specification the innermost layer (Keizer forth; Langacker 1991: 54, 143, 157;
Rijkhoff 2002: 218-224),

Type specification is “an initial delimitation among the potential objects of
thought, confining attention to a set of things regarded as equivalent in certain
respects” (Langacker 1991: 53). The core of a (prototypical) nominal is the noun,
which specifies the type of thing designated without singling out any particular
instance of that type. For example, the noun cat occurring by itself cannot alone
singleout a specific instance of a certain (subjtype. It can only be associated with
a specific instance when it is used in a full noun phrase like a cat or the two cats.
Maodifiers which accompany the head noun also have a type-specifying function,
rendering the type more precise. Each modifier adds “certain refinements and
thus deriving a higher-order type specification of greater precision”, eg. cat,
black cat, fat black cat (Langacker 1991: 53-54, 58-59; Ghesquiére 2014; 22-23),

By means of quantification the speaker identifies the size or number of the
invelved instances. For example, in a noun phrase like three black cats, three ex-
presses quantification. In the end, “[glrounding constitutes the final, criterial
step in thle] assembly” of noun phrases (Langacker 2002b: 7). A nominal needs
to be anchored in the speaker-hearer situation and a speaker needs away to draw
attention to a particular instance of a thing. This process has been termed
‘wrounding’ (Langacker 1991: 51-53). Each speech event involves a so-called
ground which consists of the ime of speaking, the participants in the speech
event, and the shared knowled ge between the speakers. Grounding is the process
by which linguistic expressions are conceptually connected to the ground. In the
case of noun phrases, determiners (articles, demonstratives,...) ground nominals
by profiling a specific instance of the category. So one needs to distinguish “be-
tween type specification and the other three functions, which all work together
to allow the hearer to make mental contact with the instance(s) of a general type
of entity intended by the speaker” (Ghesguiére 2014: 22-23),

Te conchide, it can be said that prototypical noun phrases are headed by
count nouns which profile things construed as being discretely bounded and
which are accompanied by elements which ground the nominal. Inspired by Lan-
gacker's work, who highlights the difference between grounding and quantifica-
tion, [ partially reject the current, presented zone models and suggest the follow-
ing 2ones in the canonical noun phrase:
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Tab. &: Allemative zone model of the English NP

prehead head post head
determinatives  guantifiers, evaluative descriptive  classifier  thing
nuwmer als adjectives adjectives
determination  guantification midific atlon zone categor iz atlon zone
200 20ne

As can be seen quantifiers and numerals are located in their own zone, and are
not classified as determinatives. I am well aware that the proposed reorganiza-
tion of the English prehead is a bold move, not very detailed and definitely open
for debate. However, [ will not spend more time on the issue here, because — as
will be shown in chapter 7 - from a Construction Grammar point of view a zone
model (empty grid with all zones included } is not appealing in the first place (see
alternative NP network design in chapter 7).

2.1.4 Referentiality and specificity

Before we can move on to discuss what the function of a definiteness marker is,
it is necessary to briefly discuss the notion of referentiality and specificity. Deter-
mination is linked to the pragmatic concept of ‘reference’. Every noun has a cer-
tain denotation, a meaning inherent in its lexical entry. However, noun phrases,
when used in discourse, have the additional property of being ‘referential’, which
means that they refer to entities in the linguistic or situational context. They ei-
ther refer to an independently distinguishable entity (set of entities) in the out-
side world (real or fictional) or to an earlier or later part of the discourse. As al-
ready mentioned in the previous section, a noun by itselfis not referential but
rather denotes a set of entities of a certain kind. For example, in The boy cleaned
his bike, bike by itself is non-referential and denotes a set of entities of a certain
kind (two-wheeled vehicle). Only with the addition of a determinative (in this
case his), can the noun start to realize a referential function. In other words, very
often the determinative has the function of adding discourse-pragmatic reference
tothe noun phrase (Payne and Huddleston 2002: 399-401).

The determinative ‘determines’ what kind of reference the noun phrase has
(Ouirk et al. 1985: 64). Reference can be definite (the) or indefinite (a/an). In Mod-
em English, the overt indication of referentiality is obligatory with singular count
nouns in definite and indefinite contexts. In other words, almost all singular
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count nouns require a determinative when they are used referentially (Quirk et
al. 1985: 64; Payne and Huddleston 2002: 330). For example, in a sentence like
The boy deaned his bike, the noun phrase the boy is referential, singling out a
particular identifiable boy assumed by the speaker to be identifiable for the
hearer. Reference here is given to the noun by the addition of the definite article
and is heavily context-depe ndent. Which particular boy is being singled out de-
pends on the context (Payne and Huddleston 2002: 399). The pronoun his is also
referential through its anaphoric relation to its antecedent the boy.

Semantically most noun phrases are determined even if no element marks
the noun phrase overtly. Some heads determine their own reference type. Ashas
already been mentioned, proper nouns and personal pronouns are said to be log-
ically equivalent to definite descriptions and therefore can be regarded as incor-
porating their own determinative element. Therefore, in English, a noun phrase
with a proper noun as the head normally does not contain a separate determina-
tive.” Personal names, temporal names, some geographical names and other loc-
ative names take no article in English (e.g. *The John is a nice guy). In all those
cases [ will speak of *bare definite NPs'.

Prototy pically reference is specific and non-genedc (The lion issleeping in the
cage). Both speaker and hearer know which specific lion is being talked about.
However, in some cases reference can be generic (Lions are dangerous; reference
to a whole class) or non-specific ({ would not like to be attacked by g lion). In the
case of non-specific reference, the speaker does not talk about a specific lion, but
rather does not want to be attacked by any lion. Mote that generic reference is a
tricky concept and has a varety of interpretations. Unfortunately, a discussion of
those would go far bevond the scope of the discussion here (Chesterman 1993:
14).

Although noun phrases are generally used to refer, this is not always the
case. As a matter of fact, most noun phrases can be used referentially or non-
refere ntially;* compare, for example, Mary lives next door vs. We called her Mary.
In the second sentence we arenot talking about a specific Mary in the real world.
So-called ‘bare role NPs" which are restricted to the function of predicative com-
plements (e.g. I was elected president) are always non-referential. Importantly,
non-referential noun phrases are less frequent than referential noun phrases
(Payne and Huddleston 2002: 402-404),

24 This is not necessarily the case in all languages. In other languages like Greek, delermina-
tives are used with proper nouns as well., Also in English exceplions exist where a proper noun
lakes the delfinite article, e.g. The Netherlands; the fohn § Enow (Ouirk el al, 1985 5.70-7.73.

25 See Huddleston and Pullum (2002 4000 on how Lo Lest For a relerential reading,
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2.2 Article usagein Modemn English

The following section discusses article use in Present Day English. After discuss-
ing the semanticsof (in)definiteness (section 2.2.1), Hawkins' and Himmelmann's
proposed list of article uses will be investigated (section 2.2.2 and 2.2 .3). T will
move on to discuss article distribution among the noun classes (section 2.2.4).
The concept of a zero article will be introduced but ultimately rejected. At this
puoint, the status of non-proportional /non-partitive fexistential some and any as
indefinite articles in English will also be discussed. Finally, frequency distribu-
tion in different genres will be investigated (section 2.2.5),

2.2.1 The semantics of (in)definiteness

As pointed out above, the basic function of some determinatives is to specify the
definiteness or indefiniteness of a noun phrase’s reference. In English, the defi-
nite article marks the NP's reference as definite. The constitutes “the prototypical
core of definiteness expression in English” (Chesterman 1991: 4). Apart from the
definite article, demonstratives, possessive pronouns and genitive phrases are
said to express definiteness (Abbott 2004: 122), At the same time, those determi-
natives have additional meanings (e.g. the pronoun my expresses possession
whereas the demonstrative those expresses spatial deixis)*® The indefinite article
a/an marks the NP indefinite. In models which categorize the following elements
as determiners any, some, no, several, a few, many they are also considered to
mark the NP as indefinite (see Abbott's list 2004: 124),

At this point the question remains: what exactly is (in}definiteness? Let me
point out in advance that this question is very difficult to answer because (in)def-
initeness is not a primary notion but a compositional concept which includes
many characteristic features (Chesterman 1991: 8). Moreover, one needs to make
a distinction between *semantic-pragmatic definiteness” and ‘grammatical defi-
niteness' (i.e. the overt encoding of ‘semantic-pragmatic definiteness'). It is es-
sential to realize that the semantic-pragmatic concept exists in languages even if
the corresponding grammatical category is lacking. The grammatical category of
definiteness must be understood as being similar to other functional categories

26 Birner and Ward (1998) argue thal universal quantifiers alsoadd delinite meaning (al, every,
each). On the other hand, Haspelmath (199b) argues Lhal possessives are nol inherently de fnite.
As mentioned before, proper names and pemsonal pronouns are said Lo be inherently defnite.
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like Tense, Mood, Mumber or Gender etc. But, like these, grammatical definite-
ness is the representation in grammar of a semantic-pragmatic notion (Lyons
1999: 278). A category like Tense is expressed linguistically. However, the seman-
tic notion it encodes (*Hme' or *temporal deixis’) may be present even if a lan-
guage has no grammatical category for it (Tense). Still, time may be expressed
lexically, by means of adverbials, e.g. vesterday. For example in Hausa, the defi-
nite article suffix —n/~r is only an optional marker. Thus it is possible that in a
sentence a common noun which is semantically definite by having anaphoric ref-
erence (because it was mentioned before) still occurs in bare form (Lyons 1999:
52). This shows that although the NP's reference in the outside world is definite,
itisnot obligatory to overtly mark this inthe grammar of that particular language.

Despite the fact that (in)definiteness has been investigated extensively by
various linguists (Christophersen 1939; Krdmsky 1972 Givdn 1978; Greenberg
1978; Hawkins 1978, 1991, 2004; Lyons 1980, 1995, 1999; Heim 1982; Chesterman
1991, 1993)7, there is still no general agreement among linguists what (in)d efi-
niteness is. Generally, it is a functional category pertaining to noun phrases. For
example, it has been stated that “[a] definite NP has a referent which is assumed
by the speaker to be unambiguously identifiable by the hearer (in brief, a known
or identifiable referent)” (Chesterman 1991: 10). Quirk et al. point out that a defi-
nite NP refers “to something which can be identified uniquely in the general
knowledge shared by the speaker and hearer” (Quirk et al. 1985: 266). In contrast
to this, "an indefinite NP’ has a referent which is assumed by the speaker not to
be unambiguously identifiable by the hearer (i.e. a new, or unknown referent)”
(Chesterman 1991: 10).

An essential component of these definitions seems to be the notion of identi-
fiability. Next to identifiability other components of definite meaning have been
listed in order to account for the ocourence of (in)definiteness marking. Six ma-
jor components of (in)definite meaning have been discussed extensively: refer-
entiality, familiarity/non-familiarity, identifiability/non-identifiability, unique-
ness/non-uniqueness, inclusiveness/non-inchisiveness and  specificity/non-
specificity. Mote that all these components, which [ would like to discuss briefly,
overlap and are not separate aspects.

It has already been discussed in the previous section (2.1.4) that definiteness
is linked to referentiality. Let us consider the following examples:

27 For the relationship between delinitensss and aspectuality see Leiss (2000), Wood (2007,
Bauer (2007); for the logical semantic analysis of deflinile noun phrases see Grice [1975), Kemp-
som [1975); [or the relalionship belween quantificalion and delinileness see Barwise and Cooper
[1981), McCawley (1981), Cann (1993); [or relevance theory see Sperber and Wilson (1995),
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(16) 1'm working in the shed.
(17} Let's have the recepition in our house,

The article in the noun phrase specifies reference. *I'm working in shed would be
ill formed as the specific reference in the outside world needs overt marking with
the singular count noun in this context. Moreover, the referent in both sentences
is ‘known' to the hearer and the speaker. This leads to the so-called ‘familiarity
hypothesis first presented by Christophersen (1939} and extensively modified by
Hawkins (1978) and Heim (1982):

For the proper use of the [the] form it is necessary that itshould call up in the hearer's mind
the image of the exacl individual the speaker is thinking ol [...] & condition [or the use af
the is that there is a basis of understanding bebween speaker and hearer, (Christophersen
1939:28)

In example (16} and (17), speaker and hearer are Familiar with the referent and
this familiarity enables the speaker and hearer to identify the particular referent
(shed, house). In contrast, the referent is unfamiliar in an indefinite noun phrase.

(18} A customer complained.

[n example (18) the indefinite article a indicates that the speaker is thinking of a
member of such a dass. He may know more about the individual but the noun
phrase itself does not show this (Christophersen 1939: 32). Whereas indefinite
noun phrases introduce a new varable, definite noun phrases are required to be
interpreted with a variable which has already been introduced. “This explicates
the idea that definite NP's presuppose existence of a referent, together with the
idea that presuppaositions are best seen as background information or as the com-
mon ground assumed in a discourse” (Abbott 2004: 134). However, in other Eng-
lish sentences such as

(19} The president of Ghana isvisiting fomorrow.®
(20} They've just gol in from New Yok, The plarne was five hours late.

(21} I've just leen o a wedding, The bride wore Blue.

28 Examples 19-21are laken [rom Lyons (1999: 3-8)
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familiarity is problematic because although the hearer will probably accept that
there is a president of Ghana, it does not mean that s/he knows this person. It is
alsounlikely that s/he knows the particular plane which flew in from New York.
Still the article is used here. In example (21), the addressee knows that weddings
involve brides and makes the natural reference to the bride at the particular wed-
ding, but it is not true that the hearer really knows the bride. The hearer associ-
ates a definite noun phrase (the bride} with some uniquely defined entity [bride]
which s/he expects to find in or associates with the situation [wedding] (Lyons
1999: 7).

That is why many lingnists, although sympathetic to the familiarity thesis,
prefer to see definiteness as being about ‘identifiability’ (Hawkins 1978; Heim
1982, Identifability refers to the idea that the use of the definite article “directs
the hearer to the referent of the NP by signaling thathe is in a position to identify
it” (Lyons 1999: 6). The notion of identifiability does not replace familiarity, but
it can help where familiarity fails, as in the cases just mentioned. Inthe indefinite
sentence A customer complained the hearer is assumed to be unable to identify
the referent. Inthat sense, indefiniteness marking signals non-identifia bility. The
propositional content of this sentenceis that there exists something which isboth
a customer and complained. In this case, a is rather existential and does not sin-
gle out a unique entity.

However, cataphoric uses of the definite article in general are problematic for
familiarity and identifiability (Hawkins 1978: 106-149; Lyons 1999: 7). In example
(22} and (23) the definite article is sanctioned by the relative clause afterwards.

(22} Mary's gone for a spin in the car she just bought.
(3] Would you mind bringing bad: the big bag of potato chips that I left on the bed.

In such examples, the uniquely identifying information only follows the definite
article. Insuch examples, the referent was not necessarily introduced in previous
discourse and as such may be assumed to be unfamiliar to the hearer (Birner and
Ward 1998). The hearer finds out that Mary just bought a car but that does not
help him /her to identify it.

Te account for the use of the definite article in those cases, linguists work
with Russell's notion of *uniqueness' (1903, 1905). Lyons elaborates that “the def-
inite article signals that there is just one entity satisfying the description used”
(Lyons 1999: 8) and Abbot stresses that “the definite article expresses the idea
that whatever descriptive content is contained in the NP applies uniquely, thatis
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to at most one entity in the domain of discourse” (Abbot 2004: 125), Thus in ex-
ample (23) there is just one particular car that Mary has just bought; in example
(23) there s just one bag of chips that the speaker left on the bed. This uniqueness
is penerally not absolute, but is to be understood relative to a particular context
(Lyons 1999: 8). Uniqueness fits well for singular count nouns (Russell 1905).
However, also uniqueness is a problematic notion as there are cases like exam-
ples (24) and (25)

(24} After weeks in the desert, the caravan finally came o the bank of a river.
(25} 1 hurt my eye.

in which the singular definite description refers “to entities which are typically
or always NOT the only entity to which the descriptive content of the NP applies,
even in a restricted domain of evaluation” (Abbott 2004: 131 [original emphasis]).
Rivers always have two banks and people usually have two eyes. At the same
time, the definite article often also occurs with pliral or mass nouns which do not
refer to a single, unigque referent. This leads to the employment of the last char-
acteristic component. With plural and mass nouns, definiteness involves not so
much *uniqueness' but the notion of ‘inclusiveness' (Hawkins 1978). Inclusive-
ness expresses that “the reference is to the totality of the objects or mass in the
context which satisfy the description” (Lyons 1999: 11).

(26) We are lpoking for the answers.
(7} Hoan't find the shampoo | put here this morning.

Here, the referenceis to all the answers which exist and to all of the shampoo the
speaker left. Thus, with plural and mass nouns the is rather a universal quantifier
similar to all. Also note that uniqueness is linked to the notion of inclusiveness.
Inclusiveness is the same as uniqueness when the noun phrase is singular be-
cause the totality of objects which satisfy the description is only one (Lyons 1999:
17). At the same time, uniqueness often is equated with ‘specificity’, which can
be defined as the “unigueness of the entity” (Frawley 1991: 70).

To summarize, it can be said that not every possible semantic aspect is in-
cluded in all cases of article usage. Also note that “[ulniqueness of applicability
of the descriptive content, as explicated in Russell’s analysis, is a strictly seman-
tic property while the assumption of familiarity to the addressee is discourse-
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pragmatic in nature” (Abbott 2004: 135-136). Moreover, in the course of its dia-
chronic development, the English articles, in later developmental stages, also get
employed insituations other than marking the referent asdefinite/ ind efinite (van
Gelderen 2007: 276; see section 3.3). However, marking (un)familiarity, (un)iden-
tifiability, and (nonjuniqueness is the articles' central, prototypical job.

2.2.2 The definite article

All the semantic components of definiteness which have been discussed above
can be found in Hawkins' (1978) list of article usage in Modem English. Hawkins
(1978: 106-149) and Himmelmann (1997: 36) distinguish the following uses of
the:™

(i) Immediate situation use: the intended referent is part of the situation. He can
be visible for speaker and hearer, like in example (28} or invisible as in example
(29).

(28) Pass me the bucket, please!
(29} Beware of the dog!

(i1} Anaphoric use: the intended referent was mentioned before, as in example
(30).

(30) Fred bought me a bucket, but the bucket had o hole in it

(i1} Abstract-situative use: the referent is part of the world knowledge of the
speaker, ez, the sun, the Queen, the Prime Minister, or the pub in a sense of ‘the
pubone finds in every local community”.

(iv) Associative-anaphoric use: the textual appeal to general knowled ge gives rise
to ‘associative anaphora’. After mentioning a house one can continue with the
roof, the windows, the size. The first NP is a ‘trigger” for the following so-called
‘associates’. Inexample (31) driving a car triggers the exhaust fumes. The essential
feature which needs to be fulfilled is a part-of condition.

29 Hawkins himsell rellects on Lhe work of Chastophe men (1939, Compare Ouick el al. (1985
5.27-5.35) [or their list of definile arlicle ussge,
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(31) The man drove past our house in a car. The exhaust furmes were terrible.

Hawkins argues that in its most prototypical uses the referent of a definite noun
phraseis part ofa ‘shared set’. Physical and mental objects occur in sets of differ-
ent kinds, and if both speaker and hearer share the knowledge that a given refer-
ent is located in a given set, this set is a shared set. Examples of such shared sets
relate to the usage types of the. The is used when the speaker or hearer knows the
entities from previous discourse, the intermediate or larger situation or an asso-
ciation set or general world knowledge (Hawkins 1978: 167). When using the def-
inite article the speaker placesa

‘pragmatic blanket” over some of the infinite number of possible or potential referents of a
relering predicate, ie. o exclude asirrelevant the possible objects thal [a nominal] could
reler o, and to focus the hearer's altention on a very lnite number, The objects [alling un-
der this pragmalic blanke tare the objects existing in the shared-speaker-he arer se s | ... and
the hearer is thus being told that he actually possesses the means to discover which object
is being talleed about (Hawkins 1978: 173).

“The idea is that use of the definite conveys to the addressee that they ought to
be able to determine a unique referent from the description used plus contextual
or background information, whether or not they had prior acquaintance with it”
(Abbott 2004: 136). Related to this idea, Bimer and Ward clarify that the ad-
dressee is not necessarily able to identify the referentin the world but rather “the
speaker must believe that the hearer isable to individuate the referent in question
from all others within the discourse model” (Bimer and Ward 1998: 122 [original
emphasis]). Similarly, Heine and Kuteva define the definite article as *a morpho-
logical device (free morpheme, clitic, or affix) which has asits primary function
the marking of the identifiability of a referent of a noun phrase for both speaker
and hearer. Identifiability in this sense is a pragmatic category (and not a cate-
sory of objective truth) based on the *mental object’ that emerges in the universe
of discourse” (Heine and Kuteva 2006: 98).

Hawkins also lists so-called ‘unfamiliar uses’, where the concept of a shared

setdoes not apply. Whenusing the definite article in those instances, the speaker
leaves the notion of semantic definiteness behind:
(v) Unfamiliar uses: complex nominal phrases that cannot be subsumed under
the first four points. They are not situational uses of the; they are not associates
of some trigger in previous discourse, and the speaker and hearer do not share
any knowledge of the referent on the basis of previous mention either. In that
sense they are cataphoric. Hawkins distinguishes four subtypes:
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(a) relative clause:

(32)  Bill's fed up with the book which I have just given him for his hirthday.
(b} NP-complements:

(33) Billis amazed by the fact that there is so much life onearth.

(c) genitive attributes:, e.g. the beginning of the war, the weight of the car;
(d) nominal attributes: the name Algeron, the color red, the number seven.™

Another possible way of using the article is with generics (vi) (Chesterman
1991:52-53)."

(34) The horse is a useful animal,

In example (34) the refers to the species, type or class and not a single referent.
In a sentence like The African Elephant will soon be extinct, the article denotes the
entire class rather than an individual member. Also a number of fixed expres-
sjons (ex.35 and ex.36) require the article rather arbitrarily, because the expres-
sion does not refer to a spedal entity (Payne and Huddleston 2002 407-408).*

(35 His hobly is playing the violin.
(36) We dance the rum ba.
Here the article functions as a sheer marker of nounhood. As will be shown in

chapter 4, extending article use to such cases, isthe last developmental step in
the grammaticalization path of articles,

30 Additionally, Hawkins discusses arlicle usage with superlatives, ordinals, and some adjec-
lives (same, identical, next, other, only), which must also be considersd par of the unfamilizr
uses bul which he himsell does nol categorize as such.

31 Cheslerman is aware of the fact that “|glenerics is thus not a clear-cut unitary phenomendaon,
bul mther seems o be mare of a cover term [or a variety of ‘non-particular’ kinds of readings”
(Chesterman 1991: 52-53).

32 These [xed expressions denole musical instruments, academic subjects, illnesses, lranspor-
lation, seasons (Payne and Huddleston 2002 408).
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2.2.3 The indefinite article

According to Biber et al. the indefinite article “namows down the reference of the
following noun to a single member of a class and is often used to introduce a new
specific entity into discourse” (Biber etal. 1999: 260, [original emphasis]). Ouirk
et al. mention that the indefinite article “will be used where the reference of X is
not uniquely identifiable in the shared knowled ge of speaker and hearer. Hence
afan s typically used when the referent has not been mentioned before, and is
assumed to be unfamiliar to the speaker and hearer” (Quirk et al. 1985: 272). The
indefinite article codes the information that the referent is not necessarily known
to all interlocutors. The addressee’s ability to unambiguously identify the refer-
ent is not expected. Thus, the indefinite article can express non-familiarity, non-
uniqueness and non-identifiability. In example (37} the indefinite article indi-
cites that the referent was not mentioned before.

(37 A midin came info the office vesterday. When no one was looking, the man stole g laptop

and several documenis,

In example (38) the speaker is looking for any (non-specific) napkin within the
set of napkins that exist in the kitchen. Although the indefinite article indicates
that the referent is part of a shared set, it does not implicate that the addressee or
speaker know exactly which member is singled out.

(38) Can you bring me a napkin from the kitchern,

The indefinite article cannot be used if the object in question is unique within the
relevant shared set of objects. Example (39) is ill formed because thereis only one
Mona Lisa. From that point of view, the indefinite article signals non-uniqueness.

(39) *A Mona Lisa was stolen.,

When the object is not unique, the indefinite article can be used (e.g. thereis more
than one painting by van Gogh).

(40) A petinting by van Gogh was stolen.
Also the indefinite article does not signal co-reference with a preceding indefinite

noun phrase. Forinstance, in example (41) there is no formal indication that the
two indefinite noun phrases refer to the same watch.
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(41} Bob st a gold watch yesterday, and Bill was wearing a gold watch this morning.

If one changes the second a gold watch to the gold watch, the definiteness of the
second noun phrase indicates co-referentiality. Also in example (42)

(42) My dad bought a computer last week and he sold a screen of (o his friend.

it is not clear whether the screen was part of the computer set that was bought.
The message is simply that an entity describes as a screen was sold. Because of
examples like this, Hawkins concludes:

In general it is the context which seems o delermine how an indelinite reference is under-
stood. There are three possibilities. The context may [orce an indefnite relerent to be as-
signed Lo some speaker-hearer shared sel; it may foree the indefinite referent nof Lo be as-
signed Lo some pobentially available set; or il may leave the indefinite relerence vague in
this respect. (Hawkins 1978: 175 [ariginal emphasis])

As the indefinite article historically derives from the numeral one, it can often be
used in a quasi-numerical sense (ex.43).

(43) a) We walked for forty miles in a (single) day.
b} The Wrights have two doughters and a somn.
o} ahundred, adozen,...

In all these cases, a can easily be replaced by the numeral one (Quirk et al. 1985:
273-274).

Moreover, the indefinite article can also be used in non-referential contexts
where the noun phrase does not refer to an individual. Such non-referential in-
definite noun phrases are often found in copula constructions where they have a
descriptive (predicative) role (similar to that of adjectives):

(4] a) Heis a reliable team menilber!
bp What a fool!

Finally, the indefinite article is also used in generic expressions (ex.45).
(453 A bull terrier makes an excellent waichdog,

The generic use picks out any representative member of the class.
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2.2.4 Occurrence restrictions with nouns

At this point, it is also useful to briefly comment on some of the articles’ occur-
rence restrictions with the various noun classes. In Modern English, overt defi-
niteness marking is obligatory with singular count nouns, phiral count nouns
and non-count nouns (ex.46a-b). Indefiniteness, on the other hand, is marked by
the indefinite article a/an (ex46c). Marking indefinite contexts overtly is not ob-
ligatory in plural and non-count cases. In these cases, the determination slot can
remain unfilled (ex.46 d,e).

[46) a) | need toread the book.
bl I need o read the books.
) Ineed o read a book.
d) ! need o buy books.
&) I need io buy ink

The distribution of the articles is determined by a combination of three binary
oppositions: identifiable referent vs. non-identifiable referent, count vs. non-
countand singular vs, plural. There are also phonetic co-occurrence restrictions:
both articles take a different spoken form when the following word begins with a
vowel: g banana [af vs. gn orange [anf; the pear [8a) vs. the apple [81] (Biber et
al. 1999: 3p0).

For count and non-count nouns the distribution of articles has been listed as
the following:

Tab. 7: Use of Lhe definite and indefinite article (adapted from Quirk et al. 1985: 265)

DEFANITE INDEFINITE

Count Mon-count Count Nan-count
SINGULAR  Lhe book the ink a book = [ [some/am)ink
PLURAL the books ~{[some/any) books

As mentioned above, singular count nouns generally require the presence of an
article. There are however, exceptions. There is a group of bare singular count
nouns in fixed expressions where we expect adeterminative as they denote a real
location, like in hospital or af sea, leave town, start university. Therefore, the table
above has been severely criticized (Chesterman 1991, 1993). To defend the pro-
posed distribution, it could be argued that cases like Ed is in hospital should be
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given non-referential interpretations. “In these cases the noun acts as an indica-
tion of the associated activity, and does not have its standard denotation” (Payne
and Huddleston 2002: 407 -409). The nouns which permit this use are arestricted
group: common activities of everyday life, e.g. Ed is in school (= being taught);
meals e.g. We had lunch, We talked about it at dinner; times of the day following
the preposition at, by, before, until, after e.g. after dawn (Payne and Huddleston
2002: 407-409)7 Still such patterns are interesting especially as in other lan-
suages some of those phrases take an article: e.g. German Ich gehe in die Schule
Tgotothe school’. From aconstructional point of view, all these casesare special
constructions in their own right. Their lacking an article is an independent fea-
ture (for whatever reasons), which may block any inheritance of definiteness
marking which is obligatory in higher nodes.

As can be seen in Table 7, some and any have been added as an article option
for indefinite plural and non-count nouns. This relates to the question of how
many articles English has. There is disagreement about how many articles there
are in English. "Some studies assume two articles, the and a; others incdude zero;
others inchide unstressed some; and still others distinguish between zero and
null forms"™ (Chesterman 1991: 40).

Let us start with the special case of some and any which are usually classified
as quantifiers. Sahin distinguished between some as a quantifier and some as an
“indefinite assertive article” (Sahin 1979: 14; also see Israel 1999; Jacobsson
2002). As can be seen in the following examples, some can be used in two ways:
proportionally and non-proportionally. In example (47) and (48) we see the pro-
portional (partitive usage):

(47 Some people left early.

(48] Some cheese s made from goat’s milk, (Payne and Huddleston 2002: 380)

In both examples, if some is stressed, we are concermned with a subset of people
belonging to an implied larger set, which is why in both cases one could easily
substitute some by not all. Incontrast, examples (49) and (50) are clearly different

fram the proportional usage of some:

(49) There are some books for you on the talle,

33 Mole however, thal morning, daytime, evening and dark take in+the instead of af. In conlras
Lo this, in a number of expressions involving repeliion (e, day by day, or amm in arim) or in
cerlain Gxed phrases (e.g. mother or child ) we lind no arlicle.
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(50) a) We need some ink.
b) {dont need to buy any ink.

In example (50} any is the non-factual counterpart of some. These examples,
where some is normally unstressed, lack the proportional aspect; there is no ‘not
all' implicature, In what follows it will be assumed that in this usage some and
any function as an indefinite article which selects plural and non-count heads.
Such an analysis has been criticized, one of the reasons being that some and any
are distributionally much more restricted than the/an. For example, some and
any cannot be used in ascriptive predicative complements (ex.51-ex.53).

(51} a) As doctors, they should know better,
b) *As some doctors, they should know betier.

(52 a) This Bguid isacid.
b) *This liquid is some aad.

(53) a) Jill wasn't a student.
b) il wasn't any student. (Payne and Huddleston (2002: 383)

Finally, some and any cannot be used in generic constructions without changing
the meaning:

(54) a) Lions are ferodous beasis,
b) Some lions are ferocious beasts,
) Any Bon is a ferocious beast.

The fact that some and any cannot be used in the examples above is not a good
argument against their potential article status. All these cases are non-referential
or generic cases, In thisbook, [ will argue that unstressed, non-partitive some and
any function as an indefinite article for plural and non-count nouns. Although
they may not be compatible with non-referential or generic uses yet (as this rep-
resents the last development in the grammaticalization cline), they may be as-
signed these uses in the future (see criteria for articlehood, section2. 3).

Several scholars have also distinguished between so-called “surface arti-
cles', the visible morphemes the and a/an, and ‘invisible’ articlesas, for example,
in I like coffee or hand in hand, Compare the two object noun phrases in I like
music and I like Peter. Although superficially the two nouns music and Peter look
alike, as neither takes an article, thereis a conceptual difference. In the first case
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we have a common noun which can have so-called ‘article contrast’, e.g. music
vs. the music, whereas in the second case Peter usually does not take an article.
Thus Ouirk et al. (1985: 246) propose that music has a so-called ZERO article,
whereas proper nouns, which generally do not have this kind of article contrast
(Petervs, *the Peter) are considered to have ‘no article’ at all.

Chesterman (1993: 13) criticizes this article distinction for vardous reasons.
First of all, it is not true that proper nouns never take an article e.g. The Peter [
know. Additionally, Quirk et al. state that the ZERD article has an indefinite read-
ing and thus occurs before indefinite mass and plural nouns (cheese, biscuits).
This, however, forces Quirk et al. to come up with a “strange hybrid * (Chesterman
1993: 13}, namely “zero article with definite meaning”, to account for the lack of
the article before singular count nouns in idiomatic expressions like hand in hand
(Quirk 1985 274). Alternatively, Chesterman (1993: 13), like many others (e.g.
Yotsukura 1970}, calls the invisible article in bare ind efinite NPs ZERO and in def-
inite noun phrases NULL.* In other words, Chesterman postulates the existence
of two invisible articles. In contrast to such suggestions, [ side with Berezowski
who finds the concept of the ZERO article illogical and discards it ®into the limbo
of oblivion” (2009: 2}, Similarly, I will not employ the notion ZERO article and
MULL article. Either a noun phrase has a visible article as a dependent or it has
no articke. The visible article can either be the, afan or somefany. Bare noun
phrases, on the other hand, have no article. As will be shown in chapter 7, a con-
structionalist approach avoids the need for postulating invisible articles,

2.2.5 Frequency distribution

In terms of frequency, the definite article is far more frequent than the other def-
inite determiners inall genres (Biber et al. 1999: 270). Additionally, as can be seen
in the graph below, the definite article is most frequent in academic writing and
about twice as frequent as the indefinite article in all genres except conversation
where the frequencies of the indefinite and the definite article are more similar.

34 Foran extensive discussion of Lhe dillerences bebween the lwao, see Chesterman (1993) and
Cruirle elal, (1985: 5.309-5.51)
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Tab. 8: Article distribution in the COCA [2017)

SECTIONS FREQ SIZE (M)  PER MIL
definite indefinite definite indefinite
SPOKEM 5,054,911 2,662,424 108.4 46,209.30 24,338.46
FICTION 5,549,037 2,684,772 104.% 52,897.93 25,593.43
MAGAZINE 5,903,126 3,113,179 110.1 53,610.86 28,273.1%
MEWS PA- 5,665,770 2,932,240 106.0 53,468.50 27,672.08
PER
ACADEMIC 6,520,063 2,365,453 103.4 63,043.30 22,871.B6
100000
S0000
go000
70000
60000
50000
20000
J0000
20000
10000
o
SPOKEN FICT I N MAGAZINE MNEWSPAPER ACADEMIC
W definite  findefinite

Fig. 1: Arlicle distribution in the COCA(2017)

The overall distribution of the indefinite article is relatively similar across regis-
ters, from which it may be concluded that in all registers there is a similar com-
municative need to introduce new entities in discourse. Still, in conversations
speakers use the indefinite article a little less “presumably because this register
is more repetitive and because it deals with familiar topics” (Biber et al. 1999:
268).

[n the wrilten registers, Lhe delinite article is much more common than the indefinite artide

because il has a greater range of uses. Firsl, ilcombines with both countable and unoount-
able nouns, as well as both singular and plural nouns, In addition, the definite article is
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used mmmonly [or subsequent mention, and when used cataphorically, it can also intro-
duce new relerents. In contrast, indefinite articles are used primardly o introduce new rel-
erenls. While the intmoduction ol a referent is performed once, subsequent mention is olten
repeated. [Biber et al, 1999:267)

Somewhat unexpectedly, anaphoric reference only accounts for less than a third
of definite noun phrases in all the registers:

Despite Lhe pemeplion thal definite noun phrases are usually used [or anaphaoric reference,
they are more commaonly used [or other purposes. Al the same lime, anaphoric relerence is
marked by pronouns and a range of other devices, [Biber et al. 1999: 266)

In Biber et al.'s data, the immediate situational reference is found in more than
5006 of the cases in conversation, but accounts for only about 1094 in the written
genres, 30%—40% of the definite noun phrases in news and academic prose have
cataphoric reference. The high frequency of cataphoric reference in academic
prose and news reports is definitely connected with the complexity of noun
phrases in these registers. Finally, the figures for generic reference are generally
very low (Biber et al. 1999: 266).

It can also be observed that indefinite subjects with an indefinite article are
less frequent than definite subjects. The object in the clause is usually associated
with new information. That is why, according to information principles (theme-
rheme, topic-focus), there is a higher proportion of indefinite noun phrases to-
wards the end of the clause. Subject NPs tend to be definite allowing the
speaker/writer to provide both a link with the preceding text and a starting point
for the message to come (Biber et al. 1999: 259),

2.3 Demarcation criteria for articlehood

5o far, diagnostic criteria for ‘articlehood’ have not been clearly defined by lin-
guists. The goal of thissection is to fill thisgapby suggesting and discussing test-
able criteria for the demarcation of the definite and indefinite article in English.
As we have seen above, the articles historically developed from the demonstra-
tive that and the numeral one; elements which are also traditionally classified as
determinatives, but which obviously have a different syntactic distribution and
also differ in meaning. This is why it is necessary to briefly discuss the character-
istic features of demonstratives and numerals as well. For reasons of comparison,
['will also look at the behavior of adjectives. Altogether, seven criteria which de-
fine ‘articlehood” will be proposed. In the following sections, the criteria will first
be presented one by one (sections 24.1-24.7). Afterwards, in a separate section,
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it will be discussed how helpful they really are to distinguish the articles from
other determinatives (section 2.4.8).

Before we go through the individual criteria, a few general remarks seemnec-
essary. First of all, all seven criteria are based on the behavior of the articles in
Modem Standard English (the UK and US variety). This means that some of these
criteria may not have been met in earlier stages of English. Mote also that most of
these have been suggested and used by other scholars; see for example Van de
Velde's five crterda for ‘determinerhood’ (2010: 268-269; but also Giusti 1997:
103; Diessel 1999b: 118; Payne and Huddleston 2002: 354-358, 452, 538). In most
cases, they have beenused to demarcate the whole class of determinatives which,
as mentioned before, is quite a complex task, with researchers still arguing abeit
the category membership of several determinatives. This book, however, is about
the articles, which [ consider the prototype members of the category, and the cni-
teria mentioned here are intended exclusively to define articlehood. Addition-
ally, some criteria may not fit article usage in other languages. This means that
the proposed criteria are not universal but are meant to define English articles
only. Finally, some of the criteria are semantic, while others are more syntactic.
By *syntactic’ | mean formal and distributional features such as co-occurrence
restrictions or positional dependence.

2.3.1 Criterion 1: No Independence

Asa first criterion | discuss the notion of *independence’. One observable differ-
ence between the articles and demonstratives or numerals is that the articles are
dependent on the noun, inthe sense that they cannot occur by themselves (Giusti
1997 103). In other words, the and a/an do not occur except before nouns and
have no other function than grounding, or anchoring the following noun. In con-
trast, demonstratives and numerals can occur by themselves, heading their own
phrases (e.g. as a subject or object complement); compare this man with I like this
or [ see gne car vs. give me one. Also the adjective is separable from its head when
used predicatively (The day was beautiful) and can act as a head (Let’s help the
poor). Based on these observations, the first criterion is NO INDEPENDENCE: A
prehead dependent which cannot occur independently of its head is likely
to be an article. Note that the wording ‘is likely’ is relevant. Such a definition
does not entail that every de pendent element in a language is always an article.
For example, the quantifier every cannot be used independently but is not an ar-
ticle.
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2.3.2 Criterion 2: No Predication

Dealing with predication, Van de Velde presents the following criterion to distin-
guish between determinatives and modifiers: “If an adnominal element can act
asa predicate, it is not a determinative” (Van de Velde 2010: 268). A predicative
complement is an element of the predicate of a sentence which complements the
subject or object. It may be nominal or adjectival as well as prepositional and is
linked to the subject by a copula verb. In the case of English, this copula is be but
also some other verbs fulfill this function (e.g. to become, to get, to feel, to seem;
He became president).” Adjectives can act as predicative complements but the
and a/an cannot. Compare The problem is obvious vs. *The problem is the.

Therefore, a slightly adapted version of Van de Velde's ariterion is NO PRED-
ICATION: A prehead dependent which cannot function as a predicative
complement is likely to be an article. Again, such a definition does not mean
that all elements which may be banned from the predicate position, are always
articles (Van de Velde 2010: 268). Some adjectives (e.g. utter) donot occurin pred-
icate position either; this, however, may have different reasons (Denison 2006:
283). Obviously, this critedon is closely linked to the INDEPENDENCE criterion
because demonstratives, numerals and adjectives stand alone when functioning
as predicative complements.

Van de Velde points out that his argument is not watertight as there are cases
like The problem is this, where, for him, the demonstrative can be used predica-
tively as well Inthis example, however, largue that this is not used predicatively
but functions to specify. The postcopular part of a specifyving construction is not
predicative and allows reversal (This is the problem); in that sense it is a kind of
identifying construction and all that is confirmed is that this can stand alone (Cri-
terjon 1).

2.3.3 Criterion 3: No Co-occurrence

The third criterion is co-occurrence. As prehead elements, adjectives show almost
no co-occurrence restrictions. The use of an adjective doesnot generally preclude
the use of another adjective. They occur with determinatives and other adjectives
and may even occur more than once for emphasis (my big beautiful house; my big,

35 Predicales can either be “identifying (equative, specificational, extensive...) [...] [or] charac-
len sng (ascriplive, classiicational, inlensive..)" (Van de Velde 2010: 204); compare This is Sa-
rah (identilying) to He is dead (charaderizing).
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big wedding); except in cases of semantic anomaly (*He was a short tall kid). Ar-
ticles, on the other hand, are extremely limited in their ability to co-occur. Alt-
hough they can freely co-oceur with adjectives, they are not only mutually exclhu-
sive, but cannot co-occur with any other determinative (*a g book: *the my book).
In other words, the articles are non-tterative (Quirk et al, 1985: 254), Thus, the
third criterion is NO CO-O0CCURRENCE: a prehead dependent which cannot
co-occur with itself or other determinatives is likely to be an article.

One might object by sayving that in English we find the following noun
phrases: gll the books, half the ink, both the students, a few books, the same ink,
the many people who where there which contradict the ‘no co-occurrence’ state-
ment (Spinillo 2000: 174; Denison 2006: 284). In all these cases, the articles co-
occur with elements that have been classified as determinatives by many schol-
ars, so that the criterion does not work unless one limits ‘no co-occurrence” to the
group of ‘central’ determinatives (Quirk et al. 1985: 253-255).* Note, however,
that I do not categorize the underlined elements above as determinatives in the
first place. All the elements above are quantifiers (except for same the status of
which is difficult). At the same time we can also analyze these noun phrases as
reduced versions of all (of) the books, or half (of) the ink; (1.e. partitive construc-
tions). Especially all is very flexible which is why it can beseen as a 'free floating'
quantifier. In other words, just because these elements sometimes show upina
predeterminer position does not mean that it is feasible to postulate that they are
determinatives. Such an analysis at the same time leads to the fact that the crite-
rion holds,

What can be said about the behavior of the English demonstratives and nu-
merals? Numerals cannot co-occur with themselves *two two books but they can
combine with a determinative my two books, the two books. The criterion still
holds because numerals are not determinatives but quantifiers. In the case of
demonstratives, their usage precludes co-occurrence with themselves or other
determinatives in Modern English (*this this book; *my this book: *the this book).
Admittedly, we find patterns like this my unde but they are highly marked (poetic
style) and extremely rare, which is why [ don't treat them as a productive pattem
of English.

36 As menlioned before, Quirk el al. (1985: 253-255) have subcalegorized the delerminer group
into (a) predetemminers, (B central determiners and (o) postdeterminers. The main idea behind
such subcalegodes is thatamong the three subclassesonly the order (a) < [b) + (c] is acceplable
and thal ilems [rom a single sibelass can only combine wilh the other subelasses bl nol with
themselves.
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MNote that ‘co-occumence with itself” is an essential condition. Only if the ele-
ment does not occur with itself, can one determine forsure whetherit is an article.
Without this particular constraint, the criterion becomes circular. For example, if
a speaker parses the utterance the big house and s/he does not know beforehand
that the is supposed to be the determinative and big the adjective, then the obser-
vation that big and the co-occur with each other could lead to the conclusion that
both elements are adjectives. In other words, this criterion cannot be applied
without first determining whether something is a determinative or not. If one
does that, however, the criterion becomes dreular. The only way to make it non-
circular is to test it on two tokens of the same type. Only then is there no need for
any predefinitions. So the safest criterion to decide whether something is an arti-
cle and to distinguish between the classes is to basically apply the criterion on
the same token of the same type. In contrast to this, the fact that bigin the case
of big, big house can co-occur with itself before a noun makes it an adjective.™
Mote that the whole class of determinatives is said to be mutually exclusive which
is why demonstratives and possessives also meet the NO CO-OCCURRENCE crite-
rion. This shows that if this criterion was the only one applied, one could not
clearly demarcate demonstratives from articles. This is why more criteria have
been set up.

2.3.4 Criterion 4: Relative Pasition

Another characteristic feature of the articles is that they occupy the position left
of the quantifier and the modifier in the noun phrase. In the noun phrase, the
articles are often the leftmost node (e.g. The beautiful girl; an interested student).
The same holds for the demonstratives and possessives. Based on this observa-
tion, Van de Velde conchides that

[ilf an adnominal dependent occurs to the rght aof anelement that is not a determiner, bult
an adjunct [ie modilier], itis not a determiner itsell (Van de Velde 2010: 269).%

37 The [ad that [ can repsal very inoweny, wry nice makes very a repeated degree modifier.

38 Vande Velde points out that “the latter criterion is perhaps nol entirely waterlight: in some
cases, a plain adjective indeed precedes the artide, as in so beawtiful o doughter (Quirk et al.
1985:1323; Payne and Huddleston 2002: 435). However, this construction did notoccur until the
Lthirteenth cenluryin English (Fischer 1992: 215), and has a somewhal special stalus, in thal the
indefinile article in this construction, likein its Dutch counterpart, is historically presumably a
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Similarly, [ suggest the following: for an element to be an article it must be posi-
tioned before any quantifier and modifier (i.e. in the determination zone). The
fourth demarcation factor shall therefore be RELATIVE POSITION: a prehead
dependent which occurs to the left of any quantifier or modifier is likely to
be anarticle. In other words, an element that e.g. occurs after any modifier is not
an article, For this criterion to work we need to define which elements are quan-
tifiers and modifiers. An obvious criterion may be: an adnominal dependent that
does not meet at least one of the criteria mentioned here is not a determinative
but belongs to another category. Note that this criterion does not exclude the pos-
sibility that elements which occur left of a quantifier/modifier are guantifi-
ers/modifiers themselves, Also this critedon would not identify the as an article
in an NP like half the group.

2.3.5 Criterion 5: Obligatoriness

Another noticeable difference between the articles on the one hand and demon-
stratives/numerals and adjectives on the other is that in PDE the articles are ob-
ligatory default elements to mark (in}definite reference with singular count
nouns, They have to be used, unless some other (semantically richer) element is
used to express (in Jdefiniteness (Van de Velde 2010: 268). Adjectives, on the ot her
hand, are opticnal elements which can be disregarded without damaging the
erammaticality of the phrase. Compare a sentence like *beautiful girl gave me a
smile with the sentence The girl gave me a smile, where no adjectival modifier is
added but which still is grammatical.

The demonstrative and the numeral are also not employved as obligatory de-
fault markers. If, for example, a demonstrative is used as a prehead dependent in
a noun phrase, it automatically gives the NP reference and determines it, but this
then is a "parasitic” side effect, as the main job of the demonstrative is to indicate
spatial deixis (Van de Velde 2010: 266). This means that a speaker’s choice to use
the demonstrative is first and foremost pragmatically (identifiability) and seman-
tically motivated (spatial deixis). Only the article has to be used *obligatorily’ in
some cases. Usage then could be seen as syntactically motivated rather than se-
mantically.

The article is the default marker which is used if no other element functions
as a determinative, So the fifth criterion concerns OBLIGATORINESS: a prehead

reinlerpreled [Nexdonal morpheme (Van der Horsl and Van de Velde 2007)." (Van de Velde 2010:
269)
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dependent which is an obligatory default marker to indicate (in)definite-
nessis likely to be an article.

2.3.6 Criterion 6: Exclusiveness

If we move on to semantics, it can be said that adjectives are semantically rich;
they encode type-specifying information. On the other hand, the articles have
specialized in exclusively expressing (injdefiniteness and do not express other
meanings. For example, the article is neutral with regard to proximal distance
(Diessel 1999b: 118). Demonstratives also express definiteness but are semanti-
cally richer as they also express proximity. So they have a stronger semantic
value (Giusti 1997: 111; Sommerstein 1972).

|Demonstralives| are primarily used o focus the hearer’s allen ion on objects or localions
in the speech situation [oflen in combination with a pointing gesture) |...] arientling] the
hearer oulside of discourse in the surrounding situation. (essel 1999h: 2)

From this perspective, the demonstrative must be considered a slightly less pro-
totypical member of the determinative class than the article. The possessive pro-
noun also has more semantic content and thus is also less central than the arti-
cles, This relates back to the concept of gradience: the fewer additional meanings
anelement has, the more central/prototypical the element will be inthe category.
The articles, which are limited to the indication of definite/indefinite reference,
are most central. From such a perspective one could argue that the determination
function attaches to demonstratives and possessives indirectly. Numerals obvi-
ously are also dcher when it comes to semantic meaning. The sixth criterion [
would thus like to list is what has been termed the EXCLUSIVENESS criterion
(Van de Velde 2010: 268-269): a prehead dependent which exclusively ex-
presses (in)definiteness is likely to be an article. The exclusiveness criterion
thus has to do with the degree of semantic content of the element; it is, however,
not easy to employ. Very often it will be difficult to judge if a deictic/numeric
reading in a certain OE utterance is possible or not. In many cases a non-deic-
tic/non-numerical reading is often as possible as a deictic/numerical reading.
This problem will be discussed further in sections 4.1.1, 4.1.2and 5.5.6.
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2.3.7 Criterion 7: Syntactic Motivation Only

Insome rare cases, articles are semantically ‘empty satellites’ of the noun. As was
already mentioned in sections 2.2.1 and 222 in a number of fixed expressions,
the article is required rather arbitrarily, as the expression does not refer to a spe-
cial unique identifiable entity (Let's dance the numba, As a hobby she plays the
violin} (Payne and Huddleston 2002: 407-408). In none of these examples do we
find that the article is really semantically motivated (familiarity, uniqueness,
identifiability). One could say they simply indicate nounhood. So it has been ar-
gued that “contrary to other determiners, articles are not inserted for semantic,
but rather for grammatical (morpho-syntactic) reasons” (Giusti 1997: 104). In
other words, articles are sometimes being used not because there is some seman-
tic or discourse-pragmatic motivation but simply because the paradigm demands
it. So whereas exclusive syntactic motivation is never sufficient for an adjective
or a demonstrative /numeral, using an article can be exclusively syntactically mo-
tivated. Thus, the seventh criterion is SYNTACTIC MOTIVATION ONLY: a pre-
head dependent which is exclusively syntactically motivated is likely to be
an article.

What other differences can be identified between the varous kinds of deter-
minatives and adjectives? Adjectives are an open word class, whereas the arti-
cles, the demonstratives and the numerals belong to a paradigm. On top of that,
most adjectives are gradable and articles/demonstratives/numerals are not.
However, | believe that those facts are less reliable to serve as diagnostics for ar-
ticlehood. The fact that article, numeral and demonstative belong to a closed
waord class and are non-gradable is not a good demarcation criterion for articles
because this picks up only non-gradable adje ctives and all three elements belong
toa closed class. This only helps to distinguish them from adjectives.

2.4 Concluding remarks: primary and secondary criteria

In summary, the following seven criteria have been used to determine arti-

clehood:

1. NO INDEPEMDEMCE: a prehead dependent which cannot occur inde-
pendently of its head is likely to be an article

2. NOPEBEDICATION: a prehead dependent which cannot function as a predica-
tive complement is likely to be an article

3. NO CO-OCCURRENCE: aprehead dependent which cannot co-ocour with itself
or other determinatives is likely to be an article
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4. RELATIVE POSITION: a prehead dependent which occurs before any quanti-
fier or modifier is likely to be an article

5. OBLIGATORIMESS: a prehead dependent which is an obligatory default
marker to indicate (in)definiteness is likely to be an article

6. EXCLUSIVEMESS: a prehead dependent which exclusively expresses (in)defi-
niteness is likely to be an article

7. SYNTACTIC MOTIVATION OMLY: a prehead dependent which is exclhusively
syntactically motivated is likely to be an article

Whenwelook at Present Day English, it can be observed that whereas the definite
article meets all the criteria at this stage, the indefinite article meets all except
one, [tis not obligatory with phural and mass nouns. The demonstratives and nu-
merals meet one or two. The semantic and syntactic behavior of the adjective cat-
egory meets none of the oriteria set up for articlehood. These observations are
summarized in Table 9:

Tab. 9: Fullillment of criteda in Presenl Day English

w .
it =
fw = = o ] g
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& =] o g = = ==
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= £ § g 3 5 £9
- —
o o o o @ = £o
= = = o [ ] W=
definite article B B B B B B B
indefinite article + + + + () + +
demaonstrative B B
numeral . . () -

adjective

This leads to another essential point. So far, nothing has been said about the
quality of the listed criteria. Only when the criteria are applied on a certain data
set in order to decide if a certain form deserves to be called an article, will we be
able to see ifthe criteria are really useful. Obviously they are useful to demarcate
thearticles in Modermn English, but it will have to be checked if they are useful for
the demarcation of potential articles in Old English. The reader will find a de-
tailed critical discussion of the applicability of the proposed criteriain the second
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part of this book (chapter 5 and 6). S0 although the usefulness of the criteria still
has to be tested, and although defining criteria based on a certain linguistic stage
as a means to distinguish categories at an earlier stage may be criticized in gen-
eral (Spinillo 2000}, I will take them as the basis for now. Note however, that po-
tentially some of the criteria will have to be dismissed in the course of this analy-
sis.

The main argument is that an element needs to behave in a certain way to
deserve being called an article. All the criteria together build up the notion of
articlehood. Each criterion helps to decide on articlehood. The phirality of criteria
in itself suggests that being an article is not an either/or question, but a gradual
issue. Anelement can be more of anarticle or less of an article. If an element does
not fulfill any of the criteria it is not an article. If an element meets several of the
criteria, this increases the likelihood of being an article. Therefore, articlehood is
an ‘umbrella term” for an element which fulfills several different sub-conditions
at the same time. One criterion on its own does not constitute articlehood, only
when several criteria are met, can we speak of an article,

This directly leads to the essential question of how many and which of the
criteria have to be met in order for an element to deserve articlehood? This will
be an arbitrary decision, made by the researcher. A very restricted (but possible}
point of view would be to demand all seven criteria to be met for an element to
deserve the title ‘article’. For reasons mentioned below, [ consider such an ap-
proach too strict. So how then should we deal with the proposed criteria and their
(non-Jfulfilment?

One option is to take a gradient perspective. If an element in a certain lan-
guage stage only fulfills two out of seven criteria calling it an article will be ques-
tionable; if, on the other hand, for example, five out of seven criteria are met, it
is reasonable to classify it as an article. Category membership thus is gradient. A
fact understood much better if one takes a diachronic perspective and under-
stands that the behavior of linguistic elements constantly changes in the course
of time; it is possible that an element comes to be assigned to a different category
because it grammaticalizes, When doing so, the element takes up new character-
istic features and loses others and often those features are taken up one after the
other. This can lead to the fact that an element at a certain point in time does not
fulfill all *necessary’ criteria and must be considered as a non-prototypical but
valid member of the category, which potentially will meet more and more criteria
in due course (also see section 4.2.5 for further thoughts on gradience, gradual-
ness and the fuzzy nature of grammaticalization).
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The second option isto ask oneself if some criteria are more important - so
to speak better, more central — than others. Those then would have to be met to
deserve articlehood. This amounts to weighing the criteria.

Some of the listed criteria indeed seem to be more important than others. [
suggest a distinction between primary and secondary criteria. In our case, largue
that the primary ones are NO CO-OCCURRENCE, RELATIVE POSITION and OB-
LIGATORIMNESS, Their clue validity is higher and these criteria are directly linked
towhat could be called a ‘positional, lexically underspecified slot” in the prehead.
The fact that an article does not co-occur with other determinatives, the fact that
it occurs before the quantifier/modifier and the fact that it is the default (obliga-
tory} marker to express (in)definiteness, is not so much a feature of the particular
form, but rather the result of the existence of a syntactically unders pecified slot,
which is functional in itself.

For example, it is inadequate to speak of obligatoriness with reference to the
form but withreference to the slot. A phrase like *He meets supervisor is ill-formed
but you find sentences like He meets my supervisor where no article is used; thus
the article is not an obligatory marker. Rather it is the default marker if the slot is
not filled by another determinative, It is a default filler of a slot which has to be
filled obligatorily. A slot is nothing but a relative position; a structure which can
be filled by a formal element. It seems reasonable to assume that the moment a
speaker becomes aware of such a slot, s/he can assign a function to this slot as
well. In other words, if such a slot exists, filling the slot or leaving it empty can
be meaningful in itself. The slot itself becomes functional. Certain ‘regularities’
can beobserved in how to fill the slot. For example, it seems to be one character-
istic feature of the slot that it can only be filled by one determinative at a time.

As has been mentioned in the introduction, (in)definiteness is marked
overtly in various ways in the languages of the world. On the one hand, an ele-
ment that has some additional semantic load (possessiveness, deixis) can be po-
sitioned rather freely in or outside of the noun phrase (position after or before the
head) or, onthe other hand, a fixed position might be reserved for those elements,
Thus, one criterion to distinguish a determinative from an adjective in a language
might be that a particular syntactic slot for its occurrence can be identified ; such
as the one in the prehead left to the quantifier and modifier slot in Modern Eng-
lish. If the speakers feel the necessity to fill the slot obligatorily in certain situa-
tions(for reasons which will be discussed inchapter 7), itis a logical development
that one of its potential fillers becomes the ‘default’.

What [ suggest is that we should not separate the notion of artickehood from
the existence of a determination slot. [ suggest that the term article should enly
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be introduced in English when we also can identify a fixed positional determina-
tion slot. Only after the positional fixation of such a slot does it make sense to call
an element an article. In other words: no slot, no article (see chapter 7).

This also relates to the fact that the criteria are different in their nature, Mot
all of the criteria are scalable. For example, with the EXCLUSIVENESS criterion
an item can carry more or less semantic content — a gradient scale so to speak,
but there are other criteria, where a ‘more or less’ notion cannet be ap plied. Either
an element is obligatory in a specific position or not! Admittedly, it will be diffi-
cult to decide when exactly this slot emerged as it will be difficult to distinguish
between a grammar where definiteness is marked often but still optionally (and
in different syntactic locations), and a grammar which employs a fixed positional
slot which (under certain conditions) needs to be filled. Here, however, the argu-
ment should be that, as a qualitative criterion in the Hegelian sense, at one point
a quantitative change amounts to a qualitative change. [f we can observe an in-
crease in overt (in)definiteness marking at a specific positional location in the
prehead, this suggests a change in the grammar as well. All the criteria which
have been set up in this section will be applied to an older language stage in
chapter 5. Then it will be seen if they work to clearly separate the various word
classes.

[ would like to end this chapter by offering my working definition ofthe Eng-
lish articles. An article is defined as a linguistic element which is a syntactically
fixed default slot filler used to exclusively and obligatorily mark (in}definiteness,
Elements which do not fulfill these criteria should be called *weak demonstra-
tives' or ‘near-articles’ instead.




3 Article emergencein Old English

The conditions af the birth and life of a grammatical category are stll involved in much
obscurity. (Christophersen 1939:18)

Why is it thal grammaticalization clinesare sel in motion in some languages bul nol in ath-
ers, orselin molonal some slage of language and nolal another? (Hawkins 2004 82)

After I have discussed several structural and cognitive aspects of noun phrase
struchire and article usage inthe last chapter, this chapter looks at the diachronic
development of the definite and indefinite articles in English. Section 3.1 exam-
ines how the source grams se and dn were used in Old English. In section 3.2 some
functionalist and generative proposals on article development in English will be
presented and critically reviewed. My own constructional proposal for why and
when the articles emerged will not be presented in this chapter but in chapter 7.

3.1 Demonstrative seand numeral dn as source grams

As has already been mentioned repeatedly, the definite English article the de-
rived from the OE demonstrative se, and the indefinite article a/an developed out
of the OE numeral dn. Before proceeding to examine the status of se and dn in
more detail, it is necessary to say a few words about OE syntax in general.

0ld English (at least in its ‘classical” West Saxon form) is constructed accord-
ing to a complex relationship between gender, number and case. [tis a system
where number and case information is carded (primarily) by inflection (ex.55 and
ex.56).

(353)  Acba peinnan bamosinar niwanasoar  castelesnarss O WETON ..
Bui those whoin that new casile WETE ...

bul those who were in the new msile’
(cochronE,ChronE_| Flummer|:1095.35.3222)

[56) [urﬂﬂn on bﬂdﬂmu: I'J'ildmu|m1: [‘:‘Tl'l'la&'_u.\,qj,;.\jlj_ h'i [I:"[IJCITI.
eveninto  the/those wild muarshes they travelled

‘they even travelled into the wild marshes'
{cochronE, ChronE_| Plimmer|:1010.111779)

Compared to Present Day English, Old English was highly inflected. Verbs in-

flected for person and number and had anindicative, im perative and subjunctive

https: {f dod.or g10.1515/ 57EI110 54 1052-003

orougnt to you by ne Matonal Library of the
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maood, The 4-case system was simpler than that of Latin as there was no ablative
or no locative anymore (all of them in time merged with the dative). Nouns, pro-
nouns, demonstratives, interrogatives, and adjectives were inflected for nomina-
tive, genitive, dative, accusative case and some remnants of an instrumental case
persisted in the demonstrative (see Table 10).

Tab. 10: Partial system of OF noun declensions (based on Hogg 1992:126-136)™

GENDER and NUMBER

masculine feminine neuter

Strong Noun Declension

CASE stan (stone) lufu [love)d stip (ship)
Nominative stdn stdnas lufu lufa sEim scipy
Accusative  sidn stdnas lufe lufa stip séipy
Genitive stdnes stdng lufe lufa sCipes sEipa
Dative stdne stdnum lufe lufum scipe scipum

Weak Noun declension

CASE guma [man) hearpe (harp) eage (eye)
Nominative guma guman hearpe hearpam eage eagan
Accusative guman guman fhearpe fearpam eage eagan
Genitive guman gumena hearpan hearpena eagan eggend
Dative guman gumum hearpan hearpan eagan edgum

Pronouins, demonstratives and ad jectives were also marked for number (singular,
e.g. min, pin, phuiral urea, ewer with a third category dual under, inker in the pro-
noun system)} and gender (e.g. masc. he, fem. hie, neut. hit). Also they agreed
within the phrase — a feature lost from English by the time of Chaucer (Ringe and
Taylor 2014: 342-389). Note that today's possessive determinatives developed out
of the genitive case forms (e.g. min, his, tire; see Table 11).

39 There are also imegular strong nouns (e.g. dag) and so-called mutaling strong nouns [e.g.
Sar), as well & a spedal group of so-called relalionship noins (e.g. dohior, mador,..), which are
declined dilferently (Hogg 1992 136-137 ).
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Tab.11: OF pronouns [(Hogg 1992: 144-145)

15l person
Case Singular Plural Dual
Maomminalive ie, e pé it
Accusalive mec, mé fsic, s Uik, une
Genitive min ire uncer
Dative mé s une

2nd person
Case Singular Plural Dual
Maomminalive b gé git
Accusalive béc, pé éopic, Eop ineit, ine
Genilive bin faper incer
Dalive bé fop ine

3rd person
Case Singular Plural

Maomminalive 1é (mase.) héo (fem.) kit (meut.) tie (mase. fieut.), heo (fem.)
Accusalive hine (masc.), hie (fem.), kit (neut)  hie (masc.), hio fem.)
Genilive fis (mase /neut), hire (fem.) tiera (mase), heora (fem.)

Dalive him (mase. fneut.), hire fem.) him (mose./fem.)

3.1.1 Investigating the usage of se in Old English

The grammaticalization of the OE demonstrative into a definite article can be con-
sidered a frequent typological development, as both elements are always applied
to referents that possess some quality of identifiability (see section 3.2.2). Two
members of the paradigm have survived in Modermn English: the neuter nomina-
tivelaccusative form paet has preserved “its pure demonstrative signification”
(Christophersen 1939: 96) and developed into ModE that. The masculine nomina-
tive form se (emploving the onset p- from the other cases) developed into the
definite article the (van Gelderen 2007: 297; Christophersen 1939: 84; Mustanoja
1960: 169; Mitchell 1985: 127129}, So far it has not been discussed in detail why
the speakers picked the nominative form rather than another one from the para-
digm. One reason might be that a shorter form (with a CV structure) is generally
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more preferred than a longer form (CVC). Moreover, /e as a midvowel (which is
ultimately reduced to fa/) is easier to produce than for example (/. It is also
unclear why speakers started to merge the nominative masculine form with the
b— onset from the other cases. I assume that the high number of p—forms in the
inflectional paradigm might have playved a role. The high type and token fre-
gquency of b— may have exerted some pressure on the speakers to use it as an on-
set instead of /s/.

Concerning its Proto- and West-Germanic ancestors, the demonstrative se is
a continuation of the Proto-Germmanic pronominal stems *so, *s4d, *pat, *tod (Pro-
kosch 1939: 269)." Table 12 shows the OE paradigm of se,

Tab. 12: Declension of se in Early Wesl Saxon (Hogg 1992: 143"

case singular plural
masculine feminine neuter all genders

M se, 56 sed paet pa

A pane pa paet pa

G baes pete, bdre pees pdro, bafa

o pan, pdm pate, bdre pam, pdm patn, prdm

As can be seen, the demonstrative system is still quite elaborate in Old English. It
displays an interesting feature which Old English has in common with Gothic
(Got) and Old Norse (ON): the simple demonstrative is formed from two stems,
onewith s— and one with p—{t- (Kisbye 1972: 141).” One also has to keep in mind

A0 Also check the Oxford English Dictionory (0ED) for udher etymological information
(http:f fwerw.ced.com viewdicionanyentry (Entey/ 200211 ).

A1 There was amasculine and neu ber instrumental singular as well (with the forms ponand fy),
butitis doubtful if the instnimental should be considered a real inflexional form, which is why
il is notlisted in Table 12, Hogg relers 1o il as a * fossilized relict al least partially delschable Fom
the normal paradigm™ (Hogg 1992 143

/2 Other West Germanic dialects derive Lhe simple demonstrative exclusively [rom the *fo stem.
Compare OHG der, diy, daz, 08 the, thiu, that and OF thi, thiu, thet with ON sd, 50, pat and GOT
sa, 50, pata (Kisbye 1972), The bwo-part construction inseveral of the listed languages rellects “a
well-altested type of IE demonstrative system® (Lass 1994: 143), induding the idiosynerasy of
havingan */s-f slem [or masciline and feminine nominative singular, and a * /- stem [or nediler
nominative singular and all other forms; for further details on the [E system see Lass (1994: 143).
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that the class of determinatives in Old English “appeared in a considerable vari-
ety of forms, even within one dialect” (Hogg 1992: 142). The different spellings in
Table 12 reflect some of the varieties which can be found, probably due to stressed
and unstressed positions in the sentence.™

Another paradigmatic relationship must be mentioned : se's opposition to the
so-called ‘compound’ demonstrative pes. pes is common to all Germanic dialects
except Gothic and is formed from the simple demonstrative by the addition of the
particle —seg/—si.* In Old High German we have dése, in Old Saxon these and in
0ld Morse sja (Kisbye 1972 141; Lass 1994: 144-146).

Tab.13: Declension ol OE pes (Milchell and Robinson 2001: 18)

case singular plural
masculine feminine neuter all genders

M bes béas bis bds

A bisne bds bis bds

a bisses bisse, bisre bisses bissa, bisra

[} bissum bisse bissum bissum

The semantic opposition between se and pes is not clear; it is claimed that pes
often contrasts with se “by pointing to something near” (Mitchell 1985: 127), sim-
ilar to today's proximal this. But se can sometimes be translated as modern this,
and pes as the. Note that Old English had no grammaticalized proximal/distal
contrast as in PDE this vs. that, Only after the 12% century does the old neuter
nominative/accusative singular paet begin to emerge with a clear distal sense
(opposed to pis) (Mustanoja 1960: 168-170; Lass 1992: 114). However, already in
0ld English (but especially in Middle English) the sense of pes tended to include
a stronger deictic notion contrasting with se's developing anaphoric function. pes
is much less frequent than se." Shannon (1964: 32) counts approximately 280 ex-
amples of se and four of pes in the Parker Chronicle from 734 to 891, Also, the new
plural types pes-e and tho-se emerge only after the 13th century. As the definite

43 Brunmer [1965]1942]: §337 ) and Campbell (1959: §708) offer overviews ol various dialedal and
diachronic (early and late) forms used dudng the period.

A4 Possibly related 1o the verb *see’ [Gothic saf) (Kisbye 1972: 141).

45 The inllections of pes decayed Logelther with those ol the article; most forms marked for case
were lost by the thirteenth century (Mustanaja 1960: 173 Milchell 1985: 136; Lass 1992 114).
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article does not derive from the compound demonstrative, its usage will not be
discussed any further.

3.1.1.1 Independent usage of se
The simple demonstrative se (with all its inflectional forms) could either be used
as anindependent element (comparable to the PDE complementizer/demonstra-
tive pronoun that/which/who) heading a noun phrase or dependently as a deter-
minative in combination with a noun. According to Mitchell (1985: 128-130), se
could be used pronominally in the following ways:*®

It is usedin a second, subsequent sentence to avoid repetition of a preceding
noun:

(57) and peer  da burh gelimbrede, | paesilean geares ba =t Bricge
and there the burgh  built, and in the same year  that af Brideeworth

‘and the burgh was buill there, and in the same year the one al Bridegewarlh'
(cochronC, ChonC_ [Rositzke]912.2.1.1115_1[¥)

Se can also be found referring to a preceding clause (ex.58).

(58] dada he wies gebrohl Lo gelealan  mid deere grapunge, ba weard

when hewas brought  to faith with the toudh, then was
80 Lwynung purh paet us @throden
the uncertainty by that Srom us taken

‘When he was broughl Lo [ith by his lowch, any dnoedain by was laken Fom s
by that
{cocathom]  «ACHom_[,_16:310.95.2998 _1D)

Semay also beresumptive, In this functionit is frequently anacoluthic (ex.59 and
ex60).

A6 Mole that the following list is taken foom Mitchell [1985: §316-327) and is incomplele as it
only lists the mosl imporlant uses, For amore delail ed treatmen Lol the OE uses of the independ-
enl demonsirative see Mitchell (1985: 128-130).
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Babylonia, sen de masl was & wres| ealm burga
Babylonia, that the greatesi was and firstof all cities

500 15 nu laesl & weslasi
that/ which  1s now leas! and mosi deserted

‘Babylonia, which was the grealest and frst of all cities, is now the leastand
maost deserted”
[coorosiu, O 2:4.43.33.827_10)

paland  be man haet Gallia Bellica be easlan paem is
Theland that one calls Gallin Bellica by (the) east [of] that is

510 ea e man hael Rin
the river  that one calls Rhine

“The land thal we call Gallia Bellica has the dver thal we call Bhine Lo ils eas)’
[eoorosiu, Or_1:1.18.24.364_ID)

Se also has an emphasizing, spedal subject-changing function. In such examples
(e.g. ex.61) it is likely that se carried stress,

(61

Hihabbad mid him  awyriedne engel mancynnes feond  and se hae D

They hadwith him  corrupt angel mankind’s foe and that-one
andweald on dam mannum de heoracyppend  [orseod
has power over Lhe men that their creator  despises

“They had a corruptangel with them — mankind's foe - and that one has power owver
those men who their creator despises’
(cocathomz,+ACHom_Il, 38:283.113 6381_I0)

Sometimes a demonstrative is used instead of a relative pronoun:

[62)

Abel, Adames sunu, dhiwis and Gode andlenge,  bone olsloh
Abel, Adam’s son,  righteous and to God foyal, whorm/this-one slew

Cain his brodor
Cain his brother

‘Abel, Adam's son, who is righ teous and Loval o God, was slain by Cain his

brother.”
(cocathom2,+ACHom_[[,_4:32.104.744_10)
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The demonstrative pronoun also appears in the OE equivalent of the ModE par-
enthetic and explanatory ‘that is'. Varous forms like paet is or paet sind can be
followed by several possible complements (noun complement, prepositional
phrase} (Mitchell 1985: §323, §324, §325, §326; Wiilfing 1894[1901]: 374-378)." Se
is also frequently used in cataphoric (forward-pointing) constructions where Pre-
sent Day English prefers this (Traugott 1992: 172).** The oblique cases of the neuter
demonstrative paet can be used as adverbs and conjunctions, either alone, e.g.
bees, py or with prepositions, e.g. to paes and forpon (Mitchell 1985: §318, §2418-
2420). As the definite article does not derive from independent se, this independ-
ent pronoun/complementizer usage will not be dealt with any further in this
book, unless aspects of it are related to the development of dependent se.

3.1.1.2 Dependent usage of se

Dependent se is accompanied by a noun or noun equivalent. It shows uses very
similar to that of the ModE definite article the but also of the demonstrative that.
[n examples (63) and (64), it is often possible to give s a deictic reading, but it
can be translated by ModE the as well. It can refer backwards, referring to some-
thing that has already been introduced (ex. 63 and ex.64).

(63) #®ller pan baet lond weard Memned nalan leaga
after that the/that land was  called Natan lea

Alter thal, the land was called Metely'
{cochron A-1, Chron A-[Plummer] :208.1.174)

(&) by ilcan geare drehlon pa hemgas on East Englum &
the same year harassed the armies in East Anglio and

on Mordhymbrum Wesl Seaxna londs wide be pam sudstade

Northumbria West Saxon's lands widely along the south coast
mid stalhergum, ealra swilu st mid deem escum
with predatory bands  most of all with the/those ships

AT haet is/pat waes is used with a singular noun complementirrespectively ol ils gender,

A48 E.g.in Present Day English one mighl say: He said this: (that) the king left; in 0ld English se
1% used in this conslniction, He that said: (that) the king had lefi, where the demons lralive pre-
cedes the verb (Traugoll 1992 172).
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e hie [ela geara &t imbredon pa het @lived cyng
which they many vears earlier had built then king Alfred

timhbran lang scipu ongen da @scas

had built long ships apains| those fthe ships

“The same year the miding armies attadced east Anglia, Northumbria and Wessex
widely along the south coast with predatory bands most ol all with the ships which
they had built many years eadier . then king Alfred built long ships against those
ships*

(cochrond-Zb ChronA_[Plummer|:897.17.1125)

While, for example, Ropers (1918: 35-36) and Conradi (1886: 54-55)analyze daem
inexample (64) as a ‘stressed’ deictic demonstrative *.owith those ships which...'
it can also be analyzed as the unstressed variant *...with the ships which..." (Chris-
tophersen 1939: 92),

Se may refer to something which has already been introduced in an indirect

way (ex.65) or it may point forward (ex.66). The troops are indirectly introduced
by the NP an armmy and earthly wisdom is defined by a following relative clausein

the posthead.

(65) Perseus se cyninge of Crela lande  in Asiam mid [yrde [or & pa decde
Perseus the king of Creta fo Asia with army went and the troops
winnende wass op hi him gehyrsume wamn
fighting was until fo him obedient were

(667

‘Perseus Lhe king of Crele wenl Lo Asia with an ammy, and was Gghling the roops
unlil they were obedient to him'
(coorosiu,Or_1:8.27.18.534_LD)

pone eordlican wisdom  be pam pe pus awrilen is
the earthly wisdom about which that thus written is

‘the earthly wisdom about which is written as lollows®
(coaelive,«ALS [Christmas|: 277.183)

Se can have subject-changing function. In example (67) seindicates that the sub-
ject is no longer Herodes but the infant Christ. The use of a pronoun might have
been ambiguous.
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(67) [Herodes | dohte gilhe hi ealle alsloge
[Herodes | thought  ifhe themall slaughiered
bt e an ne @ibiurste b he sohte,
that that one should not escape  whom he sought

‘Herodes thought that il he slaughlered them all, then the one he was looking
for would not escaps’
{cocathoml,+ACHom [, 5:319.72.958 1D)

Even when the pronoun is not ambiguous, se is often used where we expect he or
shein Present Day English.

Se can referto something forwhich the reader must rely on world knowledge,
as in example (68) where one is supposed to know that there is only one savior,
namely Jesus Christ.

(68) se haeland him com b on sumere nih e mid his apostolum
the Saviowr  him came  0onaceriain night with his apostles

‘and the savior came 1o him one night with his apostles®
[coaelive, «ALS |Basil]:109.520)

Se can occur with cardinal numbers (ex.69) and may be expanded by an addi-
tHonal adjective (ex.70).

(65 waron pa twa byrig gelimbred Sodome Gomorre
were the /those two cities built Sodomand Gomornah

‘the two cities Sodom and Gomorrah were buill’
{coorosiu, O Head : 1L.3.4_10)

(70) bt he [ddiam wolde  baleasan wudewan
that he make-peace-with  would  thefthat false widow

‘thal he would make peace with the [alse widow'
[coaelive, «ALS_|Eupenial: 209.315)

In all the examples listed above, the usage of se is very similar to article usage in
Present Day English. Nevertheless, the overall distribuition of se differs signifi-
cantly from that of modern the, As already mentioned in the introduction, inter-
esting determination patterns can be found. For example, se is sometimes used
to express possession (ex. 71). In Modern English, a possessive pronoun would be
preferred in the following example.
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(71 hu ale sunu hid gyngra ponne se faeder
how every son is younger than the /his father

‘How every son is younger Lhan his [ather’
(cocathom],+ ACHom_[, 20342 2440403 _10)

At the same time, it is also possible in Old English for se to co-occur with a pos-
sessive pronoun in the same noun phrase (ex.72), something which does not sug-
gest that the form functions as an article, if one decides that articles do not co-
occur with other determinatives (see section 2.3).

(78 & his paem godan willa  wel geullmode Felix se biscop
and his that goodwill well was seconded  Felix the bishop

‘and his good will was positively seconded by bishop Felix®
(cobede, Bede_>12142.18.1372)

Finally, there are cases where no overt marking of definite reference takes place
(ex.73 and ex.74). Whereasin the frst part of the sentence in example (73) definite
reference is overtly marked, we find no determinatives in the second part. Healfe
and Deniscan scipu are determined by a determinative, but later in the text opre
healfe and odmm are not. This example gives the impression of definiteness
marking being optional rather than obligatory.

(73) preo asslon on Oa healfe pees deopes  De da Deniscan scipu
three ran aground on the side of the deep where the Danish ships
aselen waeron, ond pa odru eall on opre heal fe
aground were, angd the other all on other side
bzl hira ne mehle nan bo o i i

that of them none could  pet to others

“Three ran aground on the side af the deep where the Danish ships were aground,
and all the others on the other side, so that none of them could get to the others®
(cochmond-Zh,Chron A _[Plummer| :897.37.1144_10)

(74) Heis swrde biler o e
Heis very bitler ini miowith

‘He has a bilter taste in the mouth®
(coboeth, Bo:22.51.2.927)
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Also in example (74) the noun occurs bare, Mote that in this case the head noun
is a body part. This example could be considered an exception in the sense that
speakers might perceive body parts as inherently definite (similar to proper
nouns} and therefore not feel the need to mark them overtly. As will be shown in
the empirical chapters of this book, no overt marking of definiteness is the norm
for body parts.

In any case, the existence of phrases like in example (73) and (74) has been
repeatedly discussed in the literature as evidence for the fact that in Old English
no ‘real” definite article existed vet. Unfortunately, not many studies exist which
investigate the frequency of these constructions. That is why chapter 5 presents
an empircal corpus study which — among other things — investigates how fre-
guent or non-frequent such unmarked definite NPs are.

3.1.2 Investigating the usage of dn in Old English
The indefinite article derves from the individualizing use of the nominative form

of the numeral dn which goes back to [E *oino- [Prim.Germ *ain-oz) and was
usually declined like a strong adjective:

Tab. M: Declension of dn ([adapled from von Mengden 2010: 76)

Case singular
masculine feminine neuter
N an an dn
A dnfdne/znne dn dne
G dnes/znes dnre dnes/®nes
o dnum dnre drium

Compare Gothic ains, ON einn, OHG ein and OFris. an, en. The form s&nne and
anes are older than the corresponding variant with a— (Sievers and Brunner 1951:
277). Only in the 13" century, the form was reduced to a at approximately the
same time as the onset vowel a- in the numeral was substituted by o—. Rissanen
states that, with regards to vardation, no striking dialectal variations can be de-
tected and that in the case of translations from Latin the influence of the foreign
original upon the syntax of Old English is comparatively slight (Rissanen 1967:
12).
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Similarly to se, dn had many functions. Scholars do not agree what its origi-
nal function was. Whereas the majority believes that the abstract numerical con-
cept was the original function, others claim that it originally expressed the idea
of ‘alone/single’ (Rissanen 1967: 2). Whatever its original function was, the word
“evidently soon developed a great number of secondary shades of meaning” (Ris-
sanen 1967: 3). Following Christophersen (1939: 98-99) and Mustanoja (1960:
292, 295), Rissanen (1967: 5) identifies four main uses of OE dn: (a) the strictly
numerical use (in contrast to ‘two’ or ‘more”}, (b) the exclusive use (‘alone, only,
a single'), (c) the pronominal use (*someone’) and (d) the individualizing usage
(singling out an indefinite referent). Additionally to that there are other special
constrictions where dn means ‘once’ and could be positioned like an independ-
entadverb. It could also be combined with few.

3.1.2.1 Independent usage of dn

Syntactically, dn could be used dependently or independently. As an inde pend-
ent element it could head its own noun phrase and was mostly used as the nu-
meral ‘one’ (ex.75) often modified by a genitive plural (ex.76 and ex.77) or by a
prepositional phrase.

(75) and he pa sade he pa pa he his oxan reple pa soc
and  he that told a5 he was his oxen yoking then shook
an  hishealod and  mid pam horne hine pyde
one its head and with his hom him pushed

‘and he told that when he was yoking his oxen, one shook its head and
pushed him with his horn?
(coaelive,«ALS [Marlin]:783.6467_1D)

(76) pawas  hioraan se Appollinus we @ ymb sprascon
thenwas  (offthemone the Appollonius  we about spoke

“Then one of them was the Appollonius who we had men ioned before’
[coboeth,Ba:38.116.1.2301_1D)

(77) Hewss  an para twelfa Godes
Hewas one of the twelve gods

‘Hewas mne of the bwelve Gods'
(coaelive,«ALS [Mark]:127.3285 D)
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Example (78) is a case where dn has the meaning of *alone’ and in example (79}
it means ‘once’.

(78] ba fund se cniht pa EEmnan stand ende on hire gebedum
then found the boy the woman standing at her prayers

on hire bure ane
in her bower alone

Then the young knight found the woman standing al her pravers in her bower
alone’
[coaelive, «ALS [Cecilial: 72.7156_10)

(79] and szde  him gelealan geond seofon dagas on an
and told  him [the] faith Sor seven days at once

‘and instructed him in the [aith seven days ina row’
[coaelive,«ALS [Cecilia] 187727 _1D)

An is sometimes even preceded by se. In these expressions the combination is
generally emphatic:

(80) [Herodes| dohte gilhe hi ealle olsloge bl se an
[Herodes| thought  ifhe them all slaughtered  that that one
ne @tburste b he sohte

should not escape wham he soughi

‘Herodes thought that il he slaughlered them all, then the one he was looking
for wold not escaps’
{cocathoml,+ACHom [, 5:319.72.958 1D)

3.1.2.2 Dependent usage of dn

Anas a dependent element in the prehead of 8 noun phrase was mostly used with
a numerical sense (ex.81 and ex.82).

(B1) hi pet an gear tixodon belwix him & Eadwine
who that one year  ruled between him and Edwin

“Whao ruled between him and Edwin that one year’
[cochron E,ChronE_[Plummer|:634.6.332)
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(82) God Fader Flmihtig  hae emme Sunn gecyndelice  and menige gewiscendlice
Grod father almighty  had one son nafural and many chosen

“The holy [ather had one natural son and many chosen ones’
(cocathom],+ ACHom_[,_19:325.18.3638_ID)

An could also be used in negative clauses in the sense of ‘not a single':

(83) on his anwealds e beo umon an frig man
during his dominion  not should be even a single free man

‘during his reign there should not be even a single ree man’
(coaelive,«ALS [Auguries|:257.3649_10)

In some examples dn is used without any numerical force merely to individualize
(ex.B84—ex. B6).

(Ba) ponmne is an port  onsudewsardum peem lande pone man he
there is aport  onsouthwards the land that one calls

Soiringesheal
Sdringesheal

“There is a porl in the south called Sciringesheal’
(coorosiu, Or_1:1.16.2.281)

(B5) Swapeah is an almihtig God  on his peere hean ceasine
Nevertheless s an almighty God  inhis that high castle

‘MWevertheless, there is an almighty God in this high cstle’
[coboeth, Bowad,141.6.2813)

(B&) Pasr weard  Alexander purhsoten mid anre flan
There was Alexander pierced with an arrow

"There Alexander was pierced with an arrow”
(coorosiu, Or_3: 9.73.18.1463)

5till, in all the examples, danis compatible with a numerical reading. That is why
Rissanen, in his seminal monograph on the numeral one, concudes:
In OF, there isno indefinite article which differs in form from the numeral an, but thee are

several hunded instances of the use ofan ina luncion more or less resembling that of the
indelinite article. [t seems that this an is not yel Lotally unsiressed - it retains the fll case




BB — Article emergence in Old English

endings and probably some of its original numedal or individualizing force - but it no
doubl represents one stage in the development [rom the stressed numeral ‘one’ Lo the pre-
senl day inde fnile adicle o, an, (Rissanen 1967: 261)

3.1.2.3 Nomarking of indefiniteness in Old English

As seen above, there are examples where dn is used in a semantically bleached
way to exclusively mark indefiniteness. However, the manuscripts are full of
cases where indefinite reference stays unmarked with singular nouns. In all of
the following examples (§7-90), the singular count noun is not preceded by any
determinative.

[87) & ba gewrohte he weall mid turfum
and  then construded he  wall wilh furf

‘and then he constructed a wall with turl
{cochronE, ChronE_|Plummer|:755.1.739_10)

(B8] = was haer fyrd  gesomnod | Cynetan
then was there army  assembled  al Kennet

Thenan army was assembled al Kennet'
{cochron E,ChronE_[Plummert|:1 (4. 25.1698)

(89) Gilhwa  slea his donenehslan mid stane  0dde mid fyste
Ifanyone  beats his that neighbar with storne  orwith fist

Il anyone beals his neighbour with a slone or a Gst’
{colawalint, LawATEL16.461)

(90) B he getimbrad  Bebbanburh, Sy wees @rost mid hegge
and he built Bamburgh,  This was fist with stockade

betined & peer aller mid wealle
enclosed  and thatafter  with wall

‘And he buill Bamburgh, This was [irst enclosed with a stockade and aller
that with a wall’
{cochron E,ChronE_[Plummer] :547.1.189)

Like in Modern English, there is no overt marking of indefinite phurals (ex.91 and
ex92).,
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(91} B him afas sworon
and  him  oaths swore

‘and swore him oaths’
(cochmonE,ChronE_|[PFlummer| :1086.160.2964)

(92) dalle da sacerdas  nescoldon no hiera healdu scieran mid scierseaxum,
that the priesis should not their heads shave with razors,
ne el hi ne scoldon hiraloccas laslan weaxan
nor after they should their locks let grow
ac hie scoldon hie e Higean mid scearum
but they should clip them with scissors

“The priests should not shave their heads with razors, nor should they grow their
hair, bul they should cul il with scissors’
(cocura,CP:18.139.1L.945)

That is why it has been concluded that in Old English indefiniteness is not
marked obligatorily:

Definitensss [...] in OE, outside of early poetry, is generally marked overtly by ad emonstra-
live or possessive with common nouns, Indefiniteness, on the other hand, unlike in PDE
where g/an is required with count nouns, is most Fequently unmarked, .| although the
numeral an ‘one’ and quant fer sum ‘a certain, some’ are somelimes used with article-like
force, in both specific [...] and non-specific |...] uses. Thus, typologically, OE is similar to
leelandic, a langusge Lhal requires the marking of definile bul nol indefinite DPs. (Rings
and Taylor 2014: 448)

Ringe and Tayvlor make an important observation. They suggest that definiteness
was already marked quite consistently. Even if a definite article may not have ex-
isted vet, a demonstrative or possessive is often combined with a common noun
to specify referentiality. [ will come back to this observation in chapter 5. To con-
clude this section, it can be summarized that both grammatical functional ele-
ments — the definite and the indefinite article - developed out of lexically richer
elements which in terms of their syntactic position and in terms of their semantic
features occupied an almost identical linguistic space.
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3.2 Established views on the development of the English
articles

One of the goals of this book is to answer the question why the English articles
developed. Before [ present my own ideas on potential factors which may have
led to the grammaticalization of the demonstrative and the numeralin chapter 7,
some established proposals on English article emergence shall be discussed in
the following sections. After discussing a few older publications on the issue (sec-
tion 3.21), more recent functonalist and formalist views on the subject will be
compared (sections 3.2.2and 3.2.3)." Finally, I will advocate a different perspec-
tive on the topic, which should complement and add to current alternative views.

3.2.1 Traditional philelogical views on article development

3.2.1.1 German dissertations

Scanning the existing literature on the history of the English articles, one even-
tually come across the vast number of ‘German dissertations’, which deal with
article usage in Old and Middle English (e.g. Philipsen 1887; Diehn 1901; Seidler
1901; Lausterer 1914; Reinicke 1915; Steinhoff 1916; Weinmann 1920; Paschke
1934). These mather old publications are of a descriptive nature and primarily de-
scribe the distribution of the articles in a particular text or in a certain period. As
has already been mentioned in the introduction, writers such as Flamme (1885)
or Philipsen (1887} believe in the existence of a ‘real article’ in 0ld English. Note,
however, that most of these dissertations were written by scholars witha German
speaking background. That particular national background may have influenced
the categorization of OE se as an article because in the OHG system one can more
convincingly argue that an article was already used. Thus, the German scholars

49 Functonalism and formalism diller from each other on various points, most olwhich cannot
be discussed here (Givon 1995; Newmeyer 1998; Butler 2003 ; Fischer 2007 ; Heine and Narmog
2011). For the [formalists in the Chomskyan tradition the proper object of study is langue ('com-
petence’, ‘language’): for the flunctionalists itis porole (‘performance’, 'E-language”). Opinions
alsodilfer on whal a ‘grammar’ is. On the one hand, grammar has been equated with the syn Lsc-
tic companent anly (formalist perspective); on the other hand, il is synonymous with all lan-
guage oulpul, chamclerizing a corpus of ullerances, including the lexicon and phonological
riles, Finally, opinions dilfer on how the grammalical system gels into the brain of a child (on-
logeny ) and how performance influences and changes any grammatical system (phylogeny)
(Fischer 2007: S6-58).
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may have judged the OE system according to their German standards and unjus-
tifiably emploved a particular categorization without being aware of differences
which might exist in the two languages (McColl Millar 2000a: 309).

3.2.1.2 The article as a necessity

Omne of the most essential ‘early’ works on the English article system is Chris-
tophersen’s 1939 monograph The articles: a study of their theory and use in Eng-
lish. This book is a reaction to an earlier comment by Gardiner:

It is sometmes said that such relatively insignilicant words [i.e. as the articles] are gram-
malical toals, But the function ol tools is to achieve some specific end. Thal is precisely
what, in many cases, the article does not do, or at all evenis does only ina very slight and
uneerlain degose, Ollen il is mere iseless ballasl, a habil o mannedsm accepled by an en-
lire spealdn g communily ... | the accumulation of old rubbish isso easy, (Gardiner 1932: 47)

Opposing Gardiner's “useless ballast™ claim, Christophersen aims to show that
the modem article system is functional and necessary to the smooth running of
English as a language. Essentially, Christophersen (1939: 20} suggests that lan-
guages develop definite articles when they shift along the typological continuum
from synthetic to analytic (see Jespersen's cyce 1922; 319-321)%; changing from
intricate complexity (complex inflectional system) to greater simplicity (loss of
inflections). Also, several other scholars assume that the loss of nominal mor-
phology has led to the rise of the article system (e.g. Behaghel 1923; Giusti 1993;
Holmberg 1993). The decay of OE inflections made it necessary to find new means
of expressing various relations of the noun.

It is well known that the case and gender system broke down from Old Eng-
lish to Midd ke English. Mainly, it was phonological change — main stress became
initial — that ‘forced’ the restructuring of morphology simply by eroding distine-
tions. Phonological development, in the beginning unrelated to morphology, led
to the development of a more analytic language. OE words of more than one syl
lable were ultimately stressed on their first syllable. The heavy stressing on the
first syllable of practically all words had a far-reaching effect on the development
ofthe language. The vowels of the final syllables began to be reduced to auniform
schwa sound as early as the 107 century leading to phonetic ambiguities within
the paradigms. Many inflections were falling together so that in most instances
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morphosyntactic categories such as case and gender were no longer expressed
unambiguously. ™

Although Old English had a rich case morphology and although the endings
of the cases varied with different noun declensions, most of the endings were al-
ready ambiguous in Old English so that its morphology was relatively inexpres-
sive (Lass 1992: 105). It was rare for a single noun form to be marked for gender,
number and case uniquely (not so for determinatives and pronouns). Such a sit-
uation led to analogical remodeling; some w- stems and i- stems took on mascu-
line a— stem genitive singular in —es etc. The decay of the OF inflectional system
resulted in the further collapse of weak vowels into (—a/ (schwa) and the merger
of final /m/ and /n/ in weak syllables. The disappearance of the final vowels
started in the North and was completed by the middle of the 137 century, while in
Eent the old inflectional forms were preserved in part as late as the first half of
the 14" century. Also the gender system changed. In the OE grammatical gender
system (similar to that of Modern German and French) every noun belongs to a
particular class, which does not necessarily correspond to sexual gender in the
real world. As a result of the vowel leveling in the OF endings, grammatical gen-
der ceases to exist in the course of late Old English and early Middle English ™

The reasons for the breakdown of the inflectional system are diverse and will
not be dealt with in detail. According to Hogg (1992: 10) these shifts were not
caused by the Morman conguest but are the product of a long term trend in the
history of the language. Some scholars believe that the leveling of the case end-
ings was promoted by the increasing fixity of OE word order and the appearance
of new periphrastic forms (Mustanoja 1960: 67-68). Fischer, who refers to 0'Don-
nell and Todd (1980: 47-48), suggests that the Viking settlements in the Danelaw
had an influence due to a process of pidginization which led to the loss of mor-
phological structure and the development of a more analytic language (Fischer

50 Fischer (1992 agreeswith the idea thatinitial stress must have playeda role, as ilcontributed
o the neutralization of vowel quantities. However, she poinls out that it cannol have been a
dedsive factor, when one considers the [act that other Germanic (stress inilial) languages did
nol all lose their inllecl ons.

51 The process again began in the Morth, In some Northumbran texls il is noticeable in the
second hall of the 10% century. In the South, excluding Kenl, grammalical gender disappears in
the course af the Lale 11%, 12 and 13 cenluries. By amund 1200 the old system isin oonsiderable
disrepair in most dialects, and with Eent being the exceplion the shill to natural gender was
pretty well complete by the end of the century. The changeover does, however, show a cerlain
disorderliness; aslate as the thirteenth century, the West Midland dialect preserves some Lraces
ol the old genders in non-sex ilems where Lhe marked delerminers were sill distinctive: e.g ‘as-
satlede pen toun and wonne him' (Mustanoja 19600 43— 45).
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1992: 208). It is best to assume that the breakdown of nominal morphology was
multi-causal. In any case it affected the complete language system in a space of
three to five generations (Ackles 1997: 37),

3.2.1.3 Loss of inflectional morphology: disappearance of gender and case as
a reason for article emergence

The question is whether the loss of the inflectional system led to the emergence
of the articles. Holmberg (1993) observes a complementary distribution between
case morphology and articles in European languages. On the one hand, many
languages without articles (Latin, the Old Germanic dialects, and most Slavic and
Finno-Ugric languages) have a rich system of case morphology. On the other
hand, languages that have a rather poor system of case morphology (Celtic and
most of the Romance and modern Germanic dialects) have lexical determiners.
Mso Giusti (1993) claims that all languages with articles only develop them when
they are losing or weakening case morphology. It is there fore possible that, from
01d English to Middle English, the article somehow ‘had to’ develop to identify
the case information which was no longer visible on the noun (Philippi 1997: 63).

However, there are several counterarguments to the hypothesis just men-
tioned. First of all, typologically it is not necessarily the case that the articles are
superfluous in a language that has case morphology. For example, one finds def-
inite articles as well as rich case morphology in Ancient Greek. Languages like
Greek or the North Germanic languages developed articles before they shifted
along the synthetic to analytic continuum. In cases like German, case is still real-
ized on the article, which is why McColl Millar concludes that “[tlhere cannot be
the one-to-one correspondence [...] between grammatical ‘simplification’ and the
growth of an article, even if we have the suspicion that just such ‘simplification’
does encourage the development of an article system in a wide range of lan-
suages” (McColl Millar 2000b: 285). Second, there are also many languages (e.g.
Farsi) which have developed no article, even though they lost case and gender
systems (Stark, Leiss and Abraham 2007). Thus, it is not comrect that languages
without case morphology necessarily have articles. Chinese is another good
counter example. Thirdly, the loss of case morphology can be compensated in
different ways without using an article. It is well known that in Dutch or English
prepositions have taken over functions of case markers (Philippd 1997: 63). As a
conclusion, the ‘inflectional loss" hypothesis must be criticized, mostly due to the
fact that many counterexamples can be found typologically and because the ar-
gumentation is not very detailed.
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3.2.1.4 Weak and strong adjectives

Another hypothesis, which specifies the earlier ‘decay of inflections” proposal
links the rse of the definite article to the weak form of the adjective (Mustanoja
1960: 232 Brunner 1962; Fischer 2000). Some scholars observed that in
[DEM+ADJ+N] combinations, se is almost always used in connection with the
weak adjective (Flamme 1885; Philipsen 1887; Willfing 1894[1901]).

In O0ld English, adjectives belonged to two declensions: the ‘weak' and the
‘strong’ declension. The declension of an adjective in a given context was syntac-
tically determined. Broadly speaking, if the adjective was in a definite NP then
the weak declension was used, elsewhere the strong one was used.

Tab. 15: Strong and weak adjectives in Old English (Fischer 2000: 159)

strong adjectives weak adjectives

masc neut fem masc neut fem
nom.sg - . <feu -d -8 e
acc.sg e . - -an- e -an
gen.sg 25 -e5 -re -an -an -an
dat.sg -um sum -re -an -an -an
nom.pl £ <fou /e -an - -an
acc.pl ] feu -0/ -an 4 =an
gen.pl -ra -ra -ra -raf-ena -raf-ena raf-ena
dat.pl “um -um -urn -um -um -um

An attributive adjective was declined weak if preceded by a demonstrative (se,
bes)or by a possessive (e.g. min, his), but strong without one of these elements
(Mitchell 1985: 51).

How did this regularity come about and why should it be responsible for ar-
ticle emergence? In Proto-Germanic the weak adjectival declension alone, with-
out demonstrative or possessive, could signal definiteness. However, according
to Philippi, this changed in the course of time:

Weak adjectives were formed by adding a demonstrative sulfix enfon o mark definiteness
and substantiation. [n the course of lime, however, the demonstralive foree of the sulfix
eroded andwas nolonger sulficient o indicate the demonstrativecharseter of the adjective.
Therelore the need for a new reference marker arose, The East and West Gme languages
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used the demonstrative pronoun softhata/so which was realized in pre-adjectival position.
[Philippd 1997: &3)

In other words, in earlier stages the weak adjectives had some demonstrative
force. Later on, in Old English, the demonstrative needs to be present to “support
the teetering weak adjective as determiner system [..] in order to make certain
that there was deixis in the expression” (McColl Millar 2000b: 278). The strong
form of the adjective seems to have been neutral in Pre Old English. Later on,
contrasting the weak form, the strong form came to be associated with the indef-
inite. As, for example in blind man *(a) blind man’ vs. se blinda man *the/that
blind man" where blind carries the masculine nominative singular —a ending of
the weak declension (McColl Millar 2000b: 278).

Oneargument against this proposal is that the loss of the weak/strong adjec-
tive distinction did not prompt the emergence of an article in other languages, for
instance in Russian (Abraham 1997; Philippi 1997). Additionally, the hypothesis
is only a valid one if the pattern [DEM+AD].cu+Nle in definite cases and
[AD)zwrg+ Nl in indefinite cases is applied in the vast majority of cases, It re-
mains to be seen whether definite contexts are always indicated overtly by the
use of se. If so, is it really the case that always the weak adjective ending is used?
Is the strong adjective declension always used in indefinite contexts? Mitchell
lists some examples where a demonstrative is used with strongly inflected adjec-
tives. However, the real existence of the pattern is doubtful because many of the
attested examples involve the possibility of an —wm,/—an confusion in the dative
singular masculine or neuter (Mitchell 1985: §114-115; 119}, Still, Mitchell con-
cludes that some examples of [AD]wea +N]w cannot be explained by dative confu-
sjon in the plural and singular and have to be taken seriously (Mitchell 1985:
§116-117). In any case, it will be necessary to check the frequency of any ‘excep-
tions' in prose and analyze if those cases can safely be dismissed as archaisms,
scribal errors or analogical confusion, as is suggested in the literature. All those
questions will be investigated in chapter 5.

Thirdly, the arguments given above rely on an assumption that [ consider to
be flawed. It has been claimed that from Pre Old English to Old English the
demonstrative suddenly had to be used together with the weak adjective because
thedeictic kraft of the weak adjective suffix eroded. This is given as the explana-
tion why the use of the demonstrative became obligatory together with the weak
adjective. Asmy empirical data analysis will show, however, [ was always able to
successfully distinguish between the strong and the weak endings in my texts
(following the declension in Table 15). If one can still distinguish between weak
and strong, and ifwe assume that strong indicates indefinite ness, why should we
assume that the weak adjective ending lost its definite marking capacity at that
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early stage? For what reason should we assume that the deictic meaning of the
wedk adjective suffix suddenly eroded, if it is still identifiable and distinguisha-
ble from the strong one? To claim that this simply happened is an easy way out.
Why should cne ending have lost the indication of definiteness and the other not?
Obviously the argument would be valid later on, when we have a complete break-
down of declensions and cannot distinguish between weak and strong any
longer. But the preference to combine a demonstrative with a weak adjective can
already be observed at a stage where we still can distinguish weak and strong
adjectives. This implies double marking but not a shift in definiteness marking
from one element to the other. In other words, the breakdown of the weak/strong
adjective declension took place too late to justify the proposed hypothesis.®

Rather, Iagree with linguists such as Strang (1970: 301), who argues that due
to the syncretism of several endings in the weak paradigm, case and gender could
no longer be distinguished sufficiently, sothe demonstrative was first needed to
disambiguate case and gender. As the demonstrative paradigm was still more
prominent and also automatically marks a noun phrase as definite, definiteness
marking finally shifted from the weak adjective paradigm to the demeonstrative
(after a potential phase of double marking). For Strang this distinction serves a
function as it exercises a ‘principle of economy’. The strong adjective ending is
still useful when there is no other defining element because it is still distinctive
of case and gender. In the weak adjective declension, endings are not that dis-
tinctive any longer so that case and gender need to be indicated by the preceding
demonstrative, It is claimed that this functional interdependence of the demon-
strative and the adjective ending explains the rise of the article and the decline of
the weak/strong distinction: the increasing presence of the one (the determina-
tive) obviates the need for the other (Fischer 2000: 160).

Mote that frequency may play a crucial role here, Obviously, [DEM+AD [t N e
combinations exist but are presumably rarer than for example [POSS5+N]w or
[DEM+MN]s (see chapter 5). Even if a speaker becomes aware of the strong link
between the demonstrative and the weak adjective, s'he does not necessarily
need to apply this to all other instances where the NP ocours without such an
adjective, especially when we find many NPs with surface structures which lack
adjectives,

52 This objection is also supported by MeColl Millar (200b: 284).
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3.2.1.5 Alanguage contact scenario

Another hy pothesis is that the definite article developed due to language contact.
McColl Millar (2000a,b) closely links the development of the definite article to the
contact with Old Morse. He argues that the grammatical system was not so much
altered by the semantic drift of se but by the development of the distal demon-
strative paet, which was influenced by contact with the Scandinavian system
(McColl Millar 2000a: 331). Based on a detailed analysis of all demonstrative
forms in eleven selected texts from ‘the Scandinavian transition perod’, he tries
to showthat the Norse influence caused the direct transfer of semantic and formal
Morth Germanic structures for definiteness marking,

It is well known that English developed into a tripartite system, similar to all
other modem West Germanic dialects (except German)” with a discrete article
‘the', a simple demonstrative (with distal meaning “that”), and a compound
demonstrative (with proximal meaning ‘this'). In English, this tdpartite split took
place when some languages already had a split system of distal demonstrative
pronouns and articles. For example, the Celtic languages, French and the Scan-
dinavian dialects had already developed such a systemearlier (Calder 1923[1990]:
§117; Wessen 1958: §128; Iversen 1973: §148-149), As a result the linguistic system
of these languages might have influenced the English system due to contact. For
McColl Millar (2000b: 302-303) the Celtic languages™ and French® do not qualify
to have brought about the change, but the contact with Norse does.,

Mext to the simple demonstrative sa—su—pat, Old Norse had the following
compound demonstrative paradigm: sja/pessi-sja/pessi-petta. Additionally, it
had an article-like element inn-in—it, which could occur independently as a pre-
maodifier, but an enclitic usage was more common. This threefold situation infha-
enced the development of the English definite article and should be analyzed as
a mediated form of koinéisation. The linguistic contact between 0ld English and
Old MNorse gave rise to a koing (McColl Millar 2000a: 60). Koiné is *a language or
dialect where a harmonization (or leveling) of grammar and phonology for the

53 Which employs a simple demonsiralive der, die, das and a compound dies- (McColl Millar
2000a: 306-308).

54 Itis adispuled question how much influence the Cellic language had on English (for the
‘Celtic Hypothesis' see Filpulla, Klemola and Pitldnen 2002 and Filpulla, Kemula and Paulasto
2008) but for MoColl Millar the contact with the Cellic language did not inlluence the shilt 1o-
wards the arlicle system.

55 French has a preposed definite article bul as English had no substantial contact with French
belfore 1066 and Lhe developmen | was well under way belore Lhis date, any influence seems Lo
be unlikely.
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sake of mutual comprehension has taken place between speakers of different va-
rieties of essentially the same dialect continuum™ (Siegel 1985: 358).

As there was a peaceful social co-existence between the speakers of 0ld
Morseand Old English, the Scandinavian bilingual speakers also carried over lin-
guistic material from their language. Although they could have camied over their
own native mode of marking definiteness (postponed clitic), they went for an-
other option, namely to “use the building blocks of the new language to create
essentially the same semantic distinction without using the same morphological
matedals” (McColl Millar 2000b: 303). The phonologically distinct OE element se
was reinterpreted. The gradual simplification of the demonstrative’s morpholog-
ical form supported this fact. Since then, paet was the only element that remained
phonologically distinct and could be stressed more easily, it is not surprising that
it became associated with pure distal meaning. Finally, the koiné which had de-
veloped in the Morth was imported to the Midland dialects because certain koing
features helped to dissolve several linguistic ambiguities. In the end, these dia-
lect speakers would transfer material to the South (McColl Millar 2000a: 337).

How sound is MeColl Millar's argumentation? It is true that contact between
two languages can influence one or both contact languages. Research has shown
that not only lexical entries are taken over but even morphosyntactic features
( Thomason 2001; Heine 2005). [t is well known that the English language not only
borrowed vocabulary from Old Norse but also function words (e.g. she). In gen-
eral, the proposal that a (tripartite) system emerged as a consequence of the prior
existence of a tripartite model in the other language, is a very attractive one. [t
employs the idea that what speakers do largely relies on the overall systemic na-
ture of their language. A speaker might become aware of a certain structure, take
it s a model and reinterpret another ( perhaps ambiguous) structure according to
that model or, as in the given substratum situation, use his native (Scandinavian)
construction and fill it with L2 (English} lexical forms.

What is interesting about McColl Millar's hypothesis is that he draws atten-
tion to the fact that linguistic change cannot occur only because there is an over-
whelming communicative need for it but because of other factors, in his opinion
external and systemic ones, which push the change into a certain direction. In
his discussion he quotes Samuels, who — already in 1969 — links the articles’ de-
velopment to inner-systemic, analogical pressures.

The evolution ol a new system of determiners in which, [irstly, the vanous forms of the 0ld
English demonstratives se and pes were realigned to the pattern the/this/that, and sec
ondly, as a resull of systemic pressure o complete the pallern, the use of nouns withoul
determiners decreased, the indefnite article a was diferentiated fom one, and the uses of
both @ and one were exlended. (Samuels 1969: 396)
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Indeed, inguistic change maostly does not happen for the sake of darity on the
listener's side or to improve communication. It is necessary to look for additional
factorswhichmight influence achange. Those changes can be based onavailable
patterns elsewhere in the grammar, which suddenly get emploved analogously.
This thought will also be taken up in the next section (3.2.7) where functional
explanations for article development will be discussed.

MNevertheless, McColl Millar's line of argumentation is slightly problematic.
Firstly, several researchers believe that the Viking demographic presence neither
was that enduring nor were the Northern dialects spoken long enough for such
heavy influence (Thomason and Kaufman 1988: §9.8.6.3).% Secondly, it has been
suggested that the tripartite split (and particular the enclitic defining particle)
developed much later in Scandinavia — too late to influence the OE development
(Skautrup 1944: §27), Thirdly, McColl Millar's work displays some methodological
weaknesses, Although he manages to demonstrate the breakdown of the inher-
ited case- and gender-based paradigms (2000a: 11), which may have created a
system open to change and open to the employment of external inguistic strc-
tures in arder to fight ambiguity, he has a hard time presenting convincing tex-
tual evidence for his proposed spread of artide features from the North (where
the Scandinavian dialects were present) down to the South. Here he relies on the
work of others to argue for the plausibility of such an influence (Ekwall 1963: 54—
67: Samuels 1989b). Like many others before, he demonstrates that southern
texts are more conservative than the northern ones and that inflected formslinger
on in the South, but he is not able to trace the trickling effect from the North to
the South, which admittedly is largely impossible due to the shortage of the OE
materials. Migration patterns have been discussed by others (Samuels 1969; Lass
1969; Poussa 1982) but the debate remains undecided why and how exactly a rel-
atively low status northem dialect affects the dialect in the South in its determi-
nation system? To conclude, I believe that a language contact scenario is not un-
likely, and as language change is always multi-causal it might have influenced
the process to a certain extent but, as always, further conclusive research is defi-
nitely needed to support or falsify the koiné scenario.

56 Admilledly, later work (eg. Hadley and Richards 2000) argues [or a longer period of influ-
ence (against Thomason and Kaulman 1988)
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3.2.2 Functionalist views: article development as a grammaticalization
phenomenon

In the functionalist literature, the development of the English articles has been
interpreted as a prototypical case of grammaticalization. For example, Himmel-
mann (1997} postulates the following universal grammaticalization path for deic-
tic particles:

Deictic Particle « Calegorial Noun > Demonstralive Pronoun > Demonsirative Determiner =
Weakly Demonsirative Delinite Determiner = Delinite Article > Alfixal Article > Noun Marker
(Himmelmann 1997: 23)

In a similar vein, the following semantic clines for the indefinite articles have
been postulated:

quantification > relerentiality/denotation > geneddty foonnolation (Givon 1981:50)

(1) mumeral > (i) presentative marker = (iii) specifc indelinite marker > (iv) non-specilicin-
delinite marker > [v) generalized artide (Heine and Kuleva 2006)

In the case of English, as has been mentioned repeatedly, the demonstrative pro-
noun se grammaticalized and stalled as the definite article the. Similarly, the
gquantificational numeral dn developed into the indefinite article. In Modern Eng-
lish both elements are not only used to mark referential NPs but sometimes also
non-referential (e.g. generic) ones (see section 2.2). Before the clines above can
be discussed any further, a few words about grammaticalization are necessary.

3.2.2.1 Grammaticalization: definitions and parameters

The term *grammaticalization” was introduced by Meillet as *le passage d'un mot
autonome au rdle d'éément grammatical” (1912: 131) - the change of an inde-
pendent entity into the status of a grammatical element. Words with full lexical
content turn into form words, which fulfill various grammatical functions. Not
only lexical elements can undergo grammaticalization but grammatical elements
can grammaticalize too, thereby becoming even more grammatical (Kurylowicz
1965: £9).

Since Meillet's definition, research on grammaticalization has evolved and
today we find rather narrow as well as very loose definitions of grammaticaliza-
tion. For example, Heine and Reh offer a very specific definition and view gram-
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maticalization as “an evolution whereby linguistic units lose in semantic com-
plexity, pragmatic significance, syntactic freedom and phonetic substance”
(Heine and Reh 1984: 15). Traugott defines grammaticalization as “[t]he process
whereby lexical material in highly constrained pragmatic and meorphosyntactic
contexts is assigned grammatical function, and, once grammatical, is assigned
increasingly grammatical, operator-like function” (Traugott 2003: 645}, In con-
trast, Lehmann and others define the grammaticalization of a linguistic sign as
“a process in which it loses autonomy by becoming more subject to constraints
of the linguistic system” (Lehmann 2004: 155). Croft even offers an extremely
loose definition and understands grammaticalization as “the process by which
grammar is created” (Croft 2006: 366).

Recent publications on grammaticalization are numerous (e.g. Davidse, Van-
delanotte and Cuyckens 2010; Narrog and Heine 2011; Davidse et al. 2012; Stathi,
Gehweiler and Kéinig 2012; Norde, Beijering and Lenz 2013; von Mengden and
Horst 2014).7" Broadly speaking, one can make out two camps, which highlight
different processes that play a role in grammaticalization: one camp focuses on
reduction and increased dependency during grammaticalization (e.g. Lehmann
1995[1982]; Haspelmath 2004), while the other camp highlights the expansion of
semantic-pragmatic and collocation range (e.g. Himmelmann 2004; Traugott
2011).

About thirty vears ago, Lehmann (1985) tred to set up parameters by which
the degree of grammaticalization could be measured. Those parameters are based
on three major aspects, which are relevant for the measuring of the dependency
of a linguistic form: weight, cohesion and vadability of the sign. From this per-
spective, the degree of grammaticalization d epends on how autonomous the sign
still is. The lexical form is more independent and more complex than the shorter,
simpler and bound grammatical form (Lehmann 1985: 306). On the one hand,
erammaticalization affects the semantic properties of a linguistic element; on the
other hand, morphosyntactic properties are affected. In the semantic realm, lex-
ical-referential meaning develops into systematic-grammatical meaning. The
process of attrition often leads to fewer semantic features of an item. The weight
or substance of a lexical item is reduced through phonetic and semantic erosion.
Formally, the element loses itssyntactic independence and its morphological dis-
tinctiveness. The more grammaticalized alinguistic element is, the more its bond-
edness increases (e.g. it may fuse with other elements; agghitination, cliticization

57 Alsoseveral formalist genemalive scholars have deall with grammaticalizaion, e.g. Boberls
and Boissou (2003); van Gelderen (2004, 2007), bil their ideas will be discissed in the next
seclhion (3.2.3)
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and fusion are developmental steps here). Also, syntagmatic and paradigmatic
variability is lost (Le. the grammaticalizing element becomes fived in position
and sometimes joins an existing paradigm of elements which fulfill a particular
grammatical function). Moreover, the element becomes increasingly obligatory
(Fischer 2007: 118; Heine and Reh 1984),%

Another researcher who profoundly influenced grammaticalization research
is Traugott (1982, 2003). In her work on grammaticalization, she attempted to es-
tablish characteristics for grammaticalization different from these of Lehmann.
Her main goal was to identify the semantic-pragmatic shifts that initiate gram-
maticalization processes. Traugott assumes that shifts in the semantic realm,
which are motivated through pragmatics, trigger the grammaticalization process.
Like many other functicnalists, she distinguishes three functional-semantic com-
ponents in language. First, there are ‘propositional’ elements which a language
uses to express truth-conditional relations. The propositional component in-
volves the resources of the language which make it possible to talk about some-
thing. Next, there are textual' markers which keep discourse coherent (e.g. con-
nectives, anaphoric and cataphorc pronouns, complementizers,..). Finally,
there are ‘expressive’ elements in language which are used to express personal
attitudes to the topic itself and to other participants in the speech situation (e.g.
honorifics or turn taking markers) (Traugott 1982: 248),

Traugott formulated hypotheses on shifts between these components. The
first hypothesis (A) suggests that if a shift in meaning takes placein the grammat-
icalization process, this shift is likely to reach a more ‘personal’ level in commu-
nication.

Hypothesis A. [ a meaningshilt in the process ol gmmmati mlization ocours within a com-
ponent, il is more likely o invalve “less pemsonal o more personal” than the reverse.
[Traugoll 1982: 153)

For example, the OF butan ‘on the outside’ does not reflect the opinion of the
speaker but expresses mere location, whereas the use of the textual connective
but, which butan developed into, indicates the speaker's attitude.

The second Hypothesis (B} postulates another unidirectionality:

Hypothesis B, [ there ocours a meaning-shifll which, in the process of grammalicalization,
enlailsshills from one unctional-semantic component o another, then such a shill is more

58 There has been severe crilicism of the paramelers, eg. Janda and [oseph (2003). For other
ways ol measiring slrongor weak grammalcalizalion see Heine and RBeh (1984 ch. 11) or By bee
and Dahl (1989: 59-41).
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likely to be fom propositional through contextual Lo expressive than in the reverse direc-
lion. [ Traugolt 1982 256)

Also Hopper and Martin take up this idea and draw attention to the increase of
interpersonal contextualization:

One way inwhich grammaticalization is 1o be comprehended is as an evolulion fom lesser
to grea ber conlextualization, or from relative textual autonomy o relative textual depend-
ence. The more dependent a form is, of course, the more “personal ™ ilis, Le. the more adapt-
able to the speaker’s goals, and the more negotiable i 15 meanings, (Hopper and Marlin 1987
307)

Later on, Traugott reformulated her shift from propositional to textual to expres-
sive meaning, describing it as a tendency towards ‘subjectification” and “inter-
subjectification’. Subjectification is “the development of a grammatically identi-
fiable expression of speaker belief or speaker attitude to what is said” [ Traugott
1995: 32) and “arise[s] out of the cognitive and communicative pragmatics of
speaker-hearer interactions and discourse practices” (Traugott 2003: 634). Thus
her new shift looks as follows: *non-subjective > subjective > intersubjective’
(Traugott 1995)° S0 in contrast to the traditional semantic bleaching model,
Traugott postulates a loss-and-gain-model (drawing on Sweetser 1988). Gram-
maticalization has to deal with meaning-shift, where an element might lose part
of its propositional meaning but at the same time can gain new pragmatic func-
tions. Traugott's ideas have been taken up by many researchers who investigate
cases of subjectification and pragmaticalization as diachronic tendencies (e.g.
Breban 2010; Athanasiadou, Canakis and Comillie 2006; Davidse, Vandelanotte
and Cuyckens 2010). Traugott also applied her ideas to the development of the
English articles, a proposal which will be discussed in the next section (3.2.2.2).
Several important aspects of grammaticalization have not been mentioned
so far. The first is the notion of synchronic lavering which reflects the fact that
the grammaticalized forms and their lexical sources occur side by side. The sec-
ond is divergence, the process when grammaticalized and non-grammaticalized
forms of the same origin go their own separate ways and do not influence each
other anymore, Thirdly, persistence points to the fact that one can find traces of
the original lexical meaning in the grammaticalized forms ( Hopper 1991), Finally,
there is a performance and processing aspect to grammaticalization. The gram-
maticalized elements appear to be more productive in the grammars containing
them than their lexical donors, with the result that the grammaticalized forms are

59 Also see Trawgoll and Dasher (2002 [or their ‘nvited Inferencing Theory'.
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maore frequent. High frequency is a result of the higher number of constructions
and contexts in which a grammaticalized form (i.e. *gram’) can be used (Fischer
2007: 119; Hawkins 2004: 80). Traugott and Trousdale point out that collocational
type-expansion is the logical result of several grammaticalization processes.

[ we focus nol an the eduction but on the consequences of thal reduction, we can expect
thal there will be increase in hostclasses: a [orm that is reduced semantically and has par-
adigmalic lunctions will also be used more token frequently and in more contexts. [t will
also be available for a larger mnge of synilactic uses, and therefore ils synlactic conlexis
may expand. (Traugottand Trousdale 2013: 109)

As can be seen by the large variety of processes which typically affect form and
meaning together, grammaticalization is a perfect example for the interdepend-
ency of the linguistic system. In a fascinating way it clearly shows how strongly
connected morphosyntax, discourse-pragmatics, semantics and phonology are
and how much all of them seem to be subject to general principles and tenden-
cies,

MNote that grammaticalization has been interpreted in many different ways in
the literature. On the one hand, the term is used for a specific observable dia-
chronic phenomenon in a particular language, A particular entity undergoes a
gradual, formal as well as semantic change. In doing so it is said to follow a ‘uni-
directional’ development along certain “paths” (Bybee 2003b), which have also
been termed “clines” (Halliday 1961; Hopper and Traugott 2003; Andersen 2001),
*channels” (Lehmann 1995[1982]) or “chains” (Heine, Claudi and Hiinnemeyer
1991). Evidence for varous developmental paths has been accumulated (Heine
and Kuteva 2002), Campbell (1998: 239-235) lists about thirty instances of gram-
maticalization, three of which are listed below:

a) Demonsialive pronoun > Definite article

b} Noun > Grammatical gender [‘man, male, boy* > masculine; or ‘woman, lemale, gid"* =
[eminine).

) Mumertal "one’ > Indefinite article

On the other hand, grammaticalization is also used to refer to grammaticalization
theory, which aims to ‘explain’ language change and the development of gram-
mar. Especially among functionalists and cognitivists, it has become a widely-
used theory within the last twenty-five vears. Some scholars interpret grammati-
calization as a distinct suis generis type of phenomenon and an explanatory
mechanism, which independently causes language change — comparable to drift
or ease of effort (Heine and KEuteva 2002: 4) but in this book it will be suggested
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that grammaticalization is only an epiphenomenon; an umbrella term for a bun-
dle of processes driven by several speaker-intemal, cognitive mechanisms (see
section 42,3 and chapter 6).*

3.2.2.2 Down the cline: article emergence as a classic case of
grammaticalization

Several researchers have dealt with the grammaticalization of the English articles
indetail. On the one hand, article development has been discussed from a typo-
logical perspective (Greenberg 1978; Lehmann 1995[1982]; Himmelmann 1997;
Lyons 1999; Heine and Kuteva 2006; Schroeder 2006; see section 4.2.2.1). On the
other hand, the focus has been on discourse-pragmatic shifts which are involved
in the process (Givén 1981; Traugott 1982, 2003; Hopper and Martin 1987).
Typologically, it is mostly a demonstrative morpheme with deictic meaning
which grammaticalizes into the definite article. As Lyons elaborates “usually a
deictically unmarked demonstrative, or a non-proximal or non-first-person one
[...] provides the source of a definite artide. One consequence of this is that in
many languages the definite article is segmentally identical or very similar to one
of the demonstratives (though differing in stress)” (Lyvons 1999: 116). Already in
1978, Greenberg postulates the following typological cline for definite articles:

Stage 0 ([demonstrative) > Stage 1 (delinite article) > Stage 2 (specilic article) > Stage ¥ (noun
marker)

For Greenberg, a discourse deictic turns into a definite article (Stage 1) when the
form “becomes compulsory and has spread to the point at which it means ‘iden-
tified" in general, thus including typically things known from context, general
knowledge, or as with ‘the sun’ in non-scientific discourse, identified because it
is the only member of its class” (Greenberg 1978: 62).

A ‘specific’ Stage 2 artidle is used for both definite determination and non-
definite specific uses. Specific, opposed to generic, refers to the use of an article
in contexts in which a speaker refers to a specific but unidentified item, in other
words, if there is presupposition of reference (Greenberg 1978: 62, Stage 2articles
are no longer restricted to semantically definite contexts but also spread to so0-
called indefinite specific contexts. In some languages such contexts would rather

60 Informalist models grammatcal ization is also not credited with theory -relevant aulonomy,
and cases of grammaticalization are considered regular cases ol reanalysis, which is considered
1o b one of the moslimpodan l mechanisms responsible [or synlacticchange (Roberls and Rois-
50U 2003; see sections 3.2.3 and 4.2.4).




106 — Article emergence in Old English

be marked by indefinite articles (de Mulder and Carlier 2011: 532). The progressive
spread to new contexts eventually leads to a Stage 3 article which is a mere
‘empty’ noun marker; a sign of nominality or gender on the large majority of com-
mon nouns with no synchronic connection to definiteness or specificity (Green-
berg 1978: 69; de Mulder and Cardier 2011: 525).

Also Lehmann (1995[1982]) discusses how demonstratives grammaticalize
into definite articles. He focuses on the semantic and morphosyntactic features
of the morpheme in its respective stages. At Stage 0, the free demonstrative pro-
noun in its full form generally contains two semantic and one syntactic compo-
nent. With regards to its semantic side, the pronoun contains a demonstrative
component which embodies definiteness and a pointing gesture and a deictic
component which directs the attention to something located in regard to the
speech situation. Additionally, there is a formal categorical component, which
makes the pronoun either syntactically autonomous (functioning as a head) or
dependent. So the demonstrative can either head its own NP or it can be attached
to a noun attributively (Lehmann 1995[1982]: 37).

For Lehmann, the bleaching of the deictic component is the first step of gram-
maticalization towards Stage 1. As an example he lists the extreme reduction of
Vulgar Latin *ecoe hoc illac ook this over there’ = French cela ‘that" > ca ‘it (Leh-
mann 1995[1982]: 38). As a next step, the semantically weakened demonstrative
pronoun then might develop along two principal grammaticalization dines, cor-
responding to whether the categorical component is a dependent or the head:
either it develops into a “definite determiner’ (when adnominal) or into a personal
pronoun (s head). Lehmann defines a definite determiner as

an adnominal demonstrabive pronoun which is deictically neutral and therefore mainly
used [or anapharic purposes, Examples beside Late Latin ille, are Golhic sa, so, hata, OE se,
sen, et and Homeric ho, be, fo all detiving from PILE *so, sa, fod. Persian an and [apanese
sono appear Lo be well on their way towards this stage | Lehmann 1995[1982 : 38).

Afterwards, this definite determiner reduces to mere definiteness and will result
in a definite article. One gets French le, la; Old High German ther, thiu, thaz; Eng-
lish the or Attic ho, he, to (Lehmann 1995[1982]: 38; Greenberg 1978, Givan 1978).
Thearticle might also come to be agglutinated to the noun, a phenomenon which
ocours in Rumanian, Swedish, Danish, Basque, ljio (Kwa), Koyo (Kru)and several
Yuman languages. Finally, further semantic weakening may even reduce defi-
niteness to marking nominalization (Greenberg's Stage 3. The element thenisa
nominalizer which simply signals that the words it gets attached to are nouns
(e.g.in the Abkhaz or Dagbani language) (Lehmann 1995[1982]: 38-39). Note that
even if a language employs a Stage 3 article as a noun or noun phrase marker, it
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is frequently the case that there is "a residual domain of article-less nouns: the
article may not be used in combination with nouns determined intrinsically
(proper nouns), by their anchorage within the speech situation (vocative), or by
another determiner (possessives, demonstratives, quantifiers, etc.)” (de Mulder
and Carlier 2011: 525).

Hawkins focuses on the semantic stagesin the grammaticalization process of
the definite article. Using his theory of definiteness (1978, 1991) (see section 2.7),
he presents four major semantic stages in the languages of the waorld in which
demonstratives develop into definite articles by expanding their semantic and
pragmatic range. In Hawkins® Stage 1, the deictic restriction of the demonstrative
is abandoned. The contrast between entities near and far from the speaker isno
longer expressed. The notion of identifiability of referents is “now defined rela-
tive to the whole (visible} situation or the whole previous text (within memory),
and unigueness (more generally, inclusive reference)” (Hawkins 2004: 84). At
this stage, definite articles are anaphoric reference markers (reference to ele-
ments mentioned in the previous text or to elements which are part of the imme-
diate situation).

Inhis 2™ stage, article usage expands in two directions: from visible to non-
visible and larger situations (compare mind the step vs. the king has abdicated)
and from anaphoric references based on previous mention to general-knowledge-
based inferences and stereotypic frames. In Stage 3, article usage is extended to
generic references

that signal inclusiveness only, with little or no pragmatic delimitation ( the lion is a mammal,
the lalions eal pizza). The level of amessibility thal is required at the end of Stage 2 has
become 5o weak thal it can be abandoned and the delinile article can be used with semantic
and truth-conditional content anly. Al the same lime, pragmatic condilions of appropriate-
ness still apply o NPs thal are not used generically, and heare s must disambiguate be-
tween generic and non-generic, find the P-sel when thisis required, and assign a pragmal-
ically unmestrided inclusive interpretation when it is nol (Hawlkins 2004: 85).*

In other words, in the 3™ stage, pragmatic delimitation is aband oned and NPs are

permitted to refer universally and generically. In a 4°° stage, when the definite
article is extended to specific indefinite references in addition to definiteness,

61 According to Hawkins, German has developed sli ghtly further than English using the delinite
adicle with generic plurals contrasting English which doesnol. For example, a German sen lence
like Er zieht den Rosen die Nelken vor (he prelers the roses the camalions') is He prefers carna-
tions fo rsesin English. Generic plural usage is also much further extended in French: compare
Elle adore les romans policiers ['she adores the novels delective') wilh She adores defective sio-
ries. [[Lyons 1999:52: Hawinks 2004: 85)
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“the definite article has abandoned uniqueness/inclusiveness, in certain uses,
while maintaining the existence claim” (Hawkins 2004: 85). NPs with the definite
article then only assert existence. The article not only marks identifiable refer-
ences but also generic reference and purely existential claims. Finally, further
extensions can be observed asthe form loses all connections to definit eness when
it only gets used for syntactic purposes like agreement or as a noun class marker
(Hawkins 2004: 86). Generally, each stage keeps the previous stages' usage but
introduces more ambiguity and polysemy.

Similarly Schroeder distinguishes four universal stagesin the gradual func-
tional split between the numeral ‘one’ and the indefinite article which may take
placein a language. In Stage 1, the numeral does not express indefiniteness bt
guantification although it might be used “as a lexical device to express the spec-
ificity of the referent of a noun phrase™ (Schroeder 2006: 559). This is only a pre-
decessor of the indefinite article, which Schroeder calls ‘emergent indefinite arti-
cle’. He lists Russian as an example where the numeral odinsmsas, 0dndnmien,
OO0 om e 15 soOmetimes used to express the “specificity’ of a noun phrase. When
used like this odin competes with certain adjectives (e.g. kakoj-to *a certain')
(Schroeder 2006: 559). The OF numeral dn can also be classified as this type.

In the 2" stage, which Schroeder calls ‘pragmatic indefinite article’, an arti-
cle is used with specific and indefinite noun phrases which fulfill specdial prag-
matic functions. They are part of NPs representing nothing but new information
or introducing pragmatically salient referents into the discourse. In English - ac-
cording to Rissanen (1967} and others — thisshift from Stage 1 to Stage 2 happened
at the beginning of the ME period. In Stage 3, an indefinite article is used with all
indefinite noun phrases irrespective of their pragmatic functions. This stage is
called ‘referential indefinite article’ (Schroeder 2006: 559). In the last stage, an
indefinite article is used with indefinite as well as with non-referential noun
phrases. Schroeder calls this an ‘extended indefinite article’ and claims that Eng-
lish is an example for a language that has such a Stage 4 article since the indefi-
nite article is used with indefinite noun phrases as well as with all non-referential
MPs (Schroeder 2006: 559).%

62 Givin points to “[tlhe high incidence of unrelated languages independently developing
‘one’, ‘ones’, and ‘some’ as relerential indefinite markes” (Givin 1981 50). The development
[rom quantificational element o indefnite aticle isatlested in languages like Gemman, Hungar-
ian, Turkish, Persian, Mandarin, Neo-Aramaic bul also various Amerindian and Austronesian
languages; a typological peeference which Givdn fnds striking and warthy of an explanation.
He also daims thal this development can be observed in Creole languages, which according Lo
him shows “the human-universal nature of this feature” (Givdn 1981: 35).
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Itis essential to understand that any shift on the clines is gradual and no shift
is obligatory (Hopper and Traugott 1993: 39). Semantic and syntactic changes or
contextual spread develop with a different pace in varous languages. Already
Greenbery elaborates on the gradual nature of the stages:

[TThere are ins lances of ransi ional phenomena such that certain languages ame on the bor-
derline between Lwo slages. [n some cases il is possible 1o see thal a language is well ad-
vanoed within a particular stage, while in other instances il is clear that it has only entered
the stage recently. Hence the whole development is Lo be viewed as a single conlinuous
process marked by certain decisive lurning points., [Greenberg 1978: 61)

For Himmelmann (1997: 4) this also explains why languages differ in their article
usage, Especially Stage 1 articles constitute an instable stage in the grammatical-
ization cline from pronoun (Stage 0) to noun marker (Stage 3).

In the literature, it has been argued that more attention should be paid to the
pragmatic factors that trigger the grammaticalization process to understand the
cline from pronoun to article, Especially Traugott (1982) has dealt with this as-
pect. As alread v mentioned in section 3.2.2.1, she suggests that if a shift in mean-
ing takes place in the grammaticalization process, this shift islikely to be towards
a more ‘personal’ level in communication (see Hypothesis A and B). She also
identifies these shifts in article development.

The unction of demonstralives is pdmarily o identily ar index things in the world and re-
late them to the speaker’s point of view; the lunction of the is o signal that whatever is
being talked aboul has already been relerred o, or 1o tresl il as i il were already salient in
the hearer's consciousness, [L can also have an expressive meaning when associaled with
conlrastive stress as in ‘the man around own'. (Traugoll 1982: 250)

The development of the definite article represents the evolution of a grammatical
marker with a textual function (anaphora and cataphora). This function was car-
ried by se, seo, paet in 0ld English. As the developed, the full demonstrative con-
tinued primarily to function as a marker which either establishes the speaker’s
physical distance from objects in the situation outside the text (at the proposi-
tional level), or the speaker's evaluative distance (at the expressive level)
(Traugott 1982: 252). One witnesses a specialization of functions.

63 The source demonstrative al the beginning of the grammalicali mtion process is used exo-
phorically or situationally referring 1o entities in the extralinguistic situation. This is the basic
use which gives rise Lo endophonc ar intralinguistic uses including the anaphoric use, In the
exophoric use, where the relerent is directly perceived in the physical sumoundings bul also in
the anaphone use where one can recall the relerent bom the preceding diseomirse, deiclic infor-
malion is redundant because the relerent is immediately sccessible, Therelfore il is very likely
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According to Traugott, the articles also show the shift from propositional
thremgh textual to the expressive component. The demonstrative and the article
both have the textual function of anaphora. That man and the man can both refer
back to some entity previously mentioned; but the has also acquired an expres-
sive participant-oriented meaning, so that in a sentence like The woman was
walking down the street at the beginning of a novel, where no situational context
has been set up, the readers are invited to react as if the situation were in their
consciousness, “In this sense [the] acquired an expressive function in addition to
its cohesive one” (Trawgott 1982: 253).

Traugott also discusses the indefinite article: while the OE numeral dn ‘one’
designates a distinction in number (singular vs. plural), the modern indefinite
article a/an is already more personal as it “introduces fresh matedal to the
hearer's consciousness™ (Traugott 1982: 250}, “The indefinite article is paradig-
matic of the rise of a grammatical marker the prime function of which is to indi-
cate absence of anaphora, that is, absence of cohesiveness with a preceding text
(it may, however, be cataphoric in some narratives, in that it arouses our expec-
tation of what is to come)” (Traugott 1982: 252). Also Hopper and Martin (1987:
297) note that dn originally expressed a propositional meaning of singularity but
developed into a marker with a text-organizing function. Responsible for the se-
mantic bleaching is the high text frequency of ‘one” to introduce referential argu-
ments into discourse for the first time.

When a new referential argument is introduced for the Grst time into discourse, the speaker
obwviously does nol expect the hearer to identily it by ils unique melerence. Rather the
speaker frst identifies it to the hearer by ils genenc/connofative properiies, as one member
ouf of the many within the fype. This is a peculiar situation, where the speaker wishes o
perform two seemingly conlicting lasks: (i) introduce a new argumenl as referentiol/exsi-
ingy but (ii) identily it by ils genedc/iype properties. The numeral ‘one’ - rather than other
numerals - is uniquely Gtting o pedomn such a complex, contradictory lask. First, like all
quantifiers il implies also ‘one ouf of many’, ‘one oud of the group’ or ‘one ouf of the fype'. 1L
thus introduces the new argument into discourse asboth exdsting/having relerentialily, and
as‘member af type (x) (Givon 1981: 52 [ariginal emphasis])

Quantifying expressions imply referentiality but not prior-acquaintance/famili-
arity. Because of that they are the only class of noun-modifiers which qualify for
developing into a referential-indefinite marker (Givon 1981: 51).

thatinsuch ‘bridging conlexis’ (Evans and Wilkins 2000; Heine 2002]), the deiclic meaning com-
ponentof the demonstrative will automatically bleach oul, triggering the development of a pure
arlicle, This new delnile aticle woilld Grsl be restricled o Lthese conlexls and only spread 1o
olher conlexts Laler on [ Messel 1999: 109111 Lyons 1999: 161, 3320
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If we relate some of these points to the criteria for articlehood set up in sec-
tion 2.3, it can be stated that the demonstrative and the numeral, which embody
a deictic and a quantificational notion lose these features through a process of
‘semantic bleaching/attrition’. Thusthe grammaticalized forms fulfill the EXCLU-
SIVEMESS criterion. The articles can also be used as sheer noun markers; which
relates to the SYNTACTIC MOTIVATION ONLY criterion. Also, in English the def-
inite and indefinite article involve less formal marking compared to the demon-
strative and the numeral. This is not necessarily the case (e.g. Dutch, French, Ital-
ian where there is still gender and case marking on the article) but English the
and a have fewer and more reduced segments than the original determinatives
(generally a schwa vowel and reduced stress). This fulfils Lehmann's criterion of
‘Phonological attrition'. Moreover, the former free choice items become more and
more obligatory (*Obligatorification”) and start to occupy a fixed slot ( ‘Fixation").
This relates to the criteria RELATIVE POSITION and OBLIGATORINESS. The fact
that the former independent elements cannot occur without a head noun any-
more, relates to the INDEPENDEMNCE criterion.

3.2.2.3 Reconsidering the functionalist proposals

When we compare the OF deictic demonstrative and the numeral and their elab-
orate declensions with the modem articles the and a/an which are monosyllabic
markers, it is definitely true that most of Lehmann’s grammaticalization param-
eters (phonological reduction, semantic bleaching, obligatorification, fixation)
can be applied to the observable diachronic development. However, several re-
searchers have repeatedly attacked the idea that grammaticalization has explan-
atory power and should be used as a theory of language change.

One point of criticism is that often researchers do not discuss whether Leh-
mann's parameters are all affected at the same time or one after the other? Which
parameter will be affected first, which one later? Grammaticalization processes
needa trigger. Is one of the parameters such a tigger (e.g. attrition) or is it a sheer
consequence of some other causal mechanism? Certain properties and linguistic
behaviors may feed each other, one increasing the likelihood of the other. An-
other question which is espedally interesting for a constructional approach is
how Lehmann's parameters "Obligatorification” and ‘Fixation” interact and influ-
ence each other. Does fixation lead to the obligatorification of an element or vice
versa?™

&4 Moreover, il 15 a queston of debale whether grammabicalization really is a so-called ‘unidi-
rechional’ phenomenon. Various examples have been [found which demonstrale some kind of
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Additionally, many grammaticalization studies can be criticized for the fact
that they often completely avoid to answer the WHY question. Many authors ra-
ther concentrate on proving the existence of a particular cline with empirical di-
achronic data. Lehmann's early (and necessary) focus on the description of the
process scheme has somehow distracted from the important question, how simi-
lar grammaticalization processes in all the languages of the world are motivated.
Why dees a certain element follow a certain cline in one language but not in an-
other language? This implies two guestions at the same time: one asking for the
starting point of grammaticalization, the other asking for its course.

Of course, many functional scholars have taken the WHY guestion seriously.
Already in 1912, Meillet tried to answer the WHY and HOW of the process and
notes:

Les langues suivent ainsi une sorle de développement en spirale: elles ajoutent des mols
amressoires pour oblenir wne expression inlense; ces mols s'aflaiblissent, se dégradent el
tombent au nivesu de simples oulils grammaticanx; on ajoute de nouveaux mols ou de mols
dilférents en vue de l'expression; lalaiblissement recommence, elainsi sans [in

|Thus languages [ollow a sort of spiral development: they add extra words o inbensily an
expression; these words weaken, decay and &1l to the level of simple grammalical ools;
one adds new or dilferent words on account ol expressiveness; the weakening be gins again,
and so on endlessly] . (Meillel 1912: 1460)

Meillet believed that grammaticalization takes place because the speaker has the
wish to express him-/herself more clearly. Words lose their expressivity through
steady repetition, therefore they need reinforcement by other words.

Meillet's view about change as something being driven by ‘the need for ex-
pressiveness’ is functionalist to the core. Many functionalists assume that lan-
guages are as they are in order to solve problems for their users and owners. The
primordial function of natural languages is to establish sophisticated inter-hu-
man communication (Dik 1986: 21, Butler 2003: 2). Language is regarded as a
“tool with which we try to achieve our communicative goals™ and is “well-
adapted to this task” (Mackenzie forth.). In this view lexico-grammatical organi-
zation (structure '} allows to formulate and encode our communicative intentions
(*functions’). Explanations for language structure or change are thought outside
the language system; for example there are sociocultural factors (e.g. politeness)
which motivate language change. Moreover, functionalists especially focus on

‘degramma licalization’ (Newmevyer 1998: 260-262; Norde 2009; [oseph and [anda 2003). Never-
theless, most researchers mnsider cases in the opposile diteclon rare compared o those exam-
ples thal supporl the unidirectionality hypolhesis, Mosl counlerexamples ame said o be “idio-
syncmlic” (Heine 20073 582) and seen as an exceplion 1o the rule,
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the impact of the discourse environment on the encoding (Croft 2015: 470; see
information structure motivations). They look beyond the sentence “outwards
and upwards to the discourse” as grammatical choices are affected by strategies
tonarrate an experience cohesively (Mackenzie forth. ). So, if one wants to under-
stand languages one needs to ask what speakers demand of them. In short it is
assumed that speakers want to make linguistic transfer more efficient and inter-
personal.

It is indeed the case that many linguistic changes involve directionality from
propositional towards a textual or interpersonal meaning (e.g. development of
discourse markers). However, it seems to me that very often functionalists focus
too much on such communicative explanations. My main point is that language
change sometimes takes place for non-functional reasons (e, cognitive rea-
sons), which do not necessarily increase discourse-pragmatic efficiency.

Another related issue is the question whether pragmatic change precedes
structural change. As mentioned above, many functionalists (e.g. Traugott's pro-
posal} working on grammaticalization have a tendency to see changes being
steered by semantic and pragmatic forces and any observable morphosyntactic
(and phonetic) change is seen as a result of this eadier conceptual meaning
change (Fischer 2007: 82). However, we might find so-called ‘form-first’ phenom-
ena in language change, where the motivation for change is neither semantic nor
pragmatic. The essential question is how much the semantic/pragmatic and pho-
netic/phonological levels (and developments in those realms, e.g. semantic
bleaching; phonological erosion; communicative creativity etc.) interact with
and trigger change on the morphological and syntactic level, Although [ do not
want to deny the fact that language use and functional aspects shape and change
any language system, it should be pointed out that in the case of article develop-
ment the suggested pragmatic-discourse based factors may not be primarily re-
sponsible,

Researchers too often neglect the impact of the overall synchronic linguistic
system on the direction of inguistic changes. Mithun has repeatedly referred to
this shortcoming and mentions ‘the shape of the current grammar’ as an im-
portant factor that might constrain the path which a grammaticalizing element
takes. She also stresses that “[t]he formation of new grammatical categories is
motivated or hindered by the contours of the existing grammatical system”
(Mithun 1991: 160). For example, syntactic position, formal similarity or the adja-
cency of signs can beimportant drving forcesin linguistic change and especially
in grammaticalization (Fischer 2007: 122; see also Haiman 1998: 161).

In this book, I will argue that the specific instances of grammaticalization are
primarily (not exclusively) caused by cognitive changes which affect the setup of
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the entire grammatical system and which can affect more than one linguistic item
at the same time. This relates to the fact that grammaticalization studies often put
too much emphasis on individual, isolated lexemes. For example, a shift from
one to another category is often seen as an isolated instance of grammaticaliza-
tion. However, individual lexemes do not grammaticalize in isolation and with-
out reason. Often a closer look will reveal that not an individual form grammati-
calizes but the larger syntactic constniction which the form is embedded into.

3.2.3 Formalist generative views: DP emergence and categorical reanalysis

The emergence of the articles in the English language marks a change in the over-
all structure of the English noun phrase, Therefore, one aim of this book is to
maodel such a change in a precise manner. How does a grammar which requires
obligatory (injdefiniteness markers differ from one that does not require it? While
some researchers have not focused on the attempt to formally describe a change
from demonstrative to article, several generativists have tackled the problem. Ob-
viously, | do not subscribe to a generative model of language or language change.
Meither do [ believe in UG nor do Twant to advocate a DP analysis of noun phrase
structure (see below). Nevertheless, [ will present some formalist thoughts on ar-
ticle development in the next sections, because some aspects of the modeling are
highly interesting and relate to my constructional line of argumentation, which
will be outlined in chapter 7.

Within generative modeling, the change from demonstrative/numeral into
article is understood as an abrupt, semantic-syntactic reinterpretation of the
grammatical system where new functional material is created by categorical rea-
nalysis due to ambiguity and for the sake of structural simplification (Roberts and
Roussou 2003; van Gelderen 2004, 2007). Before | present some specific genera-
tive proposals on article emergence (section 3.2.3.3), some basic principles of
Chomskyan formalism (X-bar structure [functional cate gories section 3.2.3.1) and
the DP model (section 3.2.3.2) have to be discussed.

3.2.3.1 X-bar structure and functional categories

Formalist views on language change which follow the work of Chamsky (1965,
1991) are based on the assumption of representational innateness, parameter
change and the mechanism of reanalysis (Lightfoot 1979, 1991). Generally, the
grammar of an individual is supposed to consist of a set of fixed and invardant
autonomous ‘principles’and a set of ‘parameters’ (not fully fixed) which are valid
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for all languages (i.e. a Universal Grammar, UG) and which define the range of
possible cross-linguistic variation (Haegeman 1997: 4; Carnie 2013). The child is
equipped with a Language Acquisition Device (LAD), which refers to the child's
ability to construct a grammar based on primary linguistic data (PLD), using
those innate predispositions as a starting point (Jackendoff 2002: 70).

One of the suggested principles which is assumed to be “universal' (at least
in pre-minimalist models) is that of X-bar structure. According to the standard
views of X-bar structure, each morphological category that is syntactically rele-
vant headsits own phrasal projection, conforming to the general phrase structure
rules. A phrasal category, an XP (or X"), is projected from ahead X. Between these
twois an intermediate level X', XP immediately dominates, besides X', the speci-
fier position (YP) which is thus sister to X', Also, depending on its lexical proper-
ties, the head may take one or more camplements (ZP) as sister. Essentially the
complement is optional. The specifier and complement positions are occupied by
phrasal categories. In addition it is possible for phrasal categories to be adjoined
to some or all of the projections of X (X itself, X" and XP} (Ackles 1997: 5; Lyons
1999: 41). The places where the line branches are called nodes, so the node join-
ing X and ZP is the X" node. X is also said to project X', and both X" and X" are
projections of X Technically a unary branching label also counts asa node, There
is a debate over how many projections and how much fteration is possible within
a phrase. Generally, it is assumed that X' nodes can iterate (indefinitely) and that
XP is the highest possible projection of X, closing off the projection. A Head is
labeled X" and X" is labeled X or maximal projection (Ackles 1997: 6).
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Fig. 2: XP-structure
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Phrases may be headed by either lexical elements or functional elements. Differ-
ent from lexical categories like N(oun), V(erb), Aldjective), Plreposition),® func-
tional categories are grammatical categories which may or may not put inflec-
tional morphology in the syntax, e.g. Tense (T). In other words, grammatical
features can also function as heads which project a phrasal category containing
a specifier and a complement.

F Cormpbament

Flg. 3: FP-structune®

Functional categories contain “closed-class grammatical morphemes, purely
morphological materal (bound morphemes or morphophonological features) or
pethaps no overtly realized material at all, depending on the language” (Roberts
and Roussou 2003: 45). Each functional category has a full phrase-structural sta-
tusand canact as a tdgger for ‘Movement' (Robert and Roussou 2003: 6}, Move-
ment is an important mechanism in the most recent ‘generative’ model Minimal-
ism. Grammatical structures are generated with the help of two mechanisms:
Merge and Move (Ackles 1997: 9; Roberts and Roussou 2003: 18; Chomsky 1995,
2000). Merge, as a binary operation, connects two lexical items into one more
complex item, thusbuilding phrase structure, Move takes such a merged unit and
connects it with the larger unit (Rad ford 2004, 2009).5

For most formalists, grammaticalization cannot be separated from the con-
cept of reanalysis and is not entitled to theory-relevant autonomy [ Mewmeyer
1998). Although grammaticalization is accepted as a descriptive term, it is seen

65 Which denole real-world entilies, states, activilies, properlies, rel ations elc.

66 F represents any functional feature here,

67 More ecenl work has talken Move 1o be a varant of Merge, Le ‘Intemal Merge', where bao
items thatare already in the derivation are merged, as opposed Lo 'External Merge', where some-
thing [rom the lexicon is merged with something that is already in the dedvation [see Chomsly
2001 ). This, however, is nol rellecled in most of the diachronic work presented in the following
seclions (e.g. van Gelderen 2004 or Boberls and Boussou 20607).
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as a case of internal reinterpretation (reanalysis) of the grammatical system
(Lightfoot 1991; van Gelderen 1993, 2004), Grammaticalization is the creation of
new functional material and thereby involves categorical reanalysis of sometimes
lexicalor already functional material. Casesof diachronic grammaticalization are
said to be located in the shifts of functional properties like case, agreement,
tense, etc., “hence in the relationships within and between functional projections
and the lexical projections for which they are relevant” (van Kemenade and Vin-
cent 1997: 7). In other words, it is a change in category membership. What
changes is the way functional heads are realized. “Assuming a universal hierar-
chy of functional heads [..] the change involves the overt realization of these
heads™ (Roberts and Roussou 2003: 35). Grammaticalization invalves historical
upward movement of forms which were base generated to ahigher position in the
functional hierarchy, turning into abstract heads (see section 3.2.3.2 below).
Cases of grammaticalization are thus considered regular cases of reanalysis.
From that perspective, grammaticalization always involves reanalysis but reanal-
ysis does not necessarily involve grammaticalization.

3.2.3.2 DP-analysis as a medel for nominal determination

The guestion remains how formalists model the change from demonstrative to
article. To understand the line of argumentation better, it seems necessary to first
have a look on how nominal determination is modeled in general. A rich and in-
spiring formalist literature on nominal determination and the diachronic, syn-
chronic and typological structure of nouns and nominals exists (Abney 19587; Lon-
gobardi 1996, 2005; Zamparelli 2000; Coene and D'hulst 2003a,b; Alexiadou,
Haegeman and Stavrou 2007). The evolution of determiner systems in various
language families has beeninvestigated by many linguists (e.g. for Romance lan-
guages: Vincent 1997; Stark 2005; for Slavic languages: Dimitrova-Vulchanova
and Vulchanov 2012; for Germanic languages: Abraham 1997; Leiss 2000; Bauer
2007).

In earlier formalist models, scholars assumed that the NP is a maximal pro-
jection of the noun. Moreover, determinatives were understood to be in specifier
position and adjectival expressions adjoin mainly to N'. Complements were typi-
cally expressed by prepositional phrases (Lyons 1999: 42). Such a model is very
similar to the traditional conceptualization of the NP (compare Payne and Hud-
dleston 2002} and has also frequently been emploved by non-generativist re-
search. However, the model has been criticized (Haegeman 1997: 21) and since
Abney (1987) a different approach has become popular in which the NP is a com-
plement of the determiner (Det or D). Here, the functional category D is the head
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of the phrase, rather than N (see below for reasons). Thus the phrase is called DP
not NP, The category NP still exists but only within the DP as a complement of the
head D corresponding to what used to be N' (Longobardi 2005).

ﬂl’_‘l'
T
D NP
T
N
_._,,,a-""'“‘“x.h‘ﬁ
M XP

Fig. &: DP-analysis

DP thus is a projection of the functional category of D eterminer). Abraham elab-
orates on the difference between NPs and DPs:

[Tlhe diference between NP and DP is that NPs - determinerless, bae nominals - are in-
herently predicative and thus cannot occur in referential argument position. [..] Only DP
can oceur in agument positions, which nesd Lo reler Lo thela characteristics whichin tum
are contingent upon the semantics of the predicating verb. The role of picking out a partic
ular referent is taken care ofby a undional D, The role of functional D is 1o change predic-
alive nominals, bare NPs, inlo arguments, DPs, by identilyving the relerentialily of a nomi-
nal. [Abraham 2007: 5)

In other words, the determiner forms a functional shell around the NP and can
express varous functions, like definiteness specificity, deixis, number, gender
and so on. 5o the task of a functional D is to change predicative nominals into
arguments by identifying the referentiality of a nominal.

An extensive discussion is still going on about the number and nature of pos-
sible other functional heads inside the English DP. Otherfunctional heads, which
are presumed to be involved in nominal structure, are, for example, Num(ber)
and Klase) (Lyons 1999; 44}, Models also differ in respect to the question whether
all NPs are DPs, Some daim that all NPs are contained ina DP (e.g. Abney 1987;
Ritter 1991}, but others argue that some MPs are not (e.g. Lobeck 1995). For exam-
ple, it is not clear if [-definite] NPs are headed by a D. Additionally, researchers
within the framework do not agree how many and what kind of projections are
necessary to model full nominal structure in other languages (Ackles 1997: 48—
50; Haegeman 1997: 25; Ritter 1991; Lobeck 1995; Giust 1997).
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This relates to the question whether D(P}-structure exists across all lan-
guages and language stages even when no D-word shows up overtly? Several for-
malist syntacticians side with the view that functional architecture is universal
for all languages (which impliesa great number of innate functional heads in UG)
but that it depends on each particular language whether the functional category
is expressed overtly or not (then being a *silent’ function} (Roberts and Roussou
2003). For example, *[Ilanguages can differ in that in one language a given func-
tional head F has an overt exponent, while in the next language F has no expo-
nent” (Roberts and Roussou 2003: 6). In other words, the category exists but may
remain empty as a *silent” category. The idea is that even if determinatives are
absent, nominal reference or other properties of argument NPs can only be ac-
counted for if one assumes a D projection, which is left ‘empty’. However, if func-
tional heads were always there in principle (with some of them never to surface)
then this keads to a long list of universal inctional categories for all languages
and one needs to explain why their lexical appearance is blocked in one or the
other language (Fischer 2007: 115).

For a second group of generative researchers, a covertly marked functional
category D is not universal. Categories can be emergent and do not have to be
operative from the beginning. In languages without overt determiners no func-
tional D-projection exists in order to derive the referential status of nominals. In
these languages the referential or definite value of the nouns is checked against
other existing functional projections. Thus, functional categories do not have to
be operative from the beginning in all languages but can emerge over time bring-
ing about certain syntactic phenomena. This approach insists on evidence in the
surface structure for the postulation of a category (Chierchia 1998; Vincent 1997;
Progovac 1998; Boucher 2005; Bofkovic 2008; Birjars, Hamies and Vincent 2016).
For many scholars it seems implausible to postulate the existence of a non-active,
empty, covert functional category which has no visible counterpart. Any model
should insist on evidence in the surface structure for the postulation of a cate-
gory. Fukui and Sakal pose the following question: “[I]f functional categories are
present in a language, but they are not active, what does their existence mean
exactly?” (2003: 329). They propose ‘The Visible Guid eline for Functional Catego-
ries': *A functional category has to be visible (i.e. detectable) in the primary lin-
guistic data” (2003: 327). One only should assume those categories that one has
evidence for. Roberts and Roussou refer to this approach as “What you see is what
you get” (2003: 24).

Arguments for an emerging DP come from first language acquisition where
determiners emerge rather late. Osawa sees some parallels between phylogeny
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and ontogeny, where a DP-stricture does not exist in the prefunctional stage be-
fore 24 months, “In both domains, functional D emerges later and the emergence
of a D-system brings about the change from NP to DP” (Osawa 2007: 334). Addi-
tionally, one can find extensive typological evidence of languages without deter-
miners.

3.2.3.3 Article development: from Spec to Head

Twao hypotheses for the diachronic development of the article have been be pos-
tulated: a “Covert—to overt—D Hypothesis™ vs. an “0Out of nothing-to-D Hypoth-
esis” (Abraham 2007: 3). In the first

a silent DP might be invoked for a language introducing lexical delerminers in [ aller
changing the triggering grammati cal and semantic leatures and thus satislying singu lar rel-
erence and anaphoric, ransclausal binding in due course. Hitherlo undetected pattems of
deliniteness marking (covert DPs either in the linguistic sense or in the metalinguistic
sense) are being eplaced by an adicle system where [ is overl or less covert [Abraham
2007: T,

In other words, in the first scenario DP structure is universal with DP being a pro-
jection of the functional category determiner. In Old English, a silent, covert DP
is replaced by overt marking (Abraham 1997, 2007; Leiss 2000, 2007; Wood 2007;
Crisma 1999). In the second hypothesis, no DP existed in 0ld English yet. Old
English had an NP structure without a D-projection where one finds demonstra-
tives or other elements only specifying the nominal (Yamamoto 1989; Osawa
2003, 2007).

Thosein favor of the first hypothesis argue that identifying the reference of a
nominalis not abwaystaken care of by an overt D, Sometimes, morphological case
on the head nouns can determine the referentiality of a nominal indirectly. “Mor-
phological case alternates contingent upon the choice of aspect determined def-
initeness versus indefiniteness™ (Stark, Leiss and Abraham 2007: 5) and while
there was no overt D-category present in language states as Old English, Old High
German, Gothic, or Latin *referentiality was ascertained through the interaction
of means other than direct lexical D-fillers® (Stark, Leiss and Abraham 2007: 5).
In other words, an empty D-slotfiller is assumed for Old English. Evidence for
such an empty but existing D-category comes from word order in OE nominals.
When possessives or demonstratives occur with adjectives they often occur be-
fore the adjective. Wood (2003) argues that demonstratives, possessives and ad-
jectives are strictly ordered in Old English and then there must be some func-
tional layer above NP,
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What arguments are put forward for the second hypothesis? Functional ele-
ments are generally defined as phonologically and morphologically dependent
and are usually inseparable from their heads. They mostly lack descriptive con-
tent or the semantic contribution is secondary (Osawa 2007: 317). While the mod-
ern PDE articles have these features, the demonstrative and the numeral in OE
syntax do not. For example, the demonstrative could co-ocour with possessive
pronouns in the same phrase. Also, word order was much freer than in Modern
English. Demonstratives and possessives could appear to the right of the adjec-
tive and after as well as before the noun. Finally, NPs remained unmarked (bare)
in contexts where one would expect an obligatory article in PDE to indicate defi-
nite reference.

This has led the supporters of the second hypothesis to three conclusions:
Firstly, it has been conchided that word order patterns were less strict in Old Eng-
lish and the patterns one finds might simply be discourse-pragmatic restrictions
on the mutual ordering in special cases without an underying categorical dis-
tinction. Secondly, it has been sug gested that demonstratives and possessive pro-
nouns should not be treated as determinatives but rather as modifying elements
in Old English, thus occupying the modifier slotin the syntactic tree, The demon-
strative camies more information e.g. definiteness, deixs, spatial proximity and
thus, formally, does not qualify as a functional head and cannot be a determiner
(Ackles 1997: 105-107). Demonstratives are “generated in a Specifier position,
similar to an adjective, which is lower than the article™ (Giusti 1997: 111). In other
words, the demonstrative is in a lower Spec position (together with the adjec-
tives), because only the article heads the phrase as a true determiner. Only arti-
cles are defined by the fact that they are functional heads. Ackles remarks:

[The delinite article’s| synlactic function is analogous to thal of the inde fnite in that it is
the minimal marker of the presence of a [unctional node when thal node is the lelimost
node ofa NP, The defnite article is the minimal marker ol a Delerminer Phrase, and the rise
of the definite article is a surfoe mani festation of an undedving changein the structure of
the NP, [Ackles 1997: 3)

The article is a minimal marker of definiteness. Thirdly, and this is the overall
conclusion, no DP existed in Old English. In other words, Old Englishhad aflatter
structure than Modern English (Yamamoto 1989; Osawa 2003, 2007; Miyamae
2005).

68 Giust leaves open the question whal kind of category they are. Demonsiratives might be a
new calegory (indexical), or should be analyzed as Adjectives, since they are modifies ol the
noun. In any case, demonstratives are nol in D, in contrast o arlicles.
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|&]n OE nominal structure is expected 1o have astructure paralleling an OF Dat clause stre-
hure against the analysis that an OE NP contains DE layer (cf. Wood 2003, Alexiadou 2004).
| propose Lhat OF NP has a partially Dalstrocdure, (Osawa 2007 313)

For Osawa (2007: 327), the presence of a few pronominal elements before the
head nominal and the word order does not give crucal evidence for a DP layer or
the presence of a D-head. In time, however, the loss of case morphology triggered
the emergence of DP "assuming that a Referential role of nominals must be bound
by either a functional D or morphological case” (Osawa 2007: 313).

Thus, if one opts for the non-universal existence of the D, then the emergence
of definite articles in languages represents the appearance of the grammatical
functional category D triggered by the interaction of reanalysis and semantic
weakening. On a syntactic level the structure of the phrase is changed through a
reanalysis towards a D projection. The earlier D-less NPs change into DPs via the
emergence of a D-paradigm for nominals (Lightfoot 1991; van Gelderen 1993,
2004) 5

The determiner slot emerges as an innovation in Old English and as a conse-
gquence the modifying demonstrative acquires its new status as article, In subse-
quent periods the determiner function consolidates its position and more and
more elements are recruited as fillers of this new function (Van de Velde 2010:
293). What makes such a process possible is the broad functional overlap be-
tween demonstrative and definite article which can be seen as a deictically un-
marked demonstrative. Thus the change is understood as an internal semantic-
syntactic reinterpretation of the grammatical parameter system where new func-
tional material is created by categorcal reanalysis of lexical or already functional
material (Lyons 1999: 323).

Especially Philippi (1997) has tried to offer an explanation for the article's
development. She relates the rise of the article to the loss of the verbally governed
partitive genitive and object case. She argues that in the Germanic languages
(without overt D), morphological case performed the task of definiteness mark-
ing. Lexical definiteness markers already existed in the Old Germanic langua ges
but they were rather demonstrative pronouns. Demonstratives optionally occupy
Spec, FP as F is already occupied by case. Therefore the demonstrative in Spec,
FP may only act as a redundant reference marker which is only allowed in em-
phatic contexts. In other words, as a reference marker, the demonstrative pro-
noun is redundant. In time, however, due to the gradual erosion of inflectional
morphology, genitive is lost as an object case and collapses with other cases. It is

69 Motethal the semantic function of determination is no doubl universal .
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no longer possible to mark definiteness of the NP morphologically. Simultane-
ously, lexical definiteness markers become obligatory in indirectly anaphoric
contexts in the ME period. The emphatic demonstrative is reanalyzed as the func-
tional head of DP. Also the restrictions on the use of definite determiners are grad-
ually lost. In this position the determiner takes over the function of s pecifying the
referential interpretation of the NP (Philippi 1997: 90-92), “In the course of his-
tory case morphology is weakened such that it can no longer function as a syn-
tactic head of FP, the emphatic determiner is reanalyzed as the functional head
of the NP” (Philippi 1997: 91).

Also van Gelderen, who reports on The Definiteness Cyele in Germanic sug-
gests that “the change from demonstrative to article is determined by (a) the shift
from specifier to head” and she explains that *demonstratives might originate as
adjectives™, but in an intermediate stage “[are] analyzed by a subsequent lan-
suage learner as situated in the Specifier of the DP" (2007: 279) and finally be-
come head of the phrase, whichis when they turninto articles in accordance with
certain economy principles,

It can be conchided that in formalist modeling there are two options for the
article’s development: either the potential for D already exists (because it is uni-
versal)and the demonstrative pronoun, through reanalysis, gets ratsed into D po-
sition in time, which is the point when it turns inte an article, or D has to emerge
with the demonstrative moving into D which results in the creation of the new
category. This book will present a constructionalist approach which differs very
much from formalist models, but in formalist terms it definitely sides with those
sctholars who argue that D is emergent. However, in contrast to Osawa
(2003,2007), ['will argue that D emerges rather early namely between early and
late O1d English (see chapter 7).

3.2.3.4 Reconsidering the generative madel

Generative researchers formally account for the difference between demonstra-
tive and article usage by having the demonstrative in Spec position and the article
in D position. This proposal shows awareness for the fact that the demonstrative
and the article behave differently. Any model which tries to integrate this fact is
welcome. At the same time the modeling can be criticized for two reasons. First
of all, the general assumption of an innate Universal Grammar has been strongly
rejected by many researchers (Elman et al. 1996; Deacon 1997; MacWhinney
1999}, According to De Smet, Universal Grammar is “typologically difficult to op-
erationalize [ Croft 2001; Newmever 2004), implausible from an evolutionary per-
spective (Christiansen and Chater 2008) and unnecessary from an acquisitional
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perspective (Slobin 2001; Tomasello 20031 (De Smet 2009: 1730). Innateness
claims are not arguments based on evidence for such a genetic basis but mostly
derive from the poverty of the stimulus argument . For many vears, however, func-
tionalist research and the functional-cognitive position have presented various
studies rejecting the poverty of stimulus argument and supporting the adequacy
of a strong (general but not language spedfic) learning mechanism within the
child.™ These findings underline how much language acquisition is influenced
through the environment and that syntax might be learnable after all. fwe,asa
consequence, do not accept the notion of a universal grammar established by for-
malism, an explanation based on UG should not be favored even if it might be
internally coherent.

Second, the question remains why any categorical reanalysis should bring
about a change from Spec to Head in particular? To answer this question van
Gelderen (2004, 2007) argues that Spec to Head movement is a consequence of
certain economic principles which motivate change and help the child to acquire
its grammar. One general principle is the 'Head Preference Principle (HPP)Y which
states that whenever possible a word is interpreted as a Head rather than as a
phrase (van Gelderen 2007: 284). Van Gelderen claims that the HPP is relevant to
a number of historical changes and must be seen as a cognitively innate princi-
ple. Ifthe linguistic input is ambiguous, the speaker will apply the HPP and pref-
erably interpret elements as heads. One example of the HPP is the development
of full pronouns into demonstrative pronouns and finally into articles (van
Gelderen 2007: 284). Another proposed universal principle is that of ‘Late Merge'
(Chomsky 1995: 316, 378) which states that it is more economical to merge late,
The ‘Late Merge' principle accounts “for the change from lexical head to func-
tional head or from functional to higher functional head” (van Gelderen 2007:
284).

70 The assertion Lhat cognitive mechanisms are inadequate has been coun tered with proposals
ol how general mechanisms could achieve aspects of grammatical knowledge and evidence has
been brought forward thal general cognition does contribule to grammatical development. The
speech that children hear is nol as impoverished as Chomsky has supposed. The claim that lan-
puape experienc simply does nol provide sullicient lesdback has been rejected. Research Lo find
evidence in Bvor of a non-genetic explanation for language acquisition has focused on the [ol-
Lowring aspects: (i) the power of statistical learning mechanisms and pattern abs traction abdlities
(Sallfran, Aslin and Newpor 1996; Aslin, Salfran and Newparl 1999; Mamus el al, 1999), (i) the
connection between geneml, nonlinguistic development and linguistic development (Shore,
O*Connell and Bates 1984; Gopnilk, Chol and Baumberger 1996], (i) the qualily of ‘motherese’
[ Mewporl, Gleitman, and Gleilman 1977; Hol[-Ginsberg 1985; Morgan and Demiith 1996), (iv) the
role of feedback [Chovinard and Clark 2003).
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In her work, van Gelderen reformulates the two principles into one: namely
the ‘Principle of Feature Economy”: “minimize the semantic/interpretable fea-
tures in the derivation™. When phrases “are reanalyzed as heads and higher
heads, they lose semantic force and formal features” (2007: 286). She also relates
this to Greenberg"s Definiteness Cycle (1978) and translates the descriptive Green-
bergian cycle in (a) into (b) within a DP structure:

a) demonstrative > del article » case fnon-generic > class marker

bl speecilier = head > allix = 2ero

Grammaticalization results from ‘internal pressure’ in the children's acquisition
process, especially from economy principles and Feature reanalysis. Economy
principles account for changes from “phrase to head and from lower head to
higher head” (van Gelderen 2010: 130). In other words one can observe a case of
structural simplification. Roberts and Roussou also mention structural simplifi-
cation as a natural mechanism of linguistic change:

Structural simplification is a natural mechanism of change, and therefome the el that
grammaticalization is a widespread and natural kind of change. Our general characleriza-
tion of grammaticalization then, is that il is calegorical reanalysis which creates new [unc-
tional material, and that this reanal ysis always involves structural simplification. (Roberds
and Boussou H03: 1)

To conchide, languages have a tendency to simplify as a principle of economy
and structural simplification is a formal princple of UG, The only reason why
languages do not get simpler and simpler to a point of ‘structural perfection” is
that “the simplification effected by changes is always local, and many increase
complexity elsewhere in the system” (Roberts and Roussou 2003: 17). What is at-
tractive about this proposal is the notion of systemic simplification as a cognitive
principle. This line of argumentation will be taken up in chapter 7.

3.3 Concluding remarks: in search for synthesis

Varous explanations of article emergence have been discussed in this chapter.
Change is multi-causal, which means that none of the explanations proposed in
the last sections necessarily exchudes another. In section 3.2.1 traditional views
on the development of the articles have been presented. The German scholars at
the turn of the last century came to the conclusion that (a) the definite article
already existed in Old English and that (b} it developed as a necessary linguistic
tool due to the decline of the inflectional system; a shift from a synthetic to an
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analytic language. [ have also discussed the hypothesis that article emergence is
linked to changes in the adjective paradigm (weak/strong distinction), and Thave
tried to show why these proposals do not qualify as explanations.

[ have ilistrated that from early research onwards, some authors have been
aware that there is an arbitrary nature to the development of the article (Gardiner
1932: 47; McColl Millar 2000a: 309) and that the birth of a grammatical category
often takes place under obscure conditions (Christophersen 1939: 18). For exam-
ple, McColl Millar calls English article development a “historical accident”
(2000b: 275) and motivates the process through language contact. For him an ex-
ternal cause (namely Scandinavian influence from the North) is responsible for
the observable demonstrative split in the nominal system. McColl Millar draws
attention to the fact that some linguistic developments do not only ocour because
there is a communicative need for them but for other system internal reasons.,

This relates to the functionalist explanations for article development. Alt-
hough grammaticalization theory definitely provides a process scheme that fits
the phenomenon descriptively, it does not focus on the (cognitive) causes of ei-
ther the actuation of the change or its apparently irreversible spread within the
population. As already mentioned, this book will argue that the postulated gram-
maticalization parameters cannot be considered ‘causal’ mechanisms of change.
Rather these developments are the epiphenomenal result of ‘something else’
(Van de Velde 2010: 291; Ackles 1997; Joseph and Janda 2003). There must be
some initial trigger in the langnage system for a lexical element to grammatical-
ize, ['will argue that grammaticalization is a descriptive label for a certain type of
change, which should and can be explained as the outcome of more fundamental
mechanisms. Although valuable functional explanations have been put forward
(e.g. Traugott's subjectification hy pothesis) they have their Bmits, Grammatical-
ization theory often neglects the synchronic system and the shape of the current
grammar (internal structure) as a potential cause for or constraint on a change. It
might be possible that sometimes structural change precedes semantic change or
at least occurs at the same time, In the next chapters, [ will offer an alternative
constructional explanation forarticle development, which aims to show that "sys-
temic’ factors (e.g. position, formal similarity, frequency) play a crucial role in
the development.

Finally, generative proposals have been discussed. In most of them the
demonstrative formally (i.e. theory-internally) does not have the same status as
the article. Only the article heads the phrase and is to be found in D. This formal
distinction underlines the syntactic and semantic differences of demonstrative
and article; differences which are often ignored in the functionalist literature.
Formalists interpret article development as feature reanalysis but do not focuson
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the question why reanalysis takes place when it does, Structural simplification is
an accepted principle but does not receive enough attention in work on article
development.

largue that the two major approaches of functionalism and formalism have
to be unified if there is to be sufficient explanatory adequacy. Both external and
internal structures should be taken into consideration when looking at language
acquisition or change and article emergence in particular. As Fischer points out
we need

a descrd pion of morphosyntactic change that does [ull justice o fom as well a5 meaning,
and takes all of the change into consideation. What we need therelore is a theory that looks
at perlormance [acts, takes account of variation, and gives equal weight to fomm and fune-
lion { Fischer 2007: 82,

Cognitive Construction Grammar, which will be introduced in the next chapter,
conceptualizes language in a way that gives equal importance to form and mean-
ing. It tries to bridge the gap between system internal effects and speaker oriented
issues. Moreover, it highlights the cognitive motivations of language change.
This is why [ believe that constructional reasoning can contribute toa proper ex-
planation for article emergence.

Of course, Diachronic Construction Grammar is not the first approach to seek
triggers for grammaticalization in the cognitive domain. For the last thirty vears,
cognitive approaches to grammaticalization have concentrated on the cognitive
make-up of speakers with their creative problem-solving abilities. Semantic fac-
tors, not mainly pragmatic ones, are believed to trigger grammaticalization. For
example, metaphorical thinking (as a kind of semantic change), has been made
responsible for grammaticalization (*the metaphorical extension approach’, see
Heine, Claudi and Hiinnemeyer 1991; Heine 2003; Bybee 2003a,b; Evans and
Green 2006). Speakers think metaphorically and, for example, conceptualize ab-
stract domains of cognition in terms of concrete domains. For example body part
terms (as referential lexical expressions) in many languages grammaticalized
into locative adpositions (e.z. English back). This processinvolves *metaphorical
extension emerging from the mapping of image schemas from source to target
domain” (Heine, Claudi and Hilnnemeyer 1991: 46). Also Traugott's proposal of
subjectification and intersubjectification is cognitively grounded to a certain ex-
tent (Traugott and Dasher 2002}, However, many other cognitive factors influence
grammaticalization, some of which will be discussed in the next chapter on Dia-
chronic Construction Grammar.
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Givenan agreed framework, mythical ‘truth’ is decidable. Bul the function of the myth, as
a structuring device giving some piece of empirical or conceplual chaos an architecture,
filling a void, is in principle independent of its truth value, [1s ulility derives fom ils per-
ceived tmth or explanatory or gap-Glling ellicacy, [Lass 1997:4)

The synchronic approach ells linguists how the bils and pieces of a langusge Al logether,
but a dischronic approach can helpus to understand why. [t can helpus to understand the
forces and processes which pul the pieces where they ame. (Partinglon 1993:178)

[n this chapter, the most important tenets of (Diachronic) Construction Grammar
will be discussed. The last two decades have seen a growing trend towards con-
structionalist modeling. It is important to note, however, that there is not one
Construction Grammar model which all constructionalists use, but several ver-
sions of Constriuction Grammar(s), e.g. Cognitive Construction Grammar (Gold-
berg 1995, 2006), Radical Construction Grammar (Croft 2001), Sign-based Con-
structon Grammar (Michaelis 2011; Boas and Sag 2012), Fluid Construction
Grammar (Steels 2011), Embodied Construction Grammar (Bergen and Chang
2013}, Usage-based Construction Grammar (Diessel 2015).

Although most of these branches share basic premises, they also differ from
each other, especially with regards to the degree of formalism theyuse.” Further-
more, not all construction grammars are usage-based or seek psychological plau-
sibility or motivation. ™ The present study, however, specifically seeks to show
the value of a usage-based, cognitive constructional approach to language
change, which is why this chapter is structured as follows: first, [ briefly summa-
rize the most important concepts of what has come to be known as the (‘Goldber-
gian") Cognitive Construction Grammar model (section 4.1). Afterwards, [ will dis-
cuss a usage-based, constructionalist approach to language change (section 4.2).
Mote that in my presentation of the approach, | rather edectically incorporate
ideas from several linguists who have contributed to the constructional enter-
prise.

71 For example, Sign-based Construction Grammar (Michaslis 2011; Boas and Sag 2012 can be
considered the most ‘formal’ version of Construction Grammar; obviously being very dilferent
[rom ‘Tormalist’ generalive models.

72 Excellent introduclions Lo Constriclion Grammar can be found ineg. Croll and Cruse (2004);
Evans and Green (2006); Hollmann and Trousdale (2013) and Hilperl (2014).
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4.1 Cognitive Construction Grammar

Every research tradition is characterized by metaphysical, representational and
methodological commitments. Every tradition uses its own methodologies to
elicit and analyze linguistic data, has a certain way to represent the structure of
particular utterances, and is based on fundamental beliefs about what language
is (Croft 2015: 210-211). Some of those commitments have to be outlined, before
we can tackle a specific diachronic phenomenon. In Cognitive Construction
Grammar, which shares many of its assumptions with Cognitive Grammar (Lan-
gacker 1987, 2008), language is an emergent complex system shaped by domain-
general cognitive processes (Gell-Mann 1992; Ellis and Larsen-Freeman 2009; El-
lis, Rémer and 0'Dennell 2016). In this book, the term ‘emergent’ will be under-
stood in the sense of epigenesis, ie. the development of a form out of its sur-
roundings, not in the sense of Hopper (1987, 2008, 2011}, who proposes that
grammatical structure is only temporary, indeterminate, provisional and epiphe-
nomenal to conversation (Hopper's ffived code fallacy’) (Auer and PRinder 2011:
1-18).

Like any truly cognitive approach, there is a commitment to find general prin-
ciples which account for all aspects of human language (*generalization commit-
ment”) and to identify general principles for language which incorporate
knowledge about the mind and brain from other disciplines (the ‘cognitive com-
mitment'} (Evans and Green 2006: 501). Language is regarded as embodied hu-
man experience which is grounded in

language dndependent cognitive processessuch as assocation (establishing psychological
connections), aulomatization (using structures without much constructive effort), schema-
tization [extracling a general structure or schema out of the commonalily of specilfic expe-
riences ), and categorization (using stored structures Lo interprel new experience) [Broccias
013 199,

Structure emerges through repetition and categorization rather than resulting
from a pre-existent, innate matrix. In other words, constructionalists subscribe to
a non-nativist approach which does not assume the existence of a universal
grammar (e.g. X-bar structure or syntactic universal categores) (Bybee 2001: 3;
Elman et al. 1996). "Grammar is a dynamic system of emergent categories and
flexible constraints that are always changing under the influence of domain-gen-
eral cognitive processes involved in language use” (Diessel 2015: 296),
Everything about language is learned inductively and the acquisition of
grammar is based on usage. The *speakers’ knowledge of grammar is fundamen-
tally grounded in their experience with concrete words and utterances, which
crucially invaolves frequency of occurrence, so that a crisp distinction of system
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and use cannot be upheld” (Diessel and Hilpert 2016: 21). The study of grammat-
ical competence can thus not be separated from the study of language use (per-
formance) and statistical aspects of language are relevant for the core of our
erammatical knowled ge.

All construction grammars are non-dervational, materdalist "what vou see is
what you get models’ with only one single, unified level of representation at
which sentences are licensed by different sets of so-called ‘constructions’ (Bybee
2013: 51). This unified representational level links together most aspects of the
meaning and form of an utterance rather than representing syntactic, semantic,
phonological and pragmatic knowledge in encapsulated modules. What distin-
guishes Cognitive Construction Grammar from other constructional models like
Sign-based Construction Grammar (Sag 2010, 2012) or Berkeley Construction
Grammar (Fillmore 2013 }is its focus on psychological plausibility, the role of fre-
quency, and the status of item-specific instances (see sections 4.1.1 and 4.1.2). In
this usage-based approach even fully regular patterns may be stored alongside
more abstract schematic constructions when they occur with sufficient frequency
[ Boas 2013: 251). In that respect, Cognitive Construction Grammar is a non-reduic-
tionist, inventory-based approach which emphasizes that the language system
does not so much work by building structures (like in generative models) but by
storing them (Evans and Green 2006: 481). Language is a highly redundant in-
ventory comprising patterns that “nin the gamut from full generality to complete
idiosyncrasy” (Langacker 1988b: 113). Language users have a very rich memory
system which enables them to store large amounts of information. Thus, it can be
the case that a linguistic item (e.g. good moming) can be stored more than once
in the sense that it is not only licensed by the constructions [good] and [morning]
and an abstract NP schema [AD]J+CN]s, but it is also licensed by a separate spe-
cific construction [Good Moming] that may be stored in addition. As a conse-
gquence, language learning requires an immense amount of storage, but this is no
problem, because storage — due to the enormous memory capacity of the human
brain - is ‘cheap’ whereas computation is ‘costly' ( Diessel 2011: 834).

Adhering to this ‘redundant storage’ assumption, Cognitive Construction
Grammar is in strong opposition to formalist generative approaches in which
economy is essential. Most formalist approaches argue that language must be
maximally economical in order to be acquired and manipulated in production as
quickly as can be observed. Therefore any model should aveid redundancy and
should be economy-driven, which is what motivates a dervational, mule-based
view on language that consists of phonemes and words (blocks) and ‘rules’ help-
ing to combine those blocks to build larger structures, Forms that can be derived
from the application of a general rule need not be listed in a grammar itself.
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In contrast to this, in Construction Grammar, traditional rules have been
abandoned and replaced by schemas. A schema is “a grammatical template, or
abstract construction, that has evolved through generalization over concrete to-
kens" (Diessel 2011: 838). Schemas constrain and specify the well-formedness of
their subcases, [fanexistent, conventionalized , entrenched schema sanctions an
utterance, it is well-formed (Langacker 1987: 66; also see section 4.1.2).

Another characteristic feature of Cognitive Construction Grammar that needs
to be mentioned is itslack of a formalism. In contrast toother constructional mod-
els (e.g. Sign-based Construction Grammar), Cognitive Construction Grammar
keeps rigid formalization to a minimum. This vagueness has been criticized but
proponents of the branch repeatedly point out that the advantage of such a non-
formalist approach is its flexibility and its ability to interface with theories of pro-
cessing, acquisition, and historical change (Goldberg 2006: 215; Boas 2013: 251).
Construction grammarians start with an investigation of the data and a specific
phenomenon and only afterwards develop formalizations which are based on
what they find necessary. According to Bergs and Diewald, the “seeming inatten-
tiveness towards an a priori given formal apparatus is in fact a pragmatic neces-
sity [especially] for diachronic studies transcending merely theoretical reflec-
tions on change and inaddition working with empirical data” (Bergs and Diewald
2008: 2).

It is this openness to diachronic aspects, together with its emphasis on cog-
nitive mechanisms, frequency and data anthenticity, which influenced my deci-
sion to take up a usage-based cognitive approach to explain the phenomenon of
article emergence, Mevertheless, [ strongly adhere to the belief that no research
paradigm can and should do without some (albeit basic) kind of consistent for-
malization (annotation) which will always be necessary in order to describe a
phenomenon in a comprehensible way. This is why [ will present a proposal for
a useful annotation of constructions and constructional networks in chapter 7.

4.1.1 The Construction: form function mapping

What all construction grammarians have incommon is the belief that all morpho-
syntactic knowledge in the speaker’s mind is symbolic and represented in the
form of constructions. Constructions have been described as ‘conventionalized
form meaning pairings' or *form function units' (Goldberg 2006: 3; Diessel 2011:
#30). A construction is a symbolic sign in the sense that it links a formal side to a
particular meaning and a function via a symbolic corespondence link. As is
shown in Figure 5, the ‘form’ side of a construction is associated with syntactic,
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morphological and phonological information, whereas the *meaning’ side is un-
derstood to include all semantic™, pragmatic and discourse-functional properties
(Croft and Cruse 2004: 258).

. COMSTRUCTION

syntactlc properties
morphel oglcal properties -

FONRM
phonological propert les

| s4——— symbalic correspondence {link)
semantic propent les

il
|

pragmatic properties
dis cowr se-func tional properties

[COMVENTIONAL) MEANING

Fig. 5: The symbolic structure of a construction (Croft 2001:18; Crofl and Cruse 2004: 258)

The crucial idea is that phrasal and clansal constructions — like words — are sym-
bolic signs in the sense of Saussure: leamed pairings of form and function which
themselves camry meaning that is independent of the words used in the particular
phrase (Goldberg 1995: 1; 2013: 16). The idea of postulating meaningful construc-
tions which exist independently of the words that instantiate them is based on
the wish to show that the meaning of e.g. a clause is not exclusively projected
from the specifications of the main verb (Boas 2013: 236). In other words, a sche-
matic grammatical construction is meaningful as well, although the meaning of
a schematic formal template is often quite abstract and rather procedural.™ For
example, the verb phrase schema is said to have the rather abstract function of
predication, while the ditransitive schema [SUE] PRED OEJ1 OBJ2] has the con-
structional meaning {agent causes the transfer of a possession} (Goldberg 2013:
19). Another example would be the passive constriction [NP be V-ed [by NP]]

73 Mole thal in Constnuction Grammar, semanlics is directly associated with surfsee form and
i5 “based on speakers’ ‘construals’ of situations, nol on objective truth conditions™ [Goldberg
2016:16).

74 For Tmugoll and Trousdale (2013: 12-13), lollowing Terkoural (2011: 358-359), linguistic
expressions are procedural i they code grammatical information which helps the speaker Lo
combine various concepls inlo one mnceplual representation. For example, case and aspect
markers or madiers al indexical relerence or inlormaltion striclure are classified as procediiral
elements.
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which has the meaning {X is affected [by YT}, (Diessel 2015: 300). Thus, all gram-
matical elements have some kind of abstract meaning signaling linguistic and
cognitive relations, like for example, perspective, temporal phase, intertextual
relations or deictic orentation. An exception to this would be historical relicts
which lost their linguistic functionin time. For example, the prefix ge— which was
fully functicnal in Germanic and Old English can still be found in some ModE
words like enough but there it lost its function.

4.1.1.1 Classifications and definitions

Constructions can be classified in several ways and on various dimensions, espe-
cially regarding their size and specificity. Constructions can be atomic and sub-
stantive (e.g. lexical items like this, the or green), atomic and schematic (e.g. an
abstract category like Noun or Quantifier) as well as complex and schematic (i.e.
abstract templates). Complex constructions have sequential structure with posi-
tions that are fixed and lexically filled and positions that are open. In that sense,
constructions are either fully specified (e.g. fixed phrases like How do yvou do?),
completely underspecified [DEM+CN]w, or semi-specified /partial, in the sense
that they have both substantive and schematic parts, e.g. [call NPag a lar] (Gold-
berg 2013: 17).

Construction ty pe Traditional name Examples

Complex and [mostly) syntax [SE| tre- TNS VERE =en by OBL]
schemalic

Complex, subslantiveverb subcategorization frame [SE| consume OB|]
Complex and (mostly) idiam [Kick-THNS the bucked]
substantive

Complex but bound marphology [HOUM-s], [VERE-TNS]

Alomic and schematic syntactic category [ DEM], [AD]]

Alomic s ubslanlive word/lexicon [this], [green]

Fig. 6: The synlax=lexicon continuum [Crofl and Cruse 2008: 255)

In contrast to substantive constructions, schematic constructions are phonologi-
cally underspecified and semantically general. Additionally, in semi-specified
constructions we find fixed words (often function words but alse lexical words)
that are considered an integral part of the constriction and sometimes even give
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it its name, For example, ‘the existential there—construction’, ‘the way—construc-
tHon' or ‘the let alone—construction’ (Diessel 2015: 312; Trousdale 2014: 565). At
the same time, it is also possible that specific words are used in a construction
significantly more often than others. For example, corpus studies show that a
verb like give ocours more often in the ditransitive construction than many other
verbs (see collostructural analysis by Stefanowitsch and Gries 2003).”7 The as a
waord is obviously used very often as a slotfiller in the definite [DET+CM]sw con-
struction

In such a classification there is no divide between the lexicon, syntactic cat-
epories and syntactic parameters or constraints. The constructions of a language
can be “placed on a lexicon-syntax continuum” (Hoffmann and Trousdale 2011:
2) where the lexical elements and grammatical patterns are positioned on a
‘cline’. Contentful material which can be used referentially is positioned at one
end of the cline, whereas grammatical templates are positioned at the other end.

5o far in this chapter, no definition of what a construction is has been offered.
Mow it is time to do so. Several definitions of the term construction can be found.
In the earhiest constructional models, a constniction was defined in a rather re-
stricted way as a grouping of more than one word which has some idiosyncratic
behavior, i.e. either it has unusual formal characteristics or a meaning or prag-
matic effect which is not derivable by any rules (e.g. idioms, fixed phrases) (Fill-
more, Kay, and O'Connor 1988; Goldberg 1995).™ In later, usage-based construc-
tional work some scholars started to use a much wider definition of the
construction. For example, for Bybee constructions are “processing units or
chunks — sequences of words (or morphemes) that have been used often enough
to be accessed together” (Bybee 2001: 173). The frequent use of a construction can
lead to its memorization and any linguistic pattern - if encountered often enough

75 “One can think of the relationship belween lexemes and construclions as parl ofa probabil-
islic nelwaork shaped by langusge use, On this account verbs (and other lexemes) and constnie
tions are related o each other by connections with graded activation values thal are delermined
by the combined elfect of general seman bic critedaand the language users’ expedence with par-
ticular lexical expressions and constructions”, (Diessel 2015: 314)

76 Inils early years, Constniclion Grammar was primarly used Lo describe linguistic phenom-
ena Lhal generative grammar could nol deal with very well, like idioms or [xed phrases, [Liswell
known that the meaning of idioms is often non-transparent and non-compositional (Nattinger
and De Carrico 1992 Moon 1998; Wray 2002 Schmitt 2004). To account for such idiomatic ex-
pressions, Construction Gammar distinguishes between composilional constructions, where
the whole meaning can be derived directly from its parts and constructions which are semanti-
cally non-compesitional, where the whole is dilferent [rom the sum of its parts, in the sense that
Lhe meaning is somehow idioma e (fcher or dilferent [rom Lhe sim of the meaning of the parls)
(Holfmann and Trousdale 2001: 4.
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— will be accessed as a whole and can be considered a construction, even if it
shows no diosyncrasy of form and meanin g and could potentially also be assem-
bled on-line as a construct which is fully licensed by other constructions (Hoff-
mann and Trousdale 2013: 5). Influenced by this line of argumentation, also Gold-
berg adjusted her definition to the following:

Any linguistic patlern is recognized as a construction s long as some aspecl ol ils form or
function is nol strictly predictable from its component parts or from other onstructions
recognizable o exist [naddition, patterns are stored as constmctions even il they are fully
predictable as long as they occur with sulficient equency. (Goldberg 2006: 5)

Goldberg's 2006 definition is the one which will be adopted in this book. Note
that this definition encompasses single morphemes as well. This commitment
has manifested itself in the literature as Goldberg's famous claim for language to
be “constructions all the way down” (2006: 18).

Finally, one more crucial distinction must be mentioned. Constructions are
different from their realizations in speech, i.e. constructs. Constructs are empiri-
cally attested tokens of linguistic structures uttered by a particular speakeron a
specific occasion with a specific communicative intention (Traugott and
Trousdale 2013: 16). In Diessel's example below the construct Open the door!is an
instantiation of the imperative schema [Vese+NProoosasec]! This schema, however,
only stabilized successfully in the speaker’s mind because of so many constructs
in the input which instantiate it (also see next section 4.1.1.2).

vbd“ [N Pmn-ﬁ.hud]!

construclion
DIRECTIVESPEECH ACT

Instanliation Schemalizalion

Open the door! conslrucl

Fig. T: Constructvs, construction (Diessel 2005: 303)

Spoken constructs may have specific phonetic features which are not replicated
in general, Moreover, constructs are rich in contextual meaning (e.g. the perlocu-
tionary act; Gricean implicatures), which may be unrecoverable outside of the
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particular speech event. This contextual meaning is often not part of the con-
struction which sanctions the construct. 5till it is also possible that in some cases
the illocutionary meaning of a particular message is stored as an integral part of
the construction. For example, in a phrase like It's hot in here the illocutionary
message to open a window to let in cold air is likely to be stored on the construe-
tion's meaning side.

Written constructs are also empirically attested tokens. In other words, con-
structs are produced by speakers/writers and processed by hearers/readers
(Traugott and Trousdale 2013: 16). The distinction between constructions and
their constructs is especially important for a conceptualization of linguistic
change. Partial changes in constrict production/perception may lead to the
emergence of a new construction or motivate the reorganization of an existing
construction. Still, the changes themselves originate in the constructs, not in the
constructions (Fried 2013: 423).

4.1.1.2 Entrenchment, schematization and compaositionality

As the definitions just given show, frequency is an important factor in a usage-
based constructional model (also see section 4.2.1). In general frequency influ-
ences how strongly concepts are represented in memory and how fast they can
be retrieved. Also with linguistic items, input frequency is especially linked to
neuronal cognitive implementation (i.e. entrenchment). Langacker was the first
to introduce the notion of entrenchment to linguistics: *Every use of a structure
has a positive impact on its degree of entrenchment, whereas extended periods
of disuse have a negative impact. With repeated use, a novel structure becomes
progressively entrenched” (Langacker 1987: 59). Every time a speaker uses a
form, this activates nodes in the speaker’s mind. The more often a node is acti-
vated, the stronger and better connect ed it becomes. Often used nodes show signs
of linguistic strength and are said to be more strongly entrenched, whereas units
that are used infrequently lack this strength, and are only weakly entrenched
( Barddal and Gildea 2015: 32).

Blumenthal-Dramé (2012: 4) points out that the concept of entrenchment has
been defined differently by different scholars. Whereas Langacker focuses on the
relative strength in memory space, De Smet and Cuyckens highlight that strongly
entrenched units are holistic rather than componential. For them, an entrenched
unit “represents an automated, routinized chunk of language that is stored and
activated by the language user as a whole, rather than creatively assembled on
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the spot”™ (De Smet and Cuyckens 2007: 188). Phrases and combinations that of-
ten occur together will sometimes be stored as one chunk or single processing

Entrenchment, in other words, can be understood in two ways: in terms of
representation strength and in terms of holistic chunking. Schmid characterizes
the difference as follows:

The understanding in terms aof strength of representation evokes a purely quantitative,
gradual, potentally ssymplotic rajector, whereas the understanding in terms af a holistic
chunk promotes the picture that a qualitative change [rom analy tic and declarative to ho-
listic and procedural processing takes place al some point (see Blumenthal-Dramé, 2012,
PR 6769, 186-187). From a psychological point of view, the Grst facet can be explained in
terms of memory consolidation, while the second one involves a chunking process thal can
find an end point in a gestalt like chunk that is emancipated [rom its component parts and
delies analylical processing, |...] As a lirst wough approximation, then, entrenchment can be
understood as relerring o a sel of cognilive processes—mainly memory consolidation,
chunking, and automatizal on—taking place in the minds of individual speakers. In addi-
tion, the term entrenchment has beenused to denole not only these cognitive processes bul
also the effects they have on the representations of linguistic structures, thal is, their prod-
ucks or resullant states. [t is in this sense that we can lalk aboul degrees or strengths of
enlrenchment and aboul entrenched linguistic strudures, (Schmid 2016: 10)

As a reaction to the complexity of the issue, Blumenthal-Dramé offers the follow-
ing rather broad working definition for entrenchment, which will also be used in
this book: “Entrenchment denotes the strength or autonomy of representation of
a form-meaning pairing at a given level of abstraction in the cognitive system”
(Blumenthal-Dramé 2012: 4],

Itis essential to understand that frequency does not only affect the entrench-
ment of words but also plays animpaortant role in the cognitive storage of abstract
grammatical patterns. The repetition of varied items which share formal or func-
tional similarities encourages the formation or a variable schema. For example,
structures with a high type frequency, i.e. patterns which ocour with many differ-
ent lexicalizations (e.g. John gave Bill a book, Peter sent Mary a letter, She for-
warded him the mail,...), still share a common albeit abstract meaning, namely {A
caused B to receive C by V-ing}. The repeated exposure to such constructs can
lead to the entrenchment of this abstract, schematic pattern (Goldberg 2006: 39,
98-101; Schmid 2016: 10-12).

Fischer summarizes the relation between frequency and the entrenchment of
abstract formulas succinctly:

Structures or collocalions, both al token- and at type-level (or a combination af the bao),
that occur requently may become automated because neumonal sequence sels (Le. oken-
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sels, lypes or construcion- by pes thal are connected to a particular loken when it is used)
am strenglhened every lime they are [red. This creates not only formulaic phrases on the
loken-level (Axed collocations, idioms ete.), bul also morphological and synlactic ‘formu-
las' on increasingly higher type-levels, eg. the typical featureset of a Noun, the familiar
structure of MPs and VPs, and the familiar word orders that obtain withina particular lan-
guage (e the lypical [NFS VP NPO| sequence of English declarative sentences). (Fischer
2007: 139)

What the quote by Fischer shows is that the term entrenchment does not auto-
matically relate to a construction's highest level of schematicity, because types
and tokens may be entrenched independently. For construction A a high sche-
matic level may be the most entrenched one; for construction B a low level may
be the most entrenched. For example, a high number of types will lead to the
strong entrenchment of a schematic level. The more members of a pattern there
are, the more likely it is that speakers will generalize across those members. If,
however, low-level instances have a high token frequency they often develop
their own idiosyncrasies and will not contribute to the abstraction of a schema,
as they will not be conceived to be a member of a schema in the first place
( Barddal and Gildea 2015: 32).

At this point a few additional words about compositionality seem necessary.
In traditional descriptions of syntax, every word or clause is formally composi-
tional in that it is a combination of several linguistic elements (e.g, phonemes,
words, phrases), In Construction Grammar, too, clauses are compositional in the
sense that they are made up of combined constructions. So constructions are the
building blocks of grammar, because they can be combined to create phrases,
sentences and larger stretches of discourse. Many abstract constructions have
slots which can be filled by a limited number of other constructions; in short, a
compositional slot and filler model.

One aspect, however, is essential: if the construction is successfully en-
trenched and has gained unit status, compositional scaffolding is not necessarily
required. Frequent chunks, formulaic sequences and even clause-level construc-
tions, if well entrenched, are stored as prefabricated whaoles and *processed in a
holistic manner, that is, by means of an access-and-retrieval rather than an
online, computational procedure” (Schmid 2016: 17}, Nevertheless, the composi-
tional structure may remain immanent and aspeaker may still recognize the com-
positionality of entrenched units (Evans and Green 2006: 756). For example in a
construction like [Merry Christmas!] which as a seasonal wish is considered to be
stored as a chunk, the speakers will still be able to parse that merry is the adjec-
tival unit which contributes the meaning of {happy] to the overall construction.
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4.1.2 The Constructicon: network structure and inheritance

All the constructions of alanguage form the “constructicon’, a structured inven-
tory consisting of multiple inheritance networks, The constructicon is not simply
a list of unrelated constructions; rather, one can assume “taxonomic and mer-
onymic networks of constructional families” (Barddal and Gildea 2015: 23}, Sev-
eral types oflinks are distinguished in the network. Diessel recently proposed the
following four types of links: “links between (i) constrctions at different levels
of abstractness (taxonomic links), (i)} constructions at the same level of abstract-
ness (horizontal lnks), (iii) constructions and syntactic categories (syntactic
links} and (iv} constructions and lexemes (Jexical links)” (Diessel 2015: 414).
Mostly, scholars distinguish between so-called vertical inheritance links and
other relational links. Inhertance will be dealt with first.

4.1.2.1 Inheritance

It was already mentioned that the grammar of speakers consists of schematic
(higher-level} constructions and fully concrete, substantive (lower-level} con-
structions. Each construction is assumed to represent a node in a network and
lower-level constructions, which are more specific, are said to vertically inherit
features from higher-level, more abstract constructions situated towards the top
of the network. Characteristic features of form and meaning are inherited in a
downward fashion (Hilpert 2014: 59). Figure 8 gives an examples of a taxonomic
hierarchy:

CLALSE

SE)TRYVERE O

[Skisleep]  [Sei run] [ Se kick Ovs | [ Sk kiss Oni |

| SHI kick the fm;.-m| | B kick the haru'r]

Fig. 8: Taxonomic hierarchy [Crofl and Cruse 2004: 264)

Such a network structure positions the most concrete constructions at the bot-
tom. It allows generalizations to be conceptualized in constructions on the higher
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levels which pass on this information to lower constructions. Incontrast, subreg-
ularities can be captured by constructions positioned on various midpoints of the
hierarchical network (Boas 2013: 244; Goldberg 1995: 67). The more abstract con-
structions are linked to the more specified ones via so called instance links (also
see next section).

There are basically three different network models that try to capture vertical
constructional relations: the complete inheritance model, the default inheritance
model and the full-entry model (Croft and Cruse 2004: 262-279; Hilpert 2014:
ch.3). In the complete inheritance model, a feature of or a change in the highest
node of the network will be inherited in all lower nodes. That means that in a
complete inheritance model, any information is represented non-redundantly
(only once) and then the complete information is inherited by other construc-
tions, In the default inheritance model only information from above which does
not conflict is inherited. Constructions lower in the hierarchy may contain infor-
mation that conflicts with the inherited information from the dominating con-
structions. This is possible because the model allows for lower constructions to
block inheritance from above, when it conflicts with more specific information.
Incontrast, the full entry model specifies all information in every node in the net-
waork. Inheritance, therefore, plays a minor role. Again a lower node has no need
to change when the higher nodes change (Boas 2013: 245; Barddal and Gildea
2015: 4). This book will adopt a default inheritance model.

One major question is when it is feasible to postulate a separate node in the
network. Here, | side with Croft and Cruse (2004: 263) who postulate that

lany construction with unique idiosyneratic morphological, synlactic, legical semantic,
pragmalic or discourse-: unctional properties must be represen bed a5 an independent node
in the construcional network in omder o caplure a speaker’s knowledge of their language.
That is any quirk of a construction is sulficent to represent thal construdion as an inde-
pendent node, [Crolt and Cruse 2004: 263)

Another aspect of inhertance is that a particular construct is often the result of
the parallel activation of several constructions (i.e. multiple inhedtance). Nor-
mally, an actual expression is the combination of several different constructions.
For example, the sentence I didn't sleep is an instantiation of both ‘the intransi-
tive verb — construction® [SE] INTRE VERE] and ‘the negative — construction” [SE]
AUX-n't VERB] (Croft and Cruise 2004: 264). Multiple inheritance can also be ob-
served in the following question What did Ming buy Mel?, which according to
Goldberg (2013: 28} has inherited features from ‘the ditransitive — construction’,
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‘the non-subject question — construction”, ‘the subject-auxiliary inversion — con-
struction’, ‘the VP — construction’, ‘the NP - construction” and *the indefinite de-
terminer — constniction’.

4.1.2.2 Relational and horizontal links

Most constructional grammars postulate different types of links between con-
structions. One well-known classification scheme comes from Goldberg (1995)
who proposes four types: instance links, polysemy links, metaphorical extension
links and subpart links (also see Boas 2013). First, there are vertical instance links
which show that one construction is a special case of another construction in the
sense that it is a more fully specified version. Instance links are inheritance links.
Polysemy links capture the fact that one linguistic form is often associated with
different but conceptually related meanings. There are semantic links between
the prototypical sense of a construction and its extensions, which means that a
waord/node/ construction is linked to all its various meanings via polysemy links.
For example, since as a temporal expression will be linked to the word since as an
expression of causality in the network. These polysemy links are normally dis-
cussed “at the subschema level, not at the level of individual micro-constuc-
tions" (Traugott and Trousdale 2013:59; Hilpert and Diessel 2016: 59). Metaphor-
ical extension links are another type of link involving a particular metaphorical
mapping. They connect a basic sense of a construction to an extended sense. For
example, the resultative Lisa drove him wild (a change of state) is a metaphorical
extension of ‘change of location' like in caused-motion constructions (Lisa drove
him home). In form, these two constructions are very similar; in terms of their
meaning one is an extension of the other.

A subpart link is a horizontal link that connects constructions which are par-
tially similar inform and meaning at the same level of abstraction. However, con-
structions linked by subpart links do not instantiate each other. Whether subpart
links are strongly or weakly entrenched influences how easily speakers can ana-
lyze the component parts of a complex construction. A construction with strongly
entrenched subpart links is highly transparent, whereas a construction with
weakly entrenched subpart links is opaque and will be processed holistically
(Hilpert and Diessel 2016: 60-61).

So far, scholars do not agree on the nature of horizontal links. Some research-
ers, like for example Cappelle (2006:18), have proposed toequate horzontallinks
between constructions with relations between ‘allostructions’, that is, construc-
tions which display some differences in form but which share the same meaning.
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These are seen to be connected toa higher level schema, often called ‘supercon-
struction’, or ‘constructeme’. There are others who seem to understand horizon-
tal links rather in terms of paradigmatic relations between different choices or
cells in a paradigm, similarly to the cells in an inflectional paradigm, which do
share some general meaning but at the same time are opposed to each other in
terms of their semantics/function (e.g. Van de Velde 2014). Horizontal links are
important to show that “the form-function relation of a particular construction
may be partly motivated in relation to its neighbors” (Van de Velde 2014: 147).
The way I conceptualize horizontal links is similar to Van de Velde's proposal.
There is a difference between taxonomic links (symbolizing relatedness through
inheritance) and horizontal links (symbolizing partial similarity but non-related-
ness),

For example in the case of English demonstratives we find the following dis-
tributional paradigm:

Tab. 16: Modern English demonstratives

singular plural
proximal Lhis Lhese
distal that thos e

For example, thoseis the demonstrative which is used in distal contexts with pha-
ral noun heads (e.g. those books over there). From a constructional point of view
this paradigmatic distribution could be formalized in the following (preliminary)
network sketch:

{delctic entity}
[DEM]+HCH] lwrace

{proximal entity} {distal entity}

[[OEM et +H N T [V 8 art HC W] B
{proximal sing. entity} {proximal pl.entity} {distal sing. entity} {distalpl entity}
[[this] +[CHs E] Fira [[these] +[CHp Tlnpa [[thart]+{CHs g nreer [[those] -+ CHpl] Fra

Fig. 9: Helwork of demonstrative NP construclions in ModE
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Here the four semi-specified constructions are horizontally linked to each other
because although they are formally different, they share some semantic features
(due to belonging to the same paradigm). They are also vertically linked to more
abstract constructions which again are horizontally connected to each other,

Mo complete account as to how constructions are connected in speakers’
minds exists vet. As of today, the constructicon is still an under-researched area
and many questions have not been answered satisfactorily. Future research still
has to show, how connections in the network can best be conceptualized. It is
still a matter of debate which inheritance model is preferable for synchronic and
diachronic descriptions. Additionally, it makes quite a difference whether con-
struction grammarians base their networks on form or function. Constructional
families which are based on form are more commen than constructional families
based on function, but this does not necessarily mean that the former is psycho-
logically more realistic or the best way to go about conceptualizing, What if a pat-
tern is not related by form but only by meaning? In the absence of any definite
answers in this respect, the current study will offer a preliminary sketch ofa con-
structional network of OE NP constructions which is open for debate and future
refinements (see chapter 7).

Most of the open questions just mentioned are related to the bigger issue
whether Construction Grammar strives for psychological plausibility. Whereas
several scholars (Barddal 2008: 45) argue that schemascan and should be viewed
from a primarily psycholinguistic perspective, for others schemas are descriptive
devices created by the linguist and are not meant to corespond to mental repre-
sentations. The arguments in this book are firmly grounded in the cognitive com-
mitment and the belief that categories and constructions must have some mental
reality. If one abandons this assumption for convenience, the whole enterprise is
at stake and constructions become secondary descriptive devices. While this
might be acceptable and feasible for other linguistic models, it is unacceptable
for any cognitive approach which repeatedly highlights its interest in what goes
on in the mind. If we take the cognitive commitment seriously, this means that
we have to prefer a model which — although it will always be an abstraction — by
hypothesis mirrors psychological conceptual reality most clesely. Of course, it
will never be possible to visualize a network in its entirety. A network sketch of a
particular constructional family is a simplification on all levels; convenient for
the linguist who 2o0ms in on a particular aspect.

It is, of course, important to realize that the mind is not the brain. Constc-
tional networks are not mimror images of neuronal configurations. A neural net-
work “stores’ information in its connections, not in the nodes itself. A two-dimen-
sional network representation does not do justice to the fact that nearal networks
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are definitely three-dimensional. Links are possible in multiple different direc-
tions. Thus, from a neurological perspective, the whole discussion whether links
are vertical or horizontal is completely irrelevant. When linguists write that the
speaker’s network “can grow ‘upwards’ viaschematization, ‘outwards’ via exten-
sion and ‘downwards' as more detailed instances are added” (Evans and Green
2006: 546), they do not talk about the mind/brain but refer to the printed visual
representations of linguistic networks, Still, it seems important to stress that for
a cognitive constructional model, it s fundamental to strive for psychological
plausibility. Even if an abstract construction like the NP schema may be hard to
detect, it must still be assumed that its pattern is identifiable (at least in theory)
somewhere in the nevral network of the speaker as a stable configuration of neu-
rons. This configuration will be activated when a particular NP construct is pro-
duced or parsed and it will be linked toits subparts and other constructions.

Although scholars tend to disagree on most of the points mentioned in the
last two subsections, one aspect on which there is general consensus is that age-
thresholds play a minor role in the development of individual grammars. For ex-
ample, Croft (2000: 57-58), Aitchison (2001: 202-204) and Bybee (2010: 196} all
point out that adult constrcticons are not fixed but can change through shifting
frequency conventions among different social groups, In other words, the con-
structicon of every person constantly changes over a lifetime. Language change
is not only driven by transmission mistakes/reanalysis across generations in the
acquisition process of children (e.g. Roberts and Roussou 2003); adults also con-
stantly innovate and spread new constructions, which may lead to language
change in the long run — a fact which finally brings us to diachrony.

4.2 A usage-based constructional approach to language
change

Construction Grammar is currently also becoming very popular among dia-
chronic linguists. As Fried outlines in an introduction to one of her articles, the
godl of any diachronic model must be to capture “the inherently dynamic nature
of linguistic structure and the gradualness of grammatical change, while satisfy-
ing the general requirement of systematicity and descriptive and explanatory ad-
equacy” (Fried 2013: 419). A constructional model seems to be able to meet those
requirements very well, which is why in the last vears many diachronic scholars
have started to reconceptualize their argumentation in constructional terms and
develop a comprehensive framework of Diachronic Construction Grammar (e.g.
Bergs and Diewald 2008; Trousdale and Gisborme 2008; Fried 2009; Diewald and
Smirnova 2010; Colleman and DeClerck 2011; Patten 2012; Hilpert 2013; Traugott
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and Trousdale 2013; Trousdale and Norde 2013; Trousdale 2012, 2004; Petré 2014;
Barddal and Gildea 2015; Perek 2015; Torrent 2015; van Rompaey, Davidse and
Petré 2015; Zehentner 2016; Coussé, Andersson and Olofsson 2018).

Looking at linguistic change from a constructionalist point of view, forces us
to refine, revise or even reconceptualize many traditional assumptions abouit
change, That does not mean to simply use a new catalog of terminology to de-
seribe old phenomena, but to change perspective in order to add something val-
uable to the explanation. NMevertheless, as constructional thinking is firmly
grounded in what could be called cognitive functionalism, many ideas are not
completely new but have been around in the functionalist or cognitive literature
on language change for many decades.

In contrast to many formalist proposals, which highlight that change in the
language output is caused by reanalysis of the innate (formal) parameter system
(@ top-down approach, see section 3.2.3), in a cognitive-functionalist approach,
language is changed bottom-up via usage and “every historical innovation is
sanctioned both by the regularities that constitute grammar and by more general
functional, cognitive and pragmatic factors and constraints” (De Smet 2008: 86).
For example, it is assumed that diachronically loose discourse sequences become
more tightly organized syntactic constructions through various processes like,
for example, pragmatic inferences (Tomasello 2003a: 14). Givon postulated a cy-
clic process of condensation, where information structures develop into syntax:
*DISCOURSE> SYNTAX > MORPHOLOGY > MORPHOPHONEMICS = ZERO"™ (Givin
1979: 33); today's discourse patterns are tomomrow's syntax and today's syntax is
tomorrow's morphology. In a similar vein, Heine, Claudi and Hiinnemeyer (1991:
139) speak of the “fossilization of discourse”™ into syntax. Phrases or phrasal con-
structions are processing units that have evolved from strings of linguistic ele-
ments which frequently co-occur. There is a general tendency to place semanti-
cally related elements next to each other (e.g. a thing (noun) and its attributes
(adjectives)). The long term cognitive effect is the emergence of phrasal structures
and boundaries as well as automated processing units (e.g. fixed phrases or col-
Incations).

4.2.1 The role of frequency

A basic commitment of Diachronic Construction Grammar — which was already
mentioned - is that input frequency s crucial. Frequency motivates grammatical
structure, acquisition and language change (Bybee 2001, 2007, 2010; Diessel
2007; Gries and Divjak 2012; Krug and Schliiter 2013; Behrens and PfEnder 2016;
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Diessel and Hilpert 2016; Ellis, Rémer and O'Donnell 2016}, A construction may
become more or less frequent over time. The reasons for that can be manifold.
Any constructional change can result inan increase or decrease of token and type
frequency.”™ Higher frequency in the data (for example in a corpus of manu-
scripts) is thus important evidence for constructional change. At the same time,
token and type frequency are often a primary contributor to and active force in
many changes.

Diessel and Hilpert (2016: 4) list twelve processes in which linguistic struc-
ture is affected by high type and token frequency:

the emergence of collocations (1) and synlactic constituents (2)

the interaction bebtween lexemes and constructions (3)

the productivity of linguistic schemas (4)

the ability of language users o assess the grammaticality of novel linguistic fomms (5)
the aecurrence of phonetic reductions and coalescence in langu sge change [6)
the segmen lation of the speechstream (7)

the extraction of synlactic calegodes in L1 acquisition (8)

the maintenance of frequent linguistic strings under pressure [om analogy [9)
the choice between alternalive structures in language production (10)

the processing of the unfolding sentence inlanguage comprehension (11)

the Dagging or marking of infrequent fomms (12)

Some of the points mentioned have already been discussed briefly in the previous
sections. Which constructions are successfully stored and which categories are
formed depends to a large extent on the repeated use and the frequency of par-
ticular patterns in the input. The frequent use of certain items and strings has a
profound influence on how language “is broken up into chunks in memory stor-
age, the way such chunks are related to other stored material and the ease with
which they are accessed” (Bybee and Hopper 2001: 3). High frequency leads to
the emergence of collocations and syntactic constructions and their strong en-
trenchment.

Lexical decision tasks, reading-time and eye tracking experiments have re-
peated v shown that frequent words (with frequent meanings) and frequent mul-
tiword expressions are “recognized, accessed, and retrieved faster, with less ef-
fort and with less interference from paradigmatic neighbors than rare ones”
(Schmid 2016: 13; Jescheniak and Levelt 1994; Jurafsky, Bell, Gregory and Ray-
mond 2001; Knobel, Finkbeiner and Caramazza 2008). Moreover, frequent words

77 Token [absolute) [requency measures how oflen aconstruci on occurs ina mnning lext. Type
[requency (or diclionary Fequency) coun s the number of dilferent lexical elements thal occupy
aslolor express a calegory ina construclional schema,
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are acquired earlier than rare ones in first language acquisition (Diessel 2007;
Saffran 2001; Saffran, Aslin and Newport 1996.)

Frequency also affects the relation between the slots in abstract construc-
tions and their respective lexical fillers, Lexical expressions which are frequently
used in a specific grammatical pattern are considered as prototypical lexical fill-
ers for that grammatical pattern. As Schmid points out:

[H]ighly frequent [illers ol the variable slot are strongly represen ted compared with para-
digmatic competilors and thus selecled prelerentially, almost by delault (e.g, give in the
ditransitive construction Mary gave me the book); they [unction as analogical altractors [or
less frequent items and contribute o the resislance o change, [Schmid 2006: 15-16)

Some other points in the list refer to the fact that frequency suppaorts linguistic
innovation and conservation effects at the same time. Onthe one hand, frequency
supports reductive processes: for example, often the semantic force weakens by
‘habituation’, which is the process by which an organism ceases to respond to a
repeated stimulus on a constant level (Bybee 2003b: 604).™ Also, the high fre-
quency and the automated use of schemas trigger phonological reduction (e.g.
going to > gonna) as well as phonological fusion (Bybee, Haiman and Thomson
1997; Krug 2000).

On the other hand, high frequency may lead to the retention of conservative
characteristics. Frequently and strongly entrenched words and phrases are more
likely to be accessed holistically and are therefore less likely to be changed on-
line. As a result their general structure will tend to be preserved. Thus, “repetition
has a reductive effect on-line, but a conserving effect in storage” (Bvbee 2003h:
621). For example, irregular verbs like ate or broke keep their irregular forms, in
contrast to the productivity of —ed, and modals retain their idiosyncratic behavior
with regard to the formation of questions and negations. Frequent constructions
are thus more resistant to analogical levelling and structure mapping. All the as-

78 Bybee relates her assumptions (o the work of Haiman (1994) and Boyland (1996). Haiman
sees parallels belween sleps in cullural evolulion and the observable processes in language
change, For him cultural evolution is akind of ritualizalion process due 1o sleady repelilion and
automatizmbion. [na Arst step called ‘Habiluation”®, the steady repetition of some cultural behav-
ior sels in. Repetition then leads to an ‘Automatisation”’, which consequently can lead Lo some
reanalysis of the gesture, as the sequence does nol gel inlerpreted as separale enlilies any
longer, bul as an automated chunk. This [inally brings about a loss of meaning of the single
constituents. Through the weakening of the individual gesture, there is also some reduction of
form. This, in a [inal slep, leads o ‘Emancpation’ & the odginal instrumental finetion is sib-
stituted by some symbolic gesture (Haiman 1994, 1998),
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pects just mentioned make Diachronic Construction Grammar regard highly fre-
quent constructions as more central to the language system while constructions
with low frequency are regarded as less central. As will be shown in chapter 7,
the high type and token frequency of some OE NP constructions is an important
influence on the development of the English articles. Their strong entrenchment
and their high frequency triggers the abstraction of a new schema.

4.2.2 Constructional change and constructionalization

One of the most attractive concepts of a diachronic constructional model is the
network design adopted for representing the organization of linguistic
knowledge. If linguistic knowled ge is structured in the form of a network of con-
structions, this network can change over time because, among other things, new
constructions come into existence and old constructions fall out of use. Thus, lin-
guistic change must be reconceptualized as changes in the constructicon. For ex-
ample, any new form-meaning pairing created via a word-formation process has
the potential to become entrenched as a new node in the constructicon (if used
more than once). Every catch phrase that falls out of use will ultimately dissolve
as a node in the constructicon. Linguistic change is not limited to creation and
loss, It is well known that existing constnictions can also change aspects of their
form or meaning, and links between certain constructions can dissolve or new
links can be established. Moreover, the frequency of a construction can increase
or decrease, which also counts as change.
Hilpert defines constructional change in a rather broad way:

Constructional change selectively seizes a convenonalized fomm-meaning pair of a lan-
guage, allering il in terms ol ils form, its function, any aspect of is [requency, its distribu-
Llion in the linguistic communily, or any combination of these, (Hilperl 2003 16)

However, Hilpert points out that not every linguistic change is constructional
change. According to him regular sound change, massive deflection, the global
reordering of constituent order or diglossia formation do not count as construe-
tional change (Hilpert 2013: 205). It remains to be seen, whether such changes
really do not qualify as constructional changes.

Although a thorough systematization of different types of change is still
pending, three main types of network change are currently being distinguished.
There is one where a completely new node is created and added to the network
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(or where an existing node is lost), another where an existing node changes in-
ternally (e.z. in terms of its form or meaning) and, as a third type, achange where
thelinks between existing constructions in the network are reamranged:

(i} Node creation/addition and node loss
(i1} Internal node change
(iii) Reconfiguration of node external linking

The emergence of a new form-meaning pairing which previously did not exist in
the constructicon and which is added to the network as a new node has been
termed ‘constructionalization’. Boye and Harder define constructionalization ra-
ther vaguely as “the overarching change into a new whole construction” (Boye
and Harder 2012 35-36). Traugott and Trousdale give the following more specific
definition:

Constructonalization is the creation of BrmMe-mMeaning... (combinations of) signs. [
forms new type nodes, which have new synlax or morphology and new coded meaning in
the linguistic network of a population of speakers. (Traugott and Trousdale 3013: 25

For example, the coinage of a completely new word is a case of lexical construe-
tionalization®. The emergence of a new procedural construction is a case of ‘gram-
matical constructionalization'. Every time a speaker abstracts over a group of
constructs and forms a new type node we observe constructionalization, which
takes place when the constructs persistin memory. Persistence in memory is cre-
ated by the frequent and repeated use of similar tokens, which enables the lan-
guage user to generalize, Via this generalization process, an abstract construe-
tion may be created as a result of repeated exposure to similar tokens. In contrast
tothis, using a construction infrequently leads to the weakening of that node and
its links in the constructional network until constructs received in the input are
reinterpreted as no longer being sanctioned by the particular construction
(Traugott and Trousdale 2013: 68). Ultimately, the node may disappear, some-
thing that can be termed ‘constructional loss’ or ‘constructional death”.

Traugott and Trousdale introduce a distinction between ‘constrictionaliza-
tion' and ‘constructional change'. They argue that the term constructionalization
should only be reserved for changes where either a new construction is coined ex
nihilo or for a process of neoanalysis where both the form and the functional side
ofa construction change at the same time (resulting in a new form-meaning pair-
ing that is added to the network as a separate node). In other words, construc-
tionalization involves necanalysis of both merphosyntactic form and seman-
tic/pragmatic meaning (Traugott and Trousdale 2013: 22). In contrast, a node
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intemal change of an existing node which only affects one internal dimension
(form or meaning) should be called ‘constructional change' and does not involve
the creation of a new node. According to Traugott and Trousdale, constructional
changes are understood as small incremental steps which often precede and feed
constrictionalization or follow constructionalization. Smaller changes leading to
constructionalization typically “involve expansion of pragmatics, semanticiza-
tion of pragmatics, [..], and some small distributional changes” (Traugott and
Trousdale 2013: 27). Changes following constructionalization may involve pho-
nological and morphological reduction and host-class expansion.

The question of debate here is whether a change on only one side of the con-
structonal sign (meaning or form) is also a kind of 'constructionalization’, in the
sense that a new alternative node is created. For example, Diewald (2015: 119)
finds the distinction between constructional change and constructionalization
hard to grasp and not very useful. For some scholars, the distinction conflicts
with Saussure's concept of a sign. A sign, per definition, is a fixed form-meaning
combination. Soif one side ofit changes, this means that a new sign has evolved.
Alsoin the case of constructional changes any new construct would no longer be
sanctioned by the existing construction. As Bérjars, Vincent and Walkden point
out “[e]lven a change to either form or function no longer sanctions the new con-
struct” (2015: 371). From that point of view, we constantly observe the creation of
new signs, which differ from each other, Barddal and Gildea also stress that *[w]e
must posita new construction every time a new form-meaning associationis both
readily differentiable from previous associations and sufficiently robust to be
considered ‘conventionalized’ * (Barddal and Gildea 2015: 18). Moreover, it seems
very difficult to decide when exactly one has constructionalization and when we
only have pre-constructionalization. Hilpert notes that

construcionalization ulimately inviles the notion of a discrete threshold between an exist-
ing constriuwchion thal has changed and a new construction that has come into being, This
threshold may turn out to be a line in the sand that is impossible o draw with certainty. [..]
[Lis unelear whether the two have Lo ocour simullaneously, and il so, whal would make
simultansous change of orm and function different from achange in which the two happen
in sequendce [ Hil pert forth, )

From this point of view, ‘constructional change’ (in the sense of Traugott and
Trousdale} where an existing form-meaning pairing is affected only onits seman-
tic or on its formal side is a case of ‘constructionalization” as well. A link between
a formal shape and a functional meaning is established, which previously did not
exist in that way. In the strict sense Traugott and Trousdale’s ‘constructional
change' isa case where we observe the constructionalizations of new form-mean-
ing pairings which - locally in the network — substitute the old ones, It is a case
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of ‘constructional substitution” where an existing construction is substituted by
another (albeit very similar) newly emerged form-meaning pairing,. If we concep-
tualize change like this, then Traugott and Trousdale's distinction between ‘con-
stuctionalization” and ‘constructional change’ seems to get lost. However, thisis
unfortunate to a certain extent, because it seems important to acknowledge the
very special cases in which a completely new form is paired with a completely
new function to form a sign which previously did not exist and which is added to
the network. This, after all, is different from the cases where an existing construc-
tion changes in the sense thatits node gets substituted.

In reaction to the debate, [ suggest the following slightly different distinction
and terminology. Linguistic change comes about (a) via the local substitution of
nodes (‘constructional substitution’ fconstructionalization in situ’) or (b) via the
addition of new nodes (‘constructionalization novoloce’). The term ‘construction-
alization” will be defined simply as ‘the emergence of a new form-meaning pair-
ing which previously did not exist in the constructicon and which is ADDED as a
new node to the network’. This definition inchides Traugott and Trousdale's spe-
cial cases of formq.,-meaning,., pairings but also cases where a new sign is es-
tablished that only differsin form or function from its source. The important char-
acterstic feature in my definition is that the newly emerged construction
represents a new node in the network which is established and will have to be
linked to existing nodes. Crucially, it does not replace an existing node when it
arises. For example, the newly emerging definite article does not replace its
source (i.e. the demonstrative). The demonstrative [Seped] constriction remains
in its position in the network, However, the newly emerged article [sews] (For a
long time sharing the same formal shape with the demonstrative) is added as a
new node somewhere else in the network. In contrast, when the demonstrative
[seven] extends its meaning/function in the sense that speakers do not only use it
when they want to express spatial deixis but also for intertextual deixis then no
additional node is created in a locally different position but the change remains
local in the sense that the demonstrative [se] node is transformed. Some people
would say it is ‘changed’ in a one-sided manner (on its function side), some peo-
ple would say it is “substituted” by a slightly different construction. *Construc-
tional changes' (in the sense of Traugott and Trousdale), thus, are cases of local
node adjustment in situ.

Finally, as another type of lin guistic change, it is also possible that the links
between constructions are rearranged (node external change), Hilpert (forth.)
calls those ‘connectivity changes' in which the network undergoes some re-wir-
ing. Links between existing constructions may fade and disappear or emerge. Es-
pecially Torrent's work (2015: 173). is relevant here. He proposes two hypotheses:
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‘The Constructional Convergence Hypothesis'and ‘The Constructional Network Re-
configuration Hypothesis'. The first claims that “historically unrelated construc-
tions are capable of participating in the same formally and functionally moti-
vated network” (Torrent 2015: 175). The second proposes that “inheritance
relations in constniction networks change over time as new constnictions
emerge” (Torrent 2015: 175). The question remains what is responsible for the dis-
appearance or reamrangement of links between constructions?

One answer to this guestion is ‘divergence’. Constructions with high fre-
quency in some contexts exhibit greater autonomy. This is known as ‘divergence’
(Hopper 1991; Bybee 2003a,b). Certain subschemas which are used very often un-
dergo semantic bleaching or phonological reduction, and are often semantically
opaque and independent from the meaning of their relatives because they have
strong individual cognitive representations that do not need a direct comparison
with other constructions (Bybee 2003b: 618). For example, the future marker
gonna, which is the contracted version of the going to construction has obviously
lost its etymological compositionality, which is why it is likely that speakers no
longer associate it with the lexical verb go (in the sense of walk). We can say that
this particular subschema has emancipated itself from the other construction,
which corresponds to the dissolving of the assumed links between those nodes
( Bybee 2003b: 604, 618). Instead, due to its function as an informal future refer-
ence marker and it structural shape, new links might be established to the wanna
construction by analogy (Lorenz 2013a.b).

In general, a construct is well-formed if an existent schema sanctions the ut-
terance. In processing a construct, the hearer attempts to match the input with
nodes in his or her network., Often there is a full match (*full sanction') between
what the speaker intends and the hearer understands. When a hearer is unable
or simply does not match aconstruct with an existing construction in his/her con-
structional network becanse there is no existing construction that fully sanctions
the construct there is only *partial sanction” or ‘mismatch’. Mismatch can lead to
communicative breakdown, to the identification of an ill-formed construction, or
to the mental creation of a completely new provisional construction. Very often
however, mismatch leads to alignment. If language users (in this case address-
ees) cannot fully match a construction, they look for similar constructions by
analogy. This alignment takes place via application of the best fit principle which
is the search for an extant construction which is similar in terms of its discourse
and pragmatic properties and its constructional formal (sub)schema (Traugott
and Trousdale 2013: 57).

Another distinction regarding change can be made. Linguistic changes can
be conceptualized in two ways. Either as linguistic innovation in the individual
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speaker or as conventionalized innovation, in the sense that a new construction
has successfully spread in a speaker community. Innovative constructs are sym-
bolic pairings of form and meaning but they may be one-offs (non-entrenched) or
(entrenched) idiosyncrasies of a particular speaker or hearer, which are only
(temporarily) manifest in an individual network but lack conventionality because
they are not shared by a larger group. Even a new construction is not yet change
ata population level. If, however, the new construction has stabilized success-
fully in a speakers mind, is uttered frequently enough and is adopted by other
speakers in a social network, then we can talk about conventionalized change of
a language (i.e. linguistic change in more than one individual mental network).
Whereas one cannot expect to find a lot of traces of individual innovation in the
data, it is more likely that the conventional stage will be attested in the data (cor-
pora, textual evidence) (Traugott and Trousdale 2013: 46, 57).

This relates to the question whether linguistic change is gradual or abrpt.
From a constructional perspective the answer to this questions depends on the
perspective one takes (external or internal). If we focus on a population or textual
output (external perspective), change is definitely gradual and piecemeal be-
cause it takes time until a new construction spreads in the population. [fwe focus
on individual grammars, change has been said to be sudden in the sense that a
speaker has or does not have a new construction at his or her disposal or in the
sense that s/he has reanalyzed an ambiguous structure in a new way or not. At
the same time, language change in the constructicon of an individual has a grad-
ual component as well. For example, it will sometimes take repeated use over a
period of time for any newly emerged construction to successfully stabilize itself
(strong entrenchment) in the neural network ofan individual speaker.

4.2.3 Reconceptualizing grammaticalization as constructionalization

In this book [ argue that it is particularly fruitful to employ constructional think-
ing to explain cases of grammaticalization. Grammaticalization processes can
and should be reframed as cases of ‘srammatical constructionalization® (e.g.
Fried 2013; Trousdale 2014; Barddal and Gildea 2015). Traugott and Trousdale de-
fine ‘grammatical constructionalization’ as the emergence of “a form...—mean-
inge.. sign that is (mostly) procedural in function” (Traugott and Trousdale 2013:
147}, It is important to highlight the importance and influence of abstract con-
structions in grammaticalization. Scholars not only need to focus on fully speci-
fied atomic constructions, e.g. OF [sep] which might be grammaticalizing in
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time but also on their interaction with the more abstract schemas they are used
ine.g [[DET]+[CN]lwas.

Research on grammaticalization has been very productive in the last dec-
ades. However, it has also been attacked in more recent years. The extreme focus
on the question of unidirectionality and the constant debate abeut its status as
an explanatory mechanism drew the attention away from more important ques-
tions in diachronic syntax. The main problem is the namowness of focus:
“[Z]looming in on identifying which source lexemes become which resultant
grammatical morphemes, the importance of the constructional context is fre-
quently lost” (Barddal and Gildea 2015: 5). It is very important to understand that
erammaticalization takes place in and is often limited to a specific, larger con-
structional context. That is why one also needs to focus on the other grammatical
elements the respective morpheme combines with as well as the schematic slots
in which the grammaticalization takes place (Barddal and Gildea 2015: 5-8; Nogl
2007). At the same time, the grammaticalization of an individual morpheme can
be influenced by the emergence of abstract comple x constrictions on higher lev-
els in the network. In short, *a proper understandin g of language change has to
take into account the driving force of lexically underspecified constnictions”
(Van de Velde 2010: 291).

The awareness that syntagmatic relations and morphosyntactic context play
an important rele in grammaticalization has been termed the ‘constructional
turmn’ in grammaticalization studies (van Rompaey et al. 2015) but the observation
that linguistic elements often do not grammaticalize on their own but in the con-
text of larger constructions is not new (Bybee et al. 1994). Already Lehmann
(1995[1982]: 406) makes clear that the grammaticalization of lexical items takes
place within particular constructions and grammaticalization may invaolve the
creation of new constructions. Whereas some state that "a particularconstruction
- a productive syntactic structure with a specific lexeme in a specific slot [..] is
the initial point of grammaticalization” (DeLancey 1993: 3), others point out that
erammaticalization can also “result in the establishment of constructional sche-
mas whose slots can be filled with suitable lexical items™ (Hoffmann 2004: 195).
Haspelmath defines grammaticalization as “a diachronic change by which the
parts of a constructional schema come to have stronger internal dependencies”
(Haspelmath 2004: 26). For my line of argumentation, De Lancey's observation
will turn out to be crucial (see chapter 7).

According to Barddal (2008), Trousdale (2012, 2014}, and Traugott and
Trousdale (2013}, grammaticalization from a constructional point of view in-
volves the emergence of a new construction which is different from the source
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construction in several ways. First, there is an increase in schematicity, Schema-
ticity has generally been interpreted as the loss of contentful meaning and an in-
creasein abstractness (Gisborne and Patten 2011: 96). This means that the formal
and functional properties of the new construction are more abstract and more
procedural than the one of the source construction. It is crucial to understand
that construction grammarians distinguish between two kinds of schematicity.
First, the internal schematicity of a construction may increase. If a single atomic
construction like for example the noun back grammaticalizes into an adverb
back, we can say that the semantic schematicity of this construction has in-
creased as it expresses a much more abstract, spatial or temporal concept. At the
same time, also complex schematic constnictions can increase their level of sche-
maticity. More complex abstract schemas may expand by recruiting more mem-
bers. A schema which bleaches conceptually can extend the number of slotfillers
it accepts [Trousdale 2014: 559).

Higher schematicity ultimately affects productivity; an increase in productiv-
ity can be observed. Productivity is understood as the frequency with which new
instances may be generated. Finally, if the construction is complex, itis possible
that compositionality is reduced in the new construction. The decrease in com-
positionality must be understood as “a reduction of transparency in the link be-
tween meaning and form” (Traugott and Trousdale 2013: 113).

In chapter ¥ it will be shown in detail that the grammaticalization of the
demonstrative and the numeral is triggered by the prior emergence of two ab-
stract constructions. This leads to semantic bleaching, reduction in form and in-
crease in productivity, with the forms se and dn taking up more procedural tex-
tual functions as (in)}definiteness markers. The Fact that ultimately the semantic
pole and the formal pole of the OE demonstrative se and the numeral dn changes
(i.e. emergence of the article category) is linked to the constructionalization of
the [[DET:ulvermmecsmont CNialimansmseman construction in which [se] and [dn]
function as default slotfillers.

4.2.4 The status of reanalysis and analogy in Diachronic Construction
Grammar

In most constructionalist literature, reanalysis (neoanalysis) isseen as the under-
lying mechanism responsible for the creation of a new node in the network. Rea-
nalysis as a term is problematic because it has been defined in various ways by
different scholars and in different schools. Broadly speaking, reanalysis is the di-
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achronic process by whicha form comes to be assigned a different syntactic func-
tion from the one it originally had without any change in the surface form. For
Langacker, giving a rather functionalist definition, reanalysis is a “change in the
structure of an expression or class of expressions that does not involve any im-
mediate or intrinsic modification of its surface manifestation” (Langacker 1977:
58). Such a broad definition of reanalysis (as a structural change) includes se-
mantics and phonology. Reanalysis is invalved in grammatical constructionali-
zation because it involves structural change. [t causes a linguistic surface se-
quence to receive a new syntactic and semantic interpretation. An alternative
analysis is assigned to an existing string in ambiguous inguistic environments,
which resiilts in a split between an old representation and a new. In a next step,
the newly established representation may manifest in new surface sequences
which are incompatible with the old analysis (De Smet 2009: 1728-1729). In for-
malist frameworks reanalysis is conceptualized in a more namow sense, as a
“mechanism which changes the underlyving structure of a syntactic pattern which
does not involve any modification of its surface manifestation [e.g. morphologi-
cal marking, and word-order]” (Harrs and Campbell 1995: 50). Changing the ‘un-
derdying structure’ incdudes change in constituency, hierarchical structure, cate-
gory labels and grammatical relations.

Traugott and Trousdale point out that reanalysis has been criticized because
of “the ‘re-" in the term, the association of reanalysis with abruptness, and neglect
of relationship between reanalysis (mechanisms) and parsing (motivation)”
(Traugott and Trousdale 2010: 37). My own stance in this debate is that the term
re-analysis seems to be ill-formed especially from the perspective of the child in
the language acquisition process. It 5 a misconception to assume that a
speaker/hearer, when s/he encounters ambiguous input in his or her language
acquisition process, re-analyzes this input. If anything at all the child ‘analyzes
and ‘categorizes’ the linguistic data in a certain way. How should the learner re-
analyze a system that he/she acquires for the first time?

[0 ne can only ‘re-analyze’ something that pre-exists, so ila child learns a language and
parses a parlicular string with a new analysis, no ‘reanalysis’ has occurred from the point
olview ol the learner.| .| [TThe term ‘reanalysis’is therefore not accurate in a compositional
semantic sense, excepl in the case of language users who reanal yee their own stmclures.
[Traugotland Trousdale 2010 35)

From an outside perspective, on a meta level so to speak, it may be justified to
state that linguistic surface forms get re-analyzed (re-organized), but on the indi-
vidual speaker’s level a different process takes place. The speaker merely anal-
yses the linguistic input available, This is why Traugott and Trousdale (2013: 36)
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- inspired by Anderson (2001) - suggest to use the term ‘necanalysis’. Here, |
suggest that rather than neo- or reanalyzing anything, the learner recognizes pat-
terns, draws analogies, and finally categorizes them in a certain way (see chapter
7 for the notion of *(re}alignment").

Moreover, there isanother problem when it comes to reanalysis/neoanalysis,
since ambiguity cannot explain the introduction of syntactic innovations:

The notion of reanalysis suggests thal a new category can be created ex nihilo on the basis
of some structural ambiguily, This is problematic, however, because il is logically impossi-
ble for an innovation o be introduced on the basis of an ambiguity thal strictly speaking
exisls onlyin retrospect - thal is, after the change has laken place, [ De Smel 2009:1729)

The question remains where innovative structural representations come from on-
tologically. When it comes to reanalysis, more is involved than the syntactic rep-
resentations and their syntactic ambiguities. The outcome of reanalysis is influ-
enced by the language stage (the structure of the constructicon at time X) that
exists prior to reanalysis. Also Fischer argues that

[l reanalysis can be said o take place [, it takes place affer an anofogical process, [would
argue thal analogy is primary or al the least stands on an equal footing with reanalysis since
a reanalysis, both a semantic-pragmatic and a structural one, lakes place within the con-
tours of the communicative situation and the grammatical system in which a structure op-
erales, The reanalysis will therefore also be conlined and shaped by the formal structures
that already exist. My hypothesis is thal a reanalysis of a structure will nol as a rule resull
ina totally new structure, bul in one that is already in use elsewhers (el also [onen 2005:
110=13). [t is the supserfcial similarity (analogy) that alangusge user peroeives belween Lao
structures and between bwo communicalive uses of them thal causes a reanalysis in one of
them, 50 as Lo bring il in line with the other. The perception of simiarity must be logically
primary bo the reanal ysis, [Fischer 2007: 123, |original emphasis|)

The result of such a line of reasoning is that in many examples, reanalysis can
easily be interpreted as analogy-based (Plank 2004; Kiparsky 2012), which di-
rectly relates to the ongoing discussion about the ‘primary’ status of either rea-
nalysis or analogy in grammaticalization and constructional change. ‘Primary’
can be understood in two ways: on the one hand, as a temporal notion (*prior’),
on the other hand as an evaluative notion (*most important’} (De Smet 2012 629).
largue that analogy is *primary’ in both senses of the word.

Analogy and analogical thinking has long been understood as an important
factor in cognition (Hofstadter 1995; Gentner et al. 2001; Antilla 2003; Itkonen
2005). Additionally, it has been positioned as a primary driving force of grammat -
icalization (Fischer 2007, 2008, 2009) and constructionalization (De Smet 2009,
2012). As extension is an important feature of many cases of grammaticalization
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this has led to reconsider the role of analogy (Kiparsky 2012). Also Givon points
out that

almost all creative-elaborate diachronic change in language, be il phonological, mompho-
syntaclic, semanlic or discourse-pragmalic, is in principal gnalogical. That is, it invalves
the language user's recognition - conscious or subliminal - of similarities between two
structural or linctional conlexts. (Givan 1991: 258, [original emphasis|)

From a constructional point of view, it must be added that the speaker’s ability to
decode meaning by linking to varous nodes across the network is essentially an
ability to think analogically (Traugott and Trousdale 2013: 57).

Like reanalysis, analogy has been defined in many different ways, which of-
ten leads to confusion. The dassical concept of analogy, which nowadays is
termed “four-part” analogy and which describes individual linguistic changes,™
has recently been refined and conceptually upgraded to an explanatory mecha-
nism. The term analogy has been widened to mean *rile generalization/exten-
sion’ and thus has been put on a higher metalinguistic level of analysis (Traugott
and Trousdale 2010: 32, 36; Kiparsky 2012). In this book, the ‘wider' conceptual-
ization of ‘creative analogy” will be emploved. Analogy will be understood as a
psychologically real phenomenon. It is a relation of similarity and a problem-
solving “historical process which projects a generalization fromone set of expres-
sions to another” (Frawley 2003: 77). *When less central constructions or inter-
pretations are subsumed under the central or prototypical one, it is natural to
assume that the latter has been (analogously) extended to them" (Itkonen 2005:
24, loriginal parentheses]).

What makes analogy so attractive as a mechanism of change is that it is an
important cognitive principle which also works in other domains thereby giving
the theory an external explanatory base. We can postulate an innate faculty of
analogizing that is not domain-specific (Itkonen 2005: xi; Fischer 2007: 84; Hof-
stadter 1995; Gentner et al. 2001). Studies have shown that pattern-finding is typ-
ical of primates. Primates leamn about co-occurrence, succession and causation
of things and events onthe basis of analogy (Itkonen 1994: 45). For example, psy-
chological experiments (Posner and Keele 1968; Medin and Schaffer 1978) reveal
that when subjects are exposed to geometrical objects, patterns of dots, and
drawings of facial features they are able to form categories based on similarity to
a prototype that has never appeared in the experiment. Such studies highlight
that similarity and frequency in experience, which lead the subject to draw cer-
tain analogies, determine categorization.

79 Four-parl analogy is oflen lormalized as A: B = C: X [Campbell 1998: 91),
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Also in the linguistic domain, an analogical action is performed when thein-
dividual (a) constructs similarities between two linguistic strings (generaliza-
tion), (b} abstracts a more abstract pattern (analogical reasoning) and (c) extends
this abstract pattern to a new instance (analogical extension )™

The perceplion af similarily, or perhaps better the inabilily o seea di ference | ...] between
twio linguistic signs or bebween two relerents, may cause the learner/speaker Lo shill such
an element Lo another sel in his processing system, asel thal is unctionally or formally
close [Lhis mechanism is ollen called ‘abduction’). [Fischer 2007: 324)

The speaker has a certain input available, which is categorized in a certain way.
The speaker will try to align new (less prototypical) input with those existing cat-
egories,

Especially studies in language acquisition have shown how important anal-
ogy is (e.g. Bod 2006, 2009). In the brain of the child analogical processes are at
work when the child acquires its first language patterns. Some researchers argue
that most of the utterances a child produces cannaot be produced purely by imita-
tion, as this cannot account for the fact that children produce novel utterances
which they have not heard before. Therefore, certain domain-specific mecha-
nisms (which are part of UG) must be available to the child to build these phrases,
Although the kind of mechanism which lies behind the ability to create novel ut-
terances is still being disputed, cognitive approaches argue that the observed
ability does not necessarily point to some Language Acquisition Device (LAD) as
presupposed by generative linguists. It is more likely that very simple operating
principles work on the input. An awareness of ‘same” and ‘different’ - in other
waords the ability to draw analogies — may help children to produce novelties.,
Seen from that perspective, they are not really novelties, but extensions of some
of the input they have heard most frequently before (Fischer 2007: 72-74). In
other words, the imitation of existing patterns plays an important role. Analogy
thus becomes “a principle of synchronic grammatical organization and language
use, meaning that it is part and parcel of the cognitive abilities that speakers
bring to the task of interpreting, producing, and even acquiring language” (De
Smet 2009: 1731). This gives analogya double status: a mechanism of change and
a strategy of synchronic organization at the same time.

Research on ‘Analogical Modeling” has so far concentrated on phonology,
morphology and morphological change (MacWhinney 1978; Skousen 1989, 1992
Baaven 2003; Antilla 2003; Chapman and Skousen 2005; Itkonen 2005). Syntax,

B0 The applicalion Lo a new inslance 15 of course done sibeonscously. The speaker does nol
adively analyvee Lhe inpul.
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however, has also been investigated (Anderson 2006; De Smet 2013). Itkonen and
Haukioja (1997: 145-147) investigated analogical procedures when it comes to
novelties in syntactic structure. They were able to show that complex syntactic
structures can be induced by analogical extension on the basis of simpler pat-
temns given in the leamer's input and not necessarily on the basis of a presup-
posed UG, With hiscorpus-based computational experiments on the CHILDES da-
tabase (Data oriented parsing-models; DOP), Bod (2006, 2009) has also shown
that the acquisition of more complex abstract syntactic constructions and “rule-
based" aspects of language is possible on a probabilistic exemplar-based basis,
where the frequency of input patterns determines which analogies are drawn and
which syntactic strictures are produced. Those models, drven by structural
analogy, allow for productivity and meta-linguistic judgments and produce *a
new sentence-structure out of largest as well as most frequent overlaps with struc-
tures of previously experienced sentences” (Bod 2000: 753, [original emphasis]).

Admittedly, analogy has also been criticized as an explanatory mechanism
for historical changes. It is often difficult to judge the exact impact ofa given an-
alogical model on a given change (Lass 1980). Analogical reasoning is seen as
being too vague and too unconstrained to enable the postulation of specific hy-
potheses about the direction of change (Lightfoot 2004: 743). Still, “the require-
ment of basic similarity still offers a criterion - if sometimes a frustratingly vague
one — on what changes to expect and what changes to rule out, and in this way
further contributes to explanatory adequacy”™ (De Smet 2009: 1749). Moreover,
analogical change is not completely unconstrained. Which analogies are drawn
is influenced by the frequency-sensitive processing system. If a pattern never or
rarely occurs in a language, it is not very likely that the speaker will adjust his or
her grammatical system around this pattemn. Therefore, functional and formal
analogy must be seen as one of the essential factors in language leaming and
change.

Analogy should be understood in two ways, namely as primary causal moti-
vation and as a type of linguistic change at the same time. To highlight this dif-
ference, Traugott and Trousdale distinguish between the process of analogical
thinking and the mechanism analogy which they call ‘analogization’. This dis-
tinction highlights the difference between a motivation (thinking) and a change
based on pattern match (mechanism). Analogical thinking ‘enables’ which
means that it matches aspects of form and meaning but it does not necessarily
result in change. In contrast, analogization brings about constructions that did
not exist before (Traugott and Trousdale 2013: 38).

For Traugott and Trousdale analogical thinking is prior to most change and
in that sense primary, whereas analogization is the reconfiguration of features of
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a construction; as such it is not as important as neocanalysis, as there can be neo-
analysis without analogization but no analogization without reanalysis (Traugott
and Trousdale 2013: 58). Analogization is seen as a subtype of neoanalysis be-
cause the construction is still analyzed differently than its source (Petré 2015
285).

In the following sections it will become obvious that [ tend to agree with re-
searchers like De Smet and Fischer that reanalysis is to some extent epiphenom-
enal as an independent mechanism of change. Observable reanalyses will only
be seen as the epiphenomenal results of previous analogical processes which
take place in the mind of the speaker. Following Traugott and Trousdale (2013), 1
also distinguish between analogical thinking and analogization. In section
7.1LL1, I'will postulate ‘a cognitive cycle of constructionalization’, which visual
izes the cognitive, speaker-internal steps during constructionalization showing
in detail how analogical thinking precedes neoanalysis.

4.2.5 Fuzzy Grammar: gradience and gradualness

When investigating a natural language, it can be observed that on the one hand
thesystemis constantly changing through being used and that on the other hand
the categorization of linguistic elements is often difficult and fuzzy. In order to
describe a linguistic system, elements which behave similarly are usually classi-
fied and categorized. However, not all members of a category exhibit exactly the
same behavior. This was also shown in chapter 2, where the definite article in
Present Day English fulfills all the listed criterda for articlehood but the indefinite
one does not (see section 2.4). It is mostly debatable which categories should be
used to model a particular grammar. Moreover, it s generally a difficult task to
define a linguistic category. A clear categorization of an element is often simply
impossible and not every member of a category displays every syntactic or se-
mantic property ascribed to the category because category membership is histor-
ically unstable. Elements can change their category status in time (e.g. demon-
strative = article). Thus, any good model needs to be able to accommodate “the
pervasive gradience in linguistic categorization” (Fried 2013: 423). Categories are
“notational tools [which are] abstract id ealized means of reflecting syntactic and
pragmatic differences between seemingly similar constructions” (Keizer 2007: 3).
They are “systematic and idealized representations of the way we believe gram-
mar to be mentally constituted” (Aarts 2004: 3). Therefore, in a usage-based ap-
proach it is always debatable which categories should be used to model a partic-
ular grammar.
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Diachronic Construction Grammar accepts the fact that category membership
is gradient and it postulates that many categories are not universal but language
specific (Croft 2001, 2007). All syntactic categories are epiphenomenal entities
which are rooted in discourse and which vary across and within languages (Van
de Velde 2010: 267; cf. Bybee 2003a,b; Hopper and Traugott 2003). Gradualness
is responsible for the phenomenon of gradience in synchrony, “[Als change is
gradual, the categories and units of language are vadable and [...] form gradient
rather than strictly bounded cate gories™ (Bybee 2013: 50).

In traditional descriptions of grammar, categories are mostly derived by
means of formal/distributional and semantic criteria. When categorizing, gram-
marians mostly insist on “Aristotelian categories with necessary and sufficent
conditions for membership and hard-and-fast boundaries” (Denison 2006: 279),

[Many schools of modern linguistics generally adopt a dgid approach to categod mlion by
nol allowing degrees of form class membership, degrees ol resemblance Lo a prololypse or
overlaps between calegories, This all-or-none conoeption of categorizaton (Balinger 1961)
goes back 1o Aristolle, and has been pervasive and influential, especially in formal linguis-
ties, (Aarts 20604: 1)

Mormmally, any category is “defined by a basket of properties [with no] intermedi-
ate possibility between categores [which leads to] unique constituent analysis of
each sentence” (Denison 2006: 282). Often, however, a clear categorization of an
element is simply impossible and therefore Aristotelian categories have been
called into question by several linguists (e.g. Denison 2006; Croft 2007). As a mat-
ter of fact, not every member of a category displays every property of this cate-
gory. To deal with this problem, some researchers postulate more and more cate-
gories or subcategories to account for every ocouring linguistic pattem. An
example of this strategy would be the postulation of a postdeterminer category
as a category in between determiners and modifiers floating between the two cat-
egories (Ouirk et al. 1985: 253-264).

An alternative strategy is to propose ‘gradience’ in grammars, The term gra-
dience is used in different ways in linguistic discourse. It is a “grammatical notion
which refers to the (perceived) interlacing of the categories in language systems”
(Aarts 2004: 5); in other words, it concerns the nature of bound arjes between cat-
egories and the question of how the members within the category are being orga-
nized (Traugott and Trousdale 2010: 20). Some members of a category are con-
ceived of as being ‘better’ than others so it has been suggested that more
prototypical/central and less prototypical /peripheral members of each category
exist — allowing for degrees of membership (Quirk et al. 1985: 90; Plank 1992;
Denison 2006). Such a suggestion corresponds to ‘goodness of exemplar’ or to
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‘degree of membership’ in prototype theory (Denison 2006; Aarts 2004, 2007a,b;
Rosenbach 2006; Croft 2007).

One scholar who has dealt with syntactic gradience is Aarts (2004, 2007a,b),
who understands gradience as “an undeniable property of any cate porical sys-
tem, including grammatical descrptions” (Aarts 2004: 3). In his work, he makes
some further distinctions, He distinguishes between “Subsective Gradience' (SG),
which is “intracategorical in nature and allows for members of a dass todisplay
the properties of that class to varying degrees” (Aarts 2004: 1), and ‘Intersective
Gradience' (IG) which is characterized by two form classes which ‘converge’ on
each other. Subsective Gradience "allows for a particular element x from category
o to be closer to the prototype of A than some other element v from the same cat-
egory, and recognizes a core and periphery within the form classes of the lan-
guage” (Aarts 2004: 6). Intersective Gradience, on the other hand, “obtains be-
tween two categories, suchthat they gradually converge on one another by virtue
of the fact that there exist elements which display properties of both categores”
(Aarts 2004: 6).

Aarts bases his distinction on a morphosyntactic and distributional approach
and claims that 5G is much more frequent than IG. He subsequently defends a
position that allows for gradience but keeps up “sharp boundaries between cate-
sories” (Aarts 2004: 1)

|Glrammatical form classes can be strictly kepl apart while allowing for them Lo ‘converge’
on each other, Convergence occurs when an element a from class A displays morphosyn-
tactic properties of another distinet form class B, Unless the B-like properties of a outweigh
the Adike properties, o will be assigned o class AL (Aarls 20004G: 3)

Bydeing so he tries “to find a middle ground between formalists who marginalize
gradience to the periphery of grammatical analysis, and functionalists who be-
lieve that gradience is central because it is so widespread in grammars” ( Traugott
and Trousdale 2010: 30-31). Aarts has been criticized for his distinction of IG and
SG by several researchers (Croft 2007).

Espedally in diachronic syntax, where grammaticalization and gradualness
are extensively researched, linguists are fully aware that the discussion about the
synchronic (gradient) architecture of grammars interacts with the gradual
changes observed in grammaticalization; change manifests itself in synchronic
variation (Andersen 2001: 228). The phenomenon of grammaticalization is the
reason why syntactic categories are considered to be gradient (Hopper 1987;
DeLancey 1997; Bybee and Hopper 2001). Haspelmath points out that “since
grammaticalization is generally regarded as a gradual diachronic process, it is
expected that the resulting function words form a gradient from full content
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words to clear function words” (Haspelmath 2001: 16539). Traugott and
Trousdale propose to see “gradualness as in some way a diachronic dimension of
gradience” (2010: 26). In diachronic processes of category change (often a gram-
maticalization process where elements are ‘recruited’ for a new function), ele-
ments show differences in progress in this transition. Elements can be grammat-
icalized to a higher or lesser degree, which also means that at a particular point
in time it may simply be impossible to decide whether a linguistic element in a
particular context, for example, is still a numeral or an indefinite article.

Although some elements do not fit their categorical profile perfectly, this
does not need to be an argument for abandoning categories altogether. In short,
some kind of categorization is always necessary if a linguist wants to describe a
linguistic system properly. However, if we want to employ the notion of catego-
ries in the description of grammar, the goal must be to delimit them cdeardy some-
how. [tisimportant to set up clear criteria for one or the other category. Especially
those elements that represent the prototy pe of the category should be demarcated
clearly (see criteria for articlehood in section 2.4). At the same time, we must also
accept that sometimes assigning category membership will not be possible, This
relates to another point which was already made in the previous chapters. When
it comes to setting up characteristic criteria for a certain category, the essential
questionis which properties are relevant for cate gory membership. Another ques-
tion is if the relevant properties are equally important. Some properties may have
a so-called higher ‘clue validity’ than others, which means that this property isa
highly reliable dlue to assign category membership (Tavlor 2003: 36).

At the end of this section [ would also like to draw the reader's attention to
the following point: when asking for the relevant properties for category mem-
bership it may not be the best decision to demand the fulfillment of a specific
maorphological criterion. It may also not always be possibleto find some semantic
property which all category members share, Often, the main criterion for why cer-
tain linguistic elements are considered members of a particular category is that
they behave similarly with regards to how they are recruited into larger construc-
tions, Certain categories can function as slotfillers for specific functional slots in
more complex (abstract) constructions, For example, in the comprehensive gram-
mars of English several linguistic elements are cdassified as determiners. Mot so
much because they are so similar in terms of their meaning or function but pri-
marily because they can take the position of a slotfiller in the determiner slot in
NP constructions.
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4.3 Concluding remarks: the constructional contribution

This chapter has discussed the most important commitments of a usage-based,
cognitive constructional approach to language as well as its usefulness for dia-
chronic research. To conclude the chapter, [ would like to make one more com-
ment on Diachronic Construction Grammar as a new field. As this branch of con-
struction grammar is still a younger enterprise than the synchronic branch, many
meta-theoretical questions have not been answered vet. One of these fundamen-
tal questions is whether the diachronic branch of Construction Grammar can be
a faitful endeavor without placing cognition and psychological reality/plausi-
bility at the center of discussion (Hilpert forth. ). On the one hand, its aim has been
defined as the “historical study of constructions” (Barddal and Gildea 2015: back
cover) looking for their occurrence “in specific types of [performative] usage
events" (Fried 2015: 140} with a rather descrptive focus on which constructions
exist, when they arise, and how they formally or semantically change over time.,
On the other hand, Diachronic Construction Grammar with a cognitive outlook
focuseson psychological underpinnings and aims to “make statements about the
[internal] linguistic knowledge of earlier generationsof speakers” (Hilpert forth. ).
Mote that these two goals are not equivalent and many diachronic scholars seem
to feel more comfortable when collecting and indexing constructions of a partic-
ular language at a particular point in time, without discussing the cognitive mo-
tivations for their emergence, loss or change.

In contrast to that, [ believe that linguistic change “provides an important
window into the understanding of the cognitive processes underyving language”
(Bybee 2013: 50). Because of that Diachronic Constniction Grammar should focus
on the mental processes hypothesized to be involved in linguistic change. The
uniformitarian principle allows us to assume that the same cognitive processes
that operate in the mind now have operated in the minds of speakers 1000 vears
ago and - after all - language change starts in the mind of individual speakers.
In other words, Diachronic Construction Grammar should take the cognitive com-
mitment seriously. Discussing cognitive factors that trigger language change in
an informed, systematic manner is definitely one of its added values.

Construction Grammar models have been criticized for selling old wine in
new skins and for simply listing constructions in an *anything goes' manner (e.g.
Leiss 2009). This, however, could not be farther from the truth, First of all, it is no
shame to incorporate findings from other schools of thought (e.g. functionalism),
areas (e.g. psycholinguistics, neurolinguistics, cognitive science) or traditional
thinking (e.g. Ferdinand Saussure's sign concept or Herman Paul's thoughts on
the importance of analogy). Second, one of the most fundamental and ‘original’
contributions of Construction Grammar is the idea that constructions are not
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simply listed but are arranged in networks, Theorizing about the nature of the
network — its node design and the changes between those nodes - is crucial and
one of the most important aspects for a diachronic linguist working with Con-
struction Grammar. Sketching such network structures enables the researcher to
show very elegantly how a change in one construction may affect the whole net-
work (i.e. the linguistic system).

After this introduction to diachronic constructionalist thinking it is now time
to tackle the specific phenomenon investigated. Chapter 7 will apply construc-
tional thinking to the case of the emerging articles in Old English. I will come
back to many of the ideas which have just been presented. However, before any
constnictional network of OE referential NP's can be sketched, the next two chap-
ters present the findings from an extensive corpus study on varous nominal de-
termination patterns.




5 Nominal determination in the Anglo-Saxon
Chronicle

Even when Old English patlerns are quile distinet, we still have data lor only one limited
sel ofstyles and registers., [ ] Our statements aboul English before AD 800 are essentially
reconslrudions informed by a smattering of information. (Toon 1992 5§15~ 428)

Chapter 5 and 6 of this book constitute the empirical investigation. The data
analysis and its results will shed new light on nominal determination and
(in}definite NP constructions in Old English. The overall goal of the next two
chapters is to trace the diachronic development of se and dan gualitatively but
also quantitatively by analyzing several OF prose texts from early to late Old
English. Onlya quantitative analysis of a larger data set can showhow plausible
the theorieson article emergence, which were presented inchapter 3, really are.
5o far, not many existing studies on the OE noun phrase have tested their as-
sumptions against a large, computer accessible text sample using inferential
statistics. Therefore, a frequency-based analysis is needed to understand OE NP
struchure better. In general, the researcher should never take handbook state-
ments for granted. Very often, reported instances of certain patterns allow for
an alternative interpretation or a different kind of translation than the one that
is sometimes given. In addition, the examples are often listed without context,
sowe cannot analyze their contextual embedding or their discourse-pragmatic
function on the basis of these lists. Another important factor, which is often
missing in the handbooks, is adiscussion of frequency. Howwe model OE gram-
mar should be based on the frequency of certain patterns. The existence of a
small number ofinteresting ‘exceptional” patterns does not necessarily indicate
that they are representative of the grammatical system in use. Those instances
might be scribal errors, typos, frozen expressions, highly marked stylistic (po-
etic) devices or simply archaic forms which represent an older language stage.
This relates to the crucial question in quantitative analysis of how many in-
stances of a certain pattern a linguist needs to find in order to legitimately as-
sign productive status to such a pattern. Especially for a usage-based construc-
tionalist approach, which highlights the importance of frequency and analogy,
quantitative results are especially important. To elicit the data, the Corpus
Search program was used to investigate the chosen manuscripts from the YCOE
corpus. For statistical analysis R was used.
The issue at hand is whether se and dn already functioned as articles in Old

English or whether they took on that role later in Middle English. This question
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will be tackled by (a) investigating the distrdbution of several definite and indefi-
nite NP constructions and by (b) testing and evaluating the criteria for arti-
clehood, which have been set up in section 2.3, It remains to be seen if and how
the criteria are met by the forms se and dn in varous early and late OE texts, Ul-
timately, it will be argued that not all criteria are useful to demarcate the cate-
gory. It will be shown that article development is a gradual process in which the
forms se and an slowly but steadily change their semant ic and syntactic behavior.

As a first step in the empircal investigation, the Peterborough Chronide
(henceforth also PB) and the Parker Chronicle (PA) were analyzed. Several search
gqueries were run to determine the frequency of some basic determination pat-
terns in the prehead of the noun phrase (position and occurrence of determina-
tives) in those two manuscripts. In section 5.2, those patterns will be discussed.
In this section, two constructions will receive special attention, namely
[DEM+CN]spaer and [DEM+AD]+CN]spae where the head noun is not only deter-
mined by a determinative but also modified by an adjective. Analyzing this con-
struction can shed light on the question whether the erosion of adjectival inflec-
tions has supported the development of the articles; a hypothesis which was
presented in section 3.2.1.

Additionally, Iwill investigate whether within a single document (which was
compiled over several decades) a quantitative change in demonstrative usage can
be observed. In the literature it is claimed that the frequency of se increases stead-
ily from Old English to Middle English and that this increase is a divect result of
and evidence for the emergence of the form's article function. The aim of section
5.3 (and later chapter 6) is to find empirical evidence for thisincrease. This isdone
by splitting up the two chronicles into subperiods. The Anglo-Saxon Chronicle is
a composite document; a collection of annals written by different scribes who
added text throughout the vears with changing styles. This makes the chronicle
a testament of inguistic diversity and change, which is why it should be possible
to observe diachronic changes within this one document only.

The status of dn will be discussed in section 5.4. I will investigate how often
and in what way the form is used in the Peterborough and Parker manuscript.
Finally, in section 5.5, [ establish if and to what extent the criteria for articlehood
are useful and met by the two forms. Only afterwards, I will investigate other OE
prose texts (chapter 6).
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5.1 Manuscript information

Before any empirical results are presented, some background information about
the two manuscripts needs to be provided. The Anglo-Saxon Chronicle is a collec-
tion of annals in Old English telling the history of the Anglo-Saxon tribes. It is
likely that the chronicle had its origins towards the end of the ninth century dur-
ing the reign of King Alfred the Great (871-899), who is characteristically associ-
ated with prose writing at that time and who is said to have ordered the compila-
tion of the chronicle (Hunter Blair 1966: 12}, The chronicle is of enormous
importance as it is one of the earliest fundamental cultural documents compiled
in English. [tisthe first continuous national history of any westem people in their
own language and it seems that ®at this time no other European nation appar-
ently felt confident enough in its own language to record its own history” (Swan-
ton 1996: xx}. In other words, the chronicle is the single most important source
for the historical period between the departure of the Romans and the Norman
Conguest (Hunter Blair 1966: 11).

The chronicle does not consist of one text, but of 2 number of individu al texts
with a similar core but considerable local variation, each having its own history.
MNine manuscripts, of which none is the original version, survived in whole orin
part. The ariginal chronicle might have been compiled in the early 890s by a
scribe in Wessex but was lost (Abels 2005: 15). Seven of the nine manuscripts to-
day can be found in the British Library. The other two are kept in the Bodleian
Library, Oxford and the Library of Corpus Christi College, Cambridge.

Essentially, the Anglo-Saxon Chronicle grew out of so-called ‘Easter Tables'.
With the use of these list-like tables, consisting of separate lines for astronomical
data and very short notes, the clergy determined religious feasts in future vears.
It is a composite document using several sources for information. Records of
waorld history from the beginning of the Christian era to the vear 110 probably
came from one of the small encyclopedic volumes similar to the Roman “cosmog-
raphy’. Other annals were transferred from Bede's chronological appendix in the
Ecclesiastical History. Continental sources and even oral transitions are incorpo-
rated. Apart from a few exceptions, the annalists are anonymous and usually im-
personal (Swanton 1996: xx). Through the course of time - from the 9™ to the 12
century —, one can witness a change in the prose; the text changes from listing
brief announcements to lively sketches of dramatic events, From 890 onwards,
entries become fuller, more complex and more coherent in terms of content. The
style becomes increasingly personal and colloquial with annalists even taking
sides (Swanton 1996; xvii).
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5.1.1 The Parker Chronicle

For this book two of the nine manuscrpts were chosen for detailed analysis* The
firstis the Parker Chronicle, alsocalled the Winchest er Manuscript {A), which once
belonged to Matthew Parker, archbishop of Canterbury 1559-1575. Today it is
held in the Library of Corpus Christi College, MS 173, f.I-32 and is the oldest sur-
viving manuscript of the chronicle, The Parker Chronicle mirrors the oldest lin-
guistic stage available to researchers of Old English, because it “was not brought
into conformity with the late West Saxon literary standard” (Swanton 1996: xxi;
Bately 1986: Dxxii).* The text also includes certain sections which are not in-
cludedin any other version. The manuscript was begun at Old Minster, Winches-
ter, when a scribe wrote out the genealogy of King Alfred (Swanton 1996: xxi).
The first chronicle entry is for the vear 60 BC and the scribe stopped with the yvear
891, After that several other scribes continued through the tenth century (Bately
1986: xxi). The manuscript gives an account of the Danish invasion during the
reigns of Alfred and his son Edward until 924,

The Parker Chronicle also inchides a copy of the Laws of Alfred and the Laws
of Ine which were originally bound in after the entry for 924, Moreover, itincludes
four poems in traditional alliterative verse (Swanton 1996: xxi}. The manuscrpt
becomes independent of the other texts after the entry for 975 and the last ver-
nacularentry is for 1070, describing the institution of Lanfranc as archbishop of
Canterbury. “With the exception of a relatively long entry for 1001 (describing
Danish raids in Hampshire and Devon), the later entries are typically scant, sin-
gle-line, single-event, formulaic entries, but valuable because independent of
other recensions™ (Swanton 1996: xxii).

5.1.2 The Peterborough Chronicle

The other manuscript which is studied is the Peterborough Chronicle, which was
once owned by William Laud, Chancellor of Oxford University and archbishop of
Canterbury (1633-1654). Therefore it is also known as the Laud Manuscript (E).

81 As already mentioned in the introduction, [ analyeed the manuscript Gles in the YOOE corpus
(cochronE.o®; cochrondA.o23) which are based on Plummer (1965).

82 Here il makes sense (o speak of a kind of Schrifisprache [wrillen language| rather than a
slandard.

83 For [urther delails on dillerent seribes and passages in Lhe Parker Chronicle see Plummer
(1952) and Bately (1986,




Manuscripl information =—— 171

The chronicle is currently held at the Bodleian Library, MS Laud 636.* Generally,
the Peterborough Chronicle was maintained lon gest, its earliest entries refer to 60
BC down to 1154 (ME times) (Irvine 2004: xiii).

Down to the close of 892, the Peterborough Chronicle embodies the contents
of the Parker Chronicle or, to be precise, the ‘common stock’ of the chronicle,
known as ‘the first chronicle’, which is not only incorporated in the Parker Chron-
icle (A) but also in manuscripts (B) and (C). An exception is the Peterborough's
preface where it follows the Worchester manuscript (D)% Additionally, various
charters and local details about the Peterborough Abbey were included that are
not found in other versions.® Especially after 1023, the Peterborough Chronicle
becomes more original and fewer northem events are described (Swanton 1996:
soaovi; Irvine 2004 xooovi; Plummer 1962),

Generally, the manuscript canbe splitup into three main parts: (a) the entries
up to 1121, and the so-called two continuations'; (b) 1121-1131 and (c) 1131-1154.
The entries up to 1121 are all *in a homogeneous hand and ink” (Clark 1958: xi)
and thus are considered to be written by one scribe continuously. At first glance,
it may seem exceptional that autharship in the Peterborough Chronicle has been
ascribed to one hand down to the entry for 1121 (Earle 1865: xliii). This relates to
the fact that in 1116 there was a fire at the Peterborough monastery and the origi-
nal manuscript supposedly was destroved. However, shortly after the fire an un-
known manuscript was borrowed, possibly from a Kentish library, which was
copied up to date, so that one finds a new chronicle with the vear 1121, In other
words, one scribe worked on the manuscript more or less continuously; first he
brought the manuscript up to date and then he continued over the following ten
vears to add new material (Irvine 2004: xix; Clark 1958: xi).

Whereas the so-called first continuation (1122-1131) is still written in late Old
English, the second continuation shows mixed forms and is written in what is
considered to be an early form of Middle English. The first continuation is de-
tailed and has unique records of events in the area as well as insights into the life
of ordinary people. It records the Morman Congquest as well as ecclesiastical scan-
dals. After 1131 the manuscript was laid aside. The second continuation (1132-

84 http fwoares bodle oo ae ol depl scwrmss fwmss me dieval ‘mss fmisc/ 12 h.him

85 Although the manuscript has some elements in common with the northern version of the
Worches ler manuscript it makes no use of the Mercian Begister and omils the Brunanburh pan-
EEYTL.

86 Also the chronicle contains thidy-eight Latin entries, which ooour sporadically through the
manuscripl up o 1062, Those entries mosily deal with universal and English eoclesiastical his-
Lory and are very uniform in style (lrvine 200d4: Loeoviii). The Lalin enlries are nol analyzed in
Lhis project.
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1154), was written as a composite account about 25 vears later by a second scribe
in a completely different hand who brought things up to date at around 1155. All
in all, the two continuations stand on their own in terms of information, style and
language (Clark 1958: xii; Ker 1957; Irvine 2004). For this study, however, only
the part of the chronicle down to 1121 will be analyzed, as the continuations are
not availablein the YCOE corpus but only in the PPCMEZ, which is tagged slightly
differently (especially when it comes to nominal determination) and thus output
structures often cannot be compared.

The two manuscripts have been chosen as examples of Old English because
they are secular prose, not translations and are available in a tagged format. On
top of that, the idea was to split up the texts into diachronic periods in order to
investigate the emergence of the article as a diachronic process throughout the
centuries (see section 5.5 for details). With respect to this idea, one objection
comes to mind immediately. The Peterborough Chronicle was rewritten in 1121 by
one scribe and as aconsequence this scribe might have changed ‘older’ grammat-
ical structures to conform to the linguistic norms of 1121 while copyving. Therefore
one could argue that if the Peterborough Chronicle mirrors some language stage
it is the one of 1121 and no other. The essential question then is if the text can be
split up into meaningful diachronic subperiods at all? This only seems reasona-
ble if we assume that the scribe was faithful to the original and did not hy percor-
rect. To answer this question is difficult. The text shows some peculiarities of the
scribe and sometimes slightly differs from that of other manuscripts (Irvine 2004:
cviti—cluv). Soitis difficult to distinguish reliably between any differences which
have arisen as a result of vardation due to historical transmission and those dif-
ferences which may have been introduced by the scribe (Irvine 2004: clx).

Several researchers attest a faithful copyving process. For example, [rvine
does not identify any peculiarities for the demonstratives and points out that the
scribe “seems to have copied fairly faithfully the morphology of the exemplar or
exemplars used [...] since morphological practices vary according to the different
sections” (Ievine 2004: cxxxix; Allen 1995: 170). Clark also remarks on the general
conservatism of the “inscrutably conventional copied annals” (1958: ) and
states that the part upto 1121 “represents the immediate original fairdy faith fully®
(1958: xxw). Trusting such statements, [ believe that to split up the text is possi-
ble.

5.2 Basic determination patterns

Asse and dn are part of the prehead (when functioning as determinatives), [ an-
alyzed the OF prehead rather than posthead structures, The elements which are
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maostly used to mark definite reference in Old English are demonstratives, posses-
sives, but also genitive constructions. As these determinatives mostly combine
with common nouns, such constructions were primarily examined although Twill
also briefly discuss combinations with proper nouns. Table 17 lists the definite
and indefinite NP constnictions searched for in the two manuscripts. Of course,
many other noun phrases with more complex or different prehead elements exist
(e.g. NPs with quantifiers, binominal constmctions,...). For this study, however,
[ limited myself to the following noun phrases:

Tab. 17: Definile and indefinite NP construclions in Lhe Peterborough and Parker Chronicle

nominal determination patterns PB (80,681 words) PA (14,538 words)
construction Hits % of CNPs  Hits % of CNPS
a) NPz Lotal (incl. Pro, PN, CH) 15872 6208
by CMPs(incl. defl., indl., non- 6093 2140
referential)
t) PMPs 2865 1756
dy Dem + CN 2026 ~33.4% 562 ~26.3%
) Poss+ CN EE] ~B.7% 135 ~6.3%
f Genilive Phrase + CH 534 ~8.8% 262 ~12.2%
g Dem + Adj + CN 258 ~i, 2% 119 ~5.6%
hy  Dem + Poss+ CH ] ]
il Poss+ Dem + CN ] ]
il Dem + Poss + Adj+ CN 1[0} ~0.01% 0
k) Poss + Dem + Adj+ CN 2 ~0.03% ]
1 Adj + Dem + CN 1 ~0.01% 1 ~0.04%
i) Dem + PN e ~2.7%" 38 ~2.2%
1) din &+ CN B4 ~1.4% &40 ~1.9%
o) dn s CM (excl. numeral usage) 2% ~0.47% 14 ~0.65%
pl  dn+ Adjective + CH g ~0.14% & ~0.2%
gl Adjective + dn + CH ] ]
i} Poss/Dem + dn + CN 2 ~0.03% 1 ~0.04%

% amOng )
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First, and as a base line, [ extracted how many noun phrases occur in the texts,
zooming in on the ones which have a common noun and a proper noun as their
head (a—c). The OE part of the Peterborough Chronicle consists of 40,641 words.
The text includes 15,972 NPs. Among those we find 6093 CNPs (i.e. noun phrases
with a common noun as head) and 2865 PNPs (i.e. noun phrases with a proper
noun as head). The Parker Chronicle (14,583 words) includes 6208 NPs with 2140
CNPs and 1756 PNPs. ¥

Second, | searched for simple, definite noun phrases which are still well es-
tablished in Modern English (d—g). Note that these basic constructions are all ra-
ther frequent in Old English as well. However, from (h}onwards, [ was searching
for *deviant” pattemns which show that the OF system of nominal determination
differs from the modern one, Some of these constructions are considered ungram-
matical in Present Day English. Finally, instances of dn in different combinations
with a common noun were searched for (n—r).

For all of the conducted searches, the query files were written in such a way
that the particular structure searched for can sometimes be preceded by several
further elements or followed by other elements within the noun phrase. The focus
always lies on the noun and the simple question is how many times certain ele-
ments hold the position immediately preceding it. This is why the patterns in Ta-
ble 17 should not be interpreted as ‘complete’ constructional schemata in the
sense that the head noun may be followed by a posthead. 5till, [ have decided to
use the term ‘constructions’ but [ sometimes speak of combinations or combina-
torial patterns as well

5.2.1 5e asthe most frequent determinative

In the Peterborough Chronicle the construction [DEM+CN ] as ocours 2026 times,
33.4% of all CNPs have this structure:

(93) = noldon hi [aron ofer pone ford
then would not they cross over the/that ford

‘then they would not cross the river’
(cochronE, ChronE_ [Flummer|:0.30.27)

87 As the YOOE compiis is nol lagged [or number [no singular vs, plural distinetion), the hils
always include singular as well @ pluml nouns,
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(=4) And ic Oswi Morpthimbre kyning beos mynstres freond
And | Oswy Northumbria‘s king this minste s friend

*And [, Oswy, King of Northumbria, friend of this minster’
{cochronE-INTERPOLATION, ChronE_|Plummer|:65%6.95.457)

The numbers given in Table 17 include all case combinations, inchiding genitive
MPs like peos mynstres (ex.94), which themselves are often embedded in another
noun phrase and function to determine a separate head (freond). Also the num-
bers include both demonstratives: all forms of se (simple demonstrative) and pes
(proximal compound demonstrative). Both demonstratives are represented in Ta-
ble 17 because at this stage of the investigation the number of all demonstratives
(the complete set) is compared to the number of the other determinatives (i.e.
possessives and genitive phrases). Note that later on (section 5.3) forms of bes will
be excluded from the calculations when necessary. This choice was made as some
scholars argue that the definite article did not derive from the compound demon-
strative pes. Nevertheless, the development of the compeound demonstrative will
be investigated in a se parate section, because any potential increase in the usage
of pes may be used as indirect evidence for article emergence. This will be elabo-
rated on in section 5.3.2 (also see Mustanoja 1960: 173; Mitchell 1985: 136; Lass
1992: 114).

In Table 17, row (e) and (f) also reveal that [DEM+CN]seaa constructions are
about four times higher than [GenP +CN ] (&8, that king's harm, 534 hits) or
[POSS+CN]spas (2. their castles, 531 hits):

iy hemm to s cynges hearme & swicdome heora castelas
to them to the /that king's harm and betrayal their castles

agealon
gave up

“To the king's harm and betrayal, they gave up their castles 1o them’
(cochron E,ChronE_|[Plummer] :1118.6.3594)

[GenP+CH Jmaer and [POSS+CN Jaas const ructions each add up to about 8.7 %o ofall
CMPs. The situation is similar in the Parker Chronicle. There, [DEM+CMN]spaa OCCUTS
562 times, which amounts to 26.3 % of all CNPs (2140 hits). The [POSS+CN|uwaa
construction with 135 hits adds up to 6.3 % and the [GenP+CN]waes construction
adds up to 12.2 % (262 hits). This shows that the demonstrative se is the most fre-
quently used determinative to mark definite reference overtly. In other words, the
concept of possession is less often expressed than the concept of deixis. Of
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course, we do not know whether deixis is still expressed in all those cases or if
the semantic notion has bleached and the demonstrative is exclusively used as a
marker of definite reference. Still, the fact that [DEM+CN]swaeris already a highly
frequent pattern in the grammar will be essential for the line of reasoning to be
outlined in chapter 7. In contrast to the [DEM+CN]epe construction, use of a
demonstrative with a proper noun is extremely rare, In the PB, [DEM+PN]svax oc-
curs 79 times (ex.96-99)%; only 2.7% of all PNPs. The PA shows very similar re-
sults with 38 hits (229 of all PNPs).

(96) se Cynewulf rizade e winlm
the/ that Cynew ulf ruled thirfy-one winters

“That Cynewull ruled thidy-one winters’
[mchronE, ChonE [Plummer|:75539.775)

(97) & seo Eglbriht onleng Persa hiscopdomes
and that Agilbert  received  the lishopnc of Paris

on Galwalum be Sigense
in Gawl on the Seing

‘And that Agilbert received the bishopric of Paris in Gaul on the Seine’
(ochronE, ChmomE_ [Plummer|660.14973)

(98] P ferdon ba Pihtas
Then went the Picts

‘Then the Picls lell’
(cochronE, ChronE_[Plummer|:0.13.13)

(9g) & seo Myrcene biscop, leruman wazs gehaten
and that Mercians bishop, Jaruman was called

‘and that bishop of Mercia was called leruman’
(ochronE-INTERPOLATION, ChronE_|[Plummer|:656,29 .409)

These results include cases with plural nouns as well. Such a construction still
exists today (ex.98). Also the results include examples like in (99) where the

88 And 20 hils [or [DEM+AD]<PN |wae, 2.8 & se vloa Roulfsomscase waes Brytiisc on his
moderhealfe. ‘and the same Ralph was Brlish on his mother's side’ (cochronE ChronE_ |Plimmer] :
1075.1.2693).
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proper noun takes a genitive ending, so that the demonstrative determines the
following common noun head rather than the proper noun. If one exchides all
these examples (e.g. the Scots, the French, names of places, etc.), only 28 in-
stances in the PB and 30 instances in the PA remain which show a combination
with a singuilar personal name. The infrequency of this combination has been ex-
plained by the fact that a name is inherently definite on itsown and doe snot need
overt definiteness marking. If a speaker combines sewith a proper name, it obwvi-
ously functions to express some deictic or intensifying relation.

5.2.2 Sein NPs with adjectival modification

Another pattern which was analyvzed is how se combines with modifying adjec-
tives. This combination is discussed extensively in the literature. The breakdown
of the weak/strong distinction in the adjective paradigm has frequently been
made responsible for article emergence (see section 3.2.1.4). The handbooks tell
us that an attributive adjective is declined weak if preceded by a demonstrative
(s, pes) or by a possessive (e.g. min, his) but strong without one of these ele-
ments. [n other words, [DEM+AD Juwmi+C Nl is the template for definite NPs and
[AD ] weg+ CH]spimaer 5 the one for indefinite NPs -5

Compare the following Table 18, which has already been shown in section
3.2.1.4 and which is repeated for convenience:

89 With adjectives, the handbooks also dilferentiate between prehead and posthead modilica-
tion. OF adjectives could occur either prenominally or postnominally (Cuirk and Wrenn 1958:
BE-89; Mitchell 1985%: §13% §159-174). Regarding postposition, we [ind 8 valid examples where
the adjective is postponed to the head noun in the PB and 2 in the PA. In the PB, in 7 outof 8
cases (he slol before the head noun is [lled with another element. E.g. an be ea hi fugon up heora
sapa od done weald [ mila fram pam muban gianwegrdym ‘They pulled their ships up o the
forest 4 miles [rom the external mouth® (cochronE,ChronE_ | Plummer|:8928.1324), or Ha
genamon pa Walas. & adrifon sumre ea ford ealne mid scearpum pilum greatum innan pam welere.
“Then the Britons wenl and staked all the [ord of a certain river with greal sharp stakes in the
waler' (cochmonE, ChronE_|Plummer] :0.28.25).

90 As a maller of Gacl, the alternative | Dem+ AD.0..+CN | exisls in some exceplional cases, For
example, the OE adjective oder is always declined strong even alter demonstratives (Camphbell
1959: 361). Also weak fomms of eall, monig, penog ele, are very rame. Fela, gewunga, bewunga are
indedinable. The comparative and the superlative in —ma are only declined weak. Addidonally,
one exceplion is the vocative, where the adjective is declined weak in both prose and poetry
when used withoul a demonstrative or possessive [Mitchell 1985: §115-117). When a genitive
phrase precedes the adjective noun cambination, il i5 [ollowed by Lhe weak form of the adjedive
[Mitchell 1985: §113).
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Tab. 18: Strong and weak adjectives in Old English [Fischer 2000:159)

strong adjectives weak adjectives

masc neut fem masc neut fem
MOM.58 . . U -a -8 -2
acc.sg ne . -2 -an- g -an
BEN.SE -B5 -5 - fi -an -&n -an
dal.sg “urm “urm “re -an -@n -an
nom.pl - fel /-2 -an «an -an
ace.pl - i -a/-e -an - & -an
gen.pl “ra “ra “-ra -ra/-ena -raf-ena -ra/-ena
dat.pl -urm - U - U -um -um “um

In this section I take a closer look at this claimed regularity in the Peterborough
Chronide and check how the demonstrative combines with the adjective. Is it re-
ally the case that the weak adjective is always used with the demonstrative and
the strong one without it? The frequency of potential adjectival combinations
must be checked because, as [ argued in section 3.2.1.4, only a high frequency of
[DEM+ADJweuc+CM]swseswould make it a pattem which is strong enough to influ-
ence the system of nominal determination effectively.

As can be seen in Table 17, 258 hits for the [DEM+AD]+CN]swaq pattern can be
found in the Peterborough Chronicle . In the vast majority of cases the demonstra-
tive is followed by a weak adjective. For instance, in example (100} and (101} the
masculine sg. nominative —a ending and the masculine pl. accusative —an ending
belong to the weak adjective paradigm.

(100)  Her se eadiga apostol Pelrus gesel biscopset]
Here fat this date| the/this blessed apostle Peter  occupied bishop's seat

on Anliochia cesslre
in Antioch city

“Then the blessed apostle Peler occupded the bishop's seal in the ity of Antioch’
(mchronE ChonE  [Plummer|:35.1.46)

(101} fumaon on pa wildan fennas hi [erdon.
even into the /those wild marshes  they travelled

“They even travelled into the wild marshes’
(ochronE, ChoonE_ [Flummer|: 1010.11.1779)
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Out of 258 instances (excluding special adjectives like oder, etc.), only 13 exam-
ples can be found where we unexpectedly find a strong adjective ending in the
combination. This amounts to 5% of all cases. Some of them are listed here
(ex.102-107):

(102)

[103)

(104)

[105)

(106)

on odrum  wes  Basecg & Halldene, da hadene ciningas [NOM-PL-masc.)
in another  were Boagsecg and Halfdan,  the/those heathen kings

In another, Bagsecg and Halldan were theflhose heathen kings'
(cochron E,ChronE_|Plummer|:871.111134)

paamansumeds he ealle pamen
then excommunicaled he all the men
pra paet yiel dade (ACC-SG-fem.) hazfden don
whao the/that evil deed had done

Then he excommunicaled all the men who had committed that evil crime’
[cochronE,ChronE_|[Plummer|:1070.61.2631)

oipet pagode manNOM-PL-masc)  pebis land bewiston

unfil the/those good men who this lund looked after
him fyrde ongean sandon & hine gecyrdon
him army againsi sent and him drove away

Unil these good men wholooked alter this land sentan army against him and drove
him away' (cochron E,.ChronE_| Flummer|:1091.25.3090)

&ha oler pone midne sumor] ACC-SG-masc.) com ba
Angd then after the/this mid(dle) summer came then

se Denisea Mola Lo Sandwic
the Danish fleet to Sandwich

‘And then alter this midsummer the Danish Deel came 1o Sandwich’
[cochronE,ChronE_|[Plummer|:1006.5.1678])

[and ba hidde in pa ealde wealle [ACC-PLomasc.)  wriles
found then hidden in the/these old walls writings

et Headda abhol healde ar gewrilon
that Headda Abbot  hod earlier writien
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(107)

“Then in these old walls they fmind hidden writings which Abbot Hedda had written
earlier’
(cochronE-INTERPO LATION, ChronE_[Plummer :963.21.1408)

& [orbearnde pa burh Madanle & ealle pa halige mynstres (ACC-PL-neul.)

and burned down  the ciiy Manie and all the holy minsters
e wazron innon peere burh
which were inside this fown

‘and burned down the city Manle and all the holy ministers which were inside
this town'
(ochronE, ChoonE_ [Plummer|: 1086.41.2869)

[tcan be argued, however, that one has to dismiss at least some of those cases as
positive evidence., Most of the strong adjective endings should be regarded as
scribal error, or phonetic or analogical confusion, because for many of the exam-
ples (e.g ex. 102 and ex.104), a parallel alternative with a weak adjectival ending
can be found in the same manuscript (ex.108 and ex.109):

[108)

[109)

Eat weard on Epanie et ba haedenan men [ NOM-PLamasc.)
It happened in Spain that the/these heathen men

foran & hergodan uppon pam Cristenan mannan

weni and raided against the Chastian men

‘It happensd in Spain that these heathen men wenl and raided against the
Christians’
(mchronE ChonE  [Plummer|: 1086.149,2952)

das ping wie habbad be him gewnlens,
these things we have about him writien,

®pder ge gode ge ylele, el ba godan men (NOM-PL-masc.)
both the good and theevil,  that the/these good men

niman @l ler peora godnesse
perfarm after the poodness

‘These things we have writlen aboul him, the good and the bad, that the good men
petform aller the goodness'
[cochronE, ChronE_|Plummer|:1086.139.2046)

In pa ealde wealle (ex.106), it was probably the case that the scribe used an —¢
ending to agree with the noun declension —e. Moreover, many examples come
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from later entries when case forms were already declining. If we dismiss all the
late examples (i.e. those after the entry for the year 1000), only 2 examples re-
main. [f we do not dismiss any of the 13 examples, it still can be confirmed that
the majority of the 258 cases follows the patterns of [DEM+A D] wea+ CH .

Ina second step, [ examined the construction [AD]ea+C Nl where a weak
adjective combines with a common noun in an indefinite context. This is a devi-
ant pattern as we expect a strong adjective. Mitchell claims that this deviant com-
bination must be considered exceptional as well. He states that with most of the
cases in the dative, it again seems reasonable to assume a potential —wm/—an
confusion. In many cases in which we have —an (weak) instead of —um (strong)
in the dative singular (masculine or neuter) or in the dative plural, it is likely that
the speaker simply substituted the —um with —an due to analogical leveling
(Mitchell 1985: 115-117).

To investigate the [AD]ea+CN ] construction, [ searched for the combi-
nation in two-word NPs. Here, the NP is supposed to be indefinite and thus re-
mains without a determinative, Out of 146 cases, one can find a strong adjective
ending in 123 cases (e.g. ex.110}, but 23 hits show a weak ending as in example
(111}, This amounts to about 1696:

(113 Hy arerdon unrihte tollas [ ACC-PL-masc.)
They levied wnfust tolls

They levied unjust tolls’
(cochron E,ChronE_[Flummer] :1086.30.2861)

(111} & heo siddan wunodon on rihtan gelefan [DAT-5G-fem.) odde
and they afterwards remained  in [the] true faith uniid

Mol Hanus rice
Dipcletian’s rule

‘and alterwards they emained with the true faith until Diocledan's mles’
(cochron E,ChronE_|Flummer|:167.2.78)

However, it can be observed that almost all of the 23 examples are dative cases
where it seems likely that the —um was indeed substituted by —an. Additionally,
many examples are expressions of time (e.g. ex.112-114), which often behave as
frozen idiomatic expressions. Finally, example (117} is a vocative construction,
which according to Mitchell often takes both forms,
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(13

(13

[114)

[115)

[116)

Oises geams sende se cyng toforan lenglens  his dohter
Thisyear sentthe king before spring his daugther

mid maniglealdan madman (DAT-PL-masc.) ofer sa
with manifold treasures OVErseds

“This year belore spring, the king senthis daughler overseas with manifold treasures
[mchronE ChonE [Plummer|:1110.5.3482)

& o Penlecosten forman sipe [DAT-5G-masc.)  his hired
and af Penfecos! for [the] first time his court

on pam niwan Windlesoran  heold
in that new Windsor (he} held

‘And at Penlecosl, his courl was held in thal new Windsor for the [ist ime'
(ochronE, ChronE_ [Plummer|:1110.1.3481)

Her hine bes el sehere on midne win ter
Here away stole the raiding army in mid winter

oler twelftan niht (ACC-SG-Tem.) o Cippanhamme
after [the] Twelfth Night to Chippenham

‘Here in midwinter aller the Twellth Might, the raiding ammy retmeated to Chippenham’
(ochronE, ChmomE_ [Plummer|:878.1.1206)

B pyilcan geare =r middan wintra (DAT-5G-masc.)
and in the same vear before midwinter

fordferde Carl Francna cyng
passed away Carl, [the| Francs' king

‘and in the same year before midwinter Cad, the Francs' king, passed away’
(ochronE, ChoonE_ [Plummer|:B885.12.1275)

& heisbebyrged  on ealdan mynstre [DAT-5G-neut.) on Winceasire
and he is buried  in [the] old minster in Winchester

mid Cnule cynge  his Eeder
with king Cnuf, his father

‘and he is buried in the old monastery in Winchester with king Cnut his ather
[mchronE ChonE  [Plummer|:1041.1L.2126)
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(117)  ocicwile degebidden  laleoue freond (NOM-VOC-SG-masc) et hif

but lwish  foaskyou oh dear friend that they
wirnse auostlice on e werce
should work  hastily on the work

‘butlwould like to ask you, dear [riend, that they should work hastily on
the project’
[cochron E-INTERPOLATION, Chron E_[Plummer| 1656, 14,4 00)

Interestingly, in almost all of the examples the context is definite (eg. ex.111,
ex. 113, ex. 114 and ex.116). What Mitchell often interprets as a simple dative con-
fusion might sometimes occur for another reason. The weak adjective ending
might have been used because the context of the NP was definite and not indefi-
nite. This means that in those examples the weak adjective ending alone, without
demonstrative or possessive, successfully indicates definiteness. So rather than
the adjective being in the *wrong’ declension, one could argue that a form of seis
missing here.™ This lack of an overt determinative in noun phrases with definite
reference is something that willbe investigated in detail in section 5.5.5. The main
point for now is that those adjective examples cannot be seen as clear counterex-
amples to the ‘rule”: ‘strong ending in indefinite context”.

Howw is this result relevant to the research questions asked in this book? First
of all, when analyzing the Peterborough Chronicle, it can be confirmed that apart
from some exceptions and potential dative confusion “the weak-strong distine-
tion in the declension of adjectives is consistently observed in the prose” (Mitch-
ell 1985: 141, 67). Second, the investigated examples help us to comment on the
hypothesis about article emergence presented in section 3.2 1.4, There [ discussed
Strang's argument (1970} that the weak adjectival ending still had some definite
marking capacity, but the additional determinative was necessary to disambigu-
ate case and gender. For Strang, disambiguating case and gender is seen as the
reason why the demonstrative spread as an obligatory definiteness marker and
thereby developed into the definite article.

[ am skeptical, however, how sound this argument is, regarding a time when
the whole inflectional system was collapsing. Admittedly, putting the demonstra-
tive in a construction as a means to disambiguate could be interpreted as a coun-

91 This would then mirror the amchaic use of the weak adjective, which in Prolo-Germanic could
signal definile wlerence on ils own wilhoul he addibonal use of a demonstrative [Heinrichs
1954).
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ter-act or repair mechanism to the inflectional breakdeown. Such re pair mecha-
nisms have been observed in other languages. In the case of 0ld English, how-
ever, where half of the system is full of case syncretism already, it is not likely
that this was the only reason why the demonstrative became an obligatory de-
fault marker in all definite contexts. For example, the explanation does not help
in all those cases where there is no adjective.

This relates to the construction’s frequency. If one takes into consideration
that the [DEM +AD [ e+CN]spae construction only occurs 258 times, the question
is why this infrequent combination should have such a strong influence on the
eeneral economy of the noun phrase? Even if a speaker links weak adjective us-
age to the obligatory use of the demonstrative in definite contexts, s/he does not
necessarily need to apply this ‘rule’ to all other instances where the noun phrase
occurs without such an adjective. It may therefore be confirmed that the demon-
strative is used obligatorily with weak adjectives to refer to a definite referent, but
itis less clear if such a regularity has the power to exert that much influence on
the system of nominal determination leading to obligatory definiteness marking
in general

5.3 Diachronic development of se: the rise of the
demonstrative

So far, five basic constructions have been discissed: [DEM+-CM s, [DEM + PN Jsraer,
[POSS+CM]smser, [GenP+CN ]smaer and, in the last subsection, [DEM+ AD]+CN]smaer It
was shown that [DEM+CN]sar is more frequent than the other constructions. All
these results do not tell us anything about the historical development of se so far.
However, one major goal of this book is to trace the development of se from a
diachronic perspective. This is why I split up the Peterborough and the Parker
Chronide into subperiods to see if any changes in the demonstrative's usage can
be detected. Splitting up the manuscripts into periods is possible because the an-
nals were written by various scribes and copied more or less faithfully throughout
the years, which makes it possible to observe linguistic changes. The chronicles
were split up into the following periods: 3 for the Parker Chronide (PALL PAIL
PAIIL), which ends in 1070 and 4 for the Peterborough Chronide (PB.L PB.IL, PE.IL
and PBE.IV), because the text extends over a longer period.
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Tab.19%: Diachronic subperiods of the Peterborough and the Parker Chronicle

source file  Peterborough Chronicle {cochronE.a34. psd)

subperods  PB.I PB.II PE.II PB.IV

LOVErage <73 733991 992-1070 1071-1121

remarks incl interpolation incl interpola-  new scribe; 1070 Lthe Parker man-

654,656,675, 686  lion 777, 851,  incl interpola- uscripl ends
852, 870 Lion 963, Incl interpolation

1013,1041, 1102, 1103, 1107,
1052, 1066, 1114, 1115,1116
1069, 1070

source file  Parker Chranicle {cochrond.o23.psd)

subperiods  PA.l PAIN PAII

COverage <731 733-891 892-1070

remarks Mostly translations new scribe

PA can be com-
pared with PE.| in
termsof lemporal
CoOvVerage

When splitting up the text into the given periods, the basic idea was to provide a
more or less balanced amount of NPs in each period.” Additionally, factors relat-
ing to the manuscripts’ composition plaved a role. In the Parker Chronicle only
three periods were created because the amount of NPs is lower, so that three pe-
rinds seemed more appropriate than four. The manuscript ends with 1070 and
this falls together with the end of the PE.IIlsection in the Peterborough Chronicle.
PAl ends at the same entry as PBE.L To use the entry for 733 to begin a new section
(PAIL) was inspired by Earle, who points out that in the Parker manuscript the
entries down to 731 must be assigned to Alfred’s reign and often are mere trans-
lations from Bede and others. He considers the section to be “a work of collection,
translation and bookmaking” (Earle 1865: viii). PA.I starts with the vear 892
where we have a change in scribe (Bately 1986: xxi-xliii). Additionally, the entry
for the year 991/992 (beginning of PB.II} can also be interpreted as a textual
boundary because at this point, according to Earle, who suspects a new scribe,
“begins a seres of comparatively unbroken continuity [...] [that shows] traces of
a literary motive which has not appeared in the eardier Chronicles” (1865: xlv).
The OF part of the PB ends with 1121 marking a natural boundary.

92 Dales represent the entries [or Lhe particular vear,
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The Peterborough Chronicle also includes about 20 interpolations. Those in-
terpolations, which vary considerably in length, were apparently incorporated by
the first scribe when copying the annals up to 1121. These passages show very late
linguistic characteristics ( Irving 2004: xc), so it has been argued that they should
be excluded because they might *skew’ the output. If these interpolations in-
cluded a high number of se, this would increase the overall frequency of se in the
earlier parts. However, keeping them does not alter the overall outcome of the
study, which is why they were not exchuded. As will be shown in Table 20 (see
next section 5.3.1), the number of demonstratives increases significantly alt-
hough the interpolations are inchided and potentially level the output. This
means that if we excluded the interpolations, it is likely that the diachronic in-
crease of the demonstrative would even be higher. In other words, we canassume
that if the interpolations had been left out, the diachronic frequency increase of
se would be even more radical.

In the next sections, [ will not only investigate the frequency increase of the
simple demonstrative se (section 5.3.1) but also the fate of the compound demon-
strative pes (5.3.2). On top of that, also ‘type’ frequencies are analyzed in order to
answer the question if the usage of se really increases in an absolute sense over
time (section 5.3.3).

5.3.1 Significant increase ofthe demonstrative se

Tables 20 and 21 show the hits (raw data) for 4 NP constructions in the subperiods
of the Parker and the Peterborough Chronicle. All examples were excluded in
which the common noun appeared in the genitive. Genitive constructions often
do not function as the head of a phrase but as a determinative themselves. The
intention was to focus on those cases (MOM, DAT, ACC) which can function as the
subject and object of a dause.

Tab. 20: Distribution of & constructional ty pes in the PB periods

Peterborough Chronicle PB.I PB.1 PB.IN PB.IV
CHPs 982 1251 1783 2077
Dem + CN (incl. pes, excl. gen) 199 289 557 763
Poss &+ CN (excl gen) 92 85 115 185
GenP+ CN 146 144 123 116

Dem +Adj + CN 29 T4 7B 7T

(=)
-
)

T
W
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Tab. 21: Distribution of & constructional typesin the PA periods

Parker Chronicle PA.I PA.IN PA.IN
CNPs 478 7BE BT74
Dem + CH (incl. pes, excl. gen) 82 170 260
Poss + CN (excl. gen) 85 48 3
Genk + CN 78 102 B2
Dem + Adj + CN 21 53 45

Using these data points, [ ran a multinomial logistic regression model.™

Tab. 22: Multinomial logistic regression model of construclion type depending on period
based on PB (N=6093; other CN as defaull). Significance code: ** p<0.05; **** pedu0l; 4
p<0.001.

Construction | ntercept Coefficient SE (coeff.) p (coeff) Significance
Dem + CH -1.28 0.26 0.03 <0001 ik

Poss + CH -2.02 0..06 004 .16

GenP + CN -0.98 -0.29 004 <0001 ok
Dem + Adj + TN -2.55 0.03 0.06 0.6

The results in Table 22 and Figure 10 show that the frequency of the demonstra-
tive increases significantly throughout the vears in the Peterborough Chronicle.
The [GenP+CN]wuconstruction is used significantly less, The other two constiic-
tions remain more or less stable,

93 All compulations were done in B (B Core Team 2017); also see Venables and Ripley (2002).
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Dem+CN
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Poss+CN

_ | GenP+CN
Dem+Adj+CN
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Fig. 30: Diachronic increase of demonslralive delerminalive in PB
We find very similar results in the Parker Chronicle, Again, the [DEM+CN]waa con-

structon increases significantly throughout the vears, whereas [POSS+CN]wvae a5
well as [GenP+CN]see significantly decrease in frequency.

Tab. 23: Multinomial logistic regression model of construction type depending on period
based on PA [N=2140; other CN as defaull). Significance code: " p<0.05; *** p<0.01;
pe00L

Construction Intercept Coefficient SE (coeff.) plcoeff.) Significance
Dem+CH -1.21 0.19 007 <0.01 -

Poss « CN 075 -1.59 0.15 <0001 Hok

GenP s CH -0.61 -0.39 0.09 <0.001 bl
Dem+Adj #CH - -2.07 -0.08 013 0.55
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*% Dem+CN

fraction

— Fok
GenP+CHN

- \\ Dem+Ad|+CN
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period

Fig.11: Diachronic increaseof demonstrative determinative in PA

The results prove that the frequency of se before common nouns increases dra-
matically in both manuscripts, reaching a peak in the late OE entries. This factis
often interpreted as evidence that the form took up its new article function. As an
article, the semantically bleached anaphoric reference marker would be used
much moare often than as a deictic marker.

However, the results presented so far are only a first step in the analysis. For
various reasons, which will be outlined in the next two sections, it is necessary to
investigate the fate of the compound demonstrative pes and also to investigate
type frequencies.

5.3.2 The ‘compound’ demonstrative pes

As was already mentioned in section 3.1.1., we have two demonstratives in Old
English: se and the compound demonstrative pes, Several scholars argue that it
is unlikely that the article developed from the compound demonstrative, so that
the frequencies in Table 20 and 21 (which included forms of pes) might be mis-
leading. This is why [ excluded all examples with forms of pes. However, even if
forms of pes are subtracted from the calculations, and even if we only focus on
the development of se, the results still show a significant increase of the construc-
tion in time (Table 26).
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Tab. 24: Investigaling [pes+CN]ypqaq in the PB

Peterborough Chronlcle PB.I PB.I PB.IN PB.IV
CHPs 982 1251 1783 2077
Dem + CH (incl. pes) 199 289 557 Ti6
Dem + CH [excl. fes) 162 56 488 657
ses+ LN a7 13 69 106

Tab. 25: Invesligating [fes +CH]uww in the PA

Parker Chronicle PA.I PA.IL PAIII
CHPs 478 788 874
Dem & CN (incl pes) 82 170 260
Dem + CH (excl. pres) 80 166 240
bes s CN 2 4 20

Tab. 26: Investigating DemsCM excl. fes; Logistic models; Resl-CNPs as defaull

Construction Intercept Coefficient SE (coeff.) pilcoeff) Significance
Dem + CN (excl. pes) -1.90 0.29 0.03 <0.001 h

in FB

Dem + CN (excl. pes) =1.94 0.32 0.07 <0.001 i

in P&

Table 24 and 25 also reveal that the compound demonstrative pes is much rarer
than se but itselfincreases in time (raw data). Inthe Parker Chronicle, the number
of [pes+CN s increases sharply from 2 to 20 cases, Admittedly, we cannot speak
of a steady rise in the Peterborough Chronicle, because in the second period a de-
cline of pes (13 hits) can be observed. But in the last period, the number of
[pes+CN]smaincreases again from €9 instances to 106,

MNote that the development of the compound demonstrative pes can be seen
as an indirect indication of the emergence of the article. It seems reasonable to
argue that when the form se takes up article function and it s deictic force dimin-
ishes (so that proximity or distance is no longer expressed by it), another element
is employed to fill this semantic gap. [hypothesize that this gap was filled by the
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compound demonstrative pes and by a new use of the neuter paetin Middle Eng-
lish. As Mustanoja mentions the ModE “demonstrative pronoun this goes back to
OE pes”™ (160: 173). Already in Old English the sense of pes included a stronger
deictic notion, contrasting with se's developing anaphoric function. Meverthe-
less, they often were still interchangeable; se may be translated as this and pes as
the/that (see introduction). According to the literature, the distal/proximal oppo-
sition between this/that, these/those only emerges after the 127 century (cf. Mus-
tanoja 1960: 173; Mitchell 1985: 136; Lass 1992 114).% Still it could beargued that
anincrease of pes is indirect evidence for the split between sewith its new role as
a definite article and pes as the remaining demonstrative with the special func-
tion of expressing proximity or emphasis. Obviously, the results are not very reli-
able as the overall frequency of pes is very low in both documents, but the num-
bers are still suggestive.

So far it can be concluded that my findings support the idea that the in-
creased frequency of se mirrors a category change, with se adopting an article
function. On the other hand, the increase of se is still not as conclusive as it first
seems. It could be based on the Fact that simply the number of definite NPs (with
definite reference) may be higher in the later parts of the text. As the annual en-
tries get much longer and more paragraphs are used to report on and refer to a
particular referent, a narrative structure develops. This increases the anaphoric
usage of the demonstrative. Thus, an analysis of tokens alone is insufficient.

5.3.3 Type increase vs. token increase

In order to answer the question if the usage of se really increases in an absolute
sense over time, also “type’ frequencies were analyzed and compared to ‘token’
frequencies. By type frequency [ mean the number of cases where the demonstra-
tive occurs with different common nouns. A combination like the king might oc-
cur a hundred times in the text but as a *type’ will only be counted once. The idea
is to investigate with how many ‘different’ CNs se occurs with in the individual
periods. Table 27 shows how often the demonstrative combines with different
CHNs.

94 Only then does the old neu ter nominalive faccusalive singular baet begin 1o emerge with a
clear dislal sense [opposed o fs) Also the new plural lype bes-e emerges only aller the 13
century (Muslanoja 1960: 168-170; Lass 1992: 114,
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Tab. 27: Type increase [Demonstrative occurring with different CN types, normalized in 2000
CHPg)™

Peterborough Chronicle PB. norm PBJAl norm PE.N nomm PB.V nom

CHPsg g2 2000 1251 2000 1783 2000 2077 20040
Dem + CH (lype) 92 187 92 147 141 158 167 160
Parkar Chronicle PA norm  PAJl  normm PAUI  morm

CHPsg 478 2000 THEEB 2000 BTV4 2000

Dem +CN (lype) 40 167 55 139 96 2720

The normalized data reveals that in both documents, the distribution fluctuates
in the respective sections. In the PB, the demonstrative (including forms of pes)
combines with more different nouns in the first section than in the later sections.
In the PA, we see an increase of noun types in the final perod. In other words,
se's usage extends to different common nouns, however, like in the PB, numbers
decrease in the middle period.

Why is it important to investigate type increase? The results imply that the
token increase of the demonstrative in the later periods is primarily based on the
fact that the individual entries tend to become longer and a particular referent is
referred to repeatedly. This is different from an altemnative scenario, in which not
only token uit also type frequency increases. Only an increase in both domains
would clearly attest that the form se extends its usage and is used more frequently
in different syntactic contexts, In the end, this result shows that analyzing one
manuscript is simply not enough, which is why the empirical investigation will
be extended to other OE texts in chapter 6.

5.4 Investigating the functions and frequency of an

In contrast to se, dn (when functioning as a determinative) is used very scarcely
in both manuscrpts. [@n+CN ] occurs 84 times in the Peterborough Chronide
and 40 times in the Parker Chronicle. This corresponds to roughly 1.5% of all CNPs

95 The number of lypes was calcilated wilh the help ol the CorpusSearch lexicon inction
(ml_make lexicon) (see Appendix i)
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(Table 151.* As was already mentioned in section 3.1.2.2, dn very often is used as
a numeral. However, the question is how often dn is used to exclusively mark
indefinite reference? When analyzing the 84 PB examples in detail, dn clearly has
a numerical reading in 55 cases: in the remaining 29 cases an indefinite reading
is more likely than a quantifier reading. The situation is similar in the PA, where
wecan give 26 cases a clear numerical interpretation and only 14 a bleached one,

As a numeral dn repeatedly occurs in the fixed phrases one day, one night or
one year (ex.118). In example (119), it is used (as a listing device) to contrast two
amounts in the sense of ‘one’ vs, ‘more’ (one horse is contrasted with 30 shillings ),

(118) Her Emodes sweall  sede lacobum olsloh  anum geare
Here Herodes died  hewho Jacob killed Ore yedr

@7 his apenum deade
before his own death

Then Herodes, who had killed Jacob one year belom his own death, died’
[cochronE,ChronE_[Plummer|:46.1.49_ 11

(119} &ilea gear an hors & prittiga scillinga. & ane neht gefaormige
anid each vear o horse arid thirty shillings. arid one night's provisions

‘and each year one horse and thirty shillings and provisions for one night'
(cochron E<l NTERPO LATION, Choon E_[Plummer| :852.5. 1044 _L[Y)

An isused in a contrastive construction like this 8 times, It is also repeatedly used
in constructions like 'not one X' (ex.120) or *X except for one’ (ex.121):

(120)  meancu. ne an swin nas belyfon pael naes gesal on hisgewrite
ol O Cow. ol one pig was feft oul that was nof sef dovn  In his record

Mol ane cow, nolone pig was lell oul thal was nol sel in his record’
(cochron E,ChronE_|Plummer|:10:85.35.28 14 _1DY)

(121} & [otbeemdon ealle pamunecs huses & eall pa lun buton ane huse
and burned down  all the monks howses  and ol the foun  except one house

‘and burned down all the monks' houses and all the town exceplt [or one house’
{cochronE, ChronE_|Plummer|:1070.22 2587 _1D)

96 Anin combination with a modifying sdjecive is also extremely rare (9 hils).
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In all those cases, dn clearly fulfills a quantifying function which is why such
examples were counted as numerals. In contrast, a bleached identifying reading
is more likely in the following examples:

(122} B pyilean peare wrmiddan wintra,  [ordlerde Carl Franena
and thal same year  belore midwin ter, passed away Carl [of] Franls

& hine ofslah an eofor
and him killed a boar

‘thal same year before midwinter, Carl, the king of the Franks, passed away;
a boar killed him'
(cochronE, ChronE_ [Plummer|:885.12.1276_1[)

(123) an scip [lotigende  swa neh pan lande swahil nyxl maege & par beo
o ship fToating as close the land as it closest may and there is

an mann stande  on pan scipe & habbe ane taperax on his hande
& man sianding on the ship and has a tap er axe in his hand

‘a shipis Noaling as close 1o the land as it might closest be, and a man stands
on the ship and has a taper axe in his hand’
{cochrond-10,Chrond_[Plummer] 103111447 D)

(124) & pdeScoltas common  bo Zllede cyninge,  on anum bate
and three Scols came to king Alfred, in a boat

butan @lcum gereprum
without amy oars

‘and three Scols came 1o King Allred in a boat without any oars’
(cochrond-1,Chrond_|Plummer|:89 13,1000 _ID)

(125) betahlen hit ba an munec Saxulf was gehaten
enfrusted if to ok Seaxwilf was called

‘Entmusted il to a monk who was called Seaxwull®
(mchronE-INTERPOLATION, ChronE [Plumme‘r]:ﬁ‘ifl.lﬂ.m [L'I:I

(126) by geare gegaderodon an hlod wicinga
that vear gathered a garg of Vikings

“Thal year gathered agang of Vikings'
(mchronE ChronE |[Plummer|:879.1.1233_10¥)
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Importantly, from example (124) onwards, it can be observed that the head noun
takes some kind of postmodification. Several schemas are repeatedly used:
[an+CH+PP Jrmmer (e3.124);  [dn+CN+RelCsrmar (ex.125);  [dn+CH+GenM ]semas
(ex.126). It seems to be the case that speakers start to regularly use dn in NPs with
some kind of posthead modification. [ hypothesize that an — which at the begin-
ning is primarily used in those specific constructions — later spreads to other con-
structions. This hypothesis will have to be tested in the future.

Although examples like the ones presented above (ex.122-126) were counted
asbleached cases, the problem isthat it is possible to give thema numerical read-
ing as well. This is not surprising, as it is this semantic ambiguity which makes
dn the source gram for the indefinite article in the first place (see section 3.2.2).
5till, it seems safe to postulate that in a couple of contexts, dn is used for identi-
fication only. This however, does not make it anarticle vet but something [ would
rather call a "weak numeral’. Due to the fact that the documents are full of cases
where indefinite reference is not marked at all, it must be concluded that dn was
not used as an obligatory indefinite reference marker in Old English, which is
how I define an article (see section 5.5.5 obligatoriness ). The low frequency of dn
and its opticnal status lead us to the oriteria for articlehood which were set up in
section 2.3, After the analysis of some definite and indefinite NP pattems in the
Peterborough and Parker Chronicle, [would now like to proceed to the more qual-
itative analysis of the forms se and dn by testing the seven criteria.

5.5 Demarcating a category: application of criteria

Ouirk and Wrenn (1958: 70) remark that the existence of a category ‘article’ in Old
English is a vexed question. One option is to assume that an article ‘exists’ as
soon as a few semantically bleached cases can be identified where se and dn ex-
press (in}definite contexts without indicating spatial deixis or number. I[f seman-
tic bleaching of the deictic/numeral force is regarded as the only evidence for the
articles’ emergence, the ‘birth' of the new category can be postulated quite early,
namely when we find the first cases where a semantically bleached element is
used. If, on the other hand, we only accept the postulation of the new category
when a form meets the criteria presented in section 2.3, then the articles’ exist-
ence will depend on the fulfillment of those criteria and potentially take place
later. To go for the second option means that one has to investigate textual output
of the time systematically and thoroughly and observe how often and in what
ways se and dn were really used. In the last section [ primarily discussed fre-
quency distribution. In the following sections, the criteria for articlehood will be
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tested. Asa start, [ will check the criteda in only one manuscript, namely the Pe-
terborowgh Chronicle. This obviously does not tell us anything about the general
state of Old English, as more texts from different genres will have to be analyzed
for that. For now, however, the application of the criteria on only one text aims
to show how good the criteria are and if it is possible to positively demarcate the
category article at all.

5.5.1 Criterion 1: No Independence

In section 2.3 it was hypothesized that a prehead dependent which cannot occur
independently of its head is likely to be an article. As was already mentioned in
section 3.1.1, it is often the case in Old English that the demonstrative and the
numeral stand alone. In example (127) and (128) se is used as an independent
demonstrative pronoun in object position heading its own noun phrase.

(127} b peet onfundon Oa Romand, pa noldon hi Faron
When that discovered  the Romans, then would not they cross
ofer pone ford
over that ford

“When Lhe Romans discovered thal they would notl cross over thal ford”
(ochronE, ChmomE_ [Plummer| 3. 320.37_1D)

(128)  Das sindon b writnes e pemer wasTon
These are the wil nesses who there were
& pa baet gewrilen mid here [ingne on Crislesmele
and who that/it wrote  with their finger on Christs mark

‘These are the wilnesses who were there and wrote il with their inger
onChrist's mark'
(mchronE-INTERPOLATION, ChronE_[Plummer|»65%6.88.455_10)

In example (129), bam is part of a prepositional phrase,

(129)  pergegadorode  six hund scipa, i par
there gathered sizhundred ships,  with those/which

he gewal efl in Lo Bry lene
hewent back fo Britain
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“There he gathered sixhundred ships with which he relurned Lo Britain'
(ochronE, ChomE_ [Plummer|:0.26.23 D)

peet is also used independently in fixed phrases like after that, beyond that
(ex.130). It is also often used in phrases like that is..., that was... (ex.131).

(130) Siddan oler paet nerixodan leng  Komana cind gas
Afterwards  bBeyond thet not ruled longer  the Roman kings

on Brylense
in Britain

*Alterwards the Roman kings no longer ruled in Brilain’
(cochronE,ChronE_[Plummer :409 2,104 1)

(131)  Epaot is widd Edelinga ige
and that is  near Athelney

Thal is near Alhelney’
[cochron E,ChronE_|[Plummer|:878.21.12796)

Se functions as a relative pronoun as well (ex.132and ex.133).

(132) &ha hi wrosttogedore gerassdon pa man olsloh
arid when they baiile first joined the men kiled

Oes Caseres gerefan e wes Labienus gehaten
the emperor's iribune  who was Labenius called

‘and when they frst joined the battle, the men killed the emporor's tribune
wha wias called Labenius®
(cochron E,ChronE_|Plummer|«0.26 24_[[¥)

(133) per man sloh eac OF preds L ba comon dider
there they slew also 200 priests who had come there

bt heo scoldan gebiddan  for Walana here
that they showld pray for the Welsh army

‘there they also killed 2040 priests who had come there to pray for the Welsh anmy*
(cochron E,ChronE_|Plummer|:605.5.257_13)
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Anis also used independently functioning as the head of a noun phrase (ex.134—
136).

(134) Her oom micel sciphere on Wast Wealas,  Ehi to anum gecyrdon
Here came  greaf shiparmy to west Welsh and they to one  furned

“Then came a greal shiparmy o Comwall and they turned into one®
(mchronE ChonE [Plummer|:835.1.1004 103

(135} & pamen de mid him waeron ealle bubon anum S8 wWEs
and the men who with him were  all but one who was
s ealdormannes godsiin

the ealdoman's godson

‘and all the men who were with him excepl one who was the ealdorman's godson’
(cochronE, ChoomE_ [Plummert|:75535.772 1)

(136)  eall bis land swilce forneah ealle paniht  swide maenileal dlice steorran
all this kind likewise almost  allthe night  very manifold stars
ol heolenan [eollan. nahl anan odde twam.,  ac swa piclice
Sfrom heaven fell. not e orF fwa, but so thickly

peel hit nanmann  ateallan ne mihle
that them no man count not could

‘Allover this land and almosiall the night manilold stars Fell fom heaven, notone or
bwio, biil so Lthickly thal no man eoild counl them®
(ochronE, ChoonE_ [Flummer|:1095.14.3208_1D)

In all these cases, the forms occur independently. The criterion NO INDEPEND-
EMCE is clearly not met, which seems to confirm the non-existence of the article
category. However, [ suggest that the criterion must be disregarded. The fact that
the forms fulfill other functions next to being a determinative (e.g. as a pronoun)
should not influence the decision whether they deserve to be treated as articles
in some cases. The forms occur independently, but this only happens when they
function as a demonstrative pronoun (comparable to ModE this/that; these/those),
a relative pronoun (translatable as today's who/which/that) or a numeral heading
its own noun phrase. The real question, however, is if in their role as determina-
tives (Le. a dependent prehead element) they behave in a way that justifies arti-
clehood. From that point of view, the criterion is only helpful for Modem English
where we have two separate forms, this and the and one and a/an In Modern
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English itis possible to clearly distinguish between the forms and it can be easily
checked if the or afan are used independently - which they are not. In Old Eng-
lish, however, it is impossible to eliminate the possibility that se and dn, when
used in independent position, are used as demonstrative pronoun or numeral.
Similarly, in Modern English the form have functions as a full lexical verb but also
as an auxiliary. The auxiliary usage historically developed out of the lexical verb.,
Still, it is flawed to claim that have is not an auxiliary because it is often still used
as a lexical verb. OF course, it is reasonable to suggest that a prehead marker
which only fulfills one function and which is bound to its head is likely to be an
article; but that does not imply that a linguistic form which has a second function
cannot function as an article as well.

5.5.2 Criterion 2: No Predication

The second criterion which was suggested is NO PREDICATION: a prehead de-
pendent which cannot function as a predicative complement is likely to be an
article, Although the manuscript is full of ADJPs, CNPs and PMPs which are used
predicatively (ex. 137-139), no example can be found where se is used predica-
tively, like for example X + isfwas/became + this/that.

(137) Eewas peer mid him ob done byre  pe Swegen  dead weard
and was therewith him  unid the time  that Swegen  was dead

‘and was there with him until the time that Swegen was deasd’
[cochronE,ChronE_|[Plummer|:1013.38.1877)

(138) & Godwine eorl wis heora healdest mann
and earl Godwin was their most loyal man

‘and earl Godwin was their mosl loyal man®
(cochron E,ChronE_|Plummer|:1036,10.2102)

(139) EGodrum se norderne cyning fordferde
and Guihrum the northern king passed away

pes fulluhinama wies Edelstan
whaose baptismal name was Athelstan

‘and Gothrum, the northern king, whose baplismal name was Athelstan,
passed away'
(cochron E,ChronE_|Plummer|:890.21309)
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In the case of dn, 2 examples can be found were the form is used predicatively
after the copula:

(140) Hugosacan b hil ne gebetle nan ping. neinnan Legreceasirescire,
Hupo was one  who did notimprove no thing.,  neither in Leicestershine,

ne innan Nordhamlune
norin Northampion

‘Hugo was somebody who did nol improve anything either in Leicestershire or in
Northamplon®
(ocheonE, ChoonE_ [Plummer|: 1087.30.2998_ID)

(141} B wras bodasled on [oreweardum Dandeles dagiom  onii biscopscyra
and was divided in early Daniel’s days in fwao dioceses

Weest Seaxna lands & asar hil was an
West Saxon's lands  and earlier If was one

‘and in the early days of Dandel the land of Wessex was divided into two dioceses;
eatier il had been one’
(cochronE, ChoonE_ [Plummer|: 709.1.646_10)

Apparently, se and an behave differently when it comes to the NO PREDICATION
criterion. Se is never used predicatively, which seems compatible with the as-
sumption that it already functioned as the definite article. An, however, is used
predicatively, which speaks against its article status. However, like the NO INDE-
PENDEMCE criterion, the criterion is not the most well-reasoned in the first place.
Cases of predicative usage are a special subset of all the cases where se and dn
function as an independent pronoun or numeral and not a determiner. Thus, the
two criteria will not be investigated further and will not be applied to other OE
prose texts.

5.5.3 Criterion 3: No Co-occurrence

The next criterion is NO CO-OCCURREMCE. It has been decided that the article is
a non-iterative category in Modern English and cannot occur with itself or other
determinatives. S0 any prehead dependent which can co-occur with itself or
other determinatives is not an article, In the Peterborough Chronide no examples
can be found where se or dn occurs with itself inside the same noun phrase. Pat-
tems with se+se+CN, and dn+dn+CN do not exist. However, se and dan co-ocour
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with other determinatives. For example, the form an co-occurs with another de-
terminative twice inthe text. In example (142} it combines with se and in example
(143} with the possessive determinative his.

(142 e hi pet an gear rixodon betwix him & Eadwine
by those that one vedr miled between him and Eadwin

by those who had ruled that one year between him and Eadwin’
(cochron E,ChronE_[Flummer|s6345.6.332_10)

(143) And peer @ller on morgen @iler hlammeaessedaege weard se cyng Willelm

and that after one morning after Lammas day was the king William
on hun tnode am his anan men mid anee NaoBEoeolen
in hunting by his own men with an arrow shot

‘and alter that, one morning alter Lammas day, king William was shol with an arrow
by his own men’
[cochronE,ChronE_|[Plummer|:1100.6.3322_10)

Example (143} might not be a valid example as dn is declined weak here and fram
his anan men should be interpreted either as by his own men’ or ‘by his men
alone’. 5till, in both examples the form co-occurs with a determinative which is
why the NO CO-OCCURRENCE criterion is not met. Obviously, in these examples
an functions as a numeral or ‘own'.

Also, se and a possessive can both precede the noun in the same noun phrase
in Ol English. The construction [DEM+POSS+AD]+CNwaer (£x.144) is used once
in the text; the variant [POSS+DEM+ADI+CNswas can be found twice in the PB
(ex.145 and ex.146).7

{Lds) at he leah ford ba his ealdan wrenceas
but he brought out these his old tricks

‘and he broughl out these his old tricks
(cochron E,ChronE_|Flummer|:1003.6.1640)

(145)  pethemid pam dynte nieder sah [...] and his pa haligan sawle
that he with the/that Blow  down sank [ [

97 Nole thal no examples for [Dems Poss < CN|yper 0f | Pogs < DemCN Jypae wilhoiil an adjedive
were found in the Peterborough Chronicle,
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Lo Godes rice asende
fo God's Mngdom rose

“Then he died due to that blow and his holy soul ascended o God's kingdom®
(ochronE, ChoonE_ [Plummer|: 10121218 34)

(1a6)  [a pa seo gode cwen Margarila bis gehyrde hyre ba leofstan hlaford & sunu
Then when that good queen Margaret  this heard her that dearest lord and son

pus beswikene, heo weard od deadt on mode  geancsumed
thus betrayved. She became fo death in mind anguished

“Then when that good queen Margarel heard this, that her dearest lord and son
was thus betrayed, she became anguished in mind 1o the pointl of death’
(cochronE, ChonE [Plummer|:1093.27.3133)

The possibility for two determinatives to co-ocour suggests that the structural or-
ganization of the OE noun phrase must have been slightly different from the one
we find today. However, the observable co-occurrence of POSS+DEM/DEM+POSS
has to be treated with cantion because the OFE examples need not be analyzed
with the demonstrative and the possessive as part of the same nominal. In exam-
ple (144), pa might be an adverb (translatable as then), which is not part of the
noun phrase. Another alternative reading is also possible in which the demon-
strative is used in a topicalized, appositive structure: [demonstrativel+[poss+
noun] (these, his old tricks). Such a structure is also used in Present Day English,
eg.in

(147) Dada was coming oul of this, his spedal lavatory, as Micandra, on her return from
the dining mom, amived. (BNCH7H W_Acl_prose)

Denison points out that we might face “parallel NPs in apposition rather than
jointly filling a single determiner slot” (1998: 115}, Here, “the demonstrative acts
as a focus marker to emphasize the following nominal” (Wood 2007: 348). In Pre-
sent Day English, a comma would be used to indicate such apposition. Unfortu-
nately, OE scribes did not use punctuation in the same way. From that point of
view, it is hard to decide if such a pattern should be analyzed either as an appo-
sitional constriction or DEM and POSS in the same NP, In example (143), his may
as well be a hidden genitive (that holy soul of his). Due to the less fixed word order
in Ol English, the possessive pronoun may be part of a separate genitive con-
struction.
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Thus, we cannot be sure if the two examples in the Peterborough Chronicle
count as positive evidence for the existence of the construction. In any case, we
can safely conchide that co-occurrence is extremely rare in the PB. This is quite
surprising as co-occurence patterns like those above are daimed to be relatively
common in Old English (Kyt8 and Rissanen 1993: 254). Allen (2006: 155) states
that the POSS+DEM construction “was genuine OF usage [...] found in all sorts of
writing”. According to Traugott, [POSS+DEM+ADJ+CN]swaer is as possible as
[DEM +POSS+AD] +CN]spaerwhen an adjective is present, but the first is more fre-
quent. When no adjective is present [DEM+POSS+CN e is preferved (Traugott
1992: 173; of. Mitchell 1985: 104-12; Heltveit 1977; Allen 2006, 2008; Wood 2007).%
The existence of this stricture has repeatedly been used to argue against the ex-
istence of a determination slot, which can only be filled by one determinative at
a time and hence against the article category in Old English (Osawa 2000; Den-
ison 2006; Van de Velde 2010). Obviously, more prose texts will have to be invest-
gated to see how frequent co-occurmrence really is.

Before we move on to the next criterion, another aspect needs to be men-
tioned. It has been argued that the co-ocoumence of POSS+DEM/DEM+POSS5 is a
transfer phenomenon from Latin, According to some scholars, this construction
isa Latin calgue (3 loan translation) with the observable co-occurrence not being
representative of genuine OE syntax but an exceptional Latin loan. This notion
has been put forward by scholars investigating manuscript production and me-
dieval translation practices (Mitchell 1985: 5108). According to some scholars, the
combination of determinatives primarily occurs in texts for which a Latin source
is either known or probable, In Latin, co-occumrence of demonstrative and pos-
sessive isallowed and we usually find that POSS+DEMDEM+POSS directly trans-
lates a combination of a possessive and a demonstrative in the original Latin
source (Wood 2007: 152).

For example, Allen (2004: 16) contrasted the OE Gospel of 5t. Matthew with
its Latin *source’ the Vulgate text and finds that in all 4 examples of DEM+POSS
a form of OE pesis used to translate a form of Latin hic, which is why she suggests
that the DEM+POSS construction was a ‘marked” construction which was part of
a high style register in Old English favored only by some translators (Allen 2004:
16; 2006z 152-153). Eytii and Rissanen (1993: 258) also show that the construction
is favored in certain genres and was probably supported by Latin models. How-
ever, Kytd and Rissanen also observe that not many of the OE examples are literal

98 Kyli and Rissanen [1993: 255) provide a corpis based study invesligaling DEM<POSS com-
binations in O0ld English, Middle English and Early Modern English.
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translations from Latin (1993: 256). They list various examples in which the con-
struction is used in an OE text when no similar pattern can be found in the Latin
source. Often the word order inthe OE text is completely independent of the order
found in Latin,

As a reaction to such statements, [ feel the need to analyze these construc-
tions in detail. Examples from native poetry or secular writing must be seen as
counter-examples to the suggestion that the pattern is always influenced by its
Latin source. More examples are needed, and this criterion will be checked in a
larger sample to get more concusive results (see section 6.2); especially in order
to see
— if dear, non-ambiguous examples can be found,

- how frequent those are,
= if the construction without adjectival modification is productive and
= ifthe construction occurs more often in translations.

Only then can we confirm the (nonjproductivity of the pattern. If we find that
POS5+DEM and DEM+POSS constructions occur frequently, then it can be argued
that a particular determination slot has not vet developed because both elements
occur in the same noun phrase, If, on the other hand, we find only a few ambig-
uous examples or primarily examples from translations, then it is much more
likely that a determination slot has already emerged and can only be filled by one
determinative at a time.

5.5.4 Criterion 4: Relative Position

The next criterion is RELATIVE POSITION: a prehead dependent which occurs to
the left of any quantifier and modifier is likely to be an article. An element which
occurs to the right of these elements may be something else. Interestingly, OE
examples have been listed where the demonstrative pronoun ocours right to the
adjective. For example,

(148)  On wlancan bam wicge™
On prowd that horse
‘O that proud herse’ | Baltle of Mal don 2460)

99 Example [145) is laken [rom Mitchell [1985:70).
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This kind of word order vardation and se's claimed ability to “still float around
freely’ in the NP also corroborates the statement that no determination slot has
emerged vet and that se has not taken up article function vet. In a nutshell the
argument goes like this: if the speaker had already analyzed the grammatical in-
putin such a way that a determination slot in the leftmost periphery of the NP
existed, the speaker would feel the obligation to position the determinative in this
fixed location.

Mext to the fact that example (148) may not be a valid one,"" only one exam-
ple can be found in the PB in which the adjective precedes a form of se:

(1a9) £ pa biseopas Esdnod & £lMun B seo burthwaru
and the hishops Eadnoth and £lfhun  and the fowns people

underfengon haligan bone lichaman
took up holy the body

‘and the bishops Eadnoth and &£l Mun and the tewns people picked up the
holy body*
(cochron E,ChronE_[Plummer|:1012.15.1835)

Heretoo, itcan be argued that haligan is a substantive adjective in the genitive to
be translated as the body of the holy (one). Once again, the example is ambiguous.
In the case of dn, no example could be found where the form is used to the right
of a modifying element. Therefore [ conclude that the criterdon RELATIVE POSI-
TION is met in the Peterborough Chronicle, Obviously, pattems where a free float-
ing demonstrative occurs to theright of an adjective are not productive. Again, it
will be necessary to extend the search to a larger sample (see section 6.3).

5.5.5 Criterion 5: Obligatoriness

The fifth criterion which shall now be applied to determine se's and dn's role in
0ld English is OBLIGATORINESS. As argued in section 2.3.5, an element is likely
to function as an article when it is an obligatory default marker of (injdefinite-
ness. This condition is met in Modem English for definite contexts: singular, plu-
ral and non-count common nouns have to be marked obligatorily when they are
used in a context where the speaker or hearer knows the entities from previous

100 wiancan may be used as a substanbive adjective, Le. on the horse, the prowd fone), and (hus
the sentence could be given a dilferent reading,




206 — Nominal delermination in the Anglo-Saxon Chronicle

discourse, in the intermediate or larger situation, or from general world
knowledge, which are all contexts that make it clear that the noun refers to an
identifiable entity. In those cases the noun does not occur bare (with a few excep-
tions), and this is accomplished by using the definite article as a default marker
(if definiteness is not expressed indirectly by another determinative, e.g. a pos-
sessive). Also, indefinite contexts have to be marked obligatorily in Modern Eng-
lish. Note, however, that this is only the case with singular nouns. With pharal
count nouns and non-count nouns indefiniteness marking is optional in the
sense that indefiniteness can sometimes be marked overtly by an unstressed
some and any or the head noun remains ‘bare' (see section 2.1). Whatever the sit-
uation for phiral and non-count nouns may be, the crucial point is that with sin-
gular nouns, (injdefiniteness marking is obligatory in Modem English.,

In contrast to this, one of the most interesting features of Old English is the
paradigmatic variability of se and dn. As was already mentioned in the introduc-
tion, examples can be found where the head noun is not accompanied by any
determinative in definite and indefinite singular contexts (ex. 150 and ex.151).

(150) & he getimbrade Bebban burh, sy was @ mst mid hegge belined
and he built Bamburgh, This was first with stockade enclosed

& heer @ller mid wealle
and that after with wall

‘and he built Bambugh which was first enclosed with a stockade and alter that
with a wall”’
(ochronE, ChronE_ [Flummer|:547.1.189)

(151} b e nolden to his libbendum lichaman  onbugan,
those who would not earlier  fo his Iiving body o,
ba nu eadmodlice on cneowm abugad to his daedum banum
those now humbly on knees how fo his dead bones

‘those who would not bow Lo his living body eaclier, now bow o hisdead bones
humbly on their knees'
(ochronE, ChoonE_ [Flummer|:979.19.1488)

According to Traugott the "absence of se is common in possessive constrmctions
involving body parts of a possessor that is subject of the clause” (Traugott 1992:
172). Similarly, Ackles remarks that
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[nlouns in Old English very ollen appear with a determiner-like or article-like element of
one form ar another, but can, and very requently do, appear “bare” in places where Middle
or Modern English would require a determiner or the indelinile adicle (Ackles 1997 30). ™

The non-occurrence of a determiner has also been noted with cases where the
noun is unique, e.g. earth, hell, devil, world, heaven, ete. In addition, se is said to
rarely occur before the ordinal directions (North, South,...), feasts, divisions of
time, and usage is espedally variable before God (Flamme 1885: 5-27; Wiilfing
1894: 278-85; Mitchell 1985: 134). Examples like the ones above and the low fre-
quency of dn are the main arguments for the non-existence of the article category
in 0ld English. The criterion of OBLIGATORINESS does not seem to be met.

Again, it is necessary to investigate how frequent the cases of those bare
nouns in definite and indefinite contexts really are. The hy pothesis is that a high
number of bare noun cases is an indication that (in}definiteness marking is still
optional and that no determination slot (which has to be filled obligatorily) has
emerged vet. In such a scenario, the forms se and dn have not taken up article
function yet. On the other hand, it can be assumed that the fewer the unmarked
cases get to be in time, the more likely it is that the system is heading towards
some consistent obligatory marking of definiteness.

5.5.5.1 Bare CNPs in the Peterborough Chronicle

To investigate this line of reasoning, bare common noun patterns were analyzed
in the Peterborough Chronide. As it is impossible to search for unmarked (in)def-
inite contexts in the YCOE corpus because NPs in the corpus are neither tagged
for (in}definiteness nor for elliptical constructions, [ dedded to search for one-
word NPs including a common noun. [n other words, MPs where the CN stands
completely alone (unmarked) and is not modified by any additional word. Such
a query produces 717 hits. This means that [ did not investigate NPs with adjec-
tival modification or posthead modification, e.g. * They met wise man who livedin
this land. It may be the case that also complex NPs exist where (in)}definite refer-
ence is not marked by a determinative. For example in section 5.22, adjectival
patterns were discussed. There, it was shown that in some cases, a determinative

101 Espedally in poetry the noun iscommaonly used ‘bare’ in definite contexts without any overt
indication. However, when il comes 1o poetry, Lhis ‘increased bareness' ol nounsin definite con-
lexls may also be due o melrical faclors or archaie lendencies [Chrislophersen 1939: 86-87;
Mitchell 1985:135]).
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is ‘missing” although the referent is definite. Thus, it will be necessary in the fu-
ture to also investigate such constructions in more detail. Still, one-word NPs
seem to be a legitimate start to test OBELIGATORINESS.

As the corpus is not tagged for referentiality, I had to sift through every ex-
ample individually and decide if the NP was referential (definite or indefinite) or
non-referential based on the context. As pointed out before, a noun phrase was
counted as having definite reference when the referent referred to was a specific,
identifiable entity (that was mentioned in the previous discourse or that was
clearly inferable from the larger context/world knowledge). Table 28 shows the
distribution of indefinite, definite and non-referential bare oneword NPs.

Tab. 28: Relation belween non-referential, definile and indelinite conlexl with bare NPs in the
FB

bare CH NPs 717 OEexamples

excluded 49 {proper nouns,...)

11 175  a) ...se wees cinlng xxlill wintra (/. _.he was king for 24 years

non-referential {cochronE Chron E_[Plummer |:639.3.340)
(clear cases)

e. . pred lcative b} & se eorl Rodbeard of Nordhy mbran nolde to hirede cuman [

complements and the ead Robert of of Northumbriz wouwld nof come to court

{cechronE, ChronE_[Plummer]: 1095.9.3203)
) & hine he s®tte on cweartem [ and he put him in prison
{cochronE, ChronE_[Flummer]: 1086 94. 2913)

d) & genam frid wid Cantwarum [ ond made peace with Kent
{cochronE, ChronE_[Plummer] : B65.1.1074)

&) & he sona gerad eall Nordhymbraland him to gewealde [
and he soon aranged oll the land of N orthum briz wnder control
{coc hron E, ChirenE_[Plummer] 94 8.1.1364)
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1y
non-referentialf
definite (ambig-
LHLES CASES)

e. g [diomatic
expresslons
g

16

her on lande
2ax

hiderto lande
(s hore)

15x fo scipon
{on board)
e, time expres-
shons

118 ) Se here gewende ba to scipon mid pam pingum pe higefangen hafdon //

The army went bockto ships [on boo rd] with the things they hod seized
{coeL hirgen E, ChirenE_[P lummer] : 1016 94. 202E)

£) Her on plsum geare com &deling Eadmundes sunu cynges hider to lande [/
Here i this year came the noblemen Endward the king®s son here to lond
{cochronE, ChronE_[Plummer]:1057.1. 2416)

h) Her Eleu therius on Rome onfeng blscopdom |/
Here Eleutherius In Rome succeeded to bisho pric
{cochronE ChronE_[Plummer]:167.1.73

Il Her se eadiga apostol Petrus geset blscopsetl on Antiochla ceastre [
Here the blessed aposfle Pefer occupied bishop's seat in the city of Anfioch
{coc hronE, ChirenE_[Plummer]: 35,146

[V And on pesylcan geares @fter midewintre se cyng... /f
And In the same year after midwinter the king _..
{cochronE Chron E_[Plummer] 1083, 32, 2793)

k) ac him com to onniht se apostol Petrus /f and cometo him ot night the o postle
Peftrus
{cochron E,ChronE_[Plummer] :616.4. 267)

10 ind efinite

0} & him abas sworon [ [ and swore him oaths
{cochronE,ChronE_[Plummer]:10 86.160. 196 4)

m) & pa gewrshte he weall mid turfum [/ond then he constructed wa If with furf
{cochron E,ChronE_[Plummer]: 189.1.62)

n) & he getimbrade Bebban burh. sy wees &rost mid heggebetined. & paer &fter
mid wealle || and he buillt Bamburgh. This wa s enclosed with stockade and affer
that with wall

(oo hronE, ChironE_[Plummer]:547.1.189)

V) definlte

As a first step, 175 NPs were exchided which were clearly non-referential (1 a—e).
For example, predicative complements or phrases like in prison or to count' were
exchided from further analysis because a non-referential NP does not require an
(in}efiniteness marker.

102 In most ol them we do nol Gnd article ussge in Present Day English either,
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As a second group (11}, T also excluded ambiguous cases, which may either
get a definite reading or a non-referential one. For example, we find several idio-
matic, fixed phrases which repeatedly occur without a determinative. Although
in (f} to scipon may get a definite reading (‘returned to the ships'), this phrase can
easily be interpreted non-referentially in the sense of ‘on board’. Other idiomatic
phrases, too, repeatedly occur unmarked. Here, [ argue that they constitute com-
plex predicates, fixed combinations which must be considered inseparable units,
in which the noun can also be interpreted as non-referential. For example, the
noun is never modified by an additional element (see h-k). Finally, we find time
expressions (e.g. in winter, in spring) where the noun stays unmarked, although
a definite reading ‘in this winter"is also possible. Again, | argue that with those
time expressions overt definiteness marking is not necessary. Whereas the full
prepositional phrase in winter is referential and refers to a particular moment in
time, the noun within the prepositional phrase is non-referential.

Mote that it is obviously very difficult to decide if a noun phrase is clearly
non-referential orif a referential reading is also possible. Forinstance, in exam-
ple (e} it could be argued that the noun phrase is compatible with a definite read-
ing. in the sense of “he brought X under his control”. In any case, it was necessary
to exclude all ambiguous cases and only focus on those cases where the context
is clearly definite or indefinite.

In a third step, the 305 bare cases of singular, plural or non-count comman
nouns in an indefinite context were identified (I I-n). Most of those (256 hits)
are plural and non-count nouns like in (a) and (b). Also inModem English, indef-
initeness in these cases is not marked, However, in 49 examples (e.g. ex.152-154)
the head noun is singular and if indefiniteness marking was obligatory, these
bare nouns should not be used but should be marked by a determinative.

(152)  Her gessl Teodorius ercebiscop senob on Hae plelda
Here set up Teodorius archiishop  synod af Hatfield

forpomn he wolde pone Cristes gelealan geryhlan
because he wanted that Christ’s beliefs correct

“Then archbishop Theodoe instituled asynod al Hatfield becaise he wanted o comect
the Eith of Christ’
(codhronA-1,Chond_ [Plummer|:680.1.388)

(153)  Andgilse eorl  [ordlerde bulansunu  be rihie swe,
and if the earl died without [al son by bwful wedlock,
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wWaETe S8 CYNE yrlenuma ofeallon Mormandig
were the king heirof all MNormany

*And il the earl died without ason by lawhul wedloclk, the king would be the heir of
all Mormandy’
{ochronE, ChronE_ [Plummert|: 109115, 3084)

(154) el se cyng Meloolm o uran cynge com. & his man weard
that the king Malcolm fo our king came and his man became

o eall swilere gehyrsumnisse  swa he @ his Feder dyde
in afl such obedience as he before his father did

& bzl mid ade gelestnode
and with [an ] eath swore

‘That king Malcalm came to our king and became his man with the same obedience as
earlier his ather did and aflirmed it with anoath’
(cochron E,ChronE_|[Flummer|:1091.37.3099)

At the same time, as was shown in section 5.4, we find 29 cases where a semanti-
cally bleached dn is used to mark indefiniteness, This result shows us that indef-
inite singular contexts remain unmarked significantly more often (63%) than
they are marked (37%0), a fact which clearly supports the assumption that dn can-
not be categorized as an article in Old English.

By identifying all non-referential and indefinite cases, only 70 bare instances
ofsingular count, plural count and non-count nouns in a definite context remain.
On a closer look, this number includes various special patterns. These are listed
in Table 29,

In several instances, the head noun can be analyzed as a complex construction
with a genitive noun that functions as a determinative (I). In various appositive
constructions (10}, it can be argued that no determinative is necessary because
the commeon noun is combined with a proper name which already gives the con-
struction definite reference."Finally, as shown in (III), in some of the cases the
noun is part of a spedal syntactic construction, in which several referents are
combined by coordinative ‘&" eg. slogon abbot & munecas. & eall pat hi paer
fundon. In many of those listings, reference is clearly definite (e.g. the particular
abbot of the Peterborough monastery) but remains unmarked. Whenever such

103 However, nole the dilferent OE waord order.
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enumerations occur, it is frequently the case that no determinatives are used.
Thus, Iargue that this pattern is a special stylistic device used in Old English.

Tab. 29:Bare deflinite CHPs in the P8

Definite 70 bare common noun examples (excluding indefinite contexts)

reference

I} genithve o a) And ic £aelred pes kyningas broder pet lice tyde mid Cristesmel |

M GLEn-NALn And I, Azelred, the king's brother, grant the same with Christ's mark
{cochronE-INTERPOLATION, ChronE _[Plummer |:656. 95, 460)

Il apposi- 10 b) .5 fram £3elberhte blscope. [/ _and by bishop £thelberth.

tlons fcochronE, ChronE_[Plummer]: 791.1.882)

1) syntax 18 c)on pa llcan tima pa commaon hite Medeshamstede. Beomn don and braecon. slo-

gon abbot & munecas. & eall p2t hi per fundon
aithat time they then come to Peterborou gh, bumed and demoliched, killed ab-
baot and monks and all that th ey fownd there

{cechronE-INTERPOLATION, ChronE_[Plummer:&70.5.1117)

d}) pa gyrnde he grides & glsla. pet he mosteunswican Into gemote cuman. & wt
of gemote [ |
then he asked for sofe-conduct and hos io ges, that he mig bt come into meeting
and oul of meeting safely

fcoechronE, ChronE_[Plummer]: 104 & 68, 22 97)

IV) bare cases 32 &) pa pe nolden v to his libbendum lichaman onbugan, pa nueadmodlice on
cneowum abugad to his dzdum banum |
Thosewho wouwld earfier no thow to his ving body, those now humbly bow on
knees o his dead bones.
{cochronE, ChronE_[Plummer]: 97 5.19. 14 EE)

) Her sunne adeostred e on xii kalend= lulll {{ Here sun grew dark on 127 colen-
dar fuly
{cochronE ChronE_[Plummer]:540.1.183)

[fwe again exclude all these cases, only 32 instances can be identified where one
can argue that a definite determiner is really “missing” (IV). Such a result imme-
diately raises various questions. Are 32 cases a sufficient number to support the
free variation argument? [ doubt it. After all, one has to compare this number to
the thousands of instances in the manuscript where we find a determinative be-
fore the common noun to indicate definite reference. In the Peterborough Chroni-
cle, a CH is introduced by a demonstrative 2026 times. In 531 cases a possessive
pronoun precedes the CN, and in 534 cases a genitive construction (see section
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5.2.1). This means that in 3073 cases, a determinative overtly marks definiteness,
Thus, the 32 examples fail to support the hypothesis that definiteness marking
was still optional.

Before jumping to conclusions, the 32 instances need to be analyzed:

9> land/ land, nation, country
4= fyrd/ army

4= sunnel sun

2= cneow| knees

2 cyning/ king

1> scip/ ship

1> burgh/ town

1> fune) town

1> earde/ earth

1> heofen/ heaven

1> peodland/ nation
1> middangeard| earth
1 >gemote/ meeting

1> modef mind

1= weege/ way

1> heerfest) harvest

In example (155), a determinative is missing with the noun fyrd because in the
specific example ‘the [Saxon] army' was introduced in previous discourse (al-
ready overtly marked by se several times), so that inthe passage a particular army
is being talked about; still the noun remains bare:

(155) w5 e Fyrd gesomnod @ Cynelan
then was there army assembled  af Kennet

‘then the army was assembled at Eennet’
(cochron E,ChronE_|[Plummer|: 10006, 25.1698)

Nevertheless, it could be argued that a spelling mistake may have occurred here
with the <r- in paer being a <=, This then would mean that a demonstrative was
used. With the words earde (ex.156) and peodland (ex.157), cyning, lond, scip and
burgh, a determinative is also missing.
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(156)  Esecyng hine da geutode  of earde
and the king thembanished  from land

‘And Lhe king banished them Fom the land’
[mchronE, ChonE  [Plummer|:1002.7.1630)

(1571 He weand wide geond peodland, i de geweordad,
he became wide beyond land, greatly honoured,
forbeam pe he weomode  Godes naman ZEOrTE
Jor that he worshipped (od"s name eagerly

‘He became greatly praised all beyond the land for the fac that he worshipped
God's name 5o eagerly’
(ochronE, ChronE_ [Plummer|:959.16.1385)

In general, the relevance of those examples has to be questioned because we find
hundreds of examples in the PB where cyning, lond, earde, fyrd, scip and burgh
areused with a determinative.' Thus it may be the case that the examples lsted
here are simply scribal errors, where the scribe left out the determinative unin-
tentionally. Similarly, the example below is not a clear-cut case either (ex.158).
Although the town referred to in the given context is the particular town of Sher-
borne," the phrase could also be analyzed as an idiomatic, non-referential NP,
in town.

(158) & heh=eide  pelbiscoprice =l Scireburnan L winter

and he had the hishopric al Sherborne 50 years
& his lic 1id) preeer on tune
and his body  lesthere in town

‘and he held the bishopseal at Sherborn [or 20 years and his body lies there in town”
(ochronE, ChmomE_ [Plummer|:867.11.1096)

104 Forexample, cyning occurs 581 Hmes wilth a delerminative.
105 Again fune is regiilarly used wilth the demonstrative or other delerminalives in other parls
ol the Peterborough Chronicle,
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If we exchide all those cases for the reasons mentioned, the number of 32 is re-
duced even further. The remaining examples are sun, heaven or middangeard
which can be interpreted as inherently definite, similar to proper nouns. They
denote entities which in the world knowledge of the speakers are unique and
which can thus be identified easily.

(159) Her sunme aleostrode  onoxii kL lulii
Here sun grew dark on (20 fune|

‘Here the sin grew dark on the 20th of [uine’
[cochronE,ChronE_[Plummerd :540.1L183)

(160)  Emen gesegonread Cristes mel  on heofenum
and men saw red Chiist sign in sky

mller sunnan  sellan gange
after sun seliling

‘and men saw a red sign ol Christ in the sky alter the sun wenl down'
(cochron E,ChronE_|Plummer|:774.3.815)

(167) On pam Hdum aras Pelaies gedwild  geond middangeard
In those fimes arose  Pelagius® heresy  throughou! world

In those times Pelagius® hersey came 1o be known throughout the world®
(cochron E,ChronE_[Plummer|:380.5.101)

Similarly we find two examples including body parts (e.g. knees). Uniqueness
also seems to play a role here: there is no need to overtly mark a person’s knees
as the speaker conceptualizes his own knees as something unique and thus in-
herently definite (ex.147). It seems that this special category of unique entities
resists determinative usage more often than others, which is why itis worthwhile
toinvestigate this potential groupin more detail in order tofind out if these nouns
never take a determinative or if usage vares. Additionally, an interesting ques-
tion is whether a determinative is used more consistently with these special
nouns in the later periods of the Peterborough Chronicle. In other words, the hy-
pothesis is that if those cases are the last ones to resist consistent, overt definite-
ness marking, they should remain bare more often in the earlier periods and only
take up article usage later, when article usage generally spreads to instances of
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marking nounhood rather than definiteness. Other words which conceptually
could be seen as members of such a group are moon, hell, head or flood.

5.5.5.2 Sun, moon, heaven, hell...unigue common nouns in the Peterborough
Chronicle
Table 30 shows the distribution of se with unique common nouns in the PB:

Tab. 30: Distribution of se with unigque common nouns in the PB

sUn moan heaven  hell knee head (middle)- flood/
sunna mona heofen  hell creow heafod  earth tide
(m.) fm.) . {m.) fir.) fin.) middan-  flod
geard
(m.)
used # - + - + - + - + - + - + - +
with
se
PBE.I 2 1 1
FE.I 2 1 & 1 1 1
PE.II 5 1
PE.IV &4 & 1 1 2 1 1
Tolal 2 3 1 - & 1 . 1 - 2 a8 1 1 2 1]

As can be seen, obligatory marking in the Peterborough Chronicle is not con-
sistent. Whereas moon and flood are always marked overtly, only knee, hell and
middlearth are always used without a determinative. Head, heaven and sun ex-
hibit inconsistent behavior. As the number of hits is very low in the PE, any con-
clusions drawn from the results can only remain tentative. On the basis of this
small sample it is simply impossible to make any claims about a potential dia-
chronic development. What can be seen, however, is that the ‘group’ shows no
consistent use of determinatives. Some unique nouns take a determinative, oth-
ers do not. It remains to be seen if similar tendencies can be identified when in-
vestigating a larger text sample.

50 far we can only conclude that definiteness marking is already very con-
sistent in the Peterborough Chronicle. Most cases which still resist marking can be
explained to a large extent. In other words, evidence suggests that the OBLIGA-
TORIMESS criterion is met. Does that mean that the criterion is also met in OE
prose in general? As a matter of fact, the Peterborough Chronicle is a rather late
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document. It has been tagged 0.3/0.4 in the Helsinki Corpus and the process of
obligatorification might be well onits way. [ therefore conducted the same search
in the Parker Chronicle, which is the oldest surviving Anglo-Saxen Chronicle
tagged as 0.2/0.3. Again, the results are similar. We find 251 bare CNPs. After all
the indefinite and non-referential contexts are subtracted and after all excep-
tional patterns are excluded, only 8 cases remain, where one could argue for the
determinative to be indeed missing. These are:

Ix sun sun

1% mona/ moon

Ix edele/gentry, nobility

1% hefon/heaven

1x flod/tide

1x middangeard/mid dleearth

As can be seen, the nouns found are identical to those found in the PB, except for
edele. Again, this suggests that indicating definiteness overtly has become more
or less obligatory, Admittedly, it could also be the case that we face a textual ar-
tefact here as both chronicles belong to the same genre, As the situation may be
different in other genres, other manuscripts will be analyzed as well (see section
6.4).

5.5.6 Criterion 6: Exclusiveness

The next criterion is EXCLUSIVENESS: a prehead dependent which exclusively
expresses (in)definiteness is likely to be an article. Generally, as was shown in
section 221, the concept of *definiteness’ is quite difficult. It incorporates several
semantic notions, e.g. specificity, uniqueness, etc. and often not every feature
can be assigned in every case of article usage. In other words, it is very difficult
to decide which utterance should be given a definite or indefinite reading. More-
over, itis also very difficult to decide if a noun phrase is incompatible with a deic-
tic or numeric reading. A potential deictic interpretation of the is sometimes even
possible in Modem English although the article category is well established at
that linguistic stage. For example, imagine a woman shopping, who tells the shop
assistant [ take the blouse holding a blouse in her hands. Here, the context sug-
gests that we could read some spatial deixis into the.

It has already been shown that in Old English it is often possible to translate
se either as this/that giving it a deictic reading or as the, exclusively indicating
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identifiability or specificity. The compatibility of definiteness with spatial deixis
is obviously the reason why the definite article tends to develop out of a demon-
strative in the first place. Most of the examples can thus be interpreted in two
ways. For example, in the following passage, there are several examples where a

double reading is possible (see line 2, 6,7, 15 and 21)}:'*

1 Her com Swe gen mid his Qotan to Nordwde,  Here Swein came wilh his [eel Lo Novedch,
2 B paburh ealle gehergade, & lorbeerndon.  and complelely raided and burned down

3 that/the town.

4 pa geraedde Ulkytel wid ba witan on East  Then Ullcylel decided with the council -

5 Englum. peet him bestere weron peel man lors in East Anglia thal it would be betler
£ wid pbone here frides ceapode. @r hito my-  that they [one| made peace with that) the
7 celne hearm on pam earde gedydon. enemy army, belore Lhey did oo much

8  forpam pe hi unwares comon, and he [yrst harm in that)/ the country, because they

9 naelde pest he his [yede gegadrian mihte. 0a  came unexpectadly and he had no time in
10 under pam gride pe heom be tweonan beon  which to gather his amy. Then under the
11  sceolde. pa besteal se here up [ram scipon.  truce which should have been between

12 and wendan heora fore o peodliorda. them, the ammy stole up from the ships and
13 tirresd heir foree o Thellord.

14 Oa Ulfeytel peet undergeal. ba seonde he past Then when Ullcy tel realized that, he sent
15  man sceolds pa scipu o heawan., ac hi that they [one| should chop up those! the
16  abrudon pa de he lo pohle. and he ba ships. Bul those, who he thought of [ailed
17 gegaderode his [yrde diglice swa he swydost  and then he secrelly gathered his army as
18 mubhle. [asl as he could.

19  ge here com pa Lo peod forda binnon i And the enemy army then came 1o Thel-
20 wuea paes e hir gehergodon Nordwicand  ford, within three weels (hal they had ear
21 heer binnon ane niht waeron. and pa burh lier raided Norwich, And wens there one
22 hergodon & forbee rndon, night, and raided and burned down

that/the town.

A factor that could help to distinguish articlehood is stress. As early as Wiilfing
(1894: 277-287) some philologists tried to only count those instances of se which
donot camy stress as ‘definite articles’. But working on OE prose data, stressisa
problem. There may have been a difference in the pronunciation of se as demon-
strative and as article, and at some point in time the latter must have become
unstressed (Le. using a schwa [a/). This, of course, is not marked in writing
( Christophersen1939; 96}, and thuswe cannot distinguish when se clearly carries
emphasis (Mitchell 1985: 128).

106 [cochronE, ChronE_ [Plummer|: 10604, 11650_ 1D o 1004111662 _[D). The Modern English
Lramslation is taken from Swanton (1996: 135) bul was slightly adapled.
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In the passage above, we find one case (line 19) where a non-deictic reading
makes far more sense because the determinative is used as an anaphoric refer-
ence marker (the referent the army has been introduced earlier in line 11). One
could argue that assoon as such an example can be found in a text, we have to
speak of article usage. The question, however, is how many of these semantically
bleached cases we have to identify to safely argue for the existence of an article.

We find a similar albeit less complex situation for dn. In section 5.4 it was
shown that it is indeed possible to identify contexts where dn is undoubtedly
used as a numeral. At the same time, in other examples an indefinite reading is
much more likely. However, a numerical reading is often possible as well. There-
fore, this criterion is not very reliable, Nevertheless, [ will come back to this crite-
riom in section 6.1,

5.5.7 Criterion 7: Syntactic Mativation Only

Clasely related to the EXCLUSIVENESS criterion is the last criterion SYNTACTIC
MOTIVATION OMLY, which also turns out to be difficult to apply. Ithas been sug-
gested that a prehead dependent which is exclusively syntactically motivated is
likely to be an article. As was discussed in section 2.3.7, articles often reach a de-
velopmental state in the grammaticalization process, in which semantic content
has bleached so much that the articles — at least in some languages - function as
nominalization-markersonly (Lehmann 1995: 38-39). Anexample for suchusage
in English is the article's usage together with generdc reference, e.g. The/A llon is
a dangerous animal. Here, the and a refer to the species, type or class and not to
a particular referent. In that sense, it can be argued that the article is “syntacti-
cally’ motivated rather than “semantically’.

Several typological studies have shown that using an article in such cases
does not reflect an early stage in the grammaticalization process (Lyons 1999;
340). That is why it seems unlikely that in Old English, where the article is only
about to develop, one will find such examples, Traugott daims that “[gleneric
NPs introduced by the incipient definite article deary exist in OE” (1992 176).
She lists the following example:

(163 Se lareow sceal bion on his weorciim healic, dal he on his life
Thef A teacher must ke in his works excellent, that he in his life
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gecyde lifes weg his hisrmonnum
may teach life’s way fo his followers

‘A Leacher miusl be excellent is his worl, 50 thal in his life he may leach Life's way Lo
his [ollowers*
(oocura,CP:14.811.525)

Here, however, the NP may not be generic after all. The passage, taken from the
Cura Pastoralis, reports on the ‘ideal’ teacher,"" so that it could be argued that
the author speaks about a specific type of teacher (in the set of all possible teach-
ers}, which would explain definiteness marking.

Generally, it again seems necessary to confirm this particular usage by find-
ing examples in the texts investigated in this study. In the Peterborough Chronicle
a demonstrative combines with a common noun 2026 times. In order to investi-
gate the possibility that se is used with generic reference, these examples had to
be analyzed. [ decided to only analyze instances where the head noun takes a
nominative case and thus can be presumed to function as a Subject. Admittedly,
this decision was mostly made to reduce the number of NPs which had to be an-
alyzed. On top of this, however, this procedure seems reasonable because Sub-
ject-MPs (which occur in the nominative in Old English) are more likely to have
generc reference (e.g. The Lion is a dangerows animal).

There are 755 examples where the head noun has a nominative case and all
of them were analyzed in their context one by one. [ was trying to detect instances
where s¢ §s used to refer to a type or class (in a more or less non-referential way)
and not to a specific, identifiable referent, which has been introduced in the text
or can be inferred from world knowledge. As a matter of fact, in none of the 755
examples is se used with generic reference. This then does not seem to be com-
patible with the assumption that se was used as a sheer marker of nounhood.
Similarly, dn is also never used in a generic context in the PB. None of the 85
examples isused witha generic referent. The non-existence of the pattern im plies
that the criterion SYNTACTIC MOTIVATION ONLY is not met in the Peterborough
Chronide.

Admittedly, the lack of this structurein my sample s inconclusive., " First of
all, it might be the case that we find such a pattern in the 1271 examples which

107 Inseveral sections, the behavior af the ideal priest, the ideal teacher and the ideal ruler, etc.
are discussed [see Sweel 1958: 74-172).

108 [Lmighl be possible thal we [ace a lexlual arlifacl. No examples may be [ound becaise a)
the Peterborough Chronicle is simply oo small in sample size or b) because - in lerms ol ils genre
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were not investigated or in other OE texts. However, based on the evidence in the
PE, I do not expect to find many examples which clearly prove the existence of
the pattern. Secondly, the criterion is problematic for another reason. Even if it
can be confirmed that se or dn are not used with generic reference, this does not
prove that the forms are not articles. Se and dan could be used asobligatory default
markers to indicate (in)}definite reference in a fixed syntactic position - some-
thing that we have decided to be a strong indication for articlehood - but at the
same time they may not be used with generic reference, at least not vet. The forms
may take up that function only later in time, e.g. in the late OE period or the ME
period. Therefore, the SYNTACTICMOTIVATION ONLY criterion will not be inves-
tigated any further.

5.6 Concluding remarks: evaluating the criteria for
articlehood

In the last subsections, [ have presented my results on the diachronic develop-
ment of the forms se and dn in the Peterborough Chronide and the Parker Chroni-
cle. It has been shown that generally the demonstrative is the most frequently
used determinative to mark definiteness, Moreover, it could be confirmed that the
demonst rative is used more or less consistently in combination with weak adjec-
tives. | have also traced the development of se diachronically. Generally, it can
be said that the token frequency of [se+CN]wer significantly increases in time.
Also the occurrence of the compound demonstrative pes almost doubles from the
first period to the last period. Finally, the usage of se with proper nouns is very
rare and also dn is used very rarely as a prehead dependent. Most of the time it
clearly functions as a numeral.

Regarding the criteria for articlehood, applying some of them has not led to
conclusive results. Either it was impossible to apply them successfully, or the re-
sults turned out to be frrelevant. As can be seen in Table 31, the criteria PREDICA-
TION and INDEPEMDENCE could be applied, but the resilts are not relevant for
the status of se and dn as determinatives. Se and dn are only used independently
(or predicatively) in their role as independent pronoun or numeral, something
that has nothing to do with their function as a determinative, Additionally, the
EXCLUSIVENESS criterion is extremely difficult to apply. In the case of seit is not
really possible to identify those contexts where the form exclusively expresses

= the chroni d e moslly relers Lo conerele, dniqie evenls where specific people and specilic even s
are being lisled.
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definiteness. It is slightly easier to evaluate the status of dn, but in the end any
classification is mostly subjective. With regard to SYNTACTIC MOTIVATION
OMLY it has turned out that finding no evidence for the usage of se with generic
reference doesnot enable us to successfully demarcate the article category either.

Tab. 31: Criteria for articlehood in the Peterborough Chronicle

CRITERION criterlon  citedan conelusive | Sluggesls
could et inconclusive det. slot
be and article
applied function

s/ dn sefdn

WO INDEPENDENLCE: a5 o i Inconclusive

a prehead depen dent which cannot ocowr
independently of its head is likely to be an
article

HO PREDICATION: yag wes/ no inconclusive
a prehead depen dent which cann ot func-

tion as a predicative complement is likely

to ke an article

HO CO-OLCURRENCE yasg wes no conclusive wes | no
a prehead depen dent which cannot co-oc-

curwith itself or other determinativesis

likely to be an article

RELATWVE POSITHIN: yes yes/yes conclusive yes | yes
a prehead depen dent which ocowrs to the

left of any guantifier or modifier is likely to

be an article

OBLIGATORINES 5: yes yes no conclusive yes | o
a prehead depen dent which is an obliga-

tory default marker to Indicate {in}definite-

ness Is likely to be an article

EXCLUSMENESS: no

a prehead depen dent which exclus lvely

expresses {in)definiteness is likely to be

an article

SYNTACTIC MOTRATHIN ONLY: yag e inconclusive
a prehead depen dent which is exclusively

syntactically motivated is likely to be an

article
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Only the three criterda NO CO-0OCCURRENMCE, RELATIVE POSITION and OBLIGA-
TORIMESS have turmned out to be ‘useful” criteria. ALl of them could successfully
be applied and the results suggest that the Peterborough Chronicle mirmrors a
grammar in which

— definiteness has to be marked obligatorily but indefiniteness does not

— determinatives are regularly positioned left of modifiers and quantifiers

— determinatives do not co-occur with each other.

At the same time, the results suggest that whereas dn definitely did not function
asan article, it can be argued that se did (if the most important critedon for arti-
clehood is obligatoriness). Admittedly, due to the small size of the manuscript,
sometimes only a handful of examples could be found. Many examples are am-
biguousand had to be dismissed as evidence. The low frequency of the remaining
examples (e.g. in the case of bare noun NPs) makes it hard to interpret their rele-
vance. For example, with the OBLIGATORINESS criterion it had to be decided if
the 32 examples of bare noun CNPs in definite contexts constitute enough evi-
dence to argue against the existence of an ‘obligatory marking nile’. [ have ar-
gued that 32 cases do not seem to mirror a system that allows for definiteness
marking to be optional.

[ therefore continue the investigation by analyzing more texts in chapter 6,
in particular some of the earliest texts available; those which have been marked
‘0.2 in the YCOE. This increases the scope of the investigation (larger sample) and
enables us to answer the following questions:

—  Doesthe semantic and syntactic behavior of the forms se and dn in other OE
manuscripts (e.g. Latin translations) strongly differ from their use in the
chronicles?

- Arethe forms se and dn used differently in early OE texts (compared to late
OE texts)?

If it can be shown that the syntactic and semantic behavior of se and dn in eary
Old English strongly differs from later usage (represented by 0.3/0.4 texts), this
suggests a change in the grammar.
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The art of appmaching constructional change with a corpus-based methodology is thus 1o
operationalize theoretical questions aboul language change in such away thal frequencies
drawn from corpus data can provide evidence for or againsta given hy pothesis, or [acilitale
the exploratory description of a constructional change, (Hilpert 2013: 8)

The empirical investigation was extended to several other OE manuscripts. Mext
to the Peterborough and the Parker Chronide the following texts were analyzed:

Tab. 32: Invesligated OE manuscripls

manuscripts filetag  period word count  Latin mianuscipt
translation  in YCOE

Pelerboraugh PE 0.3 /4 late  &40,641w original cochronE.o34
Chronicle

Alric’s Lives of LOS 0.3 late 100,193w  original coalelive. a3
Sainls

Allric's Catholic CH 0.3 late 106,173w  original cocathoml.03
Homilies

Parker Chronicle PA 0.2/3 early 14,583w original tochronA.n23
Blickling Homilies BH 0.2/3 early 42,506w original coblick.o23
Laws of Allred (AT 0.2 early  3,31aw original colawalo?
Laws of Alfred Intro-  LAWI 0.2 early  1,966w ariginal colawalinlo2
duction

Laws of Ine INE 0.2 early 2,755w original colawine.ox2
Gregory's Dialogues GO 0.2/4 early 91,553w translation cogregdC.o24
Bede's Hislory of BED 0.2 early B80,767w Lranslation cobeden2
Lhe English Church

Boethius BOS 0.2 early 48,443w translation coboeth.o2
Cura pasloralis/ CUR 0.2 early 68,556w lranslation cocuranl
ThePastoral Care

Orosius 051 0.2 early 51,020w translation  coorosiu.o2

The texts show regional variety and belong to different genres and centuries. This
is the reason why we should not regard these texts as forming one corpus sample,
but rather interpret them as separate texts to be investigated individually. At the
same time it is possible to classify the manuscripts as either early or late OE texts.
The majority of manuscripts are early OE texts because this investigation focuses

https:f fdol.org//10.1515 f97E 311054105 3-006

grougnt 1o you by ne Matonal Library of the Fhlippines




Basic delermination patlerns =—— 225

on the morphosyntactic changes in the eariest attested linguistic stage of Eng-
lish. However, also three late OE texts were investigated (for further information
about the manuscripts see the Appendix). This enables us to investigate whether
time s a varable that influences the distibution of se and dn (see sections 6.1.1
and 6.2.2).

By the choice of the 13 manuscripts above, [ have also tried to create a bal-
anced sample between translations and original texts, 5 of the manuscripts are
translations from Latin but 8 texts are originals. Analyzing secular, non-Latin
prose (e.g. legal documents, laws, wills, or works on medicine and geography) is
ofinterest because one can expect a certain originality in this text type. However,
the majority of the earliest surviving OF prose texts are religious translations from
Latin. Analyzing a Latin translation might turn out to be problematic, because
Latin had no articles and the translator possibly transferred syntactic constrnic-
tions from the source language. This potential Latin influence motivated me to
investigate the variable text type (translation vs, non-translations) in more detail
(sections 6.1.1and 6.2). It remains to be seen whether the usage of se and dn dif-
fers in the respective texts.

6.1 Basic determination patterns

The nominal determination patterns discussed in the last chapter (Table 17} were
once again investigated and the results are presented in Table 33 and 34. While
Table 33 lists the raw numbers, Table 34 offers percentages. It can be observed
that in all the texts, se is used more often than other determinatives to mark def-
inite reference. The [DEM+CN]wwcconstruction makes up between 23% and 36%
ofall CNPs in the respective documents. Only inthe three law texts is the percent-
age lower (around 20%), which is probably a genre issue. It seems reasonable to
assume that in a law text fewer examples of NPs with definite reference can be
found, because such a text makes very general statements about human interac-
tion, e.g. If g farmer kills an ox of some neighbor, etc. Not many cases of unique,
specific referents can be expected here, Additionally, inlaw texts individual legal
cases are listed one after the other and no narrative structure (with the use of
anaphoric reference markers) emerges.

In contrast to the high number of [DEM+CNwas, the definite construction
[POSS+CN]swas only makes up between approximately 6% and 15% in the texts,
The [GenP+CN]wraer construction ocours in a range between approx. 5% and 1296
in all the manuscripts. [t must be pointed out thatin all the texts only those three
constructions ([DEM+CN|spar, [POSS+HCN Jipaer, [GenP+CN]iua) with only one ele-
ment preceding the head make up between 4596 and 55% of all CNPs. This finding




226 — Nominaldelermination in Old English prose

should not be underestimated. After all, one might expect a higher percentage of
constructions with a more complex prehead (e.g. adjectival modification) or
fewer contexts in which a demonstrative is being used. Importantly, this fre-
gquency distribution — with the demonstrative being used 3 times more often than
other determinatives and the majority of NPs having only one prehead element -
will be crudal for the line of argumentation to come (see chapter 7).

Adjectival modification varies in the manuscripts. The constructional pattem
[DEM+AD]+CNlwas is only used about 2% in the law texts, but it is used much
more in the homilies or the philosophical and religious texts (around 10%6). This
may again be a matter of genre, Descriptive namatives are stylistically more com-
plex, and it is to be expected that adjectival modification is more likely in a phil-
osophical or religious manuscript than in a law text or a chronicle, In any case,
[DEM+ADJ+CHwax clearly is a productive construction in Old English. In con-
trast, the construction [DEM +PN]sps. with a proper noun head is used as rarely as
in the chronicles - between 2% and 5% — with Boethius being the exception with
a slightly higher percentage (7.896). In other words, it can be concluded that in
the vast majority of cases, proper nouns in Old English (like in Modern English}
arenot accompanied by a determinative.

An collocates with a common nown very rarely in all the manuscripts. All to-
sether there are only 1075 examples of the [@n+CN]smnes construction. As dn is
tageed as a numeral in the YCOE corpus, this number also includes all the exam-
ples where dn is clearly used as such. Still, the usage of dn is extremely infre-
quent, even if those cases are included in the calculation (between 0.4% and
2.29%), Again, it is of interest to exclude those instances from the calculations and
identify the contexts in which dn is exclusively used as a semantically bleached
marker of indefiniteness. Although it is a subjective endeavour to decide on the
EXCLUSIVENESS status of dn, [ analysed all the 1075 examples individually and
identified the cases where dn is clearly used as a numeral e.g. one vear, one night,
one X but many Y., After subtracting those instances, the number of hits turns
out to be extremely Jow (0.15%—- 1449 see Table 33 for results). This definitely
mirmrors the findings in the Anglo-Saxon Chronide and suppaorts the assumption
that dn was not used as an obligatory marker of indefiniteness.
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6.1.1 Testing the variables *historical period’ and “text type’

One of the research questions posed is whether se and dn increase in their fre-
quency in time. A strong frequency increase is indirect evidence for the fact that
the two grammaticalizing words have changed their categorical status. This ques-
tion was already investigated in section 5.3 by splitting up the Peterborough and
the Parker Chronicle into periods, where it was shown that the demonstrative in-
creases in token frequency.

The issue will now be investigated once again by checking whether the late
manuscripts differ from the early manuscripts in their usage of the two determi-
natives. Mext to the question whether time plays a role, itis also worth investigat-
ing if there is a difference between translations and non-translated texts. Thus,
the two variables tested were "historical perdod’ (early vs. late Old English) and
text type’ (translation from Latin vs. orginal) (also see section 6.2.2 for co-ocour-
rence).

Let us start with the results for the demonstrative. For the readers’ conven-
ience, Table 35 once again shows how many CNPs exist in the manuscripts and
how many of them (raw frequency) belong to the constructional type
[DEM -+CH et

Tab. 35: Distribulion of [Dem+CN] s

construction PBE LOS  CH PA BH LAW LAWI INE GD BED BOS CUR OS5l

CHPs 6093 14715 17150 X140 6296 637 256 526 13108 121577 590 B56E 6709
Dem-+CN ke IP51 0 4207 562 149E 135 51 110 4707 346 1BD1 3119 2208
rest D67 10764 12043 1576 4BOOD 502 205 416 B4aDl 9331 4159 5440 4501

Using these data points, we ran a multivariate mixed logistic regression model
(generalized linear mixed model with logit link, GLMM) with fixed effects being
the "historical period’ (early vs. late; early as baseline) and the ‘text type' (original
vs, translation; original as baseline). As random effect the model integrates ‘text’
asthe grouping variable (random intercept). The investigated dependent variable
was the ‘construction type’ (Dem+CN vs. other CN; other CN as baseline). Table
36 and Figure 12 visualize the results. [t can be seen that items which occur late
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or in translated texts are significantly more likely to be a [DEM +CN] s construic-
tion than early items in original texts (p=0.019 and p<0.001, respectively).'™

Tab. 36: GLMM of construclion ty pe [Dem+CN ve, ather CH) depending on ype and period wilh
Lexl as random intercepl (SD=0.16;13 groups; N=94737). Significance code:** p<0.05;
00l Y pel. 001

Coefficient § SE Effect on OR P Significance
Intercepl -1.22 0.08 0.2% <0.001 ok
lype (Lranslation) 0.48 0.11 1.61 <0.001 Yrirk
period [late) 0.28 0,12 1.33 0.019 *
-
period (late) -

L ]

type (trans)

effect on OR {marainal effects)

Fig. 12: Fixed elects of period and type on the odds of being Dem+CH vs, other CH (odds ratio,
o)

109 The advantage of such a model - incontmast to a simple chi-square test - is that il caplures
the impact of mulliple variables on onstructional choice al once while at the same ime laking
into account that dala points are grouped in that they are laken [mom the same lext. All compau-
Lations were done in 8 (K Core Team 2017). GLMMs were compiiled with the Ined package [ Bales
elal. 2015) and visualized with sjPloi{ Lidecke 20171
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In Figure 12, the vertical dashed line (OR=1) represents the null-hypothesis of
having no effect at all. For a CNP construction, both period and type exert signif-
icant effects on the likelihood of being [DEM+CN]waer. In late texts, the odds of
being [DEM+CMNxpar are (multiplicatively) increased by 1.33 (B=0.28; p<0.019).
Text type exerts an even stronger effect; the odds are increased by 1.61 (f=0.48;
p<0.001).

The results clearly support the hypothesis that the [DEM+CN spar constiic-
tion becomes more frequent in time because the demonstrative is taking up its
article function. At the same time, it is less clear why the variable “translation’
has such a significant effect. It might play a role that the translations from Latin
are mostly religious, philosophical treaties with longer paragraphs and many an-
aphoric references which stay on topic but this, admittedly, is purely speculative
unless we analyze all the text in much more detail.

However, the picture is less clear than it might seem because the texts donot
behave in a uniform manner. Figure 13 shows that some texts (random effect in
the model) score significantly above average (PB, CUR, PA, GD) while others
show a significantly reduced use of [DEM+CN Jimar constructions (CH, BED).
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effect on OR lintercept)
Fig.13: EMecls of texl on Lhe intercepl ol Lhe model [random inlercepl; effects s hown on Lhe OR

scale)

The values in Figure 13 can be interpreted like this: they denote the expected use
of [DEM+CM]swarconstructions under the ceteris paribus assumption that all texts
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are original and belong to the early period. Thus, some texts show significantly
less use of the [DEM+CN]spaa construction than expected ; while others show sig-
nificantly more use of the demonstrative than expected.

All these individual differences show that the texts are very different from
each other. These differences presumably reflect content, genre and style. This is
the reason why [ have repeatedly pointed out that although we can make some
generalizing statements about the morphosyntactic features of OE prose or argue
that there are particular characteristic features of OE translations, we should al-
ways keep in mind that in the end the individual text may deviate from the iden-
tified norms.

Let us move on to the [dn+CN meas constriction. As was mentioned earlier,
dn is hardly used. Table 37 once again shows its distribution in the respective
texts:

Tab. 37: Distribution af [@n 4+ CN]ysinder

construction PBE LOS  CH FA  BH LAW LAWI INE 6D BED BOS CUR OS5I

CHNPs 6093 14715 17150 2140 6296 637 2156 536 13108 13577 5960 BS6E 6709
an+CN i i7e D& 14 10 1 1] 2 ir 19 24 15 or
{excl. num})

rest 6064 14536 17056 2126 G2BE 636 256 524 13031 13558 5936 B553 6612

A similar GLMM was used to calculate whether dn as a bleached marker of indef-
initeness is used more often in the late texts or in translations. The results reveal
that the factor translation’ does not play a role this time, It is not the case that
the [dn+CN s maconstruction occurs more often in translations (see Table 38, Fig-
ure 14), Text type plays no statistically relevant role, probably due to the ela-
tively small number of [dn+CN s constructions in the sample. However, time
seems to be a relevant factor. We can observe that an is used more often in the
later texts, Still, this result is only marginally significant. Extension of the dataset
by more late OF texts might change the picture towards significance, in the sense
that [ expect to find many more examples of dn in other late OE texts.
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Tab.38: GLMM of construclion type [dneCH vs. other CN) depending on by pe and period with
texl as random intercept (SD=0.66;13 groups; N=94737). Signiflicance code: ** ped, 05; 4%
pe0u01; Y pe0 001

Coefficient B SE Effect on OR p Significance
Inlerceplt -5.97 0.36 0.0025 <0.001 ik
type (translation) .45 046 156 0.33
perod [Late) 0.9% 0,51 2.69 0.05 *)
i
period (late) »
13
type (trans)

effect on OR (marginal effects)

Fig. 14: Fixed efMecls ol period and lype on Lhe odds of being dn+CN vs, other CN [odds ratio,
OR)

Again, it is interesting to look at the manuscripts individually. This time the texts
are much more similar to each other. Orosius, the Parker Chronicle and Lives of
Saints show a high number of dn whereas Bede and the Cura Pastoralis show a
significantly lower number (Fig. 15).
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In the end it must be conchuded that my investigated data do not show any sta-
tistically significant increase of an. This of course is not surprising as the work by
Rissanenand otherstells us that dn used as anarticle spread later (in Middle Eng-
lish}. In that sense, Old English is not really the period to determine the trajectory
of the form dn. What can be investigated, however, are the specific bridging con-
texts in which dn starts to loose its numerical status (see section 5.4).

[ alsowould like to draw the reader’s attention to the middle section of Table
34, In most of the investigated manuscripts the demonstrative and the possessive
co-occur. Especially in the 02 manuscripts which are translations from Latin
more instances of co-occurrence and unusual (word order) patterns seem to oc-
cur. The number of these examples is still extremely low (< 1% of all CNPs), but it
seems that there are more hits in the early texts than in the later ones (compare
the number of hits in the 0.3 texts in the left columns with the 0.2 texts in the
middle and right columns. This is why those unusual determination patterns
shall be studied in more detail in the following sections. In other words, T will
once again investigate the NO CO-OCCURREMCE and the RELATIVE POSITION
criterion. Afterwards, the OBLIGATORINESS criterion will be investigated.
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6.2 Criterion 3: No Co-occurrence

As was shown in the last chapter, co-occurrence of POSS+DEM/DEM+POSS is
very rare in the Peterborough Chronicle. Mo instances of POSS+DEM/DEM+POSS
without adjectival modification could be found in the manuscript. The infrequent
use of the construction was the main reason to investigate this pattern in other
manuscripts. If more examples of co-occurrence can be found in the earlier man-
uscripts, we can assume that some kind of network change in the constructicon
must have taken place in the sense that the constructional family of POSS5+DEM
constructions was lost (i.e. dissolved in the network; see chapter 7).

The demonstrative collocates with the possessive in all the investigated o.2
manuscripts in 241 examples, except in the Parker Chronicle which shows no co-
occurrence. This may seem to be a relatively high number at first, but it is essen-
tial to understand that the number of co-occurrence patterns constitutes less than
0.5% of all CNPs in every text (except one document, namely the Blickling Homi-
lies with 0.64%5). This clearly shows that the co-occumence of DEM+POSS is not a
productive pattern at all; a point [ will come back to in section 62.2.

In contrast to the Anglo-Saxon Chronide, instances of [DEM+POSS+CN]spas and
[POSS+DEM+CMlwas without adjectival modification can be found. Table 33
shows that the search gquery produces hits for all of the four types of co-ocour-
rence patterns inthe Blickling Homilies, Gregory’s Dialogues, Bede and Boethius,"™

The [DEM+POSS+AD]+CMspaer constriction is rare in the texts. All in all, the
construction is only used 10 times.

(163) P sumu we nu gemdon gepeodan
which some we now have taken care fo insert
in pis user ciriclice staer
in this our ecclesiastical history

‘of which some we now have laken care Lo inserl in this our ecclesiastical history’
(cobede,Bede_dq:8,282.20.2857)

(164) Huneis et peah sio eowru hehste gesold  paracyningaanweald?
How not is that, however  this your highest felicity  the kings' power?

‘Is it not the case, however, thal this highesi [elicity is the power of kings?*
(coboeth, Bo:¥9 65, 18.119)

110 Compare Allen's study (2006: 1571 on the co-occurrence pallerns in OE lexts.
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Again, in several examples it is debatable if we should analyze the pattem with
DEM and POSS aselements of the same NP, or if we should give the demonstrative
appositional status. For instance, in example (163), it is possible to interpet this
as an independent appositional phrase in the sense of this, our ecclesiastical his-
tory. To argue for an appositional stricture also seems reasonable because pis
here is the compound demonstrative with a stronger deictic force. Also example
(164) may be constructed along those lines (this, your highest felicity). This is the
reason why those examples should probably not be counted as instances of a
demonstrative and a possessive co-occurring. To account for this, Table 33 addi-
tionally lists the number of hits in brackets after all ambiguous cases have been
subtracted.

More examples for the [POSS+DEM+AD]+CN|saer can be found; in nine outof
thirteen manuscripts the pattemn is listed 123 times. Again, it seems to ocour
slightly more often in translations from a Latin source, e.g. in Orosius, Bede or
Gregory's Dialogues (ex.165).

(165) B aller his deads Rehearedus se cyning ne fylgde
and after his death Rehcaredus the king not followed
nena mmhirede his pone treowleasan faeder, ac his broper
nor sirengthened his that unloyal father, or his brother
bone marlyr
the martyr

‘and alter his death, Rehcaredus the king, did not follow or stengthen his unloyal
father ar his brother the martyt
[cogregdC,GDPrel_and 3 |C]:3L239.15.3364)

Still a relatively high number can also be found in the Blickling Homilies (ex.166)
which is not a translated text.""

111 The Blickling Homilies manuscripl is a sirange outlier when il comes Lo co-occurmence pal-
terns. In the literatume ilis reated as an original prose text becau se an official Latin source seems
Lo bee missing. SUlL il s a religious Lexl and il is doubtful if il really shild be realed as a non-
translated text.
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[1686) He sealde his pone readan gim, bzt weaes his paet halige blod,
He sold his that red fewel, which was his that holy blood,

mid pon he us gedyde daelnimende pas heolonlican dees
with which he us made participating in the heavenly kingdom

‘Hesold his red jewel, which was his haoly blood, by which he made us take part
in the heavenly kingdom’
[coblick, HomU _18_[BlHom_1]:9.125.121)

The results confirm Traugott's observation that the [POSS+DEM+AD]+CNswa con-
struction is far more frequent than its vardant [DEM+POSS+AD]+CN]smaa. Note,
however, that it could be argued that several examples should be disregarded,
because they can be parsed differently as a construction with an integrated but
separate genitive, e.g. that unloyal father of his. In example (163) this interpreta-
tion is supported by the fact that in the next clause the father is contrasted with
the brother who is a martyr. There, the NP [his brother] and the NP [this martyr]
are separated, which may be some kind of stylistic device. Although such an al-
ternative analysis is possible, [ find it a bit farfetched and have decided not to
exchide those examples from my calculations.

The [POSS+DEM+CN e construction (without adjectival modification) is
not frequent at all with 20 examples. It can only be found in five manuscripts. For
example, in Bede (ex.167), in Boethius (ex.168) and in the Introduction to Alfred's
Laws (ex.169).

(167) Fordon he wisle & permunde: s pecwad, lufa du binne Dryhlen God,
For he knew and remembered:  he who said: love you  youwr Lord God,

s lea cwaed, luladu binne done nehstan
the same one said: love you your that neighbor

‘Because he knew and remembered: the one who says: love your God also said: love
your neighbor
(cobede,Bede_4:29 370.6.3698)

(168) gegaderode pa saula & pone lichoman  mid his pam anwealde
gathered the souls and the body with his that power

‘galhered the souls and the body with his power’
(coboeth, Bo:30.69.22,1291)
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(169)  Gil hwa donne of glernesse & gewealdes ofslea his pone nehstan
If anyone then out of greed and power slays his this neighbor

purh searwa, aluc du hine [rom minum wealode
through treachery separate you him from my aliar

Lo pam pael he deade swel le
s0 that he death suffers

‘If anyone slays his neighbor treacherously outof greed and power, separate him
from my allar so thal he sulfers death’
(colawalinl, LawAlEL:13.37)

In most of the cases listed, the head ofthe NP is an adjectival noun (ex169). Also
all the examples in Gregory's Dialogues have nehstan as their head. "™

The [DEM+POSS+CN]swaa constiuction occurs 88 times, For example, in Oro-
sius, in Bede (ex.170), in Boethius (ex.171), in the Pastoral Care (ex.172), relatively
often in the Blickling Homilies and Gregory's Dialogues, less frequently inthe Laws
of Ine (ex.173) and the Lives of Saints.

(170) B pa gemelle bone his gepoftan slapende
And then found these his comrades sleeping

‘and then found his comrades sleeping’
[cobede, Bede 3:19.204.1.2492)

(171} da mine peowas sindon wisdomas & crellas & sode welan
These my customs are wisdom and viriues and true wealth

‘My customs are wisdom and vidues and true weallh'
[coboeth, Bo:7.18.5.287)

112 The [act that the possessive and the demonstmtive do nol seem 1o combine with ‘regular’
commaon nouns makes Allen conclude that the unusual POSS5+DEM construction is found only
with adjectives (Allen 2006: 149), claiming thal no POSS+DEM constructions wilhoul adjectival
modification exist. For Allen, the examples above donot Blsily such a hypothesis as - according
o her - all the patterns above can be interpreted as elliptical constnuctions with the main head
noun missing. This, her argument goes, makes those examples belong o the more complex
| POSS + DEM+AD [«CN |ypger construction type. In this book, | have decided to count all instances
of the |POSS«DEM-CHN e constrwction in their own dght. Even if we [ace elliptical construe-
tinns here, the constricions still show co-oaiimence of the Lo determina lives and shoiild thus
be included in our caleul ations,
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(172) Swa eac ba his folgeras swa hie unwiderweardran & gemodran beod,
So also these his followers s0 they frendly and unanimous are,

swa hie swidur hlecad losomne
50 they close unite fogether

‘So his lollowers are as [riendly and unani mous as they closely unite*
(cocura, CP: A7 361.19.2448)

(173) Gil ceorl ceap forstild R bired into his @rne & be fehd
Ifhushand catile steals and brings to his house and finds

paErinnemon ponne bid sehisdal  synnig butan
in there someone then is this his part  pguilty without

paam wile anum
the wife alone

‘[[a husband steals cattle and brings it into his house and someone finds it there,
then he alone withoul his wile is guilty for his desds’
(colawine, Lawlne:57.153)

Again we may subtract several ambiguous cases. For instance, example (170}
seems to be an appositional construction (pone s singular whereas his gepoftan
is plural, which suggests a construction like and found this, his comrades). In ex-
ample (171} and (172} da could also be the adverb then. Still, it cannot be denied
that co-occurrence constructions existed in 0ld English."™

As was already mentioned, co-occuwrrence constructions seem to ocour more
often in Latin texts (see Table 34). This begs the question if those patterns should
be dismissed as Latin calgues as was suggested in section 5.5.37 Although some
ofthe examples might be direct translations from the orginal Latin seurce, many
ofthem are not. This shall be exemplified by a very small case study investigating
the Orosius examples.

113 Inall investigated manuscripts only one example could be found where a possessive and a
demonstrative co-oocur in a PNP: pa 2feaude me min giumagister & festerfzder min se leofesta
Boisd ‘thenmy Bromer master and foster father my thatl dearest Boisel' (cobede, Bede_5:9 410,104 120).
Here, one cannol even be sure il min belongs (o the same noun phrase as se or iF il rather deter-
mines festerfader in postposition; a polential chissmus (a, b b,a) used as a siylistic d evice: min
{a) grumagister (b) & festerfader () min (a). Thal is why Dwill Limil mysell o investigaling com-
binations ol demonstratives and possessives in CNPs.
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6.2.1 The influence of Latin on the co-occurrence of determinatives in
Orosius™

Below the 11 [POSS+DEM+ADI+CN]wmas constructions and the 1 example of
[DEM+POSS5+CN]spaer in Orosius are listed with their Latin counterparts.' No-
where do we find a direct translation of the POSS+DEM combination. In terms of
content, we do find corresponding Latin NPs in the following 7 examples (174—
180}, but those have completely different NP structures:

(174)  ne dorste Cassander sell on daem [arelle cuman,
not might Cassander himself on this way come,
for his daem nihstan feondum behim ymbwann

because of his those nearest enemies  that him around were

‘Cassander did not come this way himssl[ becuse of his nearest enemies
who were around him’
(coorosiu,Or_$:11.81.16.1619)

Cassander finiti mo rum (of the near ones) bellis impliciius, Lysimachum cum ingenti
many pro se socis in aecilium misil Selewcus quogque novus Anligono hostis accessil.
Hicsiquidem Seleucus plurima per odentem bella gessil,

(175) & hiora paot pridde gefeoht  waes on Lucaniam on Amsinis peere dune
and their that/the third fight was in Lucania, on Arosini's that hill

‘and their third Gghl was in Lucania, on the Arosini's hill*
(morosin,Or 4 1L85.29.1737)

[n terea reversum ex Sicilia Pyrrhum Curius consul excepil; tertium id bellum (3rd the
battle) contra Epirolas apud Lucaniam in Amsinis cmpis gestum st

114 Orosius, a Spanish priest, was an early 5th century Christian histodan and is best known
for his Historine adversum paganos, where il is suggested that the world has improved since the
introduction of Christanity. Hewrole the lexl as a response 1o the beliel that the Boman Empire
declined alter the sack ol Rome by Alaric the Gothin 410 as a resull of its adoption of Christdanity.
“Orosius made his boolk a survey of the sarlier history of the world with its sullerings from war,
earthquakes, pestilences and A, but especially from war™ (Wardale 1935 244). The text covers
the period fom the &l down o about 417, The text was translated very reely and abbreviated
into Wesl Saxon Lo have aclear message [or a “ninth-century Christian England troubled by the
altacks of pagan Vikings"” (Bately 1991 77). For example, some parls on geography wene added.
Again, the translation is thought 1o have been commissioned by Alfved [Wardal e 1935: 244 -246;
Sweel 1883; Balely 1980).

115 The Latin passages are laken [oom Sweel (1883 ).
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[178)

[179)
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asemdon hie pider Amilchor, heora pone gleawestan mon,
then sent they thither Amilchor, their that most skillful man,

bzl he Alexandres wisan besceawade
that he Alexander’s manner watch

‘then they senl Amilchor who was their most skillful man, there so thal he would watch
over Alexander’s behavior
[coorosiu,Or_%4:5.90.20.1828)

Ammilearem guemdam, virum solertia praecipuwm, (@ man distinguished by skill) ad
perscrutandos Alexandn actus direxerunt: qui omni civibrus suis per tabellas scriplas el
st cera superlitas, enunciabal.

on hiora peem forman gefeohte  was Romana [ M olslagen
in their thaet first fight was Romana [ M slain

in their [imst Geht, 3000 Bomans were killed
(coarosiu,Or_4:7.97.5.1989)

Namin primo conflictu (inthe first fight) tria millia quingent cecidere Romani

Al peem [eoan crre hie sendon Hannan  heora pone unweordestan pegn
Al the fourth occasion  they sent Hanna their that unworthiest thane

‘al the fourth time, they senl Hanna their unworthiest thane
(coarosiu,Or_i4:7.97.19, 2000)

el cum bis missis legals nihil profecissent, post elam decem prind pibus supplicanibus,
nec impelrarent, novissime Annonis, minimi hominis inter legatos, (lowest of man,
among the legators) oratione meruenmnt

pa sendon hie Filonem hiora pone geleredestan mon
Then seni they Filone their that most learmed man

to pomn pet he him sceolde Gaiuses mildse gesrendian
to the one that he himshould  Gaius® mercy carry

‘then they senl Filone, their most skilful man, o the one who should bring him news of
Gaius' mercy’
(coarosiu,Or_6:3.135.25.2855)

apud Alexandriam profligate caede, alque urbe propulsi, expromendarum guerelarum
causa Philonem, virum sane in primis eruditum, (a man indeed exceedingly edu-
cated) legaium ad Caesarem miserunt.
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(180) & Mammeahis sio gode modor sende @lter Origenise
and Mammea his that good mother  seni afier Origenise

paem geleredestan massepreoste
the most leamed mass-priest

‘and Mammea, his good mother, senl alter Orngenise the most educated prest’
(ooorosiu,Or_6:18.143.3.2999)

cujus mater Mammaea, Chrasfiana, Origenem Preshylerum audire curavif,

[n the next three examples (181 - 183), the comresponding Latin passage does not
even include a Latin NP which corresponds to the OE “translation’.

(181} On hiora deem arestan gewinne  Amiloor, Cataina oynig,

On their that first batte/war Amilcor, Carthage’s king,

pa he to Bomanum mid [irde faran wolde,

when he against the Romans with an army go (o warld wanted,
b weard he from Spenum bepridad & olslagen

then was he by the S panish overcome and kiled

‘on their Grst battle, Amiloor, king of Cadhage, who wanited o go o war against the
Bomans with an army, was overcome and killed by the Spanish’
(ooorosiu, O 4:7.98.3.2012)

Anno ab urke conditia DEVIL, Amilear, dux Cathaginiensium, ab Hispanis in bello,
cum bellum adversus Romanos pararel, oocisus est, (no Latin counterpart)

(182)  hiora deet afierre gefeoht waes @l Trefia dere ie
theirthat second fight was af Trefia the river

‘their secomd lght was al the river Trelia®
(ooorosin, O 4:8.100.3.2061)

Pugnalumdeinde ad lumen Trebiam, ilerumague Bomani pari clade suerali sunt. (no
Latin counterpart )

(183) & bepeal Simcuses heora pa welegestan burg, peh he hie
and obtained Syrocuse their that wealthiest town alt hough he it

@l paem @ ran [zrelle begietan ne mehle,
al the preceding expedition could not obtain,
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‘and oblained Symcuse, their wealthiest Lown the one that he could not oblain at the
preceding expedition’
(coarosiu, Or_4:10.103.8.2133)

secunda oppugnafione viz cepil, quam, cum jam pridem obsedissel, Archimedis Syra-
cusani civis, admirabli ingenio praeditl, (no Latin counterpart )

Finally, examples (184) and (185) show that sometimes it is even the case that no
related Latin passage can be found in the Latin original. The following examples
were added to the OF version as completely new text.

(184)  Se heoracyning ongang pa  singan & giddian
That their king began then tosing and forecite

‘then their king began Lo sing and 1o recite’
(coarosiu,Or_1:14.35.14.683)

(185) Eala, Romane  hwa mag eownu truwian  pa ge swylc lean dydon
Alas, Romans,  how may you now frust that you such reward gave (o}

eowrum pam getrywestan witan?
your those most loyal councilors?

‘Alas, Bomans, how do you now trust, when you gave so much meward 1o your
most loyal councilors’
[coorosiu,Or_5:4.119.3.2493F)

This shows us that in the particular case of Orosius, the existing DEM+POSS con-
structions are not direct translations. Rather, the creativity of the scribe suggests
that the pattern was indeed part of an OE register.

6.2.2 Testing the variables “historical period’ and “text type’

5till, looking at the resultsin Table 33, one getsthe impression that co-occurrence
is favored in texts which have a Latin counterpart. This is why [ ran a GLMM
again. In Table 39 all 4 constructional co-occurrence types are added. As the re-
sults in Table 40 and Fig. 16 reveal, text type is not an influential factor. Note,
however, that the analysis includes the Blickling Homilies manuscript which is a
strange outlier in the sense that it is the only original text with a lot of co-ocour-
rence; a fact which is also confirmed by the analysis in Figure 17 below,
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Tab. 39: Co-occurrence constructions in OE manuscripls

construction  PB Los CH PA  BH LAW LAWI INE GD BED BOS CUR OS

CNPs 6093 14715 17150 2140 6296 637 256 526 13108 121577 5960 BS56E 6709

Co-CCurrence 3 3 & 1] &9 1] 2 z T 43 il ¥ 1z
{+ amblguous)

rest G000 14712 17146 2140 6229 637 254 534 13031 12535 5540 ES61 6697

Tab. &40: GLMM of construclion by pe [co-occurrence vs, other CN)depending on lype and period
with lext as random intercepl (SD=0.8; 13 groups; N=94737). Significance code: *** p<0.05; **
el Y pe. 001,

Coefficient § SE Effect on OR P Significance
Interceplt -5.91 0.46 0.0027 <0.001 ok
lype (Lranslation) 0.07 0.58 0.93 0.90
period [late) -2.37 0.73 009 0.0012 ok
-
period (late) =
om
type (trans} -

343

1] & [} 1] 1
effect on OR {marginal effects)

Fig. ¥6: Fixed effects of period and type on the odds of being a co-occurrence construction vs.
olher CN (odds ratio, OR)
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Fig.17: Effects of texl on the intercept of the model (random intercepl; effects shown on the OR
scale)

However, even if we exclude the Blickling Homilies manuscript from the investi-
gation, the model does not confirm that co-occurrence constructions ocours sig-
nificantly more often in translations.

Tab. &1: GLMM of construction Lype [co-occurrence ve, other CH) depending on lype and period
wilh Lext as random intercepl (SD=0.6032;12 groups; N=88439). Significance code: *** p<0.05;
e 000 Y pe0.00L

Coefficient p SE Effect an OR p Significance
Inlercepl -6.69 0.53 0001245 <0001 ke
type (translation) 0.73 0.60  2.085006 0.22
period [Late) -1.58 0.68 0. 206470 0.02 *

This result is surprising as the results in Table 33 show that in the individual texts
co-occurrence constructions are definitely found more often in translations than
inoriginals (also in terms of relative frequencies). The fact that this variable does
not seem to have an influence could be explained by the fact that the data points
for co-occurrence are simply too few for the statistical tests to work properly (sim-
ilar to an+ CN). With regards to the variable ‘perdod’, it can be seen that time exerts
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a significant effect on the likelihood of there being a construction where the
demonstrative and the possessive co-occurs. In late texts, the odds of co-ocour-
rence are decreased by 0.09 (f=-237; p=0.0012). In other words, the co-occur-
rence of the demonstrative with a possessive decreases in time and this decrease
seems to happen between early and late Old English.

This directly leads to the question why English developed into a language
which, in general, doesnaot allow the co-occurrence of a demonstrative and a pos-
sessive anymore. Here, [ believe that a Construction Grammar perspective can
help to fully understand this change in English NP structure, which is why I will
sketch a possible constructional scenario of the observable processin chapter 7.
There it will be shown how and why the 4 co-occurrence constrictions dissolve
as nodes in the network. For now it can be concluded that the NO CO-OCCUR-
REMCE criterion is not met in early Old English, although DEM+POSS construc-
tions are not used as frequently as some handbook statements seem to suggest.

Before we move on to the RELATIVE POSITION criterion, the status of dn has
to be discussed as well. In most of the texts dn sometimes co-occurs with a pos-
sessive or a demonstrative (as was already mentioned in sections 3.2.1and 5.5.3).
One finds NPs (e.g. ex.186 and ex.187) where dn follows a demonstrative or a pos-
Sessive pronoun.

(186) & paetan ding bid God
and that one thing is God

‘and that one thing is God'
[coboeth,Bo:33.76.7.1419)

(187) se Do belicd ealne middaneard on his anre handa
who encompasses  all middleearth it his one hand

‘who encompasses the whole world in his one hand’
[cocathom ], ACHom [, 13:286.106.2443)

Allin all, 64 examples were identified. In those examples dn always functions as
a numeral. Still, it can be conchided that also in the case of dan, the NO CO-0C-
CURREMCE criterion is not met. Mext to dn's low frequency, this fact also speaks
against its status as an article.
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6.3 Criterion 4: Relative Position

The next criterion is RELATIVE POSITION. Inthe Peterborough Chronicle we could
only find one instance where an adjective precedes the demonstrative but it was
possible to interpret the adjective as the head of a separate NP with a genitive
construction following, Table 34 reveals that only a handful of examples can be
found in the other manuscripts.

In the Parker Chronicle we also find only one example:

(188) & preo stodon @1 ufeweardum paem mudan on drygum
and three stood at upward the (river-) mouth on dry land

‘and three stood upwards the river mouth on dry land’
(cochronA-Zb, Chron A_[Flummer|: 897.30.1136)

In Bede, 8 instances of the construction [AD]+DEM+ CH Jxpaercould be found, but
interestingly all cases include adjectives which mean ‘middle’ (ex.189-190).

(189) we Dawae on on midre Soere s
we then were in middle the sea

‘then we were in the middle of the sea’
(cobede, Bede_5:1.384.18.3832)

(190) & he meclolel  inmiddum paem peostrum  ond dere ongd slican gesihde
and hemeleft  in middle the darkness and that fearful vision

‘and helell me in the middle of the darkness and that learlul vision®
(eobede, Bede_5%:13.426.16.4287)

Also the two examples in Boethius and the two examples in Gregory's Dialogues
include midre (ex.191). Thisleads to the question if the pattern is really productive
orif it is only applied in the special case of midre.

(197) Hu meahtes pu bion on midre pisse hwearfunga
How might thou be in middle this change/instabil ity

Pzt B e mid ne hweadode?
that vou also with did noi change?

‘haver could you exist in the middle of this change and not be changed by it 2
(coboeth,Bo:7 18.26.299)
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In Pastoral Care we find 4 hits, some of which include middle but also the adjec-
tive hindewerdum (‘from behind ") (ex.192).

[192)

Fordam @ mer da da he ongean done cirde de hine dral,
Therefore when he turned against the one that him drove,
ne alstong he hiene no mid Oy speres orde,
not did stab he him not with the spear's point,

ac mid hindewerdum dam sceafte
bt with hind part of the shaft

‘Therefore, when he turned against the one thal drove him, he did not stab him with
the spear's point bul with the hind part of the shaft’
(cocura, CPa0.297.9,1957)

I'n Orosiuswe find two examples, again both of them used in special constnictions
with —weardum.

[193)

[194)

bomneis an port on sudeweardum paem lande

there is a port on sowthwards the land
bone man hae Seiringesheal
thatone calls Sciringesheal

‘there is a porl south af the land thatis called Sciringesheal.’
[coomsinOr 1:1.16,2.281)

Swa egelull waes Alexander pa pa he was on Indeum,
Eo terrible was Alexander that when he was in India,

on easteweardum pissum middangearde beelle pa from him ondredan
on eastwards this middleearth that then of him were afraid

bewaron on wesleweardum.
those thal were westwands

‘Alexander was so cruel that when he was in India, in the East of this world, even
those who were in the Wesl were afraid ol him’
[coomsin,Or_3:9.74.2.1454)

In the Blickling Homilies, one example is with middan; the other with weardum.
As all of the examples where an adjective precedes the demonstrative are very
special, they donot indicate that the demonstrative is still floating around freely
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in the prehead of Old English. An adjective proceeding the demonstrative is by
no means a productive pattern.

Also note that no example could be found where an adjective preceded the
form dn. In other words, [ suggest that already in early Old English the demon-
strative se and the numeral dn (and presumably all other determinatives) mostly
occur in a rather fived position in front of the adjective (modification zone), This
suggests that the RELATIVE POSITION criterion is met in Old English and that a
determination slot to the left of the quantificational and modificational elements
may have already been conceptualized by the speakers.

6.4 Criterion 5: Obligatoriness

In order to investigate the OBLIGATORIMESS criterion on a larger scale, [ decided
to analyze four of the selected texts in more detail: Bede (80,767w.), Boethius
(48,443w.), Pastoral Care (68556 w.) and Orosius (51020 w.). Note that all of them
are categorized as translations from Latin, but as has been pointed out in previ-
ous sections, often the OE version strongly deviates from its Latin counterpart
(especially Orosius but also Boethius), which is why those texts are represen tative
of OF prose and can beused for analysis without worrying too much about trans-
fer phenomena from Latin, The other texts were only exchided from the analysis
because it would go beyvond the scope of the investigation to analyze all the man-
uscripts. Of course, the OBLIGATORINESS criterion should ultimately also be in-
vestigated in all the other texts.

6.4.1 Bare common nouns in OE prose texts

My analysis in chapter 5 revealed that in the Peterborough Chronicle definiteness
seems to be marked more or less consistently by a determinative. After careful
analysis, only 32 cases (PB) and 8 cases (PA) could be identified where a bare
noun stands alone and unmarked in a definite context.

To answer the question how obligatory the overt marking of definiteness is
in the other early OE manuscripts, the same procedure was used as in the Peter-
borough and Parker Chronicle. All one-word CNPs were searched for. This pro-
duced 1325 hits for Bede, 601 hits for Boethius, 744 hits for Pastoral Care and 839
hits for Orosius. Again note that a search query for one-word NPs does not pro-
duce an output which includes all the potential cases where overt definiteness
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marking may be missing."* Again, the examples were analyzed individually, and
based on the context it was decided if the NP was definite, indefinite or non-ref-
erential. In order to reduce the number of examples, | decided to have a closer
look at the first 250 examples listed in each output file.,

Following the procedure that was setup for the Peterborough and the Parker
Chronide, all indefinite and non-referential NPs (e.g. ex.195-197) were excluded.

(195) Gilge nu gesawan hwelee mus  peel weere hlaford ofer odre mys,

If you now saw some mouse that was lord over ather mice,
B selle him domas Enedde hie @ller galole,
and set them judemenis and subjected them o tribute,
hu wunderlic wolde sow | pincan

how wonderful would you think it

I yorw sane & mouse that was lond over other mice and judged them and subject them
Lo pay tribute, how great would vou think it was’
[coboe th, Bo: 16,35 30.648)

(196)  onsumera hilbid wearm & on wintra ceald
in surmer it is warm and in winter cold

“nsummer il is warm and inwinter it was cold'
(coboeth, Bo: 214919 894)

(197) bl he weere on Truso onsylan dagum & nihtum, el bael scip
that he was in Truso in seven days and nights, that the ship

wies ealne weg yinende undersegle
was all [thef way undersail

Yinorder Lo arrive in Truso in seven days and nights, the ship was under sail all
the way’
(coomsiu,Or_1:1.16.21.296)

After excluding indefinite and non-referential cases, [ ended up with the follew-
ing number of definite NPs in which the noun occurs bare although it refers to a

116 The oulpul of the query only lists one-word N Ps where the noun stands completely alone
(unmarked) and does nol gel modified by any additional wiord (e, an adjective) or phrase (e.g.
a relalive clause)
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specific, identifiable entity: 40 examples in Bede, 18 in Boethius, 19 in the Pasto-
ral Careand 26 in Orosius.

Tab. 42: Relation belween non-referential, indelinite and definile conlexls with bare NPs ino.2
lexls

250 bare NPs Bede Boethius Pastoral C. Orosius
exclude 7 12 7 8
indelinile 138 169 186 139
non-referential 685 51 38 78
definile 40 18 19 25

As a next step, which was also takenin the chronicles, special syntactic construc-
tions were excluded. After doing so, in all four texts, again only a few cases re-
mained where no determinative is used although reference is made to a specific,
identifiable entity (see Table 43).

[fwe nowextrapolate how many bare noun cases in definite contexts we find
in the whole sample of one-word CNPs (not only in the first 250 NPs), we end up
with 165 examples in Bede, 26 in Boethius, 36 in the Pastoral Care and 57 in Oro-
sius. In the Peterborough Chronicle, in 32 cases a determinative was missing. In
the Parker Chronicle, 8 examples out of 251 lack a determinative.

Tab. 43: Bare definile common noun phrases inearly OF prose

Manuscripts definite contexts special bare bare CNs
inthe first 250  constr. CNs in 250  in complete
examples sample
Bede 40 9 31/250 ~165/1325(~1.31%)
Boethius 18 7 11/250 ~26/601 (~0. 44%)
Pastoral C. 1% T 12/250 ~36/ 744 (~0.42%)
Drosius 75 8 17/250 ~57 /839 (~0.B5%)

These are the ‘famous’ cases of bare definite nouns which are always discussed
inthe handbooks and which are considered to be important evidence for the non-
oblizgatoriness of definiteness marking in Old English. Once again it has to be
pointed out that the number of examples is extremely low (0449 — 1.31% of all
CNPs).
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If we analyze the examples in detail, it can again be seen that the nouns
which are not overtly marked are special ones. The examples below show that the
majority of cases without a determinative contains body parts and unique words
like the devil, heaven or the sea (e.g. ex.198-203).

(198) He is swide biter on mude
Heis very bitter in mrou th

‘He has a biller taste in the mouth’
{coboe th,Bo: 2251 2.977)

(199)  heel he wearp bt sweond onweg bt he on handa haide
s0 that he threw the sword away that he in hand had

& him to fotum [eoll.
and him to feet fell

*s0 that he threw the sword away which he had in his hand and which fell o his
[eet’
[cobede, Bede 1:7.38.18.318)

(200)  Tohire geresiscipe ponne hire wer ne sceal gongan
To her bed then her husband not shall go

wr pon peel acennde beam from meolewm awened sy
before the child is weaned off breasts

‘then her husband is not allowed to go Lo her bed, belore the new born is
weaned ofl the breast®
[cobede, Bede 1:16.76.27.711)

(20} Gilhine ponne ylel mon haf@  ponne bid he ylel purh pees monnes yfel
If then it an evil man has it is evil through the man's evl
b him ylel mid ded, & purh dioful
whao if evil with does and through devil

‘IF & bad man has it, it is evil thoough the man’s evil who does evil with it and through
the devil*
[coboeth, Bo:16.38.26.702)

(202)  On daere waeron da stanenan bredu e sio @ wass on awriten
In it were kept the stone fableis on which the law was wriifen
B 1gn you r_l dalianal L il y 1@ 1£53-1
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mid tien bebodum [... |, & eac se swela mete de heton monna
in fen commandmentsf..], andalso the sweet food  they call manna

se him cuom of hefonum
which to them came from heaven

‘Init thestone lablets were keplon which the law was writlen in len commandmen s,
and also the sweel [ood they call manna which came (o them [tom heaven’
(cocura, CP: 17.125.17.847)

(203) & bone mastan dal his hald s oferselen
and the greatest part of if has sea covered

‘and the biggest par of itis covered by the sea’
(coboeth, Bo:18.41.28.758)

6.4.2 Unigque commaon nouns in OE prose texts

If we again examine the group of ‘unique’ nouns (e.g. heaven, sun, etc.), it can be
confirmed that those words do not consistently resist definiteness marking. Most
ofthese words repeatedly occur in combination with a determinative in the texts,
Table 44 shows how often some unique nouns occur with or without a determi-
native in the selected OE texts. The nouns sun, moon, heaven, knee, head and
flood are marked by a determinative more often than they ocour bare, Only hell
and middle-earth mostly occur bare, Also, it can be seen that the situation is sim-
ilar in the later manuscripts. There the use of se with unigue nouns does not be-
come more consistent.

Itis true that the handbooks are correct when they claim that if a noun occurs
bare in a definite context, this s mostly the case with unique nouns (body parts,
directions, devil, middle-earth, ...} which could be interpreted as inherently defi-
nite (similar to proper nouns) but as these words are often used with determina-
tives as well, the group of unique words does not constitute a special subgroup
of nouns which completely resists overt definiteness marking.

In general, the lack of a determinative in a few cases does not suggest a lin-
guistic state where marking of definiteness is entirely optional. We can thus con-
clude that the cases of bare nouns seem to be special cases being the last ones to
sporadically resist the marking process, After all we have to keep in mind that for
example in Bede 3246 cases were found where the demonstrative precedes the
CHN, 1359 cases where a possessive marks the NP overtly and 1483 cases where a
genitive construction functions asa determinative. This meansthat in 6088 cases
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definiteness is overtly marked by a determinative in Bede. Given the fact that only
in an extremely small percentage of definite CNPs the noun remains bare, it can
only be concluded that definiteness marking is already quite consistent in early
01d English. At the same time, one can argue that the OBLIGATORIMESS criterion
is met, Se seems to function as a default marker of definiteness,

Tab. &4: Distribution of se with unigque common nouns in OElexls

& Lifi i oon heaven  hell kinea head (middle) food/

earth tide
+5el -bare  + - ¥ - ¥ - £ - £ - + - - i
Parker C. 2 4 1 1 - - - - - - 1 - - 1 1 1
Bede 2 1 1 . . 4 1 3 14 1 4 22 1
Boethius a5 1 10 - 8 - 1 1 @ 2
Cura P, 4 1 7 10 £ 1
Orosius & . 2 . 2 2 3 71 8 8 3 1
Laws A
LawsAl - - - - - - - - - - - - - 2
Law |
02 49 5 15 1 10 & 1 11 & 0 32 2 30 35 5§ 3
ACH1 18 - 13 - 4 5 - g 1 2r 1 23 53 1 1
ACHZ 1% 5 . . 2 . 1 10 8 24 - 18 21 1 1
ALoS 20 - - - 1 - 1 15 &5 3 29 1 18 o0 2 1
PE 2 3 10 - 5 1 - 1 a8 1 1 2
o3 59 8 I3 0 12 & 2 35 14 & 88 3 59 135 & 3

What about the status of an? [t has repeatedly been pointed out that dnis far too
rare to be considered an obligatory default marker of ind efiniteness. The numbers
in Table 33 confirm this (section &6.1). Ultimately, it can be confirmed that Old
English was a stage in which indefiniteness did not have to be marked overtly.

6.5 Concluding remarks: category and slot emergence in 0.2

The aim of this chapter was to extend the investigation to more manuscripts and
to check whether the findings mimror what we could find in the Anglo-Saxon
Chronide. Additionally, my goal was to investigate whether the forms se and dn
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are used differently in early Old English compared to late Old English. In the end,
[ analyzed a large amount of constructions quantitatively and qualitatively. Next
to an investigation of basic determination pattems, the specific focus was an in-
vestigation of the following criteria: NO CO-OCCURRENCE, RELATIVE POSITION
and OBLIGATORINESS.

It was observed that the demonstrative is the most frequent element to mark
definite reference in 0ld English. The [POSS+CN]swa construction occurs be-
tween 6% and 15% in the texts. The [GenP+CNjpas construction occurs ina range
from 5% to 12% in all manuscripts. In other words, the concept of possession is
less often expressed than the concept of deixis in the prehead. It was also shown
that the [DEM+CN]spaes construction increases significantly in time.

My line of argumentation is based on the idea that the existence of the article
category is linked to the emergence of an abstract construction with a positional,
lexically underspecified determination slot. [ argue that we should not separate
the notion of aticlehood from the existence of a determination slot. In order to
speak of an article, a slot has to emerge first in the cognitive makeup of the
speaker (see chapter 7). This slot becomes functional in the sense that speakers
have linguistic knowledge about how ithas tobe treated. Only after the positional
fixation of such a slot —which corresponds to the schematization of an abstract
construction in the constructicon - is it likely that any element is emploved as its
default filler (see chapter 7). The three tested primary criterda which have a
stronger chie validity than the others are strongly related to such a functional
slot.

Regarding the OBLIGATORIMESS criterion, only a handful of cases exists
where the determinative seems to be missing although reference is made to a spe-
cific identifiable entity. Only these few represent the ‘famous® cases of bare defi-
nite nouns, which are always discussed in the handbooks and which are consid-
ered as important evidence for the non-obligatoriness of definiteness marking in
01d English. It has been shown that most of the cases are special unique nouns.
They seem to be special cases being the last ones to sporadically resist the mark-
ing process. Mote that for each of those cases counterexamples can be found
where the same noun is marked by se or another determinative. Based on these
results, we have to conclude that definiteness marking isalready quite consistent
in early Old English. In contrast, indefiniteness is not marked obligatorly. This
also means that the OBLIGATORIMESS criterion is not met by dn but it can be
argued that it is met by se, especially as se increases its frequency in time.

With regards to the RELATIVE POSITION criterion, no example could be
found where dn follows a modifier. It was also shown that the examples where
the demonstrative is preceded by an adjective are not very convincing.
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[AD]+DEM+CN}iwax is by no means a productive pattern of 0ld English. In other
words, the forms se and dn occur in a fixed position in front of the adjective. This
suggests that the RELATIVE POSITION criterion is met in early Old English and
that a determination slotin the left periphery of the NP has already been concep-
tualized by the speakers.

Regarding NO CO-OCCURRENCE, it could be shown that the criterdon is not
met in Old English in a strict sense. The form se and the form dn both co-ocour
withother determinatives. If we take frequency into consideration, especially the
[POSS+DEM+AD]+CM]xraa and the [DEM+POSS+CHirse construction deserve to
be considered as individual nodes in the OE network of NP constructions. Many
examples cannot sim ply be explained away and therefore have to be taken seri-
ously.

Still, it must be highlighted that the co-occurrence of demonstrative and pos-
sessive is not a productive pattern at all. From that point of view, the importance
that has been given to these constructions in the literature and the handbooks is
slightly overrated. Also, it could be shown that their frequency significantly de-
creases intime and that they tend to be used more oftenin translations (although
the effect is not significant). This confirms the research conducted by Allen (2006)
and Wood (2007), which suggest that although the DEM+POSS construction is
not a direct loan translation in the strict sense, the pattern nevertheless is a sty-
listically marked construction with a specific discursive function “appropriate for
the translation of Latin or [generally] for a high style” (Allen 2006: 153).

As a consequence, [ suggest that the speakers of early Old English already
used a grammatical system in which an abstract construction with a determina-
tion slot has been added to the network. This construction allows for the deter-
mination zone to be filled by one determinative only. The fact that POSS+DEM
constructions still exist shows us that the spread of any constructional network
change which doesnot allow co-ocowrence any longer is a gradual process in the
population of OE speakers/writers.

Based on the frequency distribution of the tested nominal determination pat-
tems and the results for the three criteda, largue that during the early OF period,
the speakers (based on their OE construct input) decided to mark definiteness
obligatarily in a positional syntactic slot. This constitutes the emergence of an
abstract schematic construction. In contrast, indefiniteness marking is still op-
tionalin Old English. This line of argumentation will be presented in much more
detail in the next chapter where [ present a constructional scenario.

[ close thisempirical chapter with one more remark. The idea to set up criteria
for articlehood based on Modem English and to apply them on an older language
stage has failed to a certain extent. Out of 7 criteria, only 3 tumed out to be useful.
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This, however, again underines what scholars have said about the fuzziness of
categories and the inability to capture linguistic structure by Aristotelian catego-
rization alone. Language is constantly changing, and linguistic behavior at one
stage may not be analyzable with tools that have been set up for analyzing lin-
guistic behavior at a later stage. If one relies on criteria to decide how to classify
a particular element these criteria have to be chosen wisely, At the same time,
frequency is a factor which must be taken into consideration. If we find a couple
ofrare ‘exotic’ constrictions in alarge corpus sample, the question always is how
to treat those infrequent patterns. They might be reminiscences of an older lan-
guage stage with a different constructional network, but that does not mean their
existence should stop us from the postulation of a particular constniction or the
classification of a particular linguistic form (e.g. se or dn).




7 Article emergence: a constructional scenario

Analogy making lies al the head of intelligence, (Holadter 1995: 63)

As |is] the case with non-linguistic calegorization, seledive encoding and impeclect
memory ensure Lhal our exemplars ame somewhal abstract. We do not store an unlimited
nimber of complele ullerance represenlalions; ralher whal we relain are inslances al some
level of abstraction. Thal is, we do nol passively retain a huge mental corpus, consisting of
all the strings we have ever heard, a5 a compuler might do. Instead we constantly pamel
oulmeaning, form abstractions, and generalize over Lhe inslances we hear, (Goldberg 2006:
6d)

This chapter will present a constructionalist perspective on the articles” emer-
gence, Taking up thoughts presented in the previous chapters, [ will provide an
answer to the question of HOW and WHEN the article category developed in Eng-
lish. Several constructional OE NP schemas on various levels of abstractness will
be postulated and [ will make a first attempt to partially sketch how those con-
structional nodes are vertically and horizontally inked in the network (the OE
constructicon). Furthermore, | propose a particular diachronic sequence in which
the postulated constructions emerged. [ will discuss how the constructional net-
work changed via the emergence of new constructions or by the establishment of
new links between existing constructions. At the same time, [ will tackle the WHY
question by focusing on the functional and cognitive mechanisms which may
have caused the article category to develop. It will be shown that the develop-
ment of the articles is a case of ‘grammatical constructionalization’, triggered —
among other things — by complex frequency effects on various levels and the
speakers’ cognitive ability to abstract, categorize and analogically extend (*ana-
logical thinking'). Moreover, [ will hypothesize that the observable development
increases systemic simplicity and processing efficiency. The overall goal of this
chapter is to show that it is a very fruitful endeavor to look at grammaticalization
phenomena using a Diachronic Construction Grammar model.

At first sight, it seems guite obvious why the English articles' sources are the
OE demonstrative and the OE numeral. What makes such a process likely is the
broad functional overlap between these elements and the articles. As the demon-
strative wasalready very close to the definite article in terms of semantic content,
all it had to lose was its deictic force. The same holds for the numeral; it simply
lost its numeric semantics. Moreover, the demonstrative and the numeral are at-
tached to the head in the left periphery so that formally the syntactic position of
the elements is similar. Thus, one could interpret the rise of the articles as a
‘straightforward” grammaticalization e ffect driven by the semantic and positional
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relatedness of the elements. This line of reasoning has been repeatedly put for-
ward by scholars like Greenberg (1978), Himmelmann (1997), Schroeder (2006) or
Heine and Kuteva (2006) who all postulate specific grammaticalization clines
with several identifiable stages in the process. The cines, which were already
presented in section 3.2.2, are repeated here for the reader’s convenience:

[nde Andte cline: (1) numeral = (i) presentative marker = (iii) specilic inde Gnite marker > (iv)
nonspecifc indelinite marker = (v) generalized article (Heine and Kuleva 2006).

Definite cline: (i) weakly demonstrative delinite detenminer > (i) presentative marker' [ near
article = [iii) specilic(in)definite adicle > (iv) generalized articlefextended article = (v) empty
noun marker (Himmelmann 1997: 23).

What [ will show, however, is that although the distributional and semantic sim-
ilarities between the mentioned elements definitely plaved a role in the process,
itwould oversimplify the explanation tremendously if we stopped here, After all,
many languages have demonstratives and numerals but no articles, According to
Heine and Kuteva (2006: 98-949), out of 100 investigated languages, only 746 have
a (developing) definite article which derived from a demonstrative and only 6%
have an indefinite article which derived from a numeral. It can be assumed that
all languages have similar discourse-pragmatic needs to ‘ground” and ‘relate’ ref-
erential expressions in discourse. Thus, additional language-specific, systemic
factors must have plaved a role for the demonstrative and the numeral to gram-
maticalize and to take up this new function in English (see sections 7.1-7.5 for a
discussion of those factars).

The development of the articles does not only involve the processes of attri-
tion (semantic bleaching, phonological reduction), fixation and obligatorifica-
tion of a particular overt element (e.g. OE dn > ModE a/an), but it also seems to be
linked to the overall changing and condensing NP structure of OE syntax; espe-
cially the emergence of an abstract, grammatical schema with a lexically under-
specified, locally fixed determination slot. In the section on nominal determina-
tion, where the criteria for articlehood were set up, [ suggested that we should
not speak of the existence of a definite article in English, unless such an abstract
construction with such a slot has developed. Similarly, it was argued that we
should only employ the article category in our description of English syntax,
when the empirical data confirms that (in)definiteness marking is obligatory in
the majority of cases (see section 2.4). In previous chapters, [ defined an English
article as a linguistic element which is a syntactically fixed element used to ex-
clusively and obligatorily mark definiteness or indefiniteness. This chapter will
show how the development of the two English articles can be described in con-
structional terms.
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[ will propose that the articles’ development is a process which unfolds in 5
steps. In a 17 step (section 7.1}, an abstract definite NP schema with a functional
determination slot is established at one point in early Old English. The construc-
tionalization of this definite schema is the result of a systemic reinterpretation
(neoanalysis) in which OE speakers — based on the majority patterns in their lin-
guistic input — conchade that definite contexts have to be marked obligatorily by
an overt element in a specific prehead position, The existence of this abstract
node in a 2 step leads to the recruitment of se as a defanlt fller which triggers
the grammaticalization (phonetic and semantic reduction, increase in fre-
quency,...)of the demonstrative. This grammaticalization - from a constructional
point of view — is a case of ‘grammatical constructionalization” where a new,
more procedural form-meaning pairing develops which is added to the network
(‘the definite article’) (see section 7.2). In a 3 step, a new indefinite abstract NP
construction is added to the constructicon, presumably at the beginning of Mid-
dle English (see section 7.3). For varous reasons, which will be outlined below,
the speakers also start to mark indefiniteness overtly. The development of this
indefinite NP constriction — as a 4™ step — not only leads to a complete reorgan-
ization of marking referential NPs in English but also to the grammaticalization
of the numeral dn and as a 5" step to the grammaticalization of some and any,
which not only function as quantifiers but also as indefinite articles in Present
Day English (see section 7.4).

Obviously this postulated 5-step development is a simplification as many
smaller steps/changes can also be observed, e.g. the emergence of idiomatic or
fixed phrases that include or exclude the articles unexpectedly or the gradual se-
mantic expansion from specific to non-specific uses. All these changes should be
conceptualized as more local changes on the lower-levels of the constructicon
and at some point will also have to be described in constructional terms. How-
ever, as a first step, it seems more important to focus on the changes which affect
the constructicon on the higher, more abstract levels because changes on these
levels mirror a far-reaching reorganization of the system.

Before we can elaborate on the 5 steps in detail, itis necessary to revisit some
constructional basics presented in the first part of this book: as outlined in chap-
terl and 4, all Construction Grammar models agree that language (grammar) con-
sists of constructions. A construction is a symbaolic sign in the sense that itis a
form-meaning pairing. The *formal’ side of a construction (F) is associated with
morphosyntactic (Syn) or phonological information (Phon), whereas the ‘mean-
ing’ side (M) is understood to include all semantic (Sem), pragmatic (Prag) and




Construclionalizalion of a schemaltic definite NP construction —— 261

discourse-functional properties (Dis) (section 4.1.1)." Constructions can be
atomic or complex and substantive or schematic. Such a classification enables
Construction Grammar to background the strict division between lexicon and
syntax and to highlight the fact that linguistic elements can be positioned on a
gradient continuum from lexical to grammatical.

Through this constructional lens, the following analyses suggest themselves,
For example, the OE linguistic word beam is a construction positioned close to
thelexical pole of the cline in the sense that it connects (=) the phonetic sound
sequence (b + e+ a + r + n/ with the semantic meaning {young offspring}. The
[beam] construction is an example of an atomic and substantive (fully specified)
constriction because it consists of only one word and its form is fully specified.
Similarly, [se] and [dn] are also atomic and substantive constructions. However,
in contrast to [bearn], [se] and [dn] are positioned closer to the grammatical end
of the cline, because their ‘meaning’ is more procedural and grammatical than
lexical (in the traditional sense). In the case of [se], the phonetic combination of
theunvoiced alveolar fricative /s/ followed by the close-mid front vowel /e is the
sound sequence which in eary Old English codes the meaning of {spatial ( situa-
tional) deixis}. This, however, is only a preliminary and partial suggestion for the
form-meaning pairing of early OE [se] because a speaker who ‘knows' how to use
se correctly also knows about its distributional information; namely that it is the
demonstrative only used in masculine singular nominative definite contexts. As
was shown in chapter 3, Old English has a complex case, gender and number
system which distinguishes, for example, between masculine, feminine and neu-
ter. This is why it can be argued that a more complete account of early OF [s¢] as
a form-meaning pairing is:

| m: | Sem: fspatial deixis) |

1

F: Phaon: fsef
Syn: [se]: masculine singular nominalive

In contrast, [seo] has the following distributional information: prehead determi-
native; feminine singular nominative. From now onwards, ['will distinguish be-
tween [se] and [s€wa]. When using [se] 1 refer to the nominative singular case. In
that sense one could also annotate the form in the following way [5emas s00m].

117 In lilerale communilies any knowledge aboil arlhographic spelling convenlions is also
stored on the ‘fomal’ side.




262 — Arlicle emergence: a conslruclional scenario

When using [sewn] this annotation represents the demonstrative se paradigm (i.e.
all inflected case forms of se).

The meaning of OE [dn] can roughly be equated with {numeric guantifier
‘one'}. In the case of [dn] it is more difficult to establish the full form-meaning
pairing because [dn]is a versatile form; it is not only used as a numeric quantifier
for masculine nominative contexts but also for feminine and accusative contexts,
Therefore, one option is to postulate the following form-meaning paring:

| I | Sem: {numeric quantifier ‘one’)

1

F: Phon: fa:mn/
Syn: [dn]singular masculine, Feminine and neuler nominative;

singular masculine and feminine accusalive

Here, the ultimate question is whether we assume that constructions are poly-
functional or whether we assume that we have stored five different [dn] construc-
tions which are equal in formal shape but differ with regards to their distribu-
tional information (e.g. [@Mazcsnoal [@Mensg ] [Mewgnn] [0 nscgae] and
[@Memagac] S8 section 4.1.1). Isuggest that [an] is poly-functional. In any case the
speaker has acquired knowledge that it can be used in various contexts e.g. in
nominative but also in accusative ones, With regards to the question whether it
is nominative or accusative or feminine or masculine, its final status is decided
in the larger construction which it is embedded into:

M: | Sem: {one' bounded entity? fune- M: | Sem:{one' bounded entity? func-
Lioning as agent?} lioning as patient™
I
| i | Syn: [0 T+[CNm+INFLasmmas?]] | | F: | Syns [[3n1+[CNeomeINFLacesen] |

For example, when used in the left construction, (where it combines with a nom-
inative masculine noun) [dn] is’ nominative masculine. In the construction on
the right it ‘is" accusative feminine.

As the last two examples show, we do not only find atomic constructions but
also complex constrictions consisting of more than one word; for example noun
phrases with a determiner and a head. For instance, OE heora cyning and OF his
sunu are constricts which are licensed by the OE abstract, fully schematic
[[POSS '+ [ CMina Tlsaer comstruction. This construction has the meaning {possessed
entity].
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| I: | Sem: {possessed entity’} |

1

| E | syn: (POSSw+[CHunTlwer |

Mote that the given annotation of the NP-schemas does not follow any curmrent
formalization conventions used in a specific Construction Grammar framework.
The formalization is a mix of conventions used by various researchers (Croft and
Cruse 2004; Booij 2010; Traugott and Trousdale 2013; Petré 2014 ). In my notation,
italicized words like for exam ple his sunu without square brackets represent con-
structs, but any element inside square brackets is a construction (e.g. [his]). In-
side the brackets, any completely italicized form represents a fully specified con-
struction. It is important to add that any italicized form — albeit being classified
as 'specific’ — is also a kind of abstraction/generalization; the chosen specified
form must be seen as a prototypical representative in a cloud of exemplars.
Speakers constantly produce different phonetic (or even different arthographic)
versions of a construction (constructs). These versions are subsumed (and cogni-
tively stored) in so-called exemplar clouds with a prototypical center. A constiic-
tion in that sense is the representation of that cloud or the prototypical member
of that cloud (see Bybee 2003, 2010},

In general, square brackets [ | are always used to represent the formal side of
a construction, which includes the morphosyntactic representation. In the pos-
tulated schematic constructions capitalized elements represent word classes (e.g.
DEM for ‘demonstrative’; POSS for ‘possessive’; CN for ‘common noun') or
phrases (e, NP for ‘noun phrase’). Anything in subscript is additional infor-
mation on important grammatical features (e.g. ‘infl' for ‘inflected’; *acc’ for ‘ac-
cusative case'). Curly brackets { } are reserved for indicating semantic and dis-
course-pragmatic features, The semantic representation is partial and informal,
in the sensethat not all meaning aspects will always be captured and altemative
and additional wording is often possible. Also note that in order to keep the for-
malization short, any kind of potential NP posthead will not be inchided in the
annotation. For the same reason, [ also leave out phonetic transcription which
constitutes an important part of a speaker’s knowled ge (Phon) and which would
also be required in a full constructional representation.

As can be seen, also superscript indices are used in the complex construction
mentioned above (e.g. [[POSSua'l+ [CHoe llwwad). These indices express that the
constructions are transparent and compositional in the sense that the indexed
parts contribute the indexed meaning to the overall constnuction (see above). As
was mentioned in section 4.1.1, schematic constructions are considered to be
stored in a prefabricated manner in the sense that the speaker has a template
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which is not constructed online but ‘stored’, which s/he then fills with particular
linguistic elements (most of which are constructions themselves ). In many cases,
the meaning of a construction is stored holistically (e.g. words, idiomatic expres-
sions). However, constructions are often (partially} compositional in the sense
that the speaker can identify which specific elements contribute which specific
semantic facet to the overall meaning, [fa particular semantic or discourse-prag-
matic feature cannot be assigned to an individual element in the construction,
but rather emerges ‘holistically’, the whole construction should be indexed in-
stead." For example, the speaker's discouwrse-pragmatic knowledge that Wesap
£¢ hale functions as a fixed phrase used for greetings and goodbyes, is indexed
on another level (index 3).

M: | Sem: {be-you' healthy’}*
Prag: Greeling phrase for saying hello or saying goodbye
(Lo more Lhan one man, or lo a mixed gender group)’

T

| F. | (wesap get nate? |

According to Goldberg's usage-based 2006 definition, a muliword sequence
might become a separate node with full constructional status in the construc-
tional network if it (a) has unpredictable idiosyncratic properties which are not
inherited down by default or (b) if it is used very frequently. Following this defi-
nition, the above mentioned OE phrase [Wesap gé hale] is a construction in its
own right because it has acquired some idiosyncratic discourse-pragmatic mean-
ing. Similarly, [ argue that a construct like se almihtiga God — although bein g fully
predictable — is a separate construction [se almihtiga God]. On the one hand, the
construct is successfully licensed by the abstract [[DEMa 1+ [AD] il +[PMuna] lswaes
construction. On the other hand, my corpus analysis shows that the combination
is so frequently used that it is extremely likely that the speaker also stores it asa
separate node in the network (also see section 4.1.1).

Another major constructional tenet is the postulation of the constructicon:
speakers organize their constructions in a network. In the constructicon, con-
structions are conceptualized as nodes connected via links, Related construc-
tions are connected as constructional families in taxonomic and meronymic net-
works and inherit information from each other. Starting with parsing constricts

118 HMole thal for the sake ol readability, D will not alwaysind ex compositionality in all construe-
Lions which will be discussed. Ollen composi onalily 15 50 ansparent thal the reader will be
able Lo assign indices him or hersell
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in the input, the network is established in a bottom-up fashion durng the acqui-
sition process. It is argued that speakers listen to the input they receive, find sim-
ilarities (classify/categorize elements) and abstract underlying schema that
many constructs share. All grammatical generalizations are derived from the
user's experience with language and structure emerges through repetition, con-
ventionalization and categorization. As constructions are based on generaliza-
tions over actual utterances, input frequency (type and token) influences the
emergence and entrenchment of schemas. When the network is established and
relatively stable, information is inherited top-down (via vertical links); from the
most abstract constructions to more specific ones, Additionally, constructions
can also be inked horizontally if they share semantic or formal features (see sec-
tion 4.1.2).

For example, possessive constructions (with only one determinative in the
prehead) in Old English might be connected in the network as shown in Figure
18, Based on many constructs (e.g. his lif, his sunu,...) which the learner is con-
fronted with in his/her input, various semi-specified constructions get success-
fully entrenched (e.g. the [[hisw]+[CMno]lsme construction). On top of that, the
speaker abstracts further and sees a similarity between all the constructions,
which leads to the entrenchment of an even more abstract construction, namely
the [[POSSua]+ [CMea]lspee construction.,

In other words, [ assume that heora cwning is licensed by an intermediate
lower-level construction, the [[heora ']+ C M seer . Such a construction has an
intermediate level of schematicity as we have a lexically openunderspecified slot
but also a fixed substantive element. Similarly, his sunu would be licensed by the
[[hisma T+H[CMua " Jswae construction. [ postulate the existence of this semi-specified
constructional level as a reaction to the assumed steps in the acquisition process:
a language learner, who constructs his/her constructicon bottom-up (based on
constrcts heard repeatedly in the input), will entrench this semi-specified con-
structional level earlier than the more abstract node [[POSS ! ]4+[CMue]]swaer. Due
to this strong and early entrenchment, [ hypothesize that this semi-specified level
does not necessarily dissolve after the more abstract schema has established it-
self. Obviously, such an assumption makes the network redundant as two con-
structions successfully icense the same construct. [ do not consider this a prob-
lem as I adhere to a constructional model which allows for the storage of
information in a redundant way. Mevertheless, [ also see the option to sketch a
network in which the semi-specified midlevel dissolves after the establishment
of the higher node which successfully licenses the same constructs.
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As can be seen in Figure 18, the individual constructions are also linked horizon-
tally. In current constructional models the status of horzontal connections is still
debated. In this book | adept an approach where horizontal links express para-
digmatic relations between different choices or cells in a paradigm (van de Velde
2014). The constructions share some general meaning but at the same time are
different from each other in terms of their form and function. In the case of the
possessive constructions above, all the semi-specified constructions are horizon-
tally related and positioned on the same midlevel of abstractness, because the
constructions are formally and semantically very similarand the pronounsin pre-
head position are paradigmatically related (see section 4.1.2.2).

Looking at some of the constnicts in Figure 18, for example his reliquias, his
begnas, his stealle or his rices, it becomes quite obvious that the [[POSSuma]
+[CMima] s schema is a simplified schema. The listed common nouns are phiral
nouns with a distinct suffix (-es/-as) coding {plurality]. So the postulated abstract
[CMun] construction which has been presented so far is a simplification in two
ways: first, the common noun schema [CNug] is a simplified schema representa-
tive of several, more complex (morphological) plural schemas: for example,
[CMecansmas+e5] of [CMecan entas]. Second, the subscript infl’ should be indexedin
some way to show that there has to be agreement between head and determiner:
[[POSSwa]+[CMiwa | lspas. In any case, the examples show that constructions are
made up of other constructions. Constructions can be embedded into each other
and constitute the building blocks of language.

7.1 Constructionalization of a schematic definite NP
construction with a determination slot

After revisiting some of the basics of constructional modelling and my applica-
tion to some OFE noun phrase structures, [ will now move on to outline the five
step process of the articles’ development. Based on the results discussed inchap-
ter 6, a simple but cricial observation can be made in 0ld English: it is hard to
find CMPs in a semantically definite context which are not marked by an element
in the prehead that overtly marks them as being definite. Already at this attested
stage of Old English, a demonstrative or a possessive or a genitive construction
almost always occurs somewhere in the prehead and marks the head as definite.
Speakers simply often need to express semantic notions like {possession} or {spa-
tial deixis}. Additionally, demonstrative, possessive or genitive constrnictions are
positioned to the left of the head noun guite consistently at this point. Let us call
this Stage 1 at t,_This stage is represented by the linguistic evidence found in all
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the investigated manuscripts tagged as 0.2 in the YCOE (see results in Table 33,
section 6.1}

[ now hypothesize that based on their input (with the constructs listed below
being extremely frequent), speakers of 0ld English will abstract the NP schemas
in Figure 19:

fdeictic entity] {possessed & ntityl {possessed entity]
WDEM c] -+ W o [losrsr WPOSS a]) HC KTl e (RGP Wos] e
§ distal) desictic entity] {{ jpreovim al) desictic entity] =& netwonrk in fig14 netwark of Genitree Cxs
Dimian | o+ i Wias] Jrrear Nihsian] o+ Kt Tl
T T T
sr apostal bes gedwo la peos mynstres freond
=r hisorop hiz igland bt cynges gerefan
o megd bisse s pare middeninies Hde
sea abbode hisses landes heora feonda
saa hissum gras fordbylding
hart igland héssum antimbre folces geswine
ham geom — fens spilling
Axm ascum Ricardes dohbtor
i e foured Lo findiness suinu
bdne kasere Sanctus Poulus mynsine

o men

Fig. 19: Partial network of deflinite CHNF constructions in Old English**

119 As can beseenin Figure 19, | postulate a horizontal connection between [[GenPas|s | CHes||ypwr
and the other two constructions, Whereas the Brst two are very similar in terms of form (and
Funetion ), the thind admittedly dilfers in ils lormal shape, On the one hand, the prehead is ollen
[illed by a complex genilive phmse instead of a single item in delerminer position; on the other
hand, also proper nouns are being used. Nevertheless, | claim that a horizontal connection is
established between the constructions due (o the [act that some frmal and Munctional similarily
can be detected. Additionally, it is important to understand that in Old English no clear<ul
distinction between distal se and proximal pes exsted. The simple demonstrative se was oflen
used Lo express spatial or intertexiual proximily as well, The dear division of labor only devel-
oped later in the 12 cenlury (see section 3.1). This is why the postilated semantics of the two
demonstrative NPs above is an (inaccurate bul motivated) simplificlion.
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Of course, the listener will come across various other, more complex definite con-
structs aswell. The NP is sometimes extended by adjectival modifiers or numerals
and other quantifying and modifying elements:

[[DEM ae] A D for 4+ [€ Mol et [[POS S+ [NUM ] +[ TN JJmse™

Even though definite reference was indicated quite often at this stage, the essen-
tial point is that the overt marking of definite reference is not vet obligatory. So
the noun can occur completely unmarked ;™

[[CMce lmaes

Additionally, as discussed in section 6.2, NPs with two determinatives in one NP
also ocour:™®

[[DEM: -] +[P OS5 Ses - [CMecs] Jumaes [[POSS ] +[DEM.-o )+ [C Mica] ] npaes

However, the distributional analyses in chapter 5 and 6 reveal that such co-oc-
currence pattemns or definite ‘bare” NPs are quite rare. Thus, the prototypical def-
inite CNP is a noun phrase with one element overtly marking definiteness.

[ hypothesize that the speaker computes the following three pattern prefer-
ences when analyzing Stage 1 input:

—  When the NP is definite, the common noun that functions as the head is al-
most always preceded by atleast one element that overtly expresses definite-
ness.

= fmore elements are to be found in the prehead, the one determining refer-
ence will most of the time be found to the left of the elements which quantify
or modify reference (e.g. attributive adjectives).

—  Thedemonstrative is used about three times more often as a prehead element
than a possessive pronoun or genitive construction.

1200 The listener also encounters many other CNPs (indefnite or non-referen tial ones) which
follow other templates (e.g. heads which are only modilied by a quantifier or anly by an adjective
or heads which are nol modified at all)

121 E.g. Heis swide biter on mude ‘He is very hilter in mouth® (coboeth, Bo:22,.51.2.927).

122 E.g. se gening ne fylgde ne na onhirede his bone treovwleasan fGeder ‘the king nol [ol lowed or
strenglhened his that unloyal father” (cogreedC,GDPrel_ and 3_[C]:31.239.15.3364).
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The function of marking the referent of the noun phrase as definite at that point
in timeis ‘parasitic’. The definiteness function only attaches to the demonstrative
or the possessive parasitically, as, for example, the demonstrative’s primary
function is to express a spatial relation. Mevertheless, it simultaneously also
lends definite reference to the NP. Also note that putting determinatives left of
the head at this stage does not necessarily imply the existence of a fixed posi-
tional skot in the prehead, where determinatives must be inserted. At this point
the speaker just faithfully copies the linguistic patterns s/he encounters in order
to follow the pattems of the linguistic majority in his/her speech community.

[ now assume that some speakers (especially a vounger generation of lan-
guage learners) interpret the linguistic input of Stage 1 differently and develop an
understanding of a ‘regularity’ namely that marking definite reference in a cer-
tain fixed position in the NP is obligatory. In other words, some speakers apply
three new ‘strategies’ to form their linguistic output. In very simple terms the
three strategies are: (a) always mark definite reference overtly, (b) mark definite
reference in a certain slot and () to do so, use a demonstrative as the default
slotfiller.

With regard to (a), the speaker by hypothesis compares the NPs in his/her
input to each other and concludes (albeit subconsciously) that definiteness has
to be marked by some material element (i.e. a definite determiner). The listener
then abstracts the even more abstract NP schema in Figure 20. The dashed lines
indicate that this construction is emerging.

 {definite entity}
¢ [ DE Tetatin ] 4+ [C Nt Drarsae

{deictic entily} {possessed entily} {possessed entily}
[[ DE Minn] #[C Ming] |sdat [[POSS in] & [ Mina] |upaat [[Ge rPinn] & [CMina] |

Fig. 20: Emergence of an abstract definite NP schema

This schema is prototypical for NPs with definite reference. In other words, overt
marking is interpreted as the default option if the referent of the NP is definite.
The cognitive reasons, why the speaker feels the need and obligation to always
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useanelement to mark semantic definitenessovertly will be discussed in the next
sections. '@

As for (b)), I suggest that the speaker — influenced by many definite and in-
definite CNPs — at some point also conceptualizes another entirely abstract NP
schema with a positional determination slot (before a quantifier and modifier
slot) which is reserved for determinatives. As mentioned above, the speaker en-
counters many complex NPs with quantification and modification. In those com-
plex CNPs determinatives are located in a particular position (left of quantifiers
and modifiers) most of the time. This will support the speaker’s realization that
certain elements chister in that location. As a result of word order preferences, an
abstract construction with local slots constnictionalizes:

{erounded quantified specified entity}'™
[[__loemasmsmon+]__Jowsmrmeamon+[___Jwonmcamon+[_CMN_]#zsn]ue

The moment this construction emergesit also feeds information into the network.
The existence of this construction represents the speaker's knowledge about OE
word order conventions. Influenced by this information, itislikely that the speak-
ers replace the [[DETae wa]+ [CMina] [ construction by the following constriction:

{definite entily}
[[I]Erdr'. T]ﬂET:“ MAT (.‘HI+ [CN 'r']-EAIJ]H’dr‘

123 In Figure 20, the [[GenP |« [CHes]| s construction contributes 1o the abstraction of the
mome abstract definite schema (which is indicated by the vertical link). [t could be argued that
such aconnection is unlikely bemuse a genilive phrase with ils mmplex internal stnidure [form
and fincton) will nol Lo geer the absraction ol a definite delerminer position. Althoiugh the For-
mal difference of a phrasal construction has o be laken into consideration, | still posilate this
link because in temms of unction genitive phrases are inherently delinite and are thus unction-
ally similar. In a construct like Ricardes dohtor, the proper noun Ricardes is inherently delinile
and like adelerminative enables the listener Lo identily the referent suoessfully.

124 The suggested semantics of this construction are highly debatable, It is an unresolved de-
bale among constnicion grammarians il every construction has meaning (Hilperl 2004). Regard-
ing this question the camps are divided. Whereas one group allows [or some very abstract con-
structions (e Subject-Predicate, Modilier-Head) to have no semantic meaning per se (Fillmore
2013), other scholars daim that even with those extremely abstract constructions which license
thousands ol constructs some semantic overarching meaning or lunction can beidentified (eg.
Goldberg 1995, 20046, Langacker 1991, [side with the latter group which argues that by definition
conslricions have 1o be meaningful. Impartantly, however, this meaning will be very abstract
and prololy pical.
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What is the difference between the two constructions? In the newly established
[[DErdum]m:nmxmux+[CNmﬂ];}mhm EU.I'.I.‘_'TLI'UL'T.'IU.I'.I., the determination slot itself
becomes functional, which means that the speaker has acquired knowledge of
the specific ways in which the slot has to be treated. For example, filling the de-
termination slot is obligatoryif the NP is definite. The point of slot emerge nee will
differ for each speaker and thus the process from a meta perspective will be grad-
ual. It will not be the case that a whole speaker communityuses the slot from one
day to another. From the speaker’s inner perspective, however, itis assumed that
the categorization of a determination slot is a rather sudden development in
his/her learning process. Either a speaker has conceptualized a slot or not.

This network modification has several effects: first of all, bare CNPs in defi-
nite contexts are obvicusly not licensed by this schema, which is why ultimately
the [[CNun]lsraa will dissolve in the speaker’s personal constriucticon (1.e. a case of
‘constructional death') (see section 7.1.1 below ). Another point is that the slot can
only be filled by one element at the time. This explains why co-occumrence of
POS5+DEM, which isstill productive in Old English, does not occur inlater stages
of English. Modes like [[DEMu]+[POSS ]+ CH i [leraa will dissolve from the net-
work as well.

Finally, the third conclusion that the speaker draws is that s/he needs a de-
fault slotfiller. If it is concluded that definiteness marking is obligatory, the
speaker will choose an element to fulfill this role by default whenever the position
is not already filled by another element which parasitically marks definiteness.
The speaker will choose one of the linguistic forms that is available. Since the OE
demonstrative is already quite frequent as a determinative (three times more fre-
quent than any other determinative}, its high frequency makes it a prominent
candidate for the job of a defanlt filler (see section 7.2 for further details on the
recruitment of [sewa]).

7.1.1 Emerging network structure shaped by frequency effects and analogical
thinking

In the present case of constructionalization, a lot of analogical reasoning on the
speaker's side can be hypothesized. When the speaker analyzes his'her OF input,
the following analogies may be drawn: first, the speaker assigns the same strue-
ture, namely [[DEMua]+[CMun] pas to constructs like se bisceop, sio @, péne ford,
daem aescum; similarly the [[POSSumal+ [CNia] e will be generalized over the con-
structs that fit this schema (see Figure 18). At one point in time, the speaker will
also notice that those constructions have something in common conceptually
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and formally, namely that one element which is positioned in front of the head
noun expresses definiteness. This is the point when the speaker abstracts the
[[DETaetira] +[C Mina] Jsrcer construction.

In a next step, this construction with an overt definiteness marker gets ana-
logically extended to the other semantically definite but syntactically bare CN
cases (being less frequent and thus less prototypical). In other words, the speaker
overgeneralizes the pattern and extends the schema to non-prototypical in-
stances to get rid of ‘the odd man out.” This is the reason why the bare CNPs in
definite contexts become ungrammatical (with a few exceptions which should be
conceptualized as idiomatic structures on a lower constructional level). So a
schematic constniction constitutes a model according to which other constric-
tional patterns are realigned.

It only seems possible for the language user to abstract aschema if s/he no-
tices this schema in the first place. Any schematization is favored and triggered
by the high frequency of syntactic patterns which are compatible with such an
underlying schematic interpretation. It is assumed that the speaker’s mind is sen-
sitive to statistical information. How oftena pattern occursin the input is relevant
as it increases the potential emergence and subsequent successful entrenchment
ofa constructional schema. In other words, a collocational pattern has to reach a
threshold in terms of frequency in order for a speaker to notice its abstract struc-
ture. As Bybee remarks:

An imporlant characted stic of human language is that the individual uni ts and sequen ces
of unils are subject o high levels af repetition. [ isrepetiion that lesds o conventionaliza-
tion af categories and associalions, as well as to the aulomation of sequences. Because
some unils and sequences are repeated more than others, it has been possible Lo identi Fy
the propedies ol cognilive representations Lthal depend upon the extent 1o which they have
been accessed [or production or perceplion. Thus, within Usage-Based Theory the study of
frequency effeds of various sorls has contributed to the understanding of the nature of
grammatical organization. | Bybes 2003: 50)

The number of constructs which are compatible with the [[DEMuwn]+[CMua][weesor
[[POSSwal+[CNuwn] bwas construction is definitely high enough (in type and token
frequency; see section 6.1), which is why the speaker notices these abstract sche-
mas. Thus the creation of the slot which has to be filled obligatorily is licensed by
the existence of many NP constructs which already fit the construction. That the
slot emerges at a certain point is therefore strongly influenced by frequency and
analogical reasoning skills on the side of the language user.
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7.1.2 The cognitive cycle of constructionalization

One major argument in this book is that grammaticalization is an epiphenome-
non. It is a very useful umbrella term but a concept which can only be applied
from a speaker-external perspective. As a matter of fact “clines cannot be part of
a speaker's grammar, and hence cannot be [psychologically] real” (Fischer 2007:
117). Whereas a system can undergo some re-interpretation in time with elements
grammaticalizing, the individual speaker generally does not actively *grammati-
calize' things. From a Cognitive Construction Grammar perspective, it is much
more interesting to discuss the speaker-intermnal mechanisms which are poten-
tially at work. Also, as shown in the previous chapters, grammaticalization is in-
fluenced by constructionalization which often precedes it. Constructionalization,
in contrast to grammaticalization, is more of a cognitive process asthe term refers
tothe successful addition of a new construction to the mental network.

That is why the cycle postulated in Figure 21 aims to highlight the cognitive
processes which are at work in the constrctionalization process. The speaker-
internal processes are triggered by the high type and token frequency of certain
linguistic forms and patterns in the linguistic input. Frequency as a factor is not
included as a step in the circle as it is not a mental cognitive process. Frequency
only motivates language change indirectly via strong or weak entrenchment.

The speaker who encounters linguistic items and constructions frequently
enough starts to memorize and imitate them; imitation leads to dtualization/ha-
bituation which leads to strong entrenchment. When parsing the input, the
leamner/speaker also starts to notice semantic and structural similarities. Due to
his/her ability to draw analogical conclusions, hefshe will establish links be-
tween the elements and categorize the input. This formal and semantic categor-
zation (e.g. into word classes, construction types, etc.) will make him/her align
any input into those existing categories or rearrange the repertoire of existing
constructions to match the input (also see Torrent 2015). This cycle, which is sim-
ilar to Neels's (2017} *frequency-drven feedback loop underdying constructional
generalization’, in return will increase the frequency of certain forms in the
speaker's output, which then leads to a new round of imitation and memoriza-
tion. This increase in frequency also has a direct effect on the linguistic form (e.g.
ritualization leads to attrition; strong entrenchment leads to a stronger adjacency
of forms; the conceptualization of a determination slot leads to fixation of the
determinative element; ete.).
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Frequency in discourse
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construction ressning
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Fig. 21: Cognilive cycle of speaker-inlernal processes in construclionalization

In contrast to traditbonal grammaticalization parameters (e.g. Lehmann
1995[82]), the postulated cycle does not concentrate on the individual grams but
on the cognitive processes that are hypothesized to go on in the speaker’s mind.
Analogical reasoning is seen as an internal, cognitive process, something that
affects and shapes a speaker's mental setup. The cyclic process (including all the
notions mentioned above), leadsto an increase in the frequency of a certain form.
Thus the frequency of certain forms and patterns is at the same time a speaker-
external causal mechanism and a result of s peaker-internal behavior, Strong en-
trenchment, categorization/schematization, analogical reasoning are primary
factors whereas grammaticalization (a) is not part of cognitive processing itself
and (b) comes later, being a result of the just mentioned factors.
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7.1.3 Neoanalysis due to accommodation pressures and systemic
sim plification

Meoanalysisis also part of the cycle mentioned above, In section 4.2.4.1, neoanal-
vsis was defined as a grammatical recorganization of existing surface patterns.
Due to ambiguities or changing pattern frequencies in their input, a population
of leamers converges on a grammatical system which is different from “the sys-
tem internalized by the speakers whose linguistic behavior provides the input®
( Roberts and Roussou 2003: 11). In my cycle, neoanalysis is an important cogni-
tive step. ladhere to the idea that language change is not possible without speak-
ers aligning farranging their knowledge in a new way (i.e. necanalysis). Im-
portantly, however, neoanalysis follows analogical reasoning in the postulated
cycle,

The constructionalization whichis postulated in this book also is an example
of nepanalysis. At the earliest stages of 0ld English, the majority of speakers does
not have a locally fixed prehead slot reserved to indicate definite reference and
this slot does not have to be filled obligatorily. Nevertheless, in the linguistic out-
put the position is filled most of the time. This might lead a subset of the popula-
tion to draw different conclusions. Whereas for the majority of (potentially
‘older”) speakers the marking of definite reference is only a ‘variable strategy’,'s
this seems to be different for a subset of speakers (primarily the younger genera-
tion) who necanalyze the system as one where definiteness has to be marked ob-
ligatorily.

This directly leads to the question why some speakers deviate from the ma-
jority practice for whom definiteness marking is only optional. Why is it the case
that aspeaker who receives input where definiteness is only marked ‘sometimes’,
opts for obligatory definiteness marking ‘all of the time'? In the remaining sec-
tion, ['would like to suggest some likely reasons. [ hypothesize the following:

We know that language learning primarily happens during childhood. The
child develops its hypotheses about the grammatical system on the basis of the
caregivers' child-directed speech. Many studies have shown that this kind of
‘Motherese' tends to be more listener friendly and more explicit than adult-adult
language (Clark 2003: 38-40; see Hoff 2001: 119 for references). Based on those
studies, | speculate that if definiteness marking is already very frequent in Old

125 The variable slralegy is 1o use delerminalives more [reely and only in cerlain semantically
maotivated situations.
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English, it is likely that it is even more frequent in OE Motherese."® Although the
parent generation does not mark definite ness obligatorily because it still follows
a variable strategy, itis likely that the child nevertheless receives input where the
demonst rative is marked extremely often:

Whentalking to the child, the caregiver has two options: either s/he relies on
the fact that the child infers definite reference from the context, which is difficult
for the child, or s/he marks definiteness explicitly, which is much more listener
friendly. With an adult, one can be less explicit knowing that the adult will be
capable of identifyin g definite reference from the context. However, the caregiver
will not demand such discourse-pragmatic skills from the child. It is likely that
s/he will try to be more explicit and thus mark definiteness more often than when
talking to an adult. That means that the caregiver will exploit the varable strat-
egy in such a way that marking definiteness occurs mare often than not marking
it. The caregiver prefers overt marking. At the same time, the child receives input
where overt definiteness marking is significantly higher than in adult-adult con-
versation. Analyzing that input, the child hy pothesizes that definiteness marking
is obligatory.

Moreover, it is more difficult for a speaker to establish a detailed hypothesis
when to mark or not mark definiteness overtly, than to go for a simpler ‘nile’,
namely marking definiteness overtly all of the time. From that point of view, the
obligatorification process is a matter of systemic simplification. Generally, a var-
iable (conditioned) rule is more complex than an unconditioned mle because the
speaker does not have to hypothesize about which context demands overt mark-
ing or not (Ritt, Smith and Fehér 2014},

Finally, the adult speaker, who still has a variable rule, does not consider it
grammatically ill-formed when somebody marks definite reference all of the time.
In a system where definiteness can be marked optionally, someone who opts for
the possibility to mark it all the time, linguistically *does the right thing'. The ‘op-
tional marking' grammar does not forbid to always mark definiteness explicitly.
If two people speak to each other, the one who uses the pattemn optionally will
not notice anything special in the output of the one who uses it obligatorily. Thus,
this speaker will not receive negative feedback. In other words, to change to a
system where definiteness has to be marked obligatorily, is com patible with the
majority system, and will thus receive positive feedback. On the other hand, for
a speaker who has the rule to always mark definiteness, not marking it will be
experienced as ill-formed output. Therefore, for this speaker group (younger

126 This idea is obviously based on the sssumplion thal parents al thal bme addressed their
children in a manner similar Lo today.




278 — Article emergence: a conslruclional scenario

leamers), the speakers with the optional rule (parents) sometimes ‘make mis-
takes'. Obviously, the leamer generation may be aware of those ‘mistakes’ but as
they do not ocour frequently (the distribution of NPs is already skewed in favor of
overt definiteness marking), their occurrence will not steer the learning process
in a different direction.

In other words, an obligatory marking rule is able to establish itself in a sub-
set of speakers because the behavior (linguistic output) it produces can also be
produced by the carriers of the optional marking rule. It will not be recognized as
unfamiliar. Therefore, the spread of obligatory marking is likely, since bearers of
the optional marking rule are unable to recognize anything alien in the speech
ocutput produced on the basis of the obligatory marking system, whereas bearers
of the new system would perceive output of the pre-change system as ungram-
matical. All this leads to an irreversibly one-sided accommodation pressure to-
wards obligatory marking,.

Linguistic accommodation derives from instincts that make humans behave
more favorably towards others whom they recognize as similar to themselves,
and the instinctive response, which makes humans try and present themselves
as similar to others (Dunbar 1997; Lieberman, Tooby and Cosmides 2007; Park,
Schaller and Van Vugt 2008). A specifically human instinct for imitating one an-
other's behavior is probably the most important property of human organisms for
the transmission of inguistic compe tence constituents. This instinct has been ge-
netically selected to guarantee the acceptance and integration of individuals
within groups, and to allow it to benefit from kin based and reciprocal altniism.
Competence constituents become stabilized if they generate behavior which
makes their speakers believe that they are similar and therefore biologically re-
lated to each other. Such an imitation instinct can be plausibly conceived to have
emergedin the biological evolution of the human species, which is characterized
by the emergence of social groups that are not only characterized by complex
patterns of co-operation but also by an exceptional size (e.g. Dunbar 1997): if co-
operative behavior is biologically most likely among kin, it will clearly pay to ap-
pear related to organisms on whose co-operation one depends, and the best way
to appear related to an organism is to adopt its physiological and behavioral idi-
osyncrasies and to become as much like it as possible.

Generally, speakers will not deviate from the speech of their community for
the simple reason that they want to belong. They normally accommodate their
style of speaking to become more like that of their group based on a universal,
perennial need for social approval and mutual intelligibility (Homans 1961;
Trudgill 1986; Giles and Coupland 1991). If ayounger generation's production de-
viates from the parent generation, this new way of speaking is more likely to
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spread if the parent generation still ‘believes’ that the vounger generation speaks
like they do. The choice to mark definiteness all the time is compatible with
that. In can be concluded that the discussed accommaodation pressures and strat-
egies lead to the overt coding of a discourse-pragmatic and semantic notion.

A eritical reader might ask why the assumed neoanalysis did not happen ear-
lier? If a one-sided accommodation pressure towards consistent marking really
exists, why did this mechanism not trigger the change earlier, e.g. in West Ger-
manic ar Indo-Germanic or in all the other languages that still have optional
marking? My whole line of argumentation rests on frequency and changing fre-
quency distributions and on the fact that any language might have more than one
option to code a grammatical notion (e.g. definiteness). The main point is that for
a system to switch from optional towards obligatory, a certain threshold of overt
definiteness marking has to be reached. Otherwise the speakers will not detect
any prehead marking preferences in the first place. For my line of argumentation
to work, it can only be concluded that this threshold was not met in earlier lan-
guage stages. As was shown in chapter 5 and 6, demonstrative usage steadily in-
creases in early Old English. In other words, the assumption is that the demon-
strative was used less in West Germanic. At the same time, if speakers of a
particular language have other successful means to express a certain concept
(e.z. via inflectional endings), the pressure to develop a new altemative coding
system is less strong. It is well known that the articles’ emergence coincides with
case loss in 0ld English, so that it can beargued that the functional pressure was
higher than before,

7.2 Recruitment of se as a default filler

In the grammaticalization literature on article development scholars postulate
that at one point in time the demonstrative se starts to grammaticalize. Frequent
usage keads to ritualization which ultimately trigeers an attrition process (e.g. se-
mantic and phonological erosion ) which in return increases the forms productiv-
ity. It is stated that a new element is created (i.e. the definite article) which *has
its origin in" and ‘split off from’ the demonstrative. This new element is more ob-
ligatory and more locally Axated than its source (see section 3.2.2).

From a constructionalist point of view, however, the statement that the word
se grammaticalizes is a rather superficial statement. First of all, se only starts to

127 Of couirse, il is also possible Lhal ‘sligmatized unfamiliac’ inguistic fomms spread, even il
the parenl generation is fully aware of the linguistic deviation.
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grammaticalize in its role as a dependent prehead element. Used independently
as a demonstrative pronoun it follows another developmental path keeping its
deictic force. Secondly, as shown above, the grammaticalization is triggered by
another change to the system. [ argue that the observable grammaticalization
only takes place after the emergence of an abstract definite NP schema with a
slot. As a reaction to the emergence of this abstract node and definiteness mark-
ing becoming obligatory, [Sealexis recruited as a default slotfiller. The demon-
strative — from that perspective — only grammaticalizes as a result and in the con-
text of the [[DETa«]oermmmamnos+ [CM]ian]spaa — construction.

In a constructional network model, the grammaticalization of the demonstra-
tive into a definite article should be reconceptualized as a case of constructional-
izationand corresponds to the emergence of a new constructional node nowvo loco.
Insection 4.2.3, | distinguished between constructionalization novo loco and con-
structionalization in situ which has also been termed constructional substitution
insitu. The development of the article is a case of constructionalization novo loco:
a node constructionalizes which is added to the existing network at a new place
and which is different from its constructional source (also see section 4.2.3):

source node new ‘grammaticalized’ node
{marker ol spatial [ziluational) or
M M: | {delinileness markerd
intertextual deixis}
| F: | [seim]oem | | Ft | [ Seintl] T |

The development of this new constrction (i.e. the new category ‘definite article’)
also fits the criteria for ‘grammatical constructionalization’. In chapter 4, gram-
matical constructionalization hasbeen defined as the emergence of a form-mean-
ing pairing which previously did not existin the constructicon and which is more
procedural/schematic in its meaning/function than its source, As was discussed
in section 2.2.1, the definite article is an element which exclusively marks a pro-
cedural, discourse-pragmatic notion (namely ‘definiteness’ in the sense of iden-
tifiability, uniqueness, familiarity). The new construction has the same formal
side like the demonstrative source construction, but differs on the meaning
side.®

128 Later in lime, the new article node will undergo additional in situ changes [e.g. phonetic
reduction rom fef o fa/, case loss) bul al the moment of constniclionaliztion the [ormal side
is 511l the same.
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Its new function increases its productivity (it is used more frequently by the
speaker community)." Importantly, the newly emerged article does not substi-
tute the source node but is added to the constructicon novo loco. The develop-
ment of this new construction leads to the following reorganization of the OF net-
work of definite NP constructions:

{grounded gquantified s pecified entity}

” ]u:1mnm.'m|+[ ]-qu.wlrxnuﬁ[ . ]mun-:ncu+[ N 1||:m]u~

{definite entity}

[TDVE Tt ] v s w o -+H[ COMi i o] ot

{d et entity} {possessed entity} {pos sessed entity}
__,a"ﬁn EMin - 1€ Mo Dot [ PO S ]+ T e [IGeP ra 1 [CHet] i
::d:ﬁ;;;;m-n:’]- ----- i {idistal) deictic entity] {i promim al) o eictic & ntity]
E__'s_'_':.lflti:b'_‘]]:’_“___i- [ L P L | P :1"'51.1&:\.“:{ ) |-

Fig. 22: Partial OE NP nelwork including definite article node

The dashed lines indicate that not only the construction itself is emerging but
also the link to the higher abstract node, Essentially it is the emergence of the
highest node that triggers the ‘grammatical constructionalization’ of [sewalasr in
the first place. Note that in Figure 22 | do not postulate the existence of an
[[ART s srit] +[CMira] Jspcet mocle in the network. In late Old English [$eEmi]xr 15 the
only existing ‘article at this point. It is the only form that functions as a definite
article which is why [ don't assume that speakers will abstract a categorical gen-
eralization higher up in the network.

In the traditional grammaticalization literature it is repeatedly stated that a
grammaticalization cline from demonstrative to article is very likely as the two
elements are semantically very close to each other. However, in some languages
the source of the free-form definite article is a possessive pronoun and not a

129 The third citerion compositonalily does nol apply in the case of single atomic elemenis.
Later in lime, the new arlicle node will undergo sdditional in situ changes (e phonetic redie-
tion from fef o fa/; bul notal the beginning of the process; see the pameraphs below).
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demonstrative. This begs the question why in English the demonstrative was re-
cruited as the default filler? I argued earlier that the demonstrative’s high fre-
quency is responsible for the speakers’ choice. It is natural that a speaker com-
munity chooses an element of high frequency to fulfill a particular function rather
than choosing an element of low frequency.

The question remains why the demonstrative [sewlees and the phrasal
[[semalomt[CHima] larser construction are frequent in the first place. Generally, lin-
guistic items are frequent for many different reasons. On the one hand, frequency
results from what speakers want to talk about, e.g. themselves (hence the high
frequency of first person pronouns). On the other hand, the way speakers struc-
ture their discourse leads some elements to be more frequent than others. Finally,
the steady repetition of an element may cause its semantic weakening and
thereby increase its pragmatic usefulness by taking up new functions (Haiman
1994). This in return leads to an increase in frequency. All these factors seem to
play a role in the case of the demonstrative.

If one vses a demonstrative to literally point to an element in a context where
that particular object is visible, then the listener does not only have to rely on the
semantic force of the demonstrative because the situational context helps
him/her to identify the referent anyway. Thus the demonstrative force in that
sense is not very strong. Bleaching will happen naturally, due to the situational
circumstances. This ‘weak demonstrative’ then can be used in a broader range of
pragmatic situations. For example, the referent does not have to be visible in the
situational context. Speakers start to not only use the demonstrative to refer *to
objects existing in the immediate situation of utterance” (Hawkins 2004: 84) but
also to non-visible objects and previous discourse sets in the sense that its usage
tells the listener that the entity was already mentioned. In other words, through
theloss ofits strong deictic force, the demonstrative's usage expands from visible
to non-visible and to anaphoric reference. Crucially, an element that is used op-
tionally to mark such contexts is a ‘weak demonstrative’ and not a ‘definite arti-
cle', which by definition is an obligatory syntactic element.

Examples of this new kind of intertextual deixis (proximity) can be found in
Alefric’s Colloguy (Garmonsway 1938: 19-21), which was already presented in the
introduction (ex.11):

(205) [cgaut on dae grasd bywende oxan to [l
lgoout af daun driving oxen o fTelds,
ond iugie hie 1o syl [..] at geiukodan oxan ond

and | tiethem  to plough [L.] But when | yoked oxen and
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gelesinodon sceare ond culire mid paere syl,...
fastened plough and ploughshare to that plough...

‘AL dawn | go oul and drive some oxen o the Gelds and [ tie them 1o a plough...
but when [ yoked the oxen and [astened plough and ploughshare o that plough...’
(Alfric’s Colloguy, Garmonsway 1939: 19-21)

In this passage, we find the anaphoric reference mid paere sy (to that plough),
which is based on the previous introduction of a to syl (toa plough). Here, it can
be argued that the deictic force of seis already weak or not the primary reason for
se's usage. Seis used in a context where the farmer refers to an entity which does
not exist in the immediate situation of the utterance (1.e, the fictional schoolroom
where the teacher and the pupils are talking to each other). The demonstrative is
used for a broader range of pragmatic situations than only marking a visible sit-
uation (Hawkins 2004: 85). Such a functional expansion leads to an increase in
demonstrative usage, which also explains why the demonstrative is used three
times more often than a possessive pronoun or a genitive construction in the OE
prehead (see the results presented in chapter 5 and 6).

Anotherfactorwhich may have triggered the increase of demonstrative usage
wis the fact that the case system started to break down in early Old English. As
was pointed out in section 3.2.1, the inflectional case and gender system was de-
clining. Due to the syneretism of several endings in the weak adjectival paradigm,
case and gender could no longer be distinguished sufficiently, so the demonstra-
tive was needed to disambiguate case and gender (Strang 1970: 301; Fischer
2000: 160). This may have led to an increase of the demonst rative in front of ad-
jectival modifiers in definite NPs. Thus, the development of the definite article
also preserved a regularity that was endangered by case loss. The article is not
only a marker of phrase structure in on-line processing, but can also be a case
assigner (Hawkins 2004: 92}, It can be concluded that the bleaching of the
demonstrative (due to situational circumstances) and its case-disambiguating
function lead to an initial increase in demonstrative usage, This increased usage,
however, then triggers the constructionalization of the determination slot and
makes the ‘weak demonstrative’ the prime candidate to become the slotfiller.

In contrast to the ‘constructionalization novo loco’ of the new article cate-
gory, the change where the spatial demonstrative is also used to indicate inter-
textual deixisis a case of ‘constructional substitution in sitw’ which was also in-
troduced in chapter 4. Here the original demonstrative construction
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ariginal nede

| I l{markemr spalial (situational) deixis} |

| F: I [s&im]oem |

whichwas used in the earliest attested stages of Old English is at one point locally
substituted in situ by a ‘new” demonstrative node. This new node has a changed
meaning side as the expression now also codes intertextual proximity:

new substituted nade

M: | {markerofl spatial (situational)or interlex-
tual deixis}

T

| F: | [s@inn]cem

As mentioned before such extended semantics allow for the construction to be
used in more contexts than before,

To sum up, the grammatical constructionalization novo loco of the article cat-
egory constitutes the 2™ step in the development. This constructionalization,
however, is a result of the emergence of a very general abstract definite NP
schema located higher in the network and the need for a default slotfiller. The
speakers’ choice to recruit the demonstrative is influenced by its high frequency,
whichhas come gbout due to semantic widening. Next, as a 3 step, the linguistic
system changes again because during the ME period the speakers also change
their strategy when it comes to indefiniteness marking.

7.3 Constructionalization of indefinite NP construction and
recruitment of dn

In chapter Sand 6 it was shown beyond doubt that no indefinite article existed in
early 0ld English. The [@nw]sw construction is used infrequently and most of the
timeit clearly functions as a numeral (see Figure 34, section 6.1). [Anwe}aw, when
used as a prehead element, is part of the larger network of quantificational CNPs,
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{guantified entity}

[[{!IJA NT_|+[£H|.-|]]|":

P

{counted entity}

| DROLIY o o W, ] o

{sing be counted entity} fiveo entities] {thres entities} ffour entities]

1] ] O g et Tl it v cale [ e s il ST TR BT Y | S T L Iy |
+ + + +*

dnangin vegen men bréo wi f {Eower fotum

dnman #wegen gebrodra brfo hing {Eower pricum

dn margd svegen weallos bréo foeman JEower hwommas

dnrib va geswusiny bréora hlafa —-

dne burh ¥wva lurtan brysunna

does manoes vam manaum bryhadas

rnoe wifman #wam bingum -

dare handa twam stafim

dnum breowe —

Fig. 23: Partial OE network of CNPs quantified by a numeral

Whereas definiteness is consistently marked by the time of late 0ld English, in-
definiteness is not marked in the vast majority of cases. Instead, indefinite CHP's
primarily inherit from the following abstract schemas:

HC M) Jurmaet [[AD) zmag] +H[ CMici [l umases

Duru in example (206) is a construct licensed by the first schema, example (207}
is licensed by the second schema:

(2046) He cuaed:
He said:

daichaide Odone weall
when had  the weall

durhidyrelod  dagessahic duro
plerced then saw | door

‘Hesaid: When | had pierced the wall, [ saw a doaor’
[cocira, CP:21,155.3.1053)

(207) Hy arerdon unrihte tollas
They levied unjust tolls
They levied unjust tolls'

(cochron E,ChronE_|Plummer] :1086.30.2861)
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As can be seen, neither singular nor plural nouns are marked by an overt article
in an indefinite context. This situation will have changed by the time of Modem
English when marking indefiniteness with singular count neuns is also obliga-
tory.'™ The question is WHY the speakers at some point shift to the overt marking
of indefiniteness? Here, | hypothesize the following development: [ suggest
speakers of early Middle English shift to the overt marking of indefiniteness be-
cause they shifted to the overt marking of definiteness before, [ assume they ex-
tend their marking strategy by analogy. Influenced by the previous emergence of
the [[DETaun]oemenmmeanio + [ Chisn[izan]wrcer construction, [ assume that via analogi-
cal thinking and extension, the following ind efinite abstract CNP schema for sin-
gular CNs constructionalizes:

{grounded quantified specified entity}

" ]nn:wnuﬁ[ ]ql.uu'ln-:nur:'[ ]mun-:ncri'[ N ]II:-I-D]H"'

ey R T — T
TCN, el v T e W B [T A S -y
]
i N
i__{lﬂ_d_i_ﬂll'_ﬂ_fl]'f@}___. _______________ _j {definite entity}
> T8t b HC Mg, courira] e : [[58witbian HC M bipis

Fig. 2&: Emergence ol abstracl indefinite CHPs schema and indefinite article in Middle English

In other words, the speakers decide to also mark indefinite singular contexts
'L‘IVE.I'I‘J‘,". [[DETJMLHM]D}T}J{HJ:{MIH+[CNWJrr.qg...l.nﬂ]]ﬂ-‘.h].‘l]:‘.'.l‘mdcl constructionalizes because
the speakers — similar to what happened with definiteness marking - extend the
very frequent definite NP schema with one element before the CN to the domain
of the indefinite NP. The speakers feel the need to avoid bare common nouns in
referential NPs. This constitutes the 3" step in the process. Once this abstract
node is established this leads to the grammatical constructionalization of the in-
definite article (4™ step). Similar to the grammaticalization processof the definite
article, the numeral [dnwnlsw grammaticalizes and a new indefinite article con-
structon emerges: [dimo]ar. This development is another case of a grammatical

130 When [say ‘obligalory’ | mean in Lhe vast majorily of cases, There will alway s be exceplional
constructions which do not Lollow the schema.
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constructionalization nove loco. By doing so, the speakers have a processing ad-
vantage and a functional, discourse-pragmatic advantage. The indefinite article
- like the definite one - acts asan unambiguous signal for referentiality and nom-
inality. At the same time it successfully grounds the element in discourse. This
line of reasoning will be discuissed in more detail in section 7.5.

After the two nodes have developed and are stably entrenched, this in return
causes some crucial recrganization of the constructional network of noun
phrases, First of all, the bare noun schema [[CMui]spmas ,which so far has been
used in indefinite contexts (see Fig.24), is imited to plral and mass referents
only:

[[CM saimass ] |wemae

Second, [ suggest that the speakers abstract an article category [ART]. The lin-
guistic system now has more than one element to mark (injdefiniteness. In con-
structionalist lingo, [ART] is an atomic and schematic construction which sub-
sumes linguistic procedural elements that exclusively and obligatorily mark
(in}definiteness in a fixed syntactic position (i.e. default slotfiller of the determi-
nation slot). Thirdly, a new general schema for referential CNPs is established in
which any referential noun needs to be grounded by a determinative:

[ [D Enl] sTERmaMATION T [C N 1‘] -IEAIII] NPred

If the overt marking of referentiality is generally required, then bare indefinite NPs
with plural and mass nouns become the unmarked ‘odd man out’. Figure 25 shows
how this abstract referential schema is connected to lower nodes in the network:

{referential NF)
- [[DET] cere minaann # [CNica]sienn] et

{indefinite entily} {definite entily}

[[D ETin it T evsinaamion 4 [ C M s vt HEAD] iPin . [[DET dstinit] ce resvmpiamicsnss [C Mina | sean]sirdar
{indefinite entily} {definite entily}
[[AR Tindutinm] 4 [C Mg int] |uir [[ARTautinn] 4+ [CMinn] nirar

Fig. 25: Melwork reorganizatlion of referential CHPs in lale Middle English
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7.4 ‘Later’ developments: recruitment of some as indefinite
plural article and extension of determiner class

As a result, speakers will ultimately recruit an indefiniteness marker for plural
and mass nowins, This is the reason why ME sum and any start to grammaticalize
into indefinite articles as well: e.g. [summn]ovas = [sumen]ws, This development
constitutes the 5" major step in my story.

{referntial kP}
L e L [T

finde finife &nities] . ;I;-d;’r-ll;l;e-t-n-‘h;-ﬂ------ i “““: findefinite singu lar entity}
T Wi ot Thsicams i DCE Tt s e [ Mot DI e ] s o A0 g oo ] ot
___________ B e
'
H
P S —
{lnd-r‘l'lnrle-emrhﬁ'l J: findefinite singu lar entity}
| PR Wi ] o O ] ot H DR e ] ] O s g o) st
i
H
!
s eanel ] [ e
= e Y R e ] o : 0 et Yot T Wt Tl

Fig. 26: Metwork reorganizalion of indefinite CHPs in lale Middle English

Throughout the years, the postulated grammatical construction with a determi-
nation slot establishes a gravitational pole that can attract filler items (Krnig 2000:
§5.7). A slot, in the sense of Bisang (1998), can be seen as an ‘attractor position’
which also invites other elements to grammaticalize in it (e.g. [sumua]). This di-
rectly leads to the issue of gradience and gradualness (Aarts 2004, 2007; Traugott
and Trousdale 2010). As can be seen in the steps above, the class of determina-
tives gradually continues to accrue its membership by the recruitment of more
and more slotfillers. Category membership can change diachronically with a
eradual increase or decrease in the number of members of a certain category. This
explains the notion of gradience in synchrony, whereby some elements are more
prototypical members of a class while others are less prototypical or border cases
that are hard to assign to a particular category. For example, the definite article
is the most prototypical determiner. The other elements joined the group much
later and are thus less prototypical determinatives. Additionally, it can be ob-
served that some elements currently move around in the left periphery of the Eng-
lish MP. Elements which used to behave like modifiers take up the characteristics
of determinatives. When doing so they change their position (movement to the
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left) and also their semantics (see the work by Adamson 2000; Breban and Da-
vidse 2003; Breban 2008, Davidse, Breban and van Linden 2008; Breban 2010 on
subjectification and category shift in the premodifying string).

What I argue is that, for these category shifts (i.e. constructionalizations) to
take place, the network of OE NP constructions had to change first on a more ab-
stract level. One of the changes was the emergence of a determination slot. Ele-
ments will be emploved as potential default slotfillers in a gradual manner only
if a slot and strategies about how it has to be filled developed in the first place.
Bisang's suggestion (1998) that constructions establish a gravitational pole is a
statement about function, but also about form. The term ‘pole’ already by defini-
tion incorporates the notion of locality. Elements move towards (are sucked inta)
a certain position and become locally fixed. Such a process can be subsumed un-
der the term grammaticalization, but in order for all of this to happen, the emer-
gence of an obligatorily filled and lexically underspecified slot seems to be a pre-
requisite.

Admittedly, it is an undeniable fact that the bare [[CM o] e remains a
strongly entrenched constniction for a long time (until today) and any constnic-
tionalist model must account for why it has managed to remain a stable construc-
tion in a network where speakers code (in)definiteness overtly in thousands of
cases (see my thoughts in section 7.6 below).

7.5 Additional factors influencing the development of the
articles

What other factors may have supported the emergence of the articles? [ suggest
that the speaker's analogical reasoning is not only triggered by prototypical pat-
terns in the domain of the definite NP, but [ propose that also the general struc-
ture of the NP (on a more abstract constructional level) may have supported the
process (see section 7.5.1 below on syntactic heaviness). Related to this, the cog-
nitive salience of the common noun seems to be a crucial factor. Finally, [ also
propose that the observable change is supported by a general tendency to make
on-line processing more efficient for the "human parser’ (i.e. the speaker/listener
who receives linguistic input one by one in a parse string in real time) (section
7.5.20n processing efficiency and performance economy).
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7.5.1 Syntactic heaviness

Sofar, ithas been argued that complex analogy and frequency effects on the level
of the definite NP are responsible for the emergence of an abstract definite NP
schema. Influenced by the high frequency of three definite OE NP constructions
(e.g. [[DEMma]+[CNuwn]lswae; [[Possioa] +{CNwa] Jswser, [[GenPual+ [CN]Jswsed, the learner
analogically abstracts a pattern preference for [[DE Tua]+[C Nua] Jserwhich fnally,
together with other constructional influences, licenses the conceptualization of
an abstract construction with a specific local determination slot: [[DETatna]vems

susamosH Cinn|izan] e This also leads to the entrenchment of a similar construc-
tion for indefinite CNPs: [[DEdeum]m:nM.umrf +[CNerr_qg,_mﬂ]la:m]:'n‘mddn However,
it seems that it was not merely pattern preferences on the level of the definite NP
that influenced the constructions’ emergence, but that on a more abstract NP
level (including definite, indefinite, and non-referential NPs) a similar pattem
preference also supports the process.

In this section it will be shown that in Old English we find a general ‘one
word' prehead pattern preference for CNPs. Most NPs follow an [X]+[CNua] ke
schema with only one prehead element before the head. This prototypical con-
struction, which is far more frequent than the [[CNwalls construction where the
common noun occurs without any prehead elements, may have had a subthe but
underestimated impact on the (emerging) structures on the definite and the in-
definite MP level. In other words, the constructionalization of a definite NP
schema and the later constructionalization of a similar indefinite NP schema is
also sanctioned by a prehead pattern preference for [[X]+[CNualls» on the level of
the general NP (inchuding definite, indefinite and non-referent ial reference).

The argument which [ have in mind is related to the concept of ‘heaviness’
and ‘syntactic weight'. The term ‘heaviness’ is also known as “syntactic weight”
or 'syntactic length’ and is a concept which depicts the relative complexity of sen-
tence elements. Weight and heaviness have been defined and measured in vari-
ous ways(Hawkins 1994; Wasow 1997; Crystal 2003), A clause as subject or object
is considered to be heavier than a lexical NP, A pronoun as subject is considered
less heavy than an NP with a prehead. The order of elements in languages seems
to be influenced by their heaviness. For instance, short elements are positioned
before longer ones in rght-branching VO languages whereas longer elements
tend to occur before short ones in left-branching OV languages (Crystal 2003:
499). In this book, heaviness' is interpreted straightforwardly as the amount of
waords within the NP,

To investigate the influence of heaviness, one possible question is how
‘heavy’ the prehead is in general. In other words, how many NPs have no word,
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one word, two words, three or more than three words as prehead elements, To
provide empirical support, the Peterborough and the Parker Chronicle were inves-
tigated once more.,

When analyzing the manuscripts, it can be observed that most NPs consist
only of one word. The PB includes 15972 NPsin total (incl. common nouns, proper
nouns or pronouns as head). As pronouns and proper nouns are generally not
maodified, such a result is not surprising. For example, 48% of all NPs in the Pe-
terborough Chronicle are one-word NPs, 30 % are two-word NPs (X+N), 119 are
three-word NPs (X+X+M), and 11% have more than three words (Fig.27)."

1.0

0.6

Tranction

0.2

ane word NP twio word NIP threa word NP moda than thrae

Fig. 27: Heaviness in the Peterboroug f Chranide

However, zooming in on CNPs, frequencies are completely different (Fig. 28).1%

131 A very similar distribulion can be found in the Parker Chronicle.

132 MNole that in the YOOE corpus nouns and pronouns are nol lagged as heads or prehesd ele-
ments. When conducting searches in the corpus, it was nol possible o distinguish betwesn nouns
which unction as heads or those which have another [unction. Sl it seemed necessary to only
concentmate on the cases where a common noun functions as a head. That is why the search query
was designed in such a way thatonly those NPs were elidbed in which the PN and the CH oocurin
the last position of the sting. This means that for this study, a CN and PN was considered to head
a phrase il il oasirred in the last, righl most posibon al the NP, This was decided 1o incease the
chanee 1o really analyze NPs where the CN [undions as a hesd, This also means that the resulls
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In this case, two-word NPs with only a single prehead element are the vast ma-
jority. For example, in the Peterborough Chronicle, 67% of the CNPs have a pre-
head which consists of one element (X+CN), 16% have a prehead with two ele-
ments (X+X+CN) or more than two elements (X+X+..+CN), and only in 17% of all
the cases does the common noun occur bare with no prehead (CN).

proper noun COMMOn noun

i
|-‘|‘=‘|h—ﬁ ] ]

B i WP bl M el s P Wi Pl e ol e M B ] WP D il AP s U e

N il

ore woed K oward A Feen woed HP o an e owwed W™ bwowoed BF B weord M mone thee Bres

o Ap

Peterborough
“racion
[
oa ar 04 aEr DA L1

Parker
ol
g 4% b4 Q8 BB 94
0og a4 o Q= oE 14

Fig. 28: Heaviness of PMPs and CNPsin the PB and PA

Twoout of three NPs show a pattern preference for a one word prehead, and one
third follows a different pattern. It is important to understand that [[X]+[CHwa]le
licenses definite and indefinite NPs as well as NPs with modifiers in adnominal
position. NPs like my king, no king, one king, two kings, that king, great king... are
captured here,

The situation is very similar for CNPs in the Parker Chronide as shown in Fig-
ure 28; 7004 of all CNPs show a ‘one element as prehead’ preference. About 1304
have two prehead elements, 1% of all NPs has a prehead which has more than

presented (Fig 28) do nol include the statistics for all NPs where the hesd noun is followed by a
relative clause or any other posthead complementation patlern, However, this does not seem bo be
a severe problem, & postmodilication is rather rare and the main inleres) les on the heaviness of
Lhe prehesd and preferred pattern preferences in the prehesd.
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three elements and 16% have no prehead. In contrast, when zooming in on the
waord class of proper nouns, most NPs occur bare without a prehead element.

What conchisions can be drawn from this? It can be observed that in general
a preference for at least one prehead element exits. In other words, a single ele-
ment before the commen noun represents the most frequent constructional pat-
tern with CHPs. Thus, when exposed to OE discourse, the speaker observes that
syntactically most of the time the common noun is preceded by another element;
a general [[X]+ [CMiqa]lse preference, Additionally, the speaker becomes aware that
the element before the common noun semantically always restricts the scope of
possible reference. My king, one king or even great king all have one thing in com-
mon, they specify or determine the common noun in a particular way. From that,
the speaker abstracts a general constructional schema for NPs with a common
noun as a head:

[ K]+ CN e] =

This constniction is the prototypical productive schema for CNPs. A general ‘one
element as prehead’ bias with common nouns exists. The speaker prefers to fill
atleast one slot before the head noun.

If this is the case, this schema by analogical reasoning may easily have had
some supporting effect on the emergence of the determination slot. If a speaker
observes that common nouns most often show up in the [[X]+[CNwo]lse construic-
tion, s/he consequently may apply this schema on a lower’ level, namely on the
level of the definite and indefinite NP. 5/He puts an element in front of the com-
mon noun simply to stick to the observed general preference of the speech com-
munity.

In general, my line of argumentation is based on the idea that the speakeris
generally very sensitive about common nouns. It might seem unwarranted to ar-
gue that the speaker should abstract the [X]+[CNua]]s= schema in the first place.
Afterall, manyone-word NPs exist which do not show a [X]+[CNuwa] = preference,
If we look back at Figure 27, we can see that most NPs are one-word NPs, because
pronouns and proper nouns often head their own noun phrase. Why then should
the speaker even notice a preferred schematic patten [[X]+[CHuwa]]s if such NPs
are embedded in a vast amount of one-word NPs? Regarding this question, [ be-
lieve in what might be called *the cognitive supremacy of the common noun’.

[ argue that the dass of common nouns has a cognitively dominant position
because ofits high frequency. For example, in the Peterborough Chronicle we find
6210 wards tagged as common noun in a manuscript of 40,641 words. This is
twice as much as the proper nouns in the text, as shown in Table 45.
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Tab. &5: Noun classes in the PB and PA

N PN Pra
PB 6210 01w 2832
P& 2160 1847 849

Even if we add the number of pronouns to the number of proper nouns, comman
nouns are still the most frequent noun class. A similar situation can be found in
the Parker Chronicle with 2160 common nouns in a text of 14,583 words. Here, the
groupof common nouns is still the most frequent one, although proper nouns are
relatively frequent as well. | argue that thishigh token and type frequency of com-
mon nouns leads to their strong entrenchment which in retum increases their
cognitive accessibility. Additionally, several acquisition studies have shown that
the common noun generally is a very prototypical category. For example, there is
a clear predominance of common nouns in the early acquisition process (Bene-
dict 1979; Hoff 2001; Clark 2003; also see Whaley 1997 for the common noun asa
typological universal). This prototypical character also gives the common noun a
salient status in psychological computation.

At the same time, | argue that speakers clearly differentiate between the sub-
categories common noun, proper noun and pronoun among NP heads. NPs with
no prehead element are indeed the most frequent ones inboth chronicles because
most of them are pronoun NMPs, but [ argue that the speaker does not take their
behavior into account when it comes to determination patterns. The syntactic be-
havior of pronouns differs vastly from the syntactic behavior of nouns as, for ex-
ample, modification is not possible (*the nice she). Thus, | argue that the speaker
does not directly link pattern preferences with pronoun usage to common noun
usage. The structure of pronoun NPs does not play a rolein the speaker’s analog-
ical reasoning when dealing with CHNPs.

7.5.2 Processing efficiency and performance economy

The development of the articles might also be further supported by a general ten-
dency to make on-line processing more efficient for the ‘human processor' (i.e.
the listener who receives linguistic input ane by one in a parse string in real time).
Here valuable research has been conducted by Hawkins, who has not only
worked on definiteness and the English articles (1978, 1991) but who has also
been shaping the theary of ‘performance grammar’, in which he points out that
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grammars are profoundly shaped by performance and on-line processing prefer-
ences and by general principles of effidency and complexity (2004, 2015).'%
Among other things, Hawkins argues that speakers strive for an increase in sys-
tem-internal efficiency. To specify this line of argumentation, he proposes three
major principles: Minimize Domains, Minimize Forms and Maximize On-line Pro-
cessing. According to Hawkins those principles increase efficiency in different
ways and can account for many aspects of grammaticalization (2015: 73-76).
The first principle, Minimize Domains (MiD) is defined as follows:

The human processor prefers Lo minimize the connecled sequences of linguistic forms and
their convenlionally assodated syntactic and semanlic properties in which relations of
combination and/ or dependency are processed. The degree af this preference is propor-
lional o the number of relations whose domai ns can be minimized in compeling sequences
or structures, and to the extent of the minimization difference in each domain, (Hawlkins
2004 31)

In other words, efficiency is increased by minimizing the size of the syntactic do-
main (i.e. the sequences of linguistic forms and their conventionally associated
properties) in which a given grammatical relation can be processed (Hawkins
2015: 11). For example, parsing the dependency and meaning of a lexical combi-
nation like count + on is more efficient if the two words occur next to each other
(e.g. count on my father in my college years) than if they occur separated from each
other (count in my college vears on my father). This is the case because the combi-
natorial dependency in the first example can be parsed on the basis of only two
waords. Therefore, speakers strive to reduce domains, which will ultimately be re-
flected in the number of constituents intervening between count and on. MiD thus
resilts in proximity effects and also offers a potential explanation for adjacency
in syntax. Elements which conceptually belong together in time get attached
closer to each other and sometimes are even stored as a single unit. MiD also im-
plies that phrase dependents and their heads will not easily be split up (Hawkins
2004 26).
The second principle, Minimize Forms (MiF) is defined in the following:

The human processor prefers Lo minimize the formal complexity of each linguistic form F
(its phoneme, morpheme, word, or phrasal units) and the number of fomms with unique

133 Hawkins dmaws his ideas on insights [om psydholinguistic models of production (Levell
19891 and comprehension (Fodor el al, 1974), conneclionist insighls (MacDonald et al. 19949;
Elman et al. 1996) and [unctional ideas proposed by Givin (1978, 1995), Haiman (1983, 1998),
Comrie [1989), Gell-Mann (1992), Sperber and Wilson (1995), Mewmeyer (1998), Haspelmath
(1999a) and Bybes and Hopper (2001).
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conven tonal ized properly assignmen s, thereby assigning more propedies o fewer [omms.
These minimizations apply in proportion o the ease with which a given properly Pean be
assigned in processing Lo a given F. (Hawkins 2000: 18)

Speakers also increase effidency when they minimize the overt form of their lin-
guistic entities (e.g. phonemes, morphemes,..) and when they minimize the
number of form-meaning pairings which only have one unique property. Such a
statementis, for example, inspired by the observable linguistic fact that the more
common a word is, the shorter it is in general.”™ Any receptive or productive pro-
cessing of linguistic items requires effort. If one reduces the units that have to be
articulated and processed, this minimizes this effort (Hawkins 2004: 38). MiF is
based on notions like “say as little as necessary” (Levinson 2000: 114; Haiman
1983; 1985, Grice's 1975 *Quantity Maxime') and has the aim to reduce forms to
the minimum point at which communicative goals can still be met (Hawkins
2004: 27). MiF isa principle of least e ffort and is strongly influenced by frequency.
The more often a linguistic form is produced the more it will et reduced (see
Hawkins 2015: 15-28). At the same time, it is not efficient for a speaker to store
hundreds of form-function pairings where you have a distinct form to express
only one distinct function. Instead speakers prefer to give only very frequent con-
cepts (Agenthood, Tense, assertive speech acts) distinct formal expressions (e.g.
a specific affix; a specific unique word ordering), whereas less frequently ex-
pressed concepts are expressed through word and phrase combinations or via
polysemous forms (Hawkins 2015: 17).

The third major principle is Maximize Online-Processing Efficiency (MaxOP).
Efficiency is also increased by providing early access to as much of the syntactic
and semantic representation as possible, This is being reached by arranging lin-
guistic strings in such a way that on-line property assignment is maximized
(Hawkins 2004: 9), The parser receives linguistic elements one after the other in
a parsestring. When doing so

[t[he human processor prefers Lo maximize Lhe set of properlies thal are assignable Lo each
ilem X as X is processed, thereby increasing O(n-line) Plropedy) o Ulimate) Plropedy)
ratios, The maxmization diference belween competing orders and stnictures will be a

134 Additionally, il can be observed thal there is a preference [or minimal expression (e.g. 22m)
in proportion o the fequency of occurence and the degree of expecledness, For example, the
nominalive case is generally more [requent than the accusative case and singular is more fre-
qisent than pliral. As a resull, nominabive and singiilar are more oflen expressed by zeco [orms
or by shorler [orms than sccusative and plural (Hawkins 2015:16).
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function of the number of propedies that ae unassigned or misassigned o X in a strue-
ture/sequence 5, mmpared with the number in alternative. (Hawlkins 2004: 51)

In other words, it is not efficient to delay the assignment of properties in the on-
line parsing string. As speech is "a linear sequence of forms and properties, each
of which contributes to the ultimate syntactic and semantic re presentation of the
sentence in the string” (Hawkins 2004: 28), the speaker will always prefer early
properties assignment, so that he can build his or her representations as early as
possible. For example, the parser will prefer a dause where most properties are
assigned already at the beginning of the clause, Compare: John went in the late
afternoon to London after a long siesta.to John went to London in the late afternoon
dafter a long siesta. In the first sentence, the second PP daughter of the VP (to Lon-
don) is delayed. In the second sentence, the parser gets this information earlier
(Hawkins 2004: 29).1%

One can also simplify MiF and MaxOP with the slogans ‘Express the most
with the least’and *Express it earliest”. The Minimize Forms principle follews from
the former, while Maximize On-Line Processing follows from the latter (Hawkins
2004: 25). The principles interact and the results of this interaction are manifold.
It would go bevond the scope of this section to elaborate on those interactions in
detail but it can be conchuded that generally a lJanguage will develop in a certain
direction because the human parser compares alternative constructions for ex-
pressing the same proposition and will favor the one that is most efficient as it
has the lowest complexity in on-line processing. A construction will be favored if
it provides the earliest access to the most important properties of the communi-
cated proposition. Low overall complexity s reached when the speaker has to
parse “fewer forms and properties and smaller domains [...] while still communi-
cating the same proposition” (Hawkins 2004: 25).9%¢

135 The effecl can also be observed in an example with a noun clause and the presence and
absence of an explicil complementizer. Compare | believe the boy knows the answer o | beliew
that the boy knows the answer, A verb like believe allows a complementation pallern which the
parser can immediately identily when s/ he hears that, In the absence of that the parser will need
ter wiail until the end ol the clause uniil s/he can correctly parse the intended meaning ol it This
althe same tme can lead Lo some kind of “missssignment” ( Hawldnsg 2000 510, Believe can also
take a direct object. This means thal without the overl that, it can be the case thal the parser
interprets the boy as adired object although the speaker did not intend this. Hawlkins claims
thal grammars strive 1o avoid such misassignments.

136 Hawkins ideas on ‘nalumal’ economic pinciples are not new, However, perlormance econ-
omyis not the only factor that is conven Honalized in synlactic structuee. & langu age also sirives
for explicitness and communicalive coealivily, which amre compeling molivalions, A wish for clar-
ity or extravagance will lead o other developments than striving [or ease (Haspelmath 19993 b,
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Hawkins applies his theorizing to the grammaticalization of the definite arti-
cle, but his reasoning can easily be extended to the ind efinite article as well (see
section 7.3). Article development follows from the MaxOP principle. Hawkins
states that when a speaker, for example, hears the NP the boy as the first two
words in an utterance, s/he recognizes the categories determiner and noun, iden-
tifies a noun phrase construction and assigns “lexical-semantic content to boy
and a uniqueness semantics to the definite determiner” (Hawkins 2004: 20).

In this early position any article can act as an unambiguous signal for a con-
struction in comprehension as well as production models. Hawkins thus predicts
a syntactic processing function of developing and expanding articles, namely
that the articles construct a (case-marked) noun phrase (Hawkins 2004: 87). This
function also helps to understand why articles are very productive in NPs with
maodifying adjectives or relative clauses whose “attachment to NPs is not guaran-
teed by their own projection properties” (Hawkins 2004: 90). In those NPs the
article acts as a nominalizer. For example, in an NP like the rich the article is ob-
ligatory becanse it helps the parser to interpret rich as a noun not as an attributive
adjective. Also, with ambiguous nouns and verbs, the determinative helps to dis-
ambiguate a clause like they want to film from they want the film (Hawkins 2004:
90-91).

In short, to attach articles before a lexical item is efficient because otherwise
important aspects of syntactic and semantic interpretation would be delaved
(Hawkins 2004: 89). This argument is supported by typological research, which
shows that there is a strong tendency for free form articles to occur in initial po-
sition in the noun phrase, independently of the general constituent order of the
respective language (Lyons 1999: 4),

At the same time, article development also shows characteristics which fol-
lew from MiF. When the articles grammaticalize more and more, thereby extend-
ing their pragmatic and semantic range, they become more productive in the syn-
tactic rules of the grammar (hence more frequent). Inthis diachronic process, the
demonstrative and the numeral lose phonological substance, For example, Eng-
lish the has more reduced segments than the demonstrative: CV rather than CVC,
a schwa vowel and reduced stress. This isa consequence of MiF. Finally, also MiD
plays a role in article development. Minimize Domains is a principle which pre-
dicts that elements which belong together conceptually will be positioned closer
toeach other in time. This explains why loose discourse sequences often become

For a discussion of such compeling preferences see Dressler’s notion af ‘natural principles in
conllicl’ [ Dressler 1977, Dressler el al. 1987) or the idea ol ‘compeling molvations' (Haiman 1983 ;
DubBois 1985; Croll 1990) and Langadeer's ‘oplimality’ (1977).
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positionally fixed in time and why — as a result - phrase structure (e.g. noun
phrase structures) emerges and condenses in many languages (Givon 1979: 33).
This also explains why the articles are positioned quite close to the head noun in
English.

In his writings, Hawkins remarks that *[f|here is no compelling semantic/prag-
matic reason why the definite article should emerge out of a demonstrative to
express meanings that are perfectly expressible in languages without definite ar-
ticles” (Hawkins 2004: 97, He conchides that the motivation for the change is not
primarily semantic or pragmatic, but “there are some compelling reasons, involv-
ing the processing of grammar, that can motivate an expansion of the determiner
category, and that can motivate it in language types and at historical stages at
which it appears to happen” (Hawkins 2004: 84).

This relates back to the functionalist motivations for language change which
were presented in section 3.2.2, Several scholars highlight that grammaticaliza-
tion is often motivated by speaker-hearer interaction and the improvement of
communicative effidency (improving informativeness, expressivity, etc) (eg.
Heine, Claudi and Hiinnemevyer 1991; Hopper and Traugott 2003). Indeed, it is
often the case that speakers change their linguistic code to make it communica-
tively more functional. Also in the specific case of article development, it can be
argued that the new strategy to mark definiteness or indefiniteness overtly all the
time increases communicative efficiency by reducing difficult inferencing from
context. Without an obligatory article, the speaker often hasto infer from the con-
text whether the situation is definite or indefinite. With the development of ob-
ligatory (in)}definiteness marking, this information s encoded overtly, This ‘cod-
ification process’ helps the speaker to get his/her semantic and communicative
intentions across more easily. 5o [ do not agree with Hawkins' statement that no
pragmatic reasons for article development can be found. However, as argued in
this book, also systemic, cognitive factors play a role.

7.6 Concluding remarks: changing strategies for
(in)definiteness marking in the history of English

To conclude this chapter, [ would like to once again comment on the changing
strategies of definiteness marking in English and the reasons why speakers
shifted from no marking to overt marking. [ believe that English in the last thou-
sand vears has been undergoing a process of ‘obligatorification” and ‘codifica-
tion' of (in}definiteness marking, We could also call this a unidirectional dine
towards the ‘overtification’ of (in)definiteness marking. Throughout the history
of English we can observe the following strate gies for the marking of definitene ss:
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Tab. &6: Changing strategies for indefiniteness marking from Old English Lo Present Day Eng-
lish

referential NPs nan-referential NPs
overt abligatory avert abligatory
definiteness marking indefiniteness
marking
singular  plural/ singular plural/ singular plural
mass mass
early Old English
middle Old English B B
late OE/ sarly ME + + + -
Madern English - B B ()=
[future develop- B B - B

menls)

In West Germanic and early Old English definiteness and indefiniteness were not
marked obligatorily. In referential NPs the common noun did not need to com-
bine with a determinative (a grounding element ). Broadly speaking, this means
that referential NPs were constructed in exactly the same way as non-referential
NPs. [ see ghbot in the cloisters (referential) vs. He was elected ghbot (non-refer-
ential). As was shown, many CNs in definite contexts collocate with a demonstra-
tive or possessive pronoun but the marking of definiteness happens indirectly
and is optional. This stage puts a heavy decoding pressure on the listener. Noth-
ing in the input overtly helps the listener to decode the message. The speaker has
to guess from context whether the noun phrase is referential or non-referential or
whether the referent is conceptually definite or indefinite. That is why at one
puoint the speakers — influenced by the discussed frequency and analogy effects
— change their marking strategy. Between early and late Old English definiteness
marking becomes obligatory in all referential cases, in the sense that speakers
start to mark singular, plural count and mass nouns obligatorily. To ground the
referent by an overt element and to code intertextual (anaphoric) relations overt by
is very useful for the listener.

At this point in time, indefiniteness marking is not obligatory vet. Some
scholars might argue that speakers employ a zero article, but [ simply argue that
the determination slot is left empty. What helps speakers to interpret a message
at this point is the following opposition: definiteness is marked overtly; indefi-
niteness is indicated by leaving the slot empty. Many languages opt for such a
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marking/non-marking strategy. In that sense, it can be considered a stable strat-
egy. However, in English (as in other languages like German and French) the sit-
uation changed. Speakers shifted to the overt marking of indefiniteness as well.
What made speakers deviate from the presented stable strategy?

The *problem’ with the indefiniteness marking strategy in late Old English is
that indefinite, referential contexts can easily be mistaken for non-referential
contexts. This is detrimental as it puts a heavy decoding pressure on the parser.
Additionally, the preferred pattern preference of having one elementin front of a
commaon noun exerts pressure once more and makes speakers change their mark-
ing strategy.

During early Middle English they start to mark indefiniteness overtly and ob-
ligatorily as well. Interestingly, at this point in time, this is only the case with
singular nouns, As can be seen in Table 47, plural and mass nouns can remain
unmarked. This s a hybrid stage which English is currently in. Interestingly,
speakers accept that indefiniteness has to be marked with singular nouns but can
remain unmarked with pliral and mass nouns, But is this really the case? It is
well known that nowadays some is very often emploved as an indefinite article
for plural count and mass nouns. In that sense the grammaticalization of the
[stm]opae construction into an article completed the article paradigm:

Tab. &7: Article paradigm in Modern English

DEFINITE INDEFINITE

Count Non-count Count Non-count
SINGULAR  the book Lheink a book some ink
PLURAL the books some books

Afan marks indefiniteness with singular count nouns and some fulfills the func-
tion of indefinite article with plural count and mass nouns. Still, for plural count
and mass nouns both strategies are currently acceptable (grammatical). How-
ever, [ hypothesize that this stage is only an intermediate stage of mixed strate-
gies and is cognitively disfavored. | assume that in the future, the English con-
structicon will change once again in faver of obligatory marking in all cases, in
the sense that the [[CNuuaymasme] Jswmes construction will dissolve from the net-
work. Why do 1 predict this development? If speakers adjust their system as pre-
dicted, we end up with a linguistic strategy of (inldefiniteness marking which
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clearly distinguishes between referential and non-referential NPs. This hypothe-
sis will have to be tested in the future. However, any empirical investigation
would go bevond the scope of this book.

i
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8 Conclusion

Language is a complex adaplive system [CAS; Beckner el al., 2009) where language struc-
lure, acquisition, processing, and change are inextd cably in lertwined in rich, complex, and
dynamic ways, Language and usage are like the shoreline and the sea.

[Ellis, Biimer and O'Donnell 2016: 27)

In this book [ have presented a usage-based, cognitive, constructional perspec-
tive on the emergence of the English article system. In current comprehensive
descriptions of English grammar the articles the and a/an are treated as the most
prototypical members of the class of determinatives and as important functional
elements of the English noun phrase. In Modern English, where the overt mark-
ing of definite and indefinite reference is obligatory (with the exception of phral
and mass nouns), the articles are the default constructions to code this grammat-
ical notion.

One ofthe most interesting aspects of the English articles in particular is their
rather late and consecutive diachronic development. Typological facts illustrate
that article development is not frequent among the languages of the world, and
the birth of this grammatical category in English has even been called a “histori-
cal accident” (McColl Millar 2000b: 275} which took place under “obscure condi-
tions" (Christophersen 1939: 18). Scholars seem to agree that whereas West Ger-
manic had no articles as such, the OE simple demonstrative se grammaticalized
and developed into the definite article and the numeral dn grammaticalized into
the indefinite article with some temporal delay during early Middle English. What
scholars do not agree on is why the category developed and whether the form se
should already be analyzed as an ‘article’ in early Old English (after 890 AD).

All these facts and open questions have made it especially interesting to re-
visit category emergence and explore the phenomenon from a diachronic con-
structionalist perspective. With regard to the highly debated “vexed question”
(Quirk and Wrenn 1958: 70) WHEN the article category emerged in English, it has
hopefully become clear in the course of this book that the answer to this question
heavily depends on how one conceptualizes linguistic change in general, how
one defines articlehood, and what grammatical features one believes to be af
fected by the postulated change.

The questions which seem even more interesting when discussing language
change are HOW and WHY some changes are set in motion in one language at a
particular time, but not in another language. For a scientific community seeking
‘the truth’, it is simply not enough to label a certain inguistic phenomenon. To
observe a diachronic process and state that, for example, it is a case of grammat-

https: {f dod.or g/ 10,1515/ 97EI 11054 1053-008
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icalization or constructionalization, does not explain what has triggered the con-
structionalization of the particular element. Thus, one specific goal of this book
has been to explore and discuss the causal triggers which led to the development
of the articles. In contrast to previous studies, [ decided to focus on the cognitive
mechanisms which have been responsible. In order to model the details of the
ongoing changes in a precise manner, [ use a constructionalist model and anno-
tation of grammar.

When sifting threwgh the literature on the development of the articles, it can
be observed that not many studies test their assumptions against large text sam-
ples: a lack of large-scale corpus studies on the topic can be detected. By analyz-
ing a large data set (using a computer-accessible corpus), [ have tried to A1 this
empircal gap by conducting an extensive qualitative and quantitative analysis
of NP types and nominal determination patterns in thirteen OE prose texts in the
YCOE. In the following, [ will once again present the most important ideas and
findings of this book (section 8.1). [ will close this monograph with a discussion
of some open theoretical questions and lImitations and potential directions for
further research (section 8.2).

8.1 Summary

To answer the question why the article category developed in English, several
explanations on the article’s emergence were discussed in the first part of this
book. First, traditional views on the development of the articles were presented.
Especially scholars at the turn of the last century dealt with the phenomenon and
concluded that while the indefinite article did not exist in Old English vet, the
definite article already developed as a necessary tool due to the decline of the
inflectional system and the general shift of English from a synthetic to an analytic
language, Although their methodology is rather weak and their conclusions are
of a rather descriptive nature, their work has been mentioned because it repre-
sents the idea that the article already existed from 890 onwards. [ also discussed
the hypothesis that article emergence is linked to changes in the adjective para-
digm (especially the loss of the weak/strong distinction). Although my analysis
of adjectival patterns confirmed that in definite NPs the weak adjective is used
more or less consistently in combination with se, | argued that it does not seem
likely that the article developed only to disambiguate case and gender. Also lan-
guage contact was presented as a potential trigger and external cause (Scandina-
vian influence from the North) which may have been responsible for the observ-
able demonstrative split in the nominal system.
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Functionalist and formalist accounts of the articles’ development were pre-
sented as well. Whereas many functionalist publications treat the development
as a case of grammaticalization, which was primarily triggered by semantic-prag-
matic factors, the formalist framework argues that the observable change is an
example of reanalysis towards or within DP structure, It is indeed possible to ap-
ply Lehmann's grammaticalization parameters successfully when tracing the de-
velopmental stepsof se and dn. Additionally, functional and discourse-pragmatic
reasons definitely play a role in the category's development. Generative pro-
posals were of interest because their formalization reveals a clear systemic differ-
ence between grammars which have and which do not have a determiner. In con-
trast to demonstratives and numerals (which are positioned in Spec position),
articles take the Head position further up in the generative syntactic X-bar tree,
This is a systemic difference which is often overlooked in functionalist models,

Mevertheless — as this book has tried to reveal - some questions are not an-
swered in the literature on the topic. Although most of the presented accounts
provide useful schemes that successfully describe aspects of the articles’ devel-
opment, the given explanations are insufficient because they do not really con-
centrate on the causal triggers for the change. | have argued that reanalysis and
grammaticalization are epiphenomenal descriptive terms rather than ‘real’
causal mechanisms and thus should be broken down into more basic mecha-
nisms of language change. As a reaction to those perceived shortcomings, a us-
age-based, cognitive, constructionalist explanation was proposed.

8.1.1 Reconceptualizing grammaticalization as grammatical
constructionalization

Above all other things, this book is based on theidea that (a) grammaticalization
should be reconceptualized as ‘grammatical constructionalization' and (b} that a
proper understanding of grammatical constructionalization has to take into ac-
count that abstract schematic complex constructions can be driving forces of lin-
guistic change in the sense that they can exert pressure on other existing con-
structions or even trigger the emergence of new constructions.

Article emergence has been conceptualized as a 5 step process which was
driven by lexically underspecified, schematic constructions. [ have argued that
what triggers the constructionalization of the articles is the prior emergence of
various schematic, more complex constructions with a determination slot:
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Step1: constructionalization of an abstract schema for definite NPs with a delemination slol:

{delinite entity}
[[DEI-:I#.T]IETEM"IAT D"I‘l‘[CN 'i‘..]-lihl]]‘i’dr‘

Step 2: recruilment of a defaull slotfiller = conslruclionalizalion of [Se.a) s

| Mz |{deﬂn|leness marker |

T

| F: | [ S8l mr |

Step 3: construclionalization of an abstracl schema for indefinile NPs with a singular CH as
head:

{indefinile single entity}

[[DE Teset ot fozremmnmon -+ C M cme s g sot] zm n] wrsses

Step &: recruitment of a defaull slotfiller = constructionalization of [ dmiaa)ssr:

| LE |{Inderlnllene;5mark9r} |

1

| Ft | [ dintinn]asr |

Step5: conslruclionalization of an abstracl schema for referential NPs with a determination
slol; constructionalization of an abstracl schema for indefinite MPs with plural count and mass
noun heads: the recruitmentof another slotfillerforthose plural NPs [i.e extension of the article
categony), which corresponds Lo the grammatical constructionalization of [Sum,alasr

{referential NP}
[[DEThozmrmmanon+ [C Mie]sezan ] weres

{indefinile enlities}
[[DET e’ -r.]usr:w uro'u+[f_N plJ 'f.]-IEAI:I]'F e

I I |{Inde[|nllene;s marker} |

T

I F: | [ Surmhan]asr |
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The emergence of all these schematic constructions is seen as a necessary pre-
condition and the main trigger for the grammaticalization of the demonstrative
and the numeral. The fact that the determination slot developed and became
functional leads to the recruitment of default slotfillers (=articles). It is this em-
ployvment as obligatory slotfillers which triggers the grammaticalization of the
demonstrative and the numeral.

This relates to the important observation that linguistic elements often do not
grammaticalize on their own but in larger constructions. For example, se only
starts to grammaticalize in its role as a dependent prehead element. It undergoes
grammaticalization but inside the more abstract NP construction with se (now
taking up the role of an article) being a default filler of it. The demonstrative —
from that perspective — only grammaticalizes in the context of the [[DE Tasmnfos e
speamioss [ CNimt iz an|sraa cONstruction. In that sense an abstract syntactic construc-
tion s thus a “grammatical primitive [...] [which can be] both the source and out-
come of grammaticalization” (Traugott and Trousdale 2010: 13).

lalso introduced a terminological distinction bet ween ‘constructionalization
nove loco” and ‘constructionalization in situ” or ‘constnictional substitution in
situ'. In general, [ argue that linguistic change comes about
- via the local substitution of existing nodes (‘constructional substitution in

situ'"constructionalization in situ')

- viathe addition of completely new nodes (*constructionalization novo loco”)
—  viathe rearrangement of node external links between constructions

The term ‘constructionalization novo loco’ has been defined as ‘the emergence of
a new form-meaning pairing which previously did not exist in the constructicon
and which is ADDED as a new node to the network’. This definition inchides
Traugott and Trousdale's special cases of formoe.-meaning.. pairings but also
cases where a new sign is established that only differs in form or function from
its source. The important characteristic feature in my definition is that the newly
emerged construction represents a new node in the network which is established
and will have to be linked to existing nodes. Crucially, it does not replace an ex-
isting node. For example, the newly emerged definite article does not replace its
source the demonstrative. The demonstrative [sewn]oem construction remains in its
position in the network. However, the newly emerged article [$ewalaue (for a long
time sharing the same formal shape with the demonstrative) is added as a new
node somewhere else in the network,

In contrast, when the demonstrative [seimloe extends its meaning/function
in the sense that speakers do not only use it when they want to express spatial
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deixis but also for interte xtual deixis,"" no additional node is created in a locally
different position but the change remains local in the sense that the already ex-
isting demonstrative [sewn]uw node is affected. Some people would say the lin-
guistic sign is ‘changed’ in a one-sided manner (on its function side), some peo-
ple would say it is ‘substituted’ by a different construction. [ call this local node
adjustment ‘constructional substitution in situ’, which from a certain point of
view also includes constructionalization.

The development of the two articles is also a case of ‘grammatical construc-
tionalization novo loco’. Two new atomic, specific constructions emerge. The two
new constructions are more procedural and more schematic than their source
constructions [dnwa]sw and [$€wn]oe, which is a defining feature of 'grammatical
constructionalization',

8.1.2 Constructionalization as a system-driven change triggered by complex
analogy and frequency effects

A second line of reasoning presented in this book has been that complex analogy
and frequency effects are the main motivating forces behind the observed con-
structionalizations. [ have argued that mostly cognitive “system-intermnal” fctors
(e.g. pattern preferences, structural regularzation as a principle of economy) are
responsible for the grammatical constructionalizations. Generally, in grammati-
calization studies semantic or pragmatic change is said to often lead to structural
change. However, as Mithun (2003), Hawkins (2004} and Fischer (2007} have
pointed out, itis not always the case that changes in grammar are only driven by
discourse-pragmatic needs. “The formal similarity of patterns and the adjacency
(contiguity) of signs are [..] an important formal force in grammaticalization”
(Fischer 2007: 122},

Analogy has been conceptualized in a wider sense as ‘rule generalization/
extension’ at a higher meta-linguistic level and has been treated as a “psycholog-
ically real phenomenon which has causal efficiency [...] in language” (Itkonen
2005: xii). Pattern recognition and the analogical transfer of formal pattems from
one domain to another is seen as one of the main reasons for the observable
changes, Influenced by the high requency of constructions like [[DEM, o] +[C M o] lsmsed
of [[POSSa]+[CNuwa]|swas, the learner analogically abstracts a pattern preference

137 Presumably sometime duting the shill from West Germanic Lo early Old English.
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for [[DETaetwn]+[CMuwa ]l aa which finally licenses the conceptualization of a spe-
cific local determination slot and the cognitive entrenchment of the [[DET st v
memsmaTion+ [C Mina]ian]srser coOnstruction.

A central characteristic which has emerged out of the present analysis is that
in0ld English the overt marking of definite reference is already very frequent and
the demonstrative is the most frequently used element to do so. Thus, when the
speakers analyze their OE input, they draw the following analogies: first, the
speakers assign the same structure, namely [[DETaq wo]+ [CMaa] ] to constmc-
tions like [[DEM wa]+[C Mo Jerder on [[POSSuwn]+[CHuwa]Jsmaer. At this Stage (at t), defi-
niteness marking is not yet obligatory. In a second step, however, some speakers
extend this schema to the semantically definite but syntactically bare CN cases
(being the less frequent and thus less prototypical). This leads to an increase in
frequency of the pattern which supports the conceptualization of a schematic
construction on a more abstract levelin the network. This construction has a de-
termination slot that has to be filled obligatorily. The existence of such a con-
struction in turn led to the recruitment of [se] as a default filler.

The constructionalization of all the constructions mentioned above is mostly
influenced by the high frequency and strong entrenchment of related NP con-
structs in Old English and the speaker’s ability to perform analogical reasoning.
The overall shape of the synchronic system leads to the formation of this new
productive grammatical schema.

It has also been argued that the cognitive entrenchment of the [[DETaqmm]os
n:umnnr:'i'[c Nmﬂ]]am]m: and the [[DEdeu.nmJ]u}:nxmxmn:f+[c“mm;qg,mﬂ]mm]:wmdu
construction is not only sanctioned by pattern preferences in the definite NP, but
that a constructional preference for [[X]+[CNua]ls on the level of the general NP
(with definite and indefinite reference }also exerts an influence on the level of the
definite NP, In Old English most CNPs follow an [[X]+[CMwa]]s» schema with one
prehead element before the head (induding all types of common noun phrases)."™
In other words, the most frequent common noun pattern is the [[ X1 [C M) s con-
struction with only one prehead element preceding the common noun. This pro-
totypical construction, which is far more frequent than the ‘bare’ [[CNuwa]ls con-
struction (i.e. the common noun occurs without any prehead elements), may
have also had a subtle but underestimated impact on the (emerging) structures
on the lower definite and indefinite NP level. In other words, a more abstract con-
struction exerts influence on a more concrete (taxonomically related) construc-
tion. Ultimately, we encounter two frequency effects on two different levels, The

B8 e indelinite, delinile, relerential or non-referen lal.
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first frequency effect takes place on the level of the definite NP, the second fre-
quency effect can be found on the level of the general NP.

8.1.3 The cognitive cycle of constructionalization
To improve our understanding of constructionalization, a cognitive cycle of con-
structionalization has been postulated which aims to highlight the cognitive pro-

cesses which are at work in the constructionalization process. The cycle is re-
peated in Figure 29 for the reader’s convenience,

Frequency in discourse

H

imitation

alignment
Iyt mem arication
ritusaliz ation
innalogical strong
ext ensian entrenchment
categorization
schem atiz ation analogical

construction- reasoning
alization

Fig. 29 Cognilive cycle of s peaker-intermal processes in constructionalization

The postulated cycle does not concentrate on the changing linguistic features of
particular grams in grammaticalization/grammatical constructionalization but
on the cognitive processes that go on in the speaker’s mind. Analogical reasoning
is seen as an intemal, cognitive process, something that affects and shapes a
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speaker's mental setup. The cyclic process (inchuding memorization, entrench-
ment and categorization/schematization) leads to constructionalization and an
increase in the frequency of a certain form. Thus the frequency of certain forms is
at the same time a speaker-external causal mechanism and a result of speaker-
internal behavior.

8.1.4 Overt definiteness marking as a means to increase efficiency

Another point that hasbeen made was that the articles constructionalize becanse
the overt marking of definiteness and indefiniteness becomes obligatory. This
motivates the speaker to employ default markers in all those cases where defi-
niteness is not yet expressed indirectly by another determinative (e.g. demonstra-
tive, possessive pronoun, etc.). This line of reasoning directly leads to the ques-
tion why (in)definiteness marking becomes obligatory and why the speaker
extends the demonstrative's and the numeral’s usage to all those ‘unmarked’ def-
inite and indefinite NP cases which still used to ocour bare in early Old English.
Here, it was reasoned that marking of definite and indefinite reference obligato-
rily by employving an overt functional element in the prehead can be interpreted
as an example of structural and cognitive simplification as a means to increase
regularity and to make on-line processing more efficient.

First, it was assumed that it is more difficult for a speaker to establish a de-
tailed hypothesis when to mark or not mark definiteness overtly, than to base
linguistic production on a much ‘simpler mule’, namely marking definiteness all
ofthe time. A variable (conditioned) rule is more complex than an unconditioned
rule which states: ‘always mark definiteness overtly with common nouns’ be-
cause here the speaker does not have to hypothesize about which context de-
mands overt marking or not. Thus, the obligatorification process is a matter of
systemic simplification.

Additionally, it was suggested that an obligatory marking rule is able to es-
tablish itself in a population of learners because the behavior (linguistic output)
it produces can also be produced by the carriers of the optional marking mle. It
will not be recognized as unfamiliar. Therefore, the spread of obligatory marking
is likely, since bearers of the optional-marking rule are unable to recognize any-
thing alien in the speech output produced on the basis of the obligatory marking
system, whereas bearers of the new system would perceive output of the pre-
change system as ungrammatical. All this leads to an imeversibly one-sided ac-
commaodation pressure towards obligatory marking.
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It was also proposed that the articles’ development increases on-line pro-
cessing efficiency. Based on Hawkins' ‘Performance-Grammar Correspondence
Hypothesis' (2004), which argues that grammars are structured by general prin-
ciples of efficiency and complexity, it has been assumed that many aspects of
egrammaticalization and developments in morphosyntax can be accounted for if
one takes into account the speaker's striving for on-line processing efficiency
(Hawkins 2004: 13). Hawkins' Maximize On-line Processing prindple predicts that
it is highly efficient to attach an article before the lexical item because otherwise
important aspects of syntactic and semantic interpretation would be delayved
(Hawkins 2004: 89). As a speech string is a linear sequence, it is not efficient “to
delay the assignment of properties in the on-line parsing string” (Hawkins 2004:
28). In the case of English, the articles help the listener to identify a referential
noun phrase, The speakers not only have a processing advantage but also a func-
tional, discourse-pragmatic advantage. The articles act as an unambiguous sig-
nal for referentiality and nominality. At the same time they successfully ground
the nominal element in discourse.

8.1.5 Emergence of determination slot and the definite article between 0.2 and
o3

In order to shed light on the question as to when the articles developed, several
case studies have been set up. In those studies, the semantic and syntactic be-
havior of the demonstrative se and the numeral dn have been analyzed thor-
oughly. In one case study, | investigated the development of se diachronically.
When splitting up the Peterborough and the Parker Chronicle into periods, it can
be observed that the token frequency of [[seia]+[CMia] e drastically increases
in both chronicles, This was interpreted as strong evidence for the fact that the
form se takes up article function from early Old English onwards. It was also
shown that in Old English [dn] did not function as an article vet. To investigate
thechange from demonstrative/numeral to article qualitatively, seven criteria for
articlehood™ were set up:

1. NOINDEPENDEMCE: a prehead dependent which cannot occur independently

of its head is likely to be an article

139 Genetally, il was suggested thatarticlehood is an ‘umbrella teom’ for an element which ful-
[ills several dilferent sub-condilions at the same ime [Le. shows a cerlain semantic and syn laclic
behavior). One criledon on ils own does nol constilile afdiclehood, only when several erileria
aremel, il makes sense Lo speal of a definile arlicle,
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2. MO PREDICATION: a prehead dependent which cannot function as a predica-
tive complement is likely to be an article

3. NOCO-OCCURRENCE: a prehead dependent which cannot co-ocour with itself
or other determinatives is likely to be an article

4. RELATIVE POSITION: a prehead dependent which occurs before any quanti-
fier or modifier is likely to be an article

5. OBLIGATORIMESS: a prehead dependent which is an obligatory default
marker to indicate (in)definiteness is likely to be an article

6. EXCLUSIVEMESS: a prehead dependent which exclusively expresses (in)defi-
niteness is likely to be an article

7. SYNTACTIC MOTIVATION OMLY: a prehead dependent which is exchisively
syntactically motivated is likely to be an article

These criteria are based on PDEusage where the definite article meetsall of them.

When applying these criteria, some of them have not led to conclusive re-
sults, ar their application has turmned out to be problematic. For example, the EX-
CLUSIVENESS criterion could not be applied to the OE language stage atall. The
criteria NO PREDICATION and NO INDEPENDENCE could be applied but the re-
sults have not revealed much about se and dn in their function as prehead deter-
minatives. In the end, only three criteria have turmed out to be helpful for inves-
tigating the role of seand dn in the OE prehead. Those were RELATIVE POSITION,
N0 CO-OCCURRENCE and OBLIGATORINESS. Interestingly, those criteria are di-
rectly linked to the existence of a determination slot.

Based on the results for all three criteria, it has been conchided that the
speakers of early Old English already used a grammatical system in which an ab-
stract construction with a determination slot was implemented for definite NPs.
Already in early Old English it became the *rule’ to mark definiteness obligatorily
by filling this positional slot. As soon as a determination slot developed, the def-
inite article constructionalizes. As [ have conchided, the constructionalization of
the new abstract complex NP schema takes place between early and middle Old
English, it seems reasonable to argue that the demonstrative also took up article
function in this period.

The fact that exceptional pattemns still existed (e.g. co-occurrence of DEM+POSS,
POSS+DEM, bare definite NPs, ...} shows that the spread of a new construction in
the speaker population is a gradual process. Obviously, it additionally took some
time until the system reached a point where definiteness marking got extended
toall the cases that we know oftoday. For example, the definite article expanded
inits range of application to generics or specifics only later.
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The general difficulty to apply the set up criteria underines what scholars
have repeatedly stated about gradualness, the fuzziness of categories and the in-
ability to capture linguistic reality by Arstotelian categorization (Aarts 2004,
2007a,b; Denison 2006; Traugott and Trousdale 2010). Category membership is
gradient. The notion of gradience can be understood much better if one takes a
diachronic perspective and understands that language is constantly changing.
When an element grammaticalizes, it may change its category membership. In
time a form can lose old and take up new characteristic features. Thus, it is pos-
sible that an element - from a synchronic perspective - does not fulfill all *neces-
sary’ criteria at a certain time and must be considered as a non-prototypical but
valid member of the category, and may meet more and more criteda in due
course, Additionally, the number of the overall members of a certain category can
increase or decrease diachronically. This, in synchrony, explains why some ele-
ments are more prototypical members of a class, while others are less prototypi-
caland cases which are hard to assign to one or the other category. In the end, it
has to be concluded that linguistic behavior at one stage may not be analyzable
with tools that have been set up for analyzing linguistic behavior at an earlier
stage, Nevertheless, [ still believe in the general usefulness of categorization in
synchronic grammar description. However, the important point is to find the
right criteria which really help to demarcate a category.

8.2 Limitations, implications and directions for future
research

Having summarized the main findings of the book, this final section will address
some theoretical implications and potential directions for future research. Sev-
eral important issues could not be dealt with in this book. While my analysis first
and foremost concentrated on simple definite NP patterns, more complex NPs
were not investigated. For example, the OBLIGATORIMESS criterion has only
been checked in one-word NPs. It will therefore be necessary to also investigate
‘heavier' NPs with posthead complementation (e.g. relative clauses, etc.). Addi-
tionally, it would have gone beyond the scope of this book to look at the develop-
ment of the articles in other languages. [t has never been my intention to set up
criteria which are universal and which can thus be applied to other languages.
However, as a next step, it would be interesting to compare article development
in other languages, and check whether it may also be interpreted as a construe-
tionally driven change.

Many other questions remain. One of them is why one cannot observe the
frequent use of an article before proper nouns in English. Why does the assumed
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preference for obligatory definiteness marking not seem to count in the case of

proper nouns? As could be seen, such a structure was possible but not frequent

in 01d English. However, it decreased. In Present Day English, *I like the Susi is

considered grammatically incorrect but such structures can be found in many di-

alects of Italian or German, e.g. Ich mag die Eva [ like the Eva] (Austrian German).

As a possible answer [ suggested that proper nouns are different from common

nouns. As the proper noun generally has a "unique denotation” (Quirk et al.

1985[1995]: 288), this semantic feature seems to block the use of an additional

marker. A constraint for obligatory definiteness marking with this subcategory

exists. A related question is why speakers so far have resisted to consistently
mark CNPs with plural and mass nouns? More research is necessary to answer
these questions.

Additionally, some daims and hypotheses made in this book (e.g. increased
processing efficiency via overt definiteness marking) cannot be verified with a
corpus-based methodology alone, and can only be corroborated via experimental
psvchological or neurological research. [ have not conducted any psychological
experiments for this book, but am aware that this should be the next step on the
agenda.

When sketching the networks and constructions in chapter 7, several other
questions have arisen in the process. Modelling linguistic knowledge and lan-
guage change in Construction Grammar is a rather voung enterprise and the fol-
lowing questions have definitely not been answered sufficiently vet:

—  Which inheritance model sheould be favored in a truly usage-based cognitive
model, in which learners construct the network in a redundant, bottom-up
fashion (during their language acquisition process) but in which, after suc-
cessful entrenchment, linguistic information is supposed to be inherited top-
down?

-  Should sketches of constructional families be based on form, on function or
on both?

- How should the (changing) vertical and horzontal relations between con-
structions be visualized?

= In amodel that allows for polysemy, when is it feasible to postulate a sepa-
rate new node in the network?

- Is it cognitively realistic and even necessary to assume the existence of ex-
tremely abstract schemas high upin the network (e.g. a schema for referen-
tial NPs or a general word order schema inside the NP)? Which semantic
meaning side do we then postulate for such constructions?
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- Speakers have knowledge about which constructions can function as slot-
fillers in larger, more complex constructions (e.g. the articles are used as slot-
fillers in the determination slot). Where and how is this ‘syntactic’ knowledge
stored?

—  Some constructions are members of a *syntactic’ paradigm (e.g. OF se¢ s mas-
culine, nominative singular), How and where is this paradigmatic distribu-
tional knowledge stored?

= CanDiachronic Construction Grammar do without any notational formalism?
If not, how should/could a (langnage-specific) annotation look like? How
much formalism should we aim for in cognitive, usage-based synchronic and
diachronic work?

[ believe it is necessary to especially tackle these questions in the near future in
order to arrive at an advanced version of Cognitive (Diachronic) Construction
Grammar which — as a model or framewark — can successfully be applied by
many interested scholars and students to analyze different linguistic phenomena
in different languages.

Finally, I would like to stress once more that the ideas presented in this book
are based on evidence which comes from written prose texts, not from poetry or
conversational data. Also note that my conclusions in this study are based on a
limited set of data. It may be the case that by looking at even more texts or other
senres, the outcome may have been different. In conclusion, [ hope that the pre-
sent study has succeeded to show that handbook statements should not be taken
for granted, that the formal and functional diachronic development of linguistic
forms and constructions is influenced by the links to other constructions, and
that analogy and frequency have been underestimated as driving forces of lin-
guistic change.




9 Appendix: manuscript and corpus information

This appendix provides some further information on the investigated manu-
scripts. All the texts are available in the York-Toronto-Helsinki Parsed Corpus of
01d English Prose or York Corpus of Old English"", which is part of the English
parsed corpora series™ and was compiled by Ann Taylor, Anthony Warner, Susan
Pintzuk and Frank Beths at the Department of Language and Linguistic Science,
University of York. The YCOE is a 1.5 million word, syntactically-annotated cor-
pus with the main goal “to facilitate automatic searching for syntactic construc-
tions" (Taylor 2003)."

The corpus (i.e. the annotated text files) is distributed by the Oxford Text Ar-
chive" free of charge for non-commercial use, Regarding annotation, it follows
its sister corpora the Penn-Helsinki Parsed Corpus of Middle English [T { PPRCME2 )"
and the York-Helsinki Parsed Corpus of Old English Poetry" and can be accessed
by the same search engine, CorpusSearch"® (Taylor 2003). However, due to the
inflected nature of Old English there are some essential differences in annotation
between the YCOE and the PPCME2.

There are two types of annotation in the YCOE. On the one hand, texts are
syntactically parsed according to the Penn Treebank format which is based on
earlier versions of generative (x-bar) syntax. Those files have the final extension
Jpsd. On the other hand, part-of-speech tagged files with the extension .pos exist
(Taylor 2003).

In terms of filenames, all of them “begin with co following Helsinki practice.
Texts that were included in the Helsinki Corpus have the same flename [..] [and]
have the Helsinki period attached as an extension following PPCME2 practice. [...]
When Helsinki provides two periods, the first being period of composition, and
second, period of manuscript, both periods are included in the filename " (Taylox
2003). For example, the Parker Chronicle and the OE part of the Peterborough
Chronicle can be found under the filename cochronAd.o23and cochronE.o34in the

140 For detailed information on lext Glesand annolation see

http:y forarwusersyork.se ok~ laneg 20 COE Y coeHome. him

141 httpeffwanar-usersyork.acuk/~lan g2 2 YCOE docfan notat ion  pamsed-corpora-series him
142 Taylor (2003) YCOE Beginner's guide

http:y fecarw-usersyork.ac ok~ lang 2 COE/docfannotaionY coeLite. htm#in trodu ction
143 http:f warwrola.ahds acouk/

14 hitp:f wwaelingupenneedo/hist-corpora [PPCMEZ-RELE ASE- 3index. himl

145 http:f wars-usersyork.acik /- lan gl 8 poorpiis. himl

16 hitpf/morpussearchsourcelorge nel /CS-manual /Conlents. himl

https: {f dod.or g/ 10,1515/ 97EI1105 4 1052-0 09

grougnt 1o you by ne Mational Library of the
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YCOE. cochrond.o23 is a text composed in period 2 for which the manuscript was
written in period 3. Also note that

|slome of the lexts in the corpus are included in more than one manuscript vesion. The
texls invalved have the same Glename but end with a capital letler, dilferent in each case,
indicatling the manuscript. This letter is in most cases the traditional letter name [or the
manuscripl (2., cochrond is the A manuscripl of the Anglo-Saxon Chronicle, the others
being designated cochronC, cochronDy, cochronE). (Taylor 200 3)

MNext to the Anglo-Saxon Chronicles other OE manuscripts were investigated. To
extend the database, more prose texts were studied, especially those which are
available from the earliest period (0.2). The manuscripts were particularly chosen
because most of them — except the law texts - have a high word count (> 40.000w.
— =100.000w.) and thus provide large samples, Moreover, the idea was to study
texts from various genres. In terms of their genre, the chosen manuscripts are
historical annals, law texts, religious homilies and philosophical texts and thus
vary in their prose styles (Bately 1991: 81). This is one of the reasons why these
texts should not be treated asone corpus sample, but should rather be interpreted
as separate texts being investigated next to each other."”

Additionally, most of the 0.2 texts are texts which were translated by King
Alfred, king of Wessex (B77-899), to revive education in England. Although it is
unlikely that Alfred translated all of them himself, a certain Alfredian style can
be identified. This style is very different from the elaborate style of later writers
like eg. Elfric, a scholar with classical education, fluent in Latin and English
(Wardale 1935: 266). This means that the results in the individual texts do nat tell
us much about the Old English which was spoken on the streets, but about a very
specific register used by one person (or a team of translators). It would go far be-
yvond the scope of this book to present as much information on every individual
text as was presented on the chronicles. Therefore, only the most important back-
ground information abeut the texts shall be provided.

9.1 Alfric’s Lives of Saints and Catholic Homilies

Mext to the Peterborough Chronicle and Parker Chronicle, which have been tagged
as texts from middle Old English, | also added the first part of £lfiic's Cathalic
Homilies and his Lives of Saints to extend the sample of 0.3 texts. £lfric was an

147 Additionally, their regional and dialectal dilferences should prevenl us fom inlempre ing
Lhe lexls as one sample,
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English abbot and a prolific writer, He gained reputation as a scholar at Winches-
ter and novice master at the abbey of Ceme, Dorsetshire, where he wrote his two
famous sets of his English homilies, which were dedicated to Sigeric, Archbishop
of Canterbury. The first series of forty homilies is devoted to a plain description
ofthe major events of the Christian year (Bately 1991: 79).* As a third major work,
he wrote the Lives of Saints. Interestingly, some passages in the Lives of Saints are
written in a kind of rhythmical, alliterative prose (Skeat 1966[1881-1900]; Hurt
1972; Magennis & Swan 2009).

Text name: Elfric's Lives of Saints

File name: coaelive.o3

DOE short title: ELS

Cameron number: B1.3.2 - B1.3.35

Manuscript: London, British Museum, Cotton Julius E.VII
Manuscript: date s. s in.

Dialect: West Saxon

Genre: Biography, lives

Latin translation: No

Word count: 100,193

Edition: Skeat, W. W.. 1966[1881-1900]. &lfric's Lives of Saints. EETS 76, 82, 94,
114, London: Oxford University Press.

Text name: Elfric's Catholic Homilies [

File name: cocathoml.o3

DOE short title: ECHom I

Cameron number: Bl1.1.2 - B1.1.42

Manuscript: Cambridge, University Library, Gg.3.28
Manuscript date: s, x/xi

Dialect : West Saxon

Genre: Homilies

Latin translation: Mo

Word count: 106,173

Edition: Clemoes, P, 1997, &Elfric's Catholic Homilies: The First Series, EETS 5.5, 17,
Oxford : Oxford University Press.

148 Thesecond series deals with church doctrine and history.
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9.2 Blickling Homilies

The Blickling Homilies is one of the oldest collections of anonymous Anglo-Saxon
homilies, the other collection of sermons being the Vercelli Book. Their name is
inspired by Blickling Hall in NMorfolk where they were kept for a while. The man-
uscript is now kept at a private collection at Princeton University (Scheide Li-
brary, MS 71). The manuscript has three distinct parts: a calendar, a selection of
Gospel passages for the administration of caths and an Anglo-Saxon homiliary.
The 18 homilies in the collection follow the liturgal vear and, for example, deal
with Lent, Easter, Pentecost, the Rogation Days and Ascension Day. The rest of
the homilies in the collection are saints' feast days (e.g. St. Michael, St. Martin).
(Kelly 2003: xxui; Lapidge et al. 1999: 241-2; Scragg 1985).

Text name: Blickling Homilies

File name: coblick.o23

DOE short title: HomS (BIHom 2-7, 9, 11-12); HomU (BlHom 1, 8, 10); LS (BlHom
13-15, 17 MichaelMor}, 17 MartinMor), 19)

Cameron number:

HomS: B3.2.8, B3.2.10, B3.2.04, B3.217, Bi.221, Bi226, B3.2405, B3.246,
B.3247

HomU: B3.4.18, B3.4.19, B3.4.20

L5: B3.3.1.2, B3.3.12, B3.3.17.2, B3.3.20, B3.3.25,B3.3.32

Manuscript: Collection of W.H.Scheide, Titusville [Princeton. N.J.]

Manuscript date: s, x/xi

Dialect: West Saxon/ Anglian

Genre: HomS: Homilies; HomU: Homilies; LS: Biography, Lives

Latin translation: Mo

Word count: 42,506

Edition: Morris, Richard. 1967 (1874-1880). The Blickling Homilies. EETS 58, 63, 73.
London: Triibner.

9.3 Laws

Legal documents such as wills and laws were the first documents to be written in
the English vernacular. Thus the following texts have also been chosen for inves-
tigation: the Laws of Alfred, Alfred’s Intraduction to the Laws and the Laws of Ine.
[t appears that “law-making had [...] become a public display of royal power and
prerogative, and it was an opportunity to set out ideological aspirations®
(Marsden 2004: 45). The law-makers' priority lay in integrating the needs of the
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new church within the established legal system. Additionally, another object of
the Anglo-Saxon law was to “formulize and contain the more destructive aspect
of the Germanic feud system, whose structure of reciprocal lovalties demanded
the exacting of revenge for wrongs done to kin or to associates” (Marsden 2004:
45; Hough 2001). In terms of language, thelaws are of a very elementary character
because they generally were the first texts where prose began to take the place of
verse (Wardale 1935: 238): “The prose used in the lawcodes, especially the earlier
ones, is concise and unadorned and reflects their oral and formulaic origins in
Germanic law-making” (Marsden 2004: 46).

Text name: Laws of Alfred

File name: colawaf.o2

DOE short title: LawAf 1

Cameron number: Bl4.4.4

Manuscript: Cambridge, Corpus Christi College, 173
Manuscript date: s, ix/x - x2

Dialect: West Saxon

Genre: Laws

Latin translation: Mo

Word count: 3,314

Edition: Lieberman, F. 1903-16. Die Gesetze der Angelsachsen. Halle. Reprinted
Aglen 1960,

Text name: Alfred's Introduction to Laws

File name: colawafint.o?

DOE short title: LawAfEl

Cameron number: Blé4.4.3

Manuscript: Cambridge, Corpus Christi College, 173
Manuscript date: s, ix/x - %2

Dialect: West Saxon

Genre: Laws

Latin translation: Mo

Word count: 1,966

Edition: Lieberman, F. 1903-16. Die Gesetze der Angelsachsen. Halle. Reprinted
Aalen 1960.

Text name: Laws of Ine
File name: colawine.ox?
DOE short title: Lawlne
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Cameron number: B14.4.5

Manuscript: Cambridge, Corpus Christi College, 383

Manuscript date: s. xd/xii

Dialect: West Saxon

Genre: Laws

Latin translation: No

Word count: 2,755

Edition: Lieberman, F. 1903-16. Die Gesetze der Angelsachsen. Halle, Reprinted
Aalen 1960,

9.4 Gregory's Dialogues

King Alfred commanded Bishop Waerferth of Worcester to translate Gregory's Di-
alogues into English sometime between 870 and 890, The translation was revised
by somebody between 950 and 1050, Waerferth's original translation survived in
two manuscripts: ‘C' to be found in Cambridge and 0" in the British Library. Alt-
hough it is considered to be a translation from Latin, scholars agree that the trans-
lator/reviser changed a lot of elements to bring the translation into accord with
OE structures (Yerkes 1982: 10). Gregory the Great, who was born into a noble
family of politicians in c.540 in Bome, set up a monastery in 574 and finally be-
came pope in 590. He died in 604, He wrote the Dialogues as a hagiography in
which he describes the life of near contemporary saints of Italy, most importantly
Benedict (Lapidge et al. 1999: 221},

Text name: Gregory's Dialogues

File name: cogregdC.olsg

DOE short title: GD (C)

Cameron number: B9.5.1-9.5.6

Manuscript: Cambridge, Corpus Christi College, 322

Manuscript date: 5. xi2

Dialect: West Saxon/Anglian Mercian

Genre: Biography, lives

Latin translation: Yes

Word count: 91,553

Edition: Hecht, Hans. 1965[1900-1907]. Bischof Waerferth von Worcester
Ubersetzung der Dialoge Gregors des Grossen. Bibliothek der Angelsaechsischen
Prosa, V. Darmstadt: Wissenschaftliche Buchgesellschaft.




Bede's Historia ecclesjastia gentis Anglorum —— 323

9.5 Bede’s Historia ecclesiastia gentis Anglorum

Bede's Historia ecclesiastia gentis Anglorum (*The ecclesiastical history of the
English people’) is a record of the ecclesiastical and political history of the nation
of ‘the English’, which is firmly set in the context of Christian history. Bede, also
referred to as the Venerable Bede, was a monk at the Northumbrian monastery of
Saint Peter. Bede's writing was immense; the Historia ecclesiastica gentis Anglo-
rum is said to be his greatest achievement and gained him the title ‘The Father of
English History". In five books it tells the story of the isles from Julius Caesar's
invasion in 60 BC to the year in which Bede finished the document: 731 (Colgrave
and Mynors 1969; Ray 2001). The main focus of the text is on the conflict between
Roman and Celtic Christianity. Bede also wrote a preface for the work and dedi-
cates it to Ceolwulf, king of Mercia.

The first twenty-one chapters, which cover the period before the mission of
St Augustine, are compiled from earlier writers such as Orosius and Gildas, As
many other texts from that period, the text is lessobjective than modermn historical
writings, being a mixture of fact, legend and Literature (Marsden 2004: 43), Itis
very likely that King Alfred commissioned the translation from Latin,"® which
again supported the increasing importance of the vernacular, For the first time
people could read about the history of Britain in their own language (Marsden
2004: 43; Wardale 1935: 239). Also the Anglo-Saxon Chronicle, which was com-
posed at that time, draws heavily on the Historia (Higham 2006). The translation
(showing West-Saxon and Anglian features) tends to stick closely to the original;
a fact which sometimes leads to awkward results. Alfred had some passages
which suited him politically translated very closely, but he cut down and sum-
marized others only briefly (Wardale 1935: 248). The OE translation is preserved
in four main manuscripts and some fragments (Marsden 2004: 70). The most au-
thoritative manuscript (version 0; Hatton 43 (4106)) is considered to be the earli-
estand is again to be found in the Bodeleian Library, Oxford (Colgrave & Mynors
1969; Hunter Blair 1966; Ward 1990; Higham 2006; Wright 2008).

Text name: Bede's History of the English Church
File name: cobede.ol

DOE short title: Bede

Cameron number: B9.6

Manuscript: Cambrid ge, University Library Kk.3.18
Manuscript date: s, xi2

149 Alfred's direct involvement in the translalion has nol been proved (Marsden 2004: 69).
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Dialect: West Saxon/ Anglian

Genre: History

Latin translation: Yes

Word count: 80,767

Edition: Miller, Thomas. 1959-1963[1890-1898]. The Old English Version of "Bede's
Ecclesiastical History of the English People”, EETS 95, 96, 110, 111, London: Oxford
University Press.

9.6 Alfred’s rendering of Boethius’ De consolatione
Philosophiae

One of the texts chosen is King Alfred’s translation of Boethius" De consolatione
Philosophiae (*On the consolation of Philosophy'}, which was one of the most
widely read and influential books of the Middle Ages. Boethius was a patrician
Roman consul and Christian philosopher (although his philosophy is essentially
pagan), who wrote the consolatione in prison.” It purports a dialogue between
himself and a figure named Philosophia (*Lady Philosophy') who visits him in his
cell. They discuss injustices of fortune and the divine influence on existence, The
work tries to preserve classical philosophical knowledge, Originally written in
Latin, the work was translated many times including translations by Chaucer and
OQueen Elisabeth (Wardale 1935: 252). Also Alfred had this text translated into
West Saxon, and he demanded some severe changes, eliminating autebiograph-
ical references to Boethius and presenting the dialogue as one between the in-
quirer’s mind and a male personification of Wisdom, rather than Philosophia. He
also added an introduction to the translation accounting for the historical back-
ground of Boethius' fate. Generally he gave it a stronger Christian character
(Marsden 2004: 37). Wardale states that “[tlhis well-known work Alfred has
treated with remarkable independence, even for those days” (1935: 252), and Bat-
ely mentions that

lajtsome imes il seems as though he is using his Latin texts as no more than aspring-board
for his own considersd responses 1o their contents and his pesonal interests (Balely 1991
7l

150 Boethiis was imprisoned and execiiled by Theoderic the Greal, who suspected him ol oom-
spiring with the Byzantine Empire (Milchell and Bobinson 2000: 226).
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The Old English Boethius has been preserved in three MSS. The most complete is
kept in the Bodleian Library, Oxford (Mitchell and Robinson 2001: 226; Sedgefield
18949),

Text name: Boethius, Consolation of Philosophy

File name: coboeth.o2

DOE short title: Bo

Cameron number: B9.3

Manuscript: London, British Museum, Cotton Otho AV

Manuscript date: s, % med.

Dialect: West Saxon

Genre: Philosophy

Latin translation:

Head: ?

Proem: No

Body: Yes

Word count: 48,443

Edition: Sedgefield, Walter John. 1899, King Alfred’s Old English Version of Boe-
thius de Consolatione Philosophiae. Oxford: Clarendon Press. Reprinted Darm-
stadt 1968,

9.7 Alfred’s translation of Gregory’s Cura pastoralis

King Alfred also distributed a translation of Pope Gregory the Great's Cura pas-
toralis, a handbook for priests, to churches throughout his kingdom. The English
version of the handbook is commonly known as Pastoral Care and deals with the
responsibilities of the dergy. In the case of Pastoral Care, relatively minor
changes within the paragraph and on the syntactic level were made (Bately 1991:
75). Alfred's translation is also kept at the Bodleian Library and is the oldest
known book written in English. With it Alfred started his series of translations
(Wardale 1935: 242-243; Marsden 2004: 30; Sweet 1958[1871]; Ker 1957).

Text name: Cura Pastoralis

File name: cocura.n?

DOE short title: CP

Cameron number: B9.1.2, B9.1.3
Manuscript: Oxford, Bodleian, Hatton 20
Manuscript date: s, ix ex.

Dialect: West Saxon
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Genre: Religious treatise

Latin translation: Yes

Word count: 68,556

Edition: Sweet, Henry. 1958 (1871). King Alfred's West-Saxon Version of Gregory's
Pastoral Care. EETS 45, 50. London: Oxford University Press.,

Remarks Defective section 33 replaced by Cotton Tiberius B.XL see cocuraC

9.8 Orosius’ Historiae adversum paganos

Orosius, a Spanish priest, was an early 5 century Christian historian and is best
known for his Historiae adversum paganos, where it is suggested that the world
has improved since the introduction of Christianity. He wrote the text as a re-
sponse to the belief that the Roman Empire declined after the sack of Rome by
Alaric the Goth in 410 as a result of its adoption of Christianity. *Orosius made
his book a survey of the earier history of the world with its sufferings from war,
earthquakes, pestilences and fire, but espedally from war” (Wardale 1935: 244).
The text covers the period from the fall down to about 417, The text was translated
very freely and abbreviated into West Saxon to havea dear message for a “ninth-
century Christian England troubled by the attacks of pagan Vikings” (Bately 1991:
77). For example, some parts on geography were added. Again, the translation
was potentially commissioned by Alfred (Wardale 1935: 244-246; Sweet 1883;
Bately 1980).

Text name: Orosins

File name: coorosin.o?

DOE short title: Or

Cameron number: B9.2.1- B9.27

Manuscript: London, British Museum, Add. 47967
Manuscript date: 5. x1

Dialect: West Saxon

Genre: History

Latin translation: Yes

Word count: 51,020

Edition: Bately, Janet. 1980, The Old English Orosius, EETS 5.5, 6. London: OUP.
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