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Preface

In 1974 the Geophysics Research Board completed a plan, subsequently
approved by the Committee on Science and Public Policy of the National
Academy of Sciences, for a series of studies to be carried out on
various subjects related to geophysics. The Geophysics Study Committee
was established to provide guidance in the conduct of the studies.

One purpose of the studies is to provide assessments from the
scientific community to aid policymakers in decisions on societal prob-
lems that involve geophysics. An important part of such an assessment
is an evaluation of the adequacy of present geophysical knowledge and
the appropriateness of present research programs to provide information
required for those decisions.

This study was motivated by the perceived need for substantial
improvements in the hydrologic sciences to enable more firmly based
decisions involving water. This is particularly important in dealing
with water quality, the interaction of water gquality and the ecosystem,
toxic and radioactive wastes, and the management of water for agricul-
tural and energy production. Larger-scale and longer-term understanding
of the scientific basis will enable more accurate predictive statements
on problems involving large investments and human welfare.

The study was developed through meetings of the panel and presenta-
tion of papers in a preliminary form at the American Geophysical Union
meeting in San Prancisco in December 1979. The papers provide examples
of our current geophysical knowledge base in hydrology and how that
knowledge base interacts with the management and planning of our water
resources. In completing their papers, the authors had the benefit of
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Preface

discussion at this symposium as well as the comments of several scien-
tific referees. Responsibility for the individual essays rests with
the corresponding authors.

The Overview of the study summarizes the highlights of the essays
and formulates conclusions and recommendations. In preparing it, the
panel chairman had the benefit of meetings and discussion that took
place at the symposium and the comments of the panel of authors and
selected referees. Responsibility for its contents rests with the
Geophysics Study Committee and the chairman of the panel.
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Overview
and
Recommendations

INTRODUCTION

Hydrologists and water-resource managers and planners can deal effec-
tively with many, if not most, questions of local water supply. In fact
most existing water-management institutions (e.g., state and local water
boards and irrigation districts) were designed to manage water supplies.
However, hydrologists are confronted increasingly with long-term and
large-scale (regicnal and national) problems of water management, such
as (1) groundwater contamination due to toxic and nuclear-waste dispos-
al; (2) nonpoint sources of pollution on our stream systems; (3) impacts
of changes in both flow and water quality on the aquatic ecosystem; (4)
the frequency, duration, and impacts of droughts including long-term
trends toward desertification; (5) long-term hydrologic budgets for
assessing the adequacy of regional or national water resources; (6)
global geochemical cycles such as the fate of nitrogen and sulfur (e.g.,
acid rain); and (7) protection of engineered systems (e.g., nuclear
power plants) against hydrologic extrema. These macroscale and long-
term problems, involving large investments and the health and well-being
of much of the world's population, demand increasingly precise and
accurate predictive statements.

Until recently there has been a crude congruence between the knowl-
edge needed to make forecasts and the time horizon (the economic period
over which the project costs are amortized) of most hydrologically
dependent decisions. The report, Geophysical Predictions (NRC Geo-
physics Study Committee, 1978), describes many of these forecasts, for
example, the prediction of flood heights produced by rainstorms. There
are many other such forecasts, e.g., next season's water supply, the
drawdown of water levels by pumping, and the oxygen sag-curve in a pol-
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luted stream. These forecasts are short-term forecaste so that projects
depending on them can be monitored, controlled, reversed, or abandoned
to avoid egregious errors. But increasingly intense use of the hydro-
sphere for storage, detoxification, and assimilation of wastes, along
with the potential global hydrologic effects of other societal activi-
ties (e.g., energy production, intensive agricultural development, and
urbanization) and climatic change, has shifted much of the emphasis in
prediction to long-term hydrologic phenomena. What makes the problems
confronting the hydrologic community particularly important now are
their global and temporal scales and the rate at which they are imposed
on us.

Some important problems confronting hydrology were outlined in the
previous paragraphs. Solutions to these problems require new approaches
extending beyond conventional hydrologic knowledge and practice. This
report examines the problems and the differences in approaches, with
emphasis on gaps in our scientific understanding. Examples of these
differences follow:

1. The difference in viewpoint, as well as in practice, between the
use of empirical and causal models has deep roots in hydrology. Em-
pirical models offer a practical answer to today's problems. These
models require fitting to onsite data and continuous updating with fur-
ther collection of data. They can have low capacity for transferability
in time and place and for extrapolation beyond the range of the data.
Causal models, based on the principles of physics, chemistry, and biolo-
gy, make possible (at least in theory) the explicit incorporation of the
effects of natural and artificial changes in the land and water environ-
ments provided the same hydrologic mechanisms are involved. Whether
they do is a pivotal issue because it is tempting to resort to familiar
mechanistic constructs or to develop new ones on theoretical arguments,
but these cannot adequately be tested over large temporal and spatial
gcales. In principle, causal models are transferable in space and time,
but in practice this is often found to be impossible. Accordingly,
statistical tools, or inferential analysis, necessarily have been used
to plan water-resource systems.

An operational and intermediate view is that hydrologic determinism
admits statistical as well as causal relations. Excessive emphasis on
causal or theoretical models diffuses hydrologic inquiry by concentrat-
ing primarily on description and explanation, when these might not be
possible. The two categories are not in conflict but rather in a sym-
biotic relationship. Statistical principles help bridge those gaps in
causal relationships that arise from unknown and perhaps unknowable
components called uncertainties or noise (e.g., in quantum mechanics,
scattering, and turbulence).

2. Related to the matter of models is the difference between pre-
diction and understanding--the first is directed to immediate needs by
whatever methods are most practical or that meet some optimization
objective and the second toward improved ability to explain the connect-
ing factors that control events in time and space. These should be
intertwined because progress in predicting the performance of complex
systems almost always requires both. Some might take prediction (see
Chapter 11) as the ultimate purpose of hydrology--and science in gener-
al., On the other hand, there are others who hold that prediction is a
means of assessing understanding and that understanding is itself a
temporal phenomenon.

3. Attempts at solutions for most of today's water problems are
concentrated at a local (watershed or aquifer) spatial and temporal
scale with little reference to the global hydrologic cycle of which
the local systems are a part. Many hydrologists believe that inter-
action between continental waters, the oceans, and the atmosphere must
also become a part of hydrologic inquiry especially as large-scale
problems of climate and environmental change become critical.

The controversies associated with empirical versus causal models,
prediction versus understanding, and local versus global scale are the
main concerns of this report. They are all related to the apparent con-
flict between immediate or short-run concerns and those of the long run.
This was reflected in some unresolved differences among panel members.
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The time horizon for hydrologic prediction is of the essence, because
short-term forecasts often are insensitive to a wide range of imperfec-
tions that would be intolerable in long-range schemes.

PERSPECTIVES ON WATER-MANAGEMENT PRACTICE

Society has long had to make major decisions involving large investments
under conditions of uncertain costs (fiscal, societal, and environmen-
tal) and uncertain benefits. The large investment of time and resources
associated with initiation of water-resource projects often makes it
practically impossible to discard a project in favor of a significantly
different alternative--the inertia can be enormous. What makes such
management decision making so critical is the possibility of irreversi-
ble, unanticipated effects--perhaps on a global scale--such as those on
climate, water chemistry, and land erosion. Any environmental decision
involves risk. By minimizing this risk we can make more efficient use
of our resources; there is a penalty for uncertainty in that full uti-
lization of resources is compromised when consegquences cannot be pre-—
dicted closely. The long-term effects of irreversible error might be
intolerable.

The long lead times and the complexity of the planning process--
involving scientific, economic, environmental, political, recreational,
and societal concerns (Lord et al., 1979)--put a premium on the accu-
racy of the predictions of benefits and effects. Confidence in our
predictive skills can be maintained only through audits of completed
projects. The difficulty with retrospective audits is that the projects
themselves may significantly change the local societal and hydrologic
environment so that there is insufficient opportunity to monitor the
system for its long-term performance. It frequently becomes impossible
to make reasonable postproject assessments of the impact of a project
unless there are causal models to estimate reliably (after the fact)
what would have happened had the project not been constructed (or had
it been constructed and operated differently). Such estimates are need-
ed to evaluate the success or failure of the large investment in water-
supply projects and in environmental control. Moreover, as the chapters
in this report stress, substantial improvements in hydrologic science
are necessary (but not always sufficient) for the construction of such
causal models. For example, conjunctive use of surface water and
groundwater will, under conditions of resource scarcity, become more
important in water-resource planning. We must know more about water
and chemical transport through the vadose zone--the unsaturated zone
between the surface and the groundwater table (see Chapter 3 for further
discussion).

Few would dispute the need for an improved physical, chemical, and
biological understanding of the hydrologic regime, but modern computers
and the opportunities that they afford for use of probabilistic modeling
techniques suggest an extension of this basic knowledge. For example,
in modeling aquatic ecosystems it would be inadequate to deal only with
deterministic processes because of inherent random variabilities in the
system. One issue facing the hydrologic community is determination of
when one mode or another of investigation is more appropriate; the sym-
biosis of theoretical and empirical approaches mentioned above is

essential.
In addition, customary statistical analyses that have been based on

hydrologic extremes need further attention. Floods, historically dra-
matic and threatening, have been the wellspring of statistical hydrology
=-=but droughts are an equally devastating kind of extreme albeit differ-
ent scales of time and space and different consequences. The estimation
of hydrologic extremes and their consequences--floods, droughts, glacial
advances and retreats, channel degradation and aggradation--is a pervas-
ive goal of hydrology, often beyond the powers of the customary statis-
tics derived from an observational record; these phenomena require
further understanding if their impacts are to be predicted reliably.
Moreover, the phenomena are distinct: Droughts are not merely the sta-
tistical opposite of floods. Dunne (Chapter 1) shows that climatic
fluctuations alter rainfall-runoff relationships so that even long
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records might not provide an adequate sample. Leopold (Chapter 9) and
Baker (Chapter 10) argue persuasively for the use of the geomorphic
record as a source of information on floods and droughts. This suggests
the possible application of the ergodic theorem (observations in space
as a substitute for those in time). Matalas et al. (Chapter 1ll) en-
dorse the use of geomorphic data as well as techniques such as regional-
ization of hydrologic data. The problems of extremes deserve scientific
attention on their own merit to achieve better estimation of the magni-
tude of hydrologic events of low probability.

MODES OF HYDROLOGIC ANALYSES

The recent history of water-resource investigations has been dominated
by computer models for planning and management, without corresponding
attention to the scientific advances in understanding physical hydrolo-
gy. There are several observations concerning this trend:

1. Computers have facilitated the estimation of empirical numerical
relationships, thus making the publication of papers on numerical models
more attractive than further basic research in hydrologic processes.
"Fascination with automatic computation has encouraged a new set of
mathematical formalisms simply because they can now be computed; we
have not often enough asked ourselves whether they ought to be computed
or whether they make any difference . . . " (Fiering, 1976). This focus
and reliance on computational power and empirical relationships have
consumed resources that might have been applied to theoretical, descrip-
tive, and field hydrology.

2. Several early and highly innovative water-resource research pro-
grams emphasized the interdisciplinary (physical, social, economic, and
political) approach to planning. This, unfortunately, has overwhelmed
the interest in theoretical hydrology and masked its importance.

3. Many available theoretical watershed models require an extraor-
dinary number of parameters--perhaps as many as 50. The estimation of
these parameters by enforcing agreement between basin inputs and out-
puts leads to nonunique sets of results. This inherent nonuniqueness
makes applications of these models potentially inappropriate when ap-
plied to hydrologic phenomena on different spatial and temporal scales.
To minimize this problem, generalizations from offsite data and hydro-
logic experience are required.

4. The availability of mathematical programming software for rapid
solution of management and decision-oriented problems prompted promiscu-
ous usage that soon dominated water-resource planning activities. De-
cisions based on these available (and often inadequate) models might not
have been optimal because the models necessarily discounted some signif-
icant hydrologic realities that could not be accommodated within compu-
tationally tractable analyses.

5. New problems associated with water—-quality management and indices
of water-guality trends have focused attention on assessment of stand-
ards, economic equity, and regulatory and management policies.

6. The indiscriminate use of large computers in the modeling of
large systems concentrated on the linkages (such as ecological impact,
economic equity, recreational uses, and other societal impacts) between
the model components and not on the hydrologic bases of the components
themselves. There has been a trend to rely on interdisciplinary com-
mittees to develop strategies for managing these large systems.

Just as insistence on causal models can lead to some nonunique esti-
mation of parameters (with large fluctuations of the parameter set due
to minor changes in the data), so might emphasis on probabilistic and
management models without adequate concern for hydrologic data or scien-
tific understanding lead to some scientific traps. For example, the
extreme value statistical theory (Gumbel, 1954) used in the derivation
of some flood-frequency distributions does not fit well with many obser-
vational hydrologic data. Because empirical evidence often did not
support proposed statistical models, other (and presumably better) sta-
tistical models were sought, generally with 1little concern for the
hydrologic phenomena that they attempted to describe. Another example

6
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is that hydrologic practice stresses the use of unbiased estimates.
However, Filering and Kuczera (Chapter 7) and Matalas et al. (Chapter
11) arque that, for many predictive and operational purposes, biased
regional estimators have desirable properties that offer more advantages
than disadvantages.

FINDINGS
The three major findings of this report are as follows:

1. Neither empirical-optimization models nor increased causal
understanding alone will enable hydrologists to respond with the neces-
sary effectiveness to current societal demands--a combination of the
two is required. The scientific understanding of hydrology is current-
ly inadequate (documented in all the accompanying chapters) and needs
substantial advances. Statistical models also are inadequate, but the
panel did not address this issue. Both forms of analysis have strengths
and weaknesses.

Even though this study emphasizes causal understanding, it is argqued
that it is unrealistic to cast aside statistical models in the hope that
deterministic or causal principles will be found to provide timely an-
swers to the urgent planning questions. The most challenging hydrologic
problems occur at intermediate scales because of the difficulty in
extrapolating from microlevel understanding or from macrolevel descrip-
tion. We cannot afford to be selective in the quest for usable tools;
indeed, even if refined tools are found they might not be as useful to
the planner as more pedestrian models.

2. The problems of hydrologic scale impact not only scientific
alternatives and research directions but also the management of water-
resource systems. Institutional jurisdictions extend to those mesoscale
concerns (typically basins) that are of a similar scale to the principal
unresolved hydrologic problems.

3. Although these institutional aspects are not specifically ad-
dressed within the context of this study, the panel recognized the
importance of these problems. No scientific approaches will be totally
successful without reduction of existing institutional difficulties (see
NRC Water Resources Research Review Committee, 198l). Consider the fol-
lowing examples. (1) Some institutions collect, while others are
consumers of, data. This has often led to fragmented data bases for
which integrated data-retrieval systems are prepared at great expense
but only used infrequently. (2) Watersheds and political boundaries
rarely coincide. This often leads to jurisdictional problems that
should and could be overcome. (3) There is evidence that some institu-
tions do not now efficiently utilize the available knowledge in planning
and discharging their mandated responsibilities [e.g., the requirement
that virtually all flood-frequency analyses be based on the log-Pearson
III density (U.S. Water Resources Council, 1977) despite its recognized
inadequacies and proposed modifications]. One might thus infer that
more thorough understanding and regional data bases might not be fully
utilized because of traditions, inertia, and the longer time constants
of institutional change. (4) Some institutions deal with water quality
and some with quantity, which sometimes leads to regulatory and program-
matic inconsistencies.

These findings suggest that it is far more practical to express
these research opportunities in terms of questions to be answered than
in terms of categories of social objectives or problems. Almost all of
the papers in this report look at hydrologic research in this way.

Several specific fundamental and applied research questions are
cited as examples of the scientific issues that need to be addressed.

1. Can the concept of scale--temporal and spatial--be included in
hydrology so that some of the processes can unambiguously and efficient-
ly be studied and managed at one level and some at another? The drain-
age basin or aquifer has been the customary unit for hydrologic inquiry,
and this unit has indeed been satisfactory for short-run projections.
However, the watershed is only a local or regional unit in the global
moisture cycle, which has branches in the continents, the oceans, and

7
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the atmosphere. A change made by man of the land surface alters the
natural balance through changes in the transfer of heat and moisture
between the land and the atmosphere. Determination of the new balance
raises many questions that tax present hydrologic understanding. The
long-term alteration of permeability of confining materials around a
nuclear-waste repository involves time scales heretofore neglected in
conventional hydrolegic inguiry. These questions, in which the temporal
and spatial scales are quite different from those of the watershed or
aquifer, are at the bottom of uncertainties about the long-run effects
of global land use change and of climate change (Chapter 2).

2. How can chemistry and biology be coupled with our understanding
of the physics of water movement? How can this understanding be applied
to the management of groundwater and surface-water quality (Chapters 5
and 6), especially to the resolution of problems of waste transport and
disposal? Do institutional specilizations require reorientation to
apply this coupling?

3. What is the impact on the food web--and, ultimately, on human
life--of toxic substances in water (Chapters 5 and 6)? Do the long-
time horizons explicit in the migration of toxic substances impose the
need for a new calculus of risk assessment to establish optimal regula-
tory standards?

4. Given various theoretical models, what advances and techniques
are needed to measure and define statistically stable estimates of the
requisite parameters? Are existing data sets adequate for both causal
and statistical usage? Do new data sources from the other sciences sug-
gest improved techniques for parameter measurement and/or estimation,
either for existing formulations or for new models motivated by analyses
of these data? What information needs to be collected to meet the
requirements of both theoretical and applied hydrology? Which institu-
tions should collect, archive, and disseminate these data? 1Is hydrolog-
ic research constrained by institutional structures and needs, which
themselves represent the accumulated scientific knowledge of earlier
generations?

5. Can models of sequentially dependent processes (e.g., pollution
discharge, transport, dilution, exposure, and physiologic consequence)
be linked satisfactorily to form a causal chain of understanding leading
to optimal control? Given such uncertainties of each process and of
their linkages, can such a causal chain have the predictive power neces-
sary to address the relevant societal issues? Can existing data bases
be manageably integrated to formulate and calibrate such chains of
models and their parameters?

6. What is the proper role of statistics in developing and assessing
models? How far should we press for predictive accuracy and precision?
When is a model "good enough® for scientific understanding or engineer-
ing applications? At what scale should we strive for understanding
hydrologic phenomena, and at what scale is empiricism adequate? How
can we encourage the utilization of better understanding by the client
institutions?

7. What algorithms should be used to design protective works (e.g.,
reservoirs, flood walls, levees) and establish nonstructural defenses
against hydrologic extremes. Planners often express the need to know
"the true density function"™ of these extremes, but in fact there is
little to be gained in this achievement because the short-term sampling
instability of rare events is so great that wide errors in estimation
are to be expected. The concept of regret should be incorporated. Thus
the real question is not "What is the 500-yr flood?" but "We know that
an event of size x has occurred. Do we protect against other poten-
tial events of size x, 2x, 5x, . . .? What are the socioeconomic
consequences of protection to these levels?® The definition and esti-
mation of hydrologic extremes and their incorporation into the planning
process need improvement.

SCIENTIFIC UNDERSTANDING OF ELEMENTS OF HYDROLOGY
The panel addresses (in the remainder of this volume) the current status

of causal or theoretical hydrologic science in terms of its contribution
to the management of water resources. There is general agreement that
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for most surface-water and most groundwater hydrology our understanding
of the physics of basic hydraulic processes is reasonably well develop-
ed. On the other hand, enhancement of the predictability of related
hydrologic components, such as weather and climatic feedbacks (Chapter
2; NRC Geophysics Study Committee, 1977) and runoff relationships (Chap-
ter 1), would be beneficial. In addition, chemical and biological
information must be further integrated with our basic understanding to
help formulate and apply hydrologic models for predicting hydrologic
fluxes and societal impacts.

New research would improve our understanding of water gquality.
Conventional investigations involving indicators and standards of common
pollutants, biological well-being, and human health have not typically
resulted in fundamental understanding of the water system or the role
of the works of man. Improved understanding of the basic chemical and
biological processes (see Chapters 5 and 6) would increase our predic-
tive capabilities in addressing widespread and long-term effects of
anthropogenic perturbations and natural phenomena and would help bring
regulatory activities into focus. It would be marvelous if hydrologists
could track a large number of molecules of water and entrained substan-
ces to ascertain how they arrived where they are and how long they re-
sided in various storage compartments along the way. It would be even
better if their future trajectories could be established, but we recog-
nize the impossibility of conducting such an "interview." However, a
careful study of past trajectories might enable us to determine probabi-
listically some potential anticipated long-term trajectories (in other
words, to make predictions).

Despite the firmly developed understanding of the occurrence of
groundwater, some misconceptions (e.g., that the water budget of an area
determines the magnitude of possible groundwater development) continue
to pervade practice with adverse consequences on public water policy
(Chapter 4). Our water-management institutions generally do not take
into account the interconnections between groundwater and surface water.
Further, with respect to the design of groundwater systems for supply or
waste disposal, the time horizon is so distant that a customary period
of observation or monitoring (several years or decades) will not gener-
ally be meaningful for predicting long-term effects. Such predictions,
inherently uncertain, must depend on an understanding of the hydro-
geclogic system as well as the processes--the nature of the transport
with its accompanying dispersion and chemical reactions. Because the
variances are large, these are high-risk predictions from a statistical
and operational viewpoint. Although we have good models for many con-
ventional flow patterns, a particular concern in groundwater is how to
treat flow and chemical transport in fractured geologic media--an impor-
tant issue in the search for adequate methods and sites for waste dis-
posal. These guestions need to be addressed if we are to cope with
societal matters related to significant usage (i.e., mining) of ground-
water.

The vadose zone--and several other components of the hydrologic
cycle--offers a particular class of problems. The equations governing
flow and transport in the vadose or unsaturated zone are of a type for
which measurements are especially difficult, so that calibration of
various models and of their estimated parameters is extremely tenuous
and fragile. The inherent difficulty (see Chapter 3)--or perhaps impos-
sibility in the foreseeable future-—-of measuring the physical properties
within the vadose zone suitably to calibrate theoretical models of its
behavior is explicitly recognized. In the absence of such calibration,
it is currently necessary, and frequently acceptable for engineering
purposes, to accept some associative (lumped-parameter) models in order
to make predictions within this domain.

HYDROLOGIC SCALE

One of the most difficult problems in hydrology is that of scale. Cur-
rent societal problems confronting hydrology are of large temporal and
spatial scales heretofore of little practical interest. Hydrologic
thinking needs to be extended beyond small catchments or even major
watersheds, beyond conventional design horizons and institutional and
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budgetary constraints. It is necessary to identify the dimensions of
time and space along which explanations and predictions must hold if
they are to serve satisfactorily.

Much of what we know, and much of what could be proposed to be
learned, deals with understanding the various microscale elements in
the hydrologic cycle. One of the assumptions frequently made is that
our understanding of the microscale elements and processes can, with
minor modifications, be extrapolated in principle to an understanding
of the macroscale environment, thus enabling reliable predictions to be
made by linking the solutions to form a causal chain. Unfortunately,
it seldom happens that way. Sooner or later, at some scale or charac-
teristic dimension, mechanistic explanation breaks down and is necessar-
ily replaced by unverified causal hypotheses or statistical representa-
tions of the processes. Several papers in this report deal with this
scale problem.

Studies tend to focus on hydrologic representations of the fundamen-
tal fluxes that connect a small set of storage reservoirs, inflows, and
outflows within the watershed; the watershed is typically taken as a
convenient unit. It is probably unreasonable to expect that the same
set of eqguations and parameters that "explain®™ the performance of a
small watershed will serve equally well for a large one, let alone the
global hydrologic system. We cannot apply to the whole the same sci-
entific formulations that are optimal for designing each of its parts.
We need some measure of hydrologic scale (analogous to the Froude and
Reynolds numbers in hydraulics) to help discriminate among alternative
forms of analysis.

We cannot be comfortable with our understanding of critical hydro-
logic or hydraulic processes because the temporal and spatial scales of
our problems are such that even small prediction errors might be levered
into catastrophic effects when magnified and extended by the systems as
actually constructed, operated, and impacted by unforeseen events.
There is therefore an understandable or even laudable tendency to exam-—
ine in minute detail some of the processes that are presumed to govern
these massive systems, the justification being that understanding the
microhydrologic processes is a necessary and perhaps sufficient condi-
tion for making usable predictions of the performance and effects of
macroscopic systems. The problem is that hydrologic analysis has con-
centrated on systems that are small compared to real or potential per-
turbations to the hydrologic cycle. Thus it must be asked if causal
models are a necessary condition for formulating working hypotheses
about macroscopic systems. Perhaps not. This is not to argue against
understanding components of a causal chain but rather to suggest that
advances are made by an orderly alternation between theory and careful
observation.

But changes on the watershed scale exert global hydrologic effect.
A change in local evaporation, for example, caused by a change in
vegetation cover, results in compensating changes in precipitation else-
where. Questions of this order raise difficult problems of incommensu-
rate spatial and temporal scales among the linkages between the conti-
nents, the atmosphere, and the oceans. These guestions have long vexed
those concerned with atmosphere-ocean modeling; including the land phase
in these models would introduce even more complexity.

A finer scale of inquiry is needed to answer some critical gques-
tions, such as nonpoint sources of pollution (Chapter 1), than is now
provided by most lumped-parameter watershed models. In these models,
total precipitation over the watershed is related to observed runoff
and gives results that are satisfactory for many short-run predictions
of future runoff or of the flow of nearby ungauged streams. The models
neglect considerations of some internal mechanisms and flow paths that
govern both the flow and the water quality; and it is argued that these
must be understood to predict the long-run effects of changes in land
and water use. Fiering and Kuczera (Chapter 7) take an intermediate
view, arguing that coupled equations, and fitting procedures designed
for them, are efficient predictors.

Some hydrologic processes have time scales on the order of minutes
or hours (e.g., atmospheric precipitation), others centuries (e.g.,
groundwater); some are scaled in meters (e.g., channel width and depth),
others in kilometers (e.g., river distances). All of these are linked,
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and yet it is infeasible for a single model to accommodate range of
temporal and spatial scales. The challenge of scale, coupled with the
challenge of appropriate utilization of new data commensurate with the
scale of inguiry, constitutes an important and exciting frontier in
hydrology. The computer is essential in this respect. With an increase
of about one million times in the computing speed, we can begin to ask
questions for which solutions were essentially unapproachable under
former computational constraints. We must begin to think in large-
scale, global terms with utilization of as much data as are applicable
to provide new theoretical and empirical insights to the solution of
hydrologic problems.

HYDROLOGIC MODELING

One branch of hydrologic modeling deals with the frequency of extremes--
floods, droughts, and major storms--for which statistical techniques
are clearly essential. Decision making in water-resource planning
involves a class of operations-research models for guidance in optimal
utilization of resources; appropriate use of these models is not chal-
lenged here. The division between causal and statistical models does,
however, become an issue in considering the prediction or retrospection
of the movement of water through a basin and its chemical and biological
effects. At one end lie full, causal (conceptual) explanations, based
on recognized first principles of the basic sciences. At the other end
lie statistical empirical explanations based on analysis of data
collected in the basin.

Empirical models of hydrologic processes differ from conceptual
models principally in the dimension of the system under study. For
example, in the typical empirical representation of the rainfall-runoff
process, the characteristic dimension (i.e., the catchment) is large.
The selected scale of the representation serves to emphasize relation-
ships between input quantities (current and antecedent precipitation,
basin characteristics, groundwater storage, and evaporation potential)
and outputs (runoff, discharge, and aquifer flow). The results derived
from these models often do not fit the observations well enough for the
predictive purposes at hand; therefore, random components might be in-
troduced to accommodate residual variation. In contrast, the potential
modification of transmissivity of aquitards and aquicludes over thou-
sands of years of exposure to heat and radiation that could exist in
the vicinity of a nuclear-waste repository is an example for which the
characteristic spatial dimension is small.

In managing our water resources, we resort to empirical models of
phenomena and to a variety of decision-oriented optimization models
(many of questionable scientific value) because of imperfect understand-
ing. Some of these are deeply rooted in institutional tradition. This
has inevitably led to occasional overenthusiastic reliance on operation-
al mathematics and optimization techniques and a plethora of rainfall-
runoff relationships that harbor inconsistencies and incompatibilities
with respect to possible physical systems, with inadequate consideration
(e.g., the use of linear models for nonlinear processes) of the inter-
actions of hydrology and its related disciplines of geology, chemistry,
biology, and meteorology [a form of Gresham's law might be operating
(Comar, 1978)].

Empirical model building is valued by many respected hydrologists.
The difficulty with such empirical analysis inheres in what is excluded
rather than in what is included. Por example, global runoff accounts
for approximately one third of the incident precipitation, with infil-
tration and evapotranspiration accounting for the remainder. When the
latter two fluxes are ignored in rainfall-runoff relationships, the
models are almost certain to fail as predictive tools except in local
and short-term applications, where they can be fine tuned to a particu-
lar data set. Predictive failure occurs because the omitted flux is
about twice as large as that which is included. Moderate errors in the
omitted portion are levered into much more substantial errors in the
runoff. Perhaps what is needed is systematic use of lumped-parameter
watershed models that strive for robust representation of basin perform-
ance,
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The proliferation of models has led to many inconsistencies (Chap-
ter 8) and incompatibilities among the assumptions incorporated in the
models. Moreover, many of the values of hydrologic parameters used in
conventional empirical models are generated by an optimization tech-
nigue. Such estimated parameters may bear little or no resemblance to
the physical parameters in the system. Fiering and Kuczera (Chapter 7)
offer possible improvements here, but the coupled problems of model
specification and parameter estimation and measurement will remain per-
vasive in hydrology.

Philip (1975) recognized two important points with respect to model-
ing: (1) that hydrologists deal with models that specialize in, and
attempt to relate, processes of enormously different (temporal and
spatial) scale and (2) that " . . . hydrologists do not always make good
use of what is known."™ Whereas this appears to be a tautology, Philip
suggested the inherent difficulty or perhaps impossibility of developing
a widely applicable catchment-runoff scheme based on a few axioms and
the potential for use of existing regional data. Philip (1975) suggest-
ed a compromise with respect to physical models:

Any such model suffers . . . from a lack of "robustness of identifiabil-
ity" and, in consequence, the parametric representation of the system
is inefficient and will tend to be unreliable. In these circumstances
it may well happen that, when there are sufficient external reasons to
regard the system as stationary, a seemingly mindless use of a predic-
tion system based on a regression (with no pretense at a physical model)
may well represent a most efficient procedure . . . On the other hand,
for dynamic systems where changes in catchment characteristics are known
or suspected, a regression-type prediction system is powerless to take
account of catchment changes. What, then, can be done? All tnat one
can counsel is that the pseudo-physical model should be confirmed and
supported by as much "ground-truth®" as possible; and that continuous
monitoring of catchment characteristics be undertaken. Presumably one
must keep the model under continual review and also must maintain a
programme of direct physical observations on the catchment.

The difficulty in hydrology is that, if each element of a long
causal string of interconnected models requires an enormous amount of
insight, work, and data to be validated within the conventional scien-
tific framework, there is still the nagging problem of how to put the
pleces together in a meaningful way. This is essentially to divide
problems into microscopic and macroscopic scales; the issue is where to
make the cut and still preserve the essence of the problem, and this
might not coincide with the existing institutional structure. So long
as there is the possibility that one of these links will remain weak,
we must seek some middle ground that utilizes as much as we know. How-
ever, if unifying concepts enable complicated pieces to be linked in an
operationally useful way, obsolete formalisms need to be replaced by
these new insights.

Operationally useful models are neither black nor white but are
varying shades of gray. To suggest otherwise frustrates the decision
makers who, when faced with the apparent hopelessness of the situation,
might turn to frauds and charlatans with "divining rods"® to seek advice.
Decisions must be made, and in the absence of a mediating mechanism that
allows for an interplay in the scientific process and periodic assess-
ments, incalculable harm could be done. Such a mechanism and the role
of periodic assessment and monitoring are critical.

Continued reference to models reflects the inductive nature of
hydrologic research whose advances are judged in terms of predictive
capability (Chapter 11). Matalas et al. note in Chapter 11 that there
is no generally accepted definition of causality and prefer to speak in
terms of the connectedness between events in space and time. Within
this framework the principle of determination admits statistical laws,
as well as causal laws.

This Overview argues that what hydrology needs is to (1) integrate
the available knowledge; (2) guide programs for data collection--partic-
ularly as remote sensing and satellite imagery are beginning to show
utility in hydrology; (3) develop techniques for accessing and integrat-—
ing the various data bases; and (4) make incisive models of those hydro-
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logic, chemical, and biological processes that are needed for acceptable
predictions. The operational test of a prediction is not necessarily
its accuracy or precision, but rather the extent to which it leads to

good decisions,
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INTRODUCTION

Rainwater and meltwater can follow one of sever-
al surface or subsurface paths down hillsides to
stream channels. The migration of water along
one of these paths is called a runoff process,
and more than one such process usually operates
at any given site. The relative magnitude of
flows along each path depends on local climatic,
soil, and geologic characteristics and particu-
larly on vegetation cover, as is discussed
later.

Runoff processes are the central issue in
land-surface hydrology because they affect the
volume, rate, and timing of streamflow and
therefore the generation of floods and critical-
ly low dry-weather flows, the prediction of
which has been the subject of much effort.
These efforts have responded mainly to design
needs in water-resource development and flood
control, and their aims were limited. Conse-
quently, it was sufficient to ignore the complex
set of processes generating streamflow and to
treat the problem of runoff prediction as a
statistical problem in which measured output
(streamflow) was related to measured input
(rainfall or snowmelt) and various drainage-
basin characteristics such as area and slope.
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The resulting empirical relationship could be
used for predicting future streamflow in the
measured drainage basin or on unmeasured catch-
ments. This method has yielded useful results
that formed the basis of a great deal of suc-
cessful engineering. However, the statistical
approach has several limitations.

1. Most hydrologic records are short and
unlikely to sample extreme events; the most
important design events must often be estimated
through extrapolation from an inadeguate set of
data.

2. Climatic fluctuations and human influ-
ences in the hydrologic cycle constantly alter
the rainfall-runoff relationship in some re-
gions, so that even long records do not provide
a homogeneous set of data for statistical analy-
sis.

3. The statistical approach provides little
or no information about the physical character-
istics or spatial distribution of runoff within
a drainage basin. Recent interest in the scien-
tific aspects of hydrology and in the applica-
tion of hydrologic studies to a wider range of
societal problems have focused attention on
these runoff characteristics.

Runoff from hillsides entrains and trans-
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ports into channels the sediment, chemical,
organic debris, bacteria, viruses, and other
materials that affect the characteristics of
streamwater. On its way to the channel, runoff
is associated with various degrees of soil wet-
ness and pore pressure, which affect such impor-
tant land characteristics as suitability for
agriculture or waste disposal, trafficability,
and stability against landsliding.

Human activity frequently alters the inten-
sity of runoff mechanisms or introduces a pro-
cess that did not occur in the area before
disturbance. Thus, changes in land use are
often accompanied by increases in the size of
floods on small streams, waterlogging of soils,
and landsliding or high concentrations of sedi-
ment, chemicals, or biological pollutants in
streamwater. The disturbances spread and their
effects accumulate while subject to a random
array of meteorological events. Consequently,
it is exceedingly difficult to predict the in-
fluences of human activity on the basis of
empiricism alone, because it is not possible to
compile adequate data sets through repetition
of controlled experiments. Various federal
agencies have expended a great deal of effort
on such experiments in small drainage basins,
but the statistical limitations of the experi-
mental designs and the inherent difficulty of
interpreting spatially distributed processes on
the basis of measurements at the basin outlet
alone severely restrict the conclusions that
can be drawn from such experiments. Thus, after
30 yr of such research there is still controver-
sy and confusion about such issues as the influ-
ence of forest management on flood peaks, soil
nutrient status, sediment production, and water
quality.

Many questions concerning land and water
management are likely to be of this type in the
next few decades. For example, the problem of
predicting nonpoint sources of phosphorus,
nitrogen, or bacteria in streams and lakes or
of the wash-off of heavy metals and other pol-
lutants in urban storm drainage regquires that
the amount and path of runoff and its hydraulic
characteristics can be predicted. A statistical
relationship that would predict peak runoff is
not adequate. The sources and characteristics
of the runoff and what it can entrain and trans-
port to the stream need to be known. A model
of these processes would need to account for
spreading of the urbanized area in a drainage
basin and the impact of strategies for modulat-
ing runoff rates.

Another example is the problem of predicting
some effects of large-scale exploitation of
tropical landscapes, such as the Amazon Basin.
Concerns such as the potential for physical and
chemical degradation, the alteration of biogeo-
chemical cycles, and the stream transport of
organic materials involve runoff. Yet, only
one small experimental investigation of runoff
processes has been conducted in the 6.l-million
km? Amazon Basin (Northcliff et al., 1979)
and only several in tropical forests in other
parts of the world (Bonell and Gilmour, 1978;
Leigh, 1978). We have virtually no basis for
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making predictions about the hydrologic conse-
quences of disturbance; about the probable dis-
tribution of accelerated erosion; or of leach-
ing, waterlogging, or any other impact.

In this and many other situations the conse-
quences are likely to be predicted on the basis
of simple statistical relationships that incor-
porate coefficients to predict volumes or peak
rates of runoff, amounts of soil loss, or other
requirements. These conceptually simple rela-
tionships are often applied to small portions
of drainage basins and added together or other-—
wise manipulated by high-speed computers and
presented as complex models. Close examination
of such calculations frequently indicates that
the application is fundamentally wrong. The
relationships are often developed with the wrong
runoff process or erosion and transport mecha-
nism in mind, or the parameters are unreasonable
in light of field observations or physical pos-
sibilities. Despite the fact that such calcula-
tions may not describe what is happening in the
field, they are often defended with such argu-
ments as: "the procedure can be calibrated
against field measurements so that it yields
correct answers,” or "we have to have a simple
uniform procedure that can be applied in all
situations to meet the requirements of the
law," or "we do not have the resources to train
our prediction personnel in field observation
or data collection.”

If prediction efforts continue along these
lines they will lead to expensive failures and
mismanagement of land and water resources.
Errors are most likely to appear in the predic-
tion of extreme events or disruptions of kinds
that have not been well documented. There will
also be a lack of intelligent approaches to
problems other than prediction of some stream-
water characteristic at the basin outlet. In
many cases the manager or policymaker may be
less interested in a precise calculation of
(say) peak runoff than in anticipating the char-
acteristics of certain zones of a landscape
under various hydrologic scenarios or where to
collect samples to monitor changes. Answers to
this kind of question depend on a knowledge of
the physics of the land phase of the hydrologic
cycle.

During the past 20 yr an alternative ap-
proach to hydrologic prediction has emerged
through a combination of field experiments and
mathematical models. These developments concen-
trate on the physics of runoff and of the ero-
sion and transport for which it is responsible.
They permit predictions not only of basin out-
flows but of the spatial distribution and char-
acteristics of runoff. This chapter reviews
the current status of field observation and
pPhysically based modeling capability.

DESCRIPTION OF RUNOFF PROCESSES
Horton Overland Flow

The paths that water can follow to a stream are
indicated schematically in Figure 1l.l. An im-
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portant separation occurs at the soil surface,
which can absorb water at a certain maximum rate
known as the infiltration capacity. This rate
is relatively high at the onset of rainfall but
declines rapidly to an approximately constant
value after about 0.5-2 h. If rainfall intensi-
ty at any time during a rainstorm exceeds the
infiltration capacity of the soil, water accumu-
lates on the surface, fills small depressions,
and eventually spills over to flow downslope as
an irregular sheet. This runoff is known as
Horton overland flow (path 1 in Figure 1.1)
after Robert E. Horton (1933, 1940), who first
developed a theory of the relationship between
infiltration and runoff and their consequences
for land and water management and who also con-
ducted some of the earliest experiments on these
processes. The occurrence of Horton overland
flow depends mainly on the surface characteris-
tics that control infiltration, the most impor-
tant of which are vegetation and soil condi-
tions. Dense vegetation cover protects the soil
surface from the packing effect of raindrops,
provides organic material, and promotes biolog-
ical activity that forms open stable soil aggre-
gates. Coarse~textured soils can absorb rain-
fall at a higher rate than silty or clayey
soils. Land use often involves the reduction
of vegetation cover and the breakdown of soil
aggregates, with a consequent lowering of infil-
tration capacity and an increase in the frequen-
cy and amount of Horton overland flow. In the
extreme case of urban land use, the infiltration
capacity of large fractions of the land surface
is reduced to zero.

Horton overland flow tends to produce a
major portion of the total runoff in arid and
semiarid landscapes and in disturbed zones of
humid landscapes, such as cultivated fields,
paved areas, mine spoils, construction sites,
and rural roads. These areas lack a dense vege-
tation cover and well-aggregated topsoil. In
areas where Horton overland flow is the dominant
producer of storm runoff, large areas of hill-
side commonly have a low infiltration capacity:
but because infiltration may vary from place to
Place over a surface, the runoff is not distrib-
uted uniformly. An important problem in runoff
prediction is the determination of whether over-
land flow will occur on a certain portion of the
landscape in a particular rainstorm, as well as
the amount that will be generated. Identifica-

Precipitation

FIGURE 1.1 Paths of runoff from hillsides.
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tion of runoff-producing zones is also important
for recognizing areas that are susceptible to
erosion and the washing off of pollutants.
Betson (1964) referred to the nonuniform genera-
tion of Horton overland flow as "partial-area
runoff.”

Horton overland flow typically travels over
hillslope surfaces at velocities of 10-500 m/h,
80 that the whole of a 100-m-long hillside can
contribute runoff to a stream channel in rain-
storms of 0.2~10 h duration. This rapid influx
to the channel is responsible for a rapid re-
sponse of streamflow to rainfall and high peak
rates of stream discharge relative to those from
basins of similar size but subject to different
runoff processes. Prediction of response time
is another important goal of runoff modeling.

Subsurface Flow

In densely vegetated, humid regions the infil-
tration capacity is wusually high enough to
absorb all but the rarest, most-intense storms.
If the soil and underlying rock are deep and
permeable, the infiltrated water percolates
through the soil into the vadose zone (see Chap-
ter 3) and then follows a curving path through
the phreatic zone to stream channels. Typical
rates of this groundwater flow (path 2 in Figure
1l.1) are many orders of magnitude slower than
velocities of overland flow, and the subsurface
paths are generally long, so that groundwater
supplies dry-weather streamflow and is a less
important con-tributor to storm runoff. (The
characteristics, significance, and modeling of
this runoff process are examined in Chapters 4
and 50}

In many soils or rocks, water percolating
vertically encounters an impeding horizon and
is diverted laterally. It migrates downslope
through the soil and displaces into the stream
channel water that is in storage and has been
migrating slowly downslope during the preceding
days or weeks. If this shallow subsurface flow
(path 3 in Figure 1.1) is generated under a low
rainfall intensity onto a highly permeable soil,
the water may travel downslope without saturat-
ing the soil. Flow is confined to the narrower,
intergranular pores, and its velocity is usually
of the order of 10”4 m/h or less. Under in-
tense rainstorms the soil often becomes saturat-
ed at some depth. Water is then able to migrate
through the largest pores, rootholes, wormholes,
and structural openings, and its velocity may
increase up to about 0.2 m/h in highly permeable
forest soils on steep slopes but to much lower
values in most soils. Although it travels more
slowly than Horton overland flow, some of this
runoff arrives at the channel quickly enough to
contribute to floods and is classified as sub-
surface stormflow (Whipkey, 1965). But small
streams fed dominantly by this process respond
an order of magnitude more slowly to rainfall
than those with similar drainage area receiving
Horton overland flow, and their peak rates of
runoff tend to be more than an order of magni-
tude lower (Dunne, 1978). After a rainstorm,
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shallow subsurface flow declines and may cease
altogether in some soils. Hewlett (196la,
1961b) showed, however, that in a mountainous
region underlain by impervious rock, slow drain-
age of water from unsaturated soils may be
responsible for dry-weather flow also. Recent
important work has been reported by Harr (1977),
Anderson and Burt (1977, 1978), and Anderson and
Kneale (1980).

Saturation Overland Flow

Vertical and horizontal percolation may cause
the soil to become saturated throughout its
depth on some parts of a hillside. The soil
saturates upward from some restricting layer,
and when saturation reaches the ground surface,
rainfall cannot infiltrate but runs over the
surface as saturation overland flow. Some of
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the water moving slowly through the topsoil may
emerge and flow overland to the channel as re-
turn flow (Musgrave and Holtan, 1964). Thus,
direct precipitation onto the saturated soil.:
with or without return flow, generates satura-
tion overland flow (path 4 in Figure 1.1),
which is intimately related to subsurface runoff
and soil conditions. The process occurs most
frequently on gentle footslopes and hollows with
shallow, wet soils (Dunne, 1970) but can also
occur on other parts of a hillslope with thin
or wet soils. During a storm the saturated zone
may spread upslope and especially into topo-
graphic hollows and zones of shallow, wet, or
less permeable soil. Slower fluctuations of the
zone producing overland flow result from season-
al changes in wetness. Figure 1.2 provides
field examples of such fluctuations. Saturation
overland flow usually moves more slowly (0.3 m/h
to less than 100 m/h) than Horton overland flow
because it travels through dense ground vegeta-
tion on low gradients. It generates streamflow
with a lag time and peak discharge that are
intermediate between those characteristic of
Horton overland flow and of subsurface storm-
flow.

It is now generally agreed that in densely
vegetated humid regions, most storm runoff is
generated by a combination of shallow-subsurface
stormflow and saturation overland flow, which
in turn consists of various proportions of
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FIGURE 1.2 (a) Seasonal variation of the saturated zone
in a catchment at Randboro, Quebec. (b) Expansion of the
saturated area during a 46-mm rainstorm in a catchment
in northern Vermont. The solid area indicates the sat-
urated zone at the beginning of the storm; the lined
area indicates that zone at the end of the storm (from
Dunne et al., 1975).
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FIGURE 1.3 Schematic summary of the occurrence of runoff processes in relation to their major controls (after Dunne,

1978).

return flow and direct precipitation onto the
saturated area. The relative contributions of
subsurface stormflow and overland flow vary with
soil and topographic conditions, and it is im-
portant that mathematical models be able to
separate these contributions not only for pre-
diction of the stream hydrograph but because the
processes are associated with differences in
soil drainage, entrainment of pollutants, and
other facets of hillslope hydrology that are
important in resource management. Where deep,
highly permeable soils border narrow-valley
floors, almost all of the infiltrated water can
travel beneath the soil surface to the stream.
The stream hydrograph is dominated by subsurface
stormflow, although the initial rapid response
of streamflow to rainfall is often supplied by
saturation overland flow from the saturated
valley floor. Hewlett and Nutter (1970) and
Harr (1977) have described conditions in forest-
ed mountains of the southeastern and western
United States where subsurface flow is the
dominant runoff mechanism. At the other end of
the spectrum in humid landscapes are those
regions that have long, gentle, concave foot-
slopes covered with shallow, wet soils of low-
to-moderate hydraulic conductivity. In these
areas, solls become saturated more frequently
and the area generating saturation overland flow
may expand from less than 10 percent of the
basin to more than 50 percent during a storm or
a wet season. Figure 1.3 summarizes the condi-

tions affecting the dominant runoff processes in
a region.

The temporal and spatial variation of zones
producing storm runoff by subsurface flow led
early investigators to refer to their conceptual
models of the process as the variable-source-
area concept (Hewlett and Hibbert, 1967) and
the dynamic-watershed concept (Tennessee Val-
ley Authority, 1964). Most fieldwork on hill-
slope hydrology in humid regions is now focused
on this concept, and a summary of progress up
to about 1974 is provided in the book edited by
Kirkby (1978).

Snowmelt Runoff

In cold-temperate and subarctic regions, snow-
melt runoff generates floods, recharges ground-
water, and renders large areas of land temporar-
ily uncultivable. When the economic and social
impacts of snowmelt runoff are considered, as
well as the sophistication of research into the
Physics of the melting process, it is almost
inconceivable that so little effort has been
spent on investigations of runoff processes
during snowmelt. Yet differences in the path
of runoff can have much greater impacts on the
timing and peak rates of runoff than do many of
the melt parameters that have been studied in
detail.

At a recent state-of-the-art conference on
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modeling of snow-cover runoff (Colbeck and Ray,
1978), only 3 papers (out of 4l1) reported on
field investigations of runoff processes. The
difficulty and discomfort of making the neces-
sary measurements probably contribute to this
dearth, but the importance of the subject was
attested to by several other papers that dealt
with snowmelt-runoff prediction without the
assistance of field observations.

Major advances have been made recently in
understanding the physics of snowpack metamor-
Phism and the percolation of meltwater through
the pack (Colbeck, 1971, 1978). After meltwater
reaches the ground surface it follows one or
more of the paths outlined earlier, but several
factors may alter the relative importance of the
various runoff processes from the situation
under rainfall at the game site. Snowmelt
releases large quantities of water more slowly
than in most important flood-producing rain-
storms, so that the probability of the infiltra-
tion capacity being exceeded is low. Under some
circumstances, however, a dense layer of ice may
accumulate in the topsoil, rendering it almost
impermeable. The equivalent of Horton overland
flow occurs as saturated percolation through the
lower layers of the snowpack. Horton (1938) was
the first to recognize the importance of this
process and to propose an approach to its compu-
tation and formal study. Colbeck (1974) pre-
sented a more refined theory, which was applied
to a field investigation by Dunne et al. (1976).
The opposite extreme of complete infiltration
and the generation of subsurface stormflow was
studied by Stephenson and Freeze (1974), and
Dunne and Black (1971) documented an intermedi-
ate case of both surface and subsurface flow.
The current state of knowledge on this subject
was summarized by Wankiewicz (1978a) and Price
et al. (1978), but much remains to be done,
particularly in areas of ephemeral soil freezing
or saturation.

PHYSICALLY BASED MATHEMATICAL MODELS

General Statement

Freeze (1974) pointed out that physically based
mathematical models of runoff processes involve
solving boundary-value problems based on the
partial differential equations that describe the
various kinds of low described in the preceding
section. Definition of the problem (Freeze,
1974, p. 634) requires that the following be
available:

1. Size and shape of the flow region;

2, Equation describing flow in the region;

3. Boundary conditions around the margins of
the region and their spatial and temporal
distributions;

4. Initial conditions and their spatial dis-
tribution;

5. Spatial and temporal distributions of the
hydraulic parameters that control flow;

6. A mathematical method of solving the flow
equations.

THOMAS DUNNE

If a runoff problem involves more than one
process it is necessary to specify the region
over which each process occurs and to ensure
that the boundary conditions in each region are
compatible with those of the adjoining region.
Current computer capacity severely constrains
the treatment of three-dimensional, time-vary-
ing flow, but fortunately most hillside and
channel flow regions can be treated as one- or
two-dimensional units.

The simplest runoff problems, such as the
calculation of Horton overland flow from a
planar hillside with uniform surface character-
istics, can be solved analytically using a tech-
nique known as the kinematic-wave approximation
(see Woolhiser, 1975, for a review). Simplifi-
cations of this type are useful, for example,
in urban storm-drainage design and even for
computations on some natural hillsides. Most
runoff problems require that solutions be ob-
tained by numerical technigues that can be used
for transient processes within irregular bound-
aries and for surfaces or media with heterogene-
ous hydraulic properties (Freeze, 1974, 1978;
Beven, 1975). The models are capable of speci-
fying not only the outflow from a hillside or
stream channel but also the spatial and temporal
distribution of overland flow, soil moisture
content, pore pressure, and several other hydro-
logic consequences of rainfall or snowmelt.

Infiltration

In the first half of the twentieth century, many
empirical equations were used to describe the
frequently observed temporal variation of infil-
tration capacity during a rainstorm. At the
beginning of an intense storm the infiltration
rate is high but declines rapidly after the on-
set of rain and approaches a constant value. The
most widely used of these empirical equations is
that of Horton (1933), which has proven adequate
for many simple tasks. The three parameters of
the equation can be obtained from a relatively
simple field test under artificial rainfall,
although they are often highly variable between
tests on a single soil type.

The need to explain such variability and to
understand the effects of land treatment and
other controls of infiltration such as rainfall
intensity and antecedent moisture has stimulated
the development of equations describing the
physics of the process. The earliest such at-
tempt was by Green and Ampt (1911), who proposed
that under ponded conditions the infiltration
rate depends on the saturated hydraulic conduc-
tivity of the soil, the depth of ponded water.
the depth of the zone of saturated soil, and the
pore pressure in the water at the wetting front.
Because the underlying physical model was a
crude approximation of the correct process, only
the general form of the equation was used as a
guide for determining two empirical constants
from field measurements. However, the simplic-
ity of the equation and the fact that it has
some physical basis make it attractive for in-
corporation into models of runoff generation.
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Therefore, in recent years, the Green-Ampt equa-
tion has received detailed study, and important
advances have been made in interpreting the
equation on the basis of a better understanding
of soil physics (e.g., Mein and Farrell, 1974;
Mein and Larson, 1973; Morel-Seytoux and Kanji,
1974; Smith and Parlange, 1978). There is a
need for careful, detailed field measurements
of infiltration and soil moisture behavior in
order to evaluate the performance of these equa-
tions over a wide range of field conditions.
Morel-Seytoux (1976, 1978) examined the combined
effects of air and water movement during infil-
tration and developed a relatively simple and
practical physically based method of predicting
infiltration during rainstorms of varying inten-
sity. The equation will probably be used in
many runoff models in the near future.

The most ambitious attempts to develop phys-
ically based infiltration models involve
solution of the equation for one-dimensional
unsaturated flow, which combines the continuity
equation with Darcy's law specifying the velo-
city of flow under a potential gradient in a
porous medium. In the latter equation, the
hydraulic conductivity and pore pressure in the
porous medium depend on moisture content and,
consequently, vary during the rainstorm.
Philip's (1957-1958) classic works on the phys-
ice of infiltration provide some analytical
solutions to the unsaturated flow equation and
a practical prediction tool for relatively
simple conditions.

Following the work of Rubin (1966), many
infiltration models are now based on numerical
solutions of the flow equation, and it is pos-
sible to analyze more complicated and realistic
field situations such as infiltration into lay-
ered soils under varying rainfall intensity.
Freeze (1969), Smith (1972), and many others
have computed infiltration and the resulting
profiles of moisture and pressure into uniform
soils and have explained how the intake rate
declines as a result of capillary suction as
water is stored in the topsoil. Eventually, the
limiting rate of infiltration declines to the
saturated hydraulic conductivity of the topsoil.
The computations are usually based on laboratory
measurements of the relations between moisture
content, pore pressure, and hydraulic conductiv-
ity of the soil. Some field measurements of
these relations are also available (Davidson
et al., 1969). The measurements are time-con-
suming to make and are not available for most
soils, but Brooks and Corey (1966) compiled
statistical summaries of soil properties from
which it is possible to make a rough estimate
of the hydraulic properties of a soil from its
texture. Computation of infiltration into lay-
ered soils by numerical methods increases the
data requirements. Another complication arises
where soil properties wvary systematically or
randomly along a hillslope profile (Freeze,
1980; Philip, 1980).

However, two important effects are ignored
in these calculations. The first is the influ-
ence of plant root-holes and other structural
openings that are not usually sampled in labora-
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tory measurements of conductivity. In many
soils these effects are probably small and do
not invalidate or reduce the utility of models
of porous-media flow. However, the effect of
flow down large voids in cracking clay scoils
(Bouma et al., 1978; Dunne and Dietrich, 1980)
is not dealt with in current infiltration mod-
els. A second complication involves the devel-
opment of crusts of exceedingly low conductivity
that are formed on the surface of thinly vege-
tated soils by raindrop dispersal of soil aggre-
gates and the plugging of the surface by washed-
in clay and silt particles (McIntyre, 1958a,
1958b). Although it is possible with a great
deal of difficulty to obtain field measurements
of the necessary hydraulic parameters to model
these processes, it is unlikely that such models
will be used routinely for the infiltration com-
ponent of runoff predictions. It is easier to
make a direct field measurement of the infiltra-
tion capacity using simple equipment. In this
case the primary value of the physically based
models lies in formalizing our understanding of
the infiltration mechanism and its controls and
in guiding field-measurement programs, inter-
preting results, and extrapolating them to un-
measured sites.

Horton Overland Flow

The depth, velocity, and discharge of Horton
overland flow are calculated on the basis of
equations that describe flow in a shallow chan-
nel. These equations involve statements of the
conservation of mass and of momentum (the "shal-
low-water equations®) and a relationship, such
as the Darcy-Weisbach equation, between the
velocity and depth and slope of the water sur-
face. These last three variables are related
by an empirical coefficient (the Darcy-Weisbach
friction factor) that represents the flow re-
sistance over the particular hillslope surface.
The friction factor is an important parameter
that varies with the Reynolds number (discharge
Per unit width of hillside divided by the kine-
matic viscosity of water) and therefore ranges
over two orders of magnitude or more along a
hillside. The friction factor also varies with
the rainfall intensity impinging of the flowing
sheet, the vegetation cover, the texture of the
soil surface, and the gradient. The flow equa-
tions are solved numerically, either in their
complete form or after simplification by means
of the kinematic-wave approximation described
in detail by Woolhiser and Liggett (1967). This
approximation involves the assumption, reason-
able under most circumstances, that the rates
of change of water depth and velocity head along
the hillside are negligibly small compared with
the ground-surface slope.

In some applications of these runoff models,
serious difficulties can arise in specifying the
geometry of the flow region and the hydraulic
resistance. The geometry of the hillslope is
approximated as a plane or as a set of contigu-
ous planes (called a “"cascade," see Figure 1.4),
which have various lengths, gradients, and hy-
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FIGURE 1.4 Schematic illustration of a kinematic cas-
cade used for computing overland flow from a convexo-
concave hillslope. The hillslope indicated by the
dashed line, and its approximation as a series of
planes, is represented by the lower solid line. The
shaded area shows the sheet of overland flow.

draulic resistances. On these surfaces, Horton
overland flow is assumed to move directly down-
slope as a laterally uniform sheet. On some
short smooth hillsides, field observations in-
dicate this to be a reasonable approximation,
and it is possible to conduct plot experiments
under simulated rainfall and to measure flow
depth, velocity, and slope and to compute the
friction factor over a range of Reynolds numbers
for a variety of hillslope surfaces (T. Dunne
and W. E. Dietrich, University of Washington.
manuscript) . On other hillsides, microtopo-
graphy and clumpy vegetation cause the water to
converge, diverge, and meander to such an extent
that it is not possible to define a meaningful
average depth in the field. Emmett (1970) con-
ducted a valuable study of the hydraulics of
overland flow in hillsides in Wyoming and docu-
mented the wvariability of flow characteristics
but was unable to generalize about the hydraulic
characteristics of the sheetflow in a form that
could be used in a mathematical model and trans-
posed to other sites. Other natural hillslopes
that have been represented by smooth, regular
surfaces are intricately dissected by gullies
(Singh, 1976). When such approximations are
made, it is obviously not possible to specify
the average hydraulic resistance at some dis-
tance along a hillslope, except in an artificial
way. It must be assumed that for the scale of
the drainage basin under study, flow conditions
are laterally homogeneous, even if locally ir-
regular, at some distance from a major ridgetop.
The most common way to obtain an answer is to
choose by trial values of the friction factor
that provide a good fit between computed and
measured discharge from a hillside or small
watershed (Woolhiser et al., 1970). The friction
factor thus obtained may be a single value for
an entire watershed or may vary with the
Reynolds number along a hillslope profile.
Several writers have suggested that this is
the best that can be done in the computation of
overland flow, and Woolhiser (1975) has proposed
that overland flow be defined as that phenomenon
as represented mathematically by the shallow-
water equations and a fitted resistance law.
Such an approach is an adequate basis for study-
ing the physics of runoff that is well repre-
sented as a sheetflow and is adequate for the
purpose of computing storm hydrographs, although
it has led to several notorious examples in the
literature of subsurface stormflow being modeled
as overland flow with a high resistance coeffi-

cient. Such mistakes could be avoided by a
modest amount of field experience on the part
of the user of such a model. For rougher hill-—
slopes or surfaces with rills and gullies, the
shallow-water equations provide only an abstrac-—
tion that is useful for computing the aggregate
discharge from many small channels. There is
probably little to be gained from formulating
more detailed models of hydraulic resistance and
lateral variation of flow if one is concerned
only with runoff rates. However, this artifi-
cial representation is not adequate for a de-
tailed, physical understanding of such channel-
ized runoff or for certain applications of
runoff models in geomorphology and soil erosion
research or the study of nonpoint-source pol-
lution. For these purposes, the degree of flow
convergence, or even rilling and gullying, is
important, as are the hydraulic properties of
the highly nonuniform flow. Useful description
and summary of these characteristics will proba-
bly be difficult, but some progress is necessary
on this important topic (Foster and Meyer,
1975). This is a matter on which computational
techniques are clearly ahead of understanding
and field measurements, and new concepts need
to be developed on the basis of new field obser~
vations.

Smith and Woolhiser (1971) combined a math-
ematical model of infiltration described earlier
with a model of overland flow based on the kine-
matic approximation of the shallow-water equa-
tions. Their method successfully reproduced
runoff hydrographs from a natural hillside plot,
but a considerable amount of estimation and
parameter fitting was required to obtain the
necessary hydraulic parameters for both the
infiltration and overland-flow components. Yet
the hillside was on a research station and had
already been the subject of a better-than-aver-
age soil-measurement program. The complexity
and expense of developing numerical, physically
based models does not reduce their value in the
investigation of the fundamentals of runoff pro-
cesses nor in certain important engineering ap-
plications. The complexity allows meaningful
representation of complex processes and allows
one to deal with spatial variation in types and
intensity of processes. However, for applica-
tion to field sites, these models require more
data than are usually available. One response
to this paucity should be the collection of more
extensive, relevant data on the hydraulic pro-
perties of soils and the resistance characteris-
tics of hillslope surfaces, for example. These
data should be related to easily observed tex-
tural and morphological features. An alterna-
tive strategy, used successfully by Smith and
Woolhiser (1971) and others for predictions of
hillslope and watershed discharge, is to back-
calculate the necessary parameters through
trial-and-error fittings of predictions to run-
off records. The estimated parameters can then
be used for the prediction of discharge in other
storms.

A simpler model of infiltration and overland
flow was described by Engman and Rogowski
(1974). They used Philip's (1969) approximate,
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physically based method of computing infiltra-
tion when the soil surface is suddenly ponded.
The Philip equation requires knowledge of the
soil-moisture content at the beginning of rain-
fall and the relationship between hydraulic
conductivity and moisture content. Spatial
variations of infiltration and therefore of
overland-flow generation were allowed, in keep-
ing with Betson's (1964) partial-area concept
of runoff referred to earlier. If the initial
soil moisture of soil hydraulic properties var-
ies through the basin, the model accounts for
expansion of the area contributing Horton over-
land flow. Rainwater accumulating on the soil
surface is routed downslope using the kinematic
wave method with a fixed hydraulic resistance
coefficient obtained from the literature. The
Engman-Rogowski model is designed to be used
with data obtained in routine soil surveys,
which suggests the direction in which much ap-
plied modeling research needs to be focused in
the immediate future, although even with this
approach large amounts of data are required for
field application, and collection of such data
is slow and expensive.

Subsurface Flow

The prediction of subsurface flow to supply both
stormflow and dry-weather streamflow involves
numerical solution of the continuity equation
and Darcy's law describing time-varying, unsat-
urated-saturated flow in a heterogeneous, aniso-
tropic porous medium, such as a layered soil or
rock. The models require that the geometry and
hydraulic properties of the soil horizons or
geologic strata be known in considerable detail.
The computer capacity required for the computa-
tions is much larger than that needed for model-
ing overland flow, and only two-dimensional
subsurface cases are tractable with present
computer storage capacity, although the three-
dimensional case has been addressed by Freeze
(1971). Output from these models includes the
rate of subsurface flow to streams, the config-
uration of the water table, and the distribu-
tions of water content and hydraulic head within
the porous medium.

Models of this kind were developed by Freeze
(1971, 1972a, 1972b), who used finite-difference
methods of solution, and by Beven (1975), who
employed the finite-element method. The models
were applied to a wide variety of hypothetical
situations and contributed to a unified inter-
pPretation of many field experiments on runoff
processes in different environments. A particu-
larly enlightening application was that by
Stephenson and Freeze (1974), who attempted to
simulate the runoff mechanism and hydraulic
potential field resulting from snowmelt on an
instrumented hillslope in Idaho. The results
were encouraging in some respects but cautionary
in others. The two investigators, closely in-
volved with the field-data collection and with
the details of model construction, had to use
considerable ingenuity and experience to esti-
mate some of the model parameters, even though
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the site has already undergone detailed investi-
gation. Most of the problems involved specify-
ing the geometry of the subsurface flow region
and the hydraulic properties of the soil and
rock.

Stephenson and Freeze (1974) concluded that
the application of the currently most sophisti-
cated, physically based model of subsurface flow
was useful for interpretation of field measure-
ments and for defining mechanisms of flow so
that simpler, more approximate physically based
models could be based on a firmer understanding
of processes. Although numerical models of
saturated groundwater flow are used routinely
(see Chapter 4), Stephenson and Freeze argued
that the transient unsaturated-saturated model
of runoff processes is not useful for routine
applications. They pointed out limitations in
the theoretical development, the difficulties
of model calibration, the constraints imposed
by the storage capacity of the current genera-
tion of computers, and the enormous task of
collecting sufficiently detailed field data.

Simpler models of subsurface flow have been
introduced, for example, by Beven and Kirkby
(1979), but they represent runoff processes by
rudimentary analogies governed by highly simpli-
fied relationships. For example, in the case
referred to above, it is proposed that subsur-
face flux is simply an exponential function of
soil water content, and the boundaries of the
subsurface flow region are not well defined.
Parameters for the model must be obtained from
extensive but simple field measurements. These
models are, however, useful for some tasks, such
as in those cases where the need for simple
computations of whether a portion of a water-
shed will yield significant subsurface flow is
more important than obtaining a correct physical
representation of that process.

Saturation Overland Flow

Because of its close association with shallow
subsurface flow, saturation overland flow has
been computed by the transient unsaturated-sat-
urated model of Freeze (1972b). The predicted
water table rises to the surface over an expand-
ing zone at the base of a hillside and creates
a seepage face from which soil water emerges as
return flow (see Figure 1.5). The width of the
seepage face perpendicular to the contour deter-
mines the saturated area on which direct precip-
itation contributes to saturation overland flow.
Precise definition of the occurrence and spread
of saturation overland flow requires a closely
spaced network of nodes in the numerical model
of the topsoil and, therefore, increases the
required computer capacity, computation time,
and data requirements.

The relative importance of saturation over-
land flow to the hillslope hydrograph (Figure
1.5) depends on the ratio of rainfall intensity
to the saturated hydraulic conductivity of the
soil, the duration of rainfall, and the volume
and geometry of the subsurface flow region.,
including the effects of layers. The Freeze
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(1972b) hydrograph calculations shown in Figure
1.5 do not separate return flow over the satu-
rated zone from subsurface stormflow, although
such a separation is within the capabilities of
the model. This is an important distinction
that such models should make because of the
ability of return flow to wash soil and pollu-
tants from the hillside. Field measurements
indicate that return flow may comprise up to at
least 50 percent of the peak rate of saturation
overland flow (Dunne, 1970). Refinements are
also needed in the calculations of velocities
of saturation overland flow. In the calcula-
tions by Freeze the hypothetical hillslopes were
80 steep and the saturated zones so narrow that
it could be reasonably assumed that overland
flow is evacuated from the surface as soon as
it 1is generated. Some saturated zones on
natural hillsides have widths exceeding 100 m
(Dunne et al., 1975) and gradients of only 1
or 2 percent and are densely vegetated. Flow
velocities are often less than 10 m/h under such
circumstances, and there may be a considerable
lag between a burst of rainfall and runoff.

For reasons referred to above, the detailed
physically based model of saturation overland
flow is unlikely to be used routinely in the
foreseeable future. The simpler approach of
Beven and Kirkby (1979) involves dividing a

4 6

8 10 120 2 4 6 8 10 12
HOURS

basin into small units (areas of 200-2000 nz}
on the basis of soil and topography. On each
unit, runoff may be generated by Horton overland
flow, subsurface flow, and direct precipitation
onto saturated areas, and the model predicts the
time-varying spatial distribution of each pro-
cess. Each runoff rate is calculated from a
simple empirical relationship between the amount
of water stored in some portion of the soil and
a parameter that must be estimated or measured.
Thus, subsurface stormflow is taken to be an
exponential function of the wvolume of soil-
moisture storage. Each parameter may be obtain-
ed from field experiments in which small plots
are irrigated with a spray nozzle and measure-
ments are made of soil-moisture changes and the
volume, rate, and velocity of runoff. Runoff
is routed to the channel using a velocity that
varies with local gradient and soil type (and
therefore probably vegetation cover) but not
with flow depth. It is then routed down the
channel network under the assumption that flow
velocity varies with discharge at a station on
the channel but not along the channel. The
authors were able to make satisfactory predic-
tions of storm hydrographs from an 8-km
drainage basin using parameters based only on
simple field measurements.

Although it contains several important com-
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promises with reality, and several parameters
without precisely definable physical meaning,
the model has certain advantages over the cur-
rent generation of statistical-empirical models.
It describes explicitly, though approximately,
several processes that have been recognized in
the field, and it predicts their time-varying
spatial distribution. Yet it retains enough
simplicity to be usable on a routine basis for
predicting hydrographs, zones of a basin that
are subject to erosion or the removal of pollu-
tants, and the wetness of soils between storms.
It is not yet clear whether the model provides
a description of overland flow that is adequate
for a deterministic model of erosion and trans-
port of solids, although an empirical, statisti-
cal approach to these matters would probably
still be necessary. Such work is in the early
stages of development and with refinement of its
physical basis will probably be the basis of
most routine predictions of runoff in areas to
which the variable-source concept applies.

To improve physical insights and computa-
tional efficiency in variable-source hydrology,
there is a need for carefully conceived field
experiments coupled with modeling efforts. As
in other areas of hydrology, it is an unfortu-
nate fact that field researchers and modeling
specialists traditionally work separately.
Large quantities of data might be collected, but
some measurement crucial to understanding the
Physics or to making an acceptable mathematical
approximation to the physics might be overlook-
ed. Mathematical modelers then make assumptions
and approximations to the disappointment and
scorn of some field investigators. This state
of affairs can be improved through cooperative
investigations of processes aimed at understand-
ing the physics of variable-source runoff and
at making field results generalizable and trans-
posable to other sites. Government agencies and
the major funding bodies should encourage this
cooperation in preference to solitary efforts
in field measurement or computation. For exam-
Ple, there is much to be learned about how to
compute efficiently the spatial patterns of soil
drainage in a catchment between rainstorms, the
effect of large openings ("macropores®) in the
soil, the effects of soil anisotropy and varia-
bility, and the hydraulics of shallow runoff
through dense ground vegetation.

Snowmelt Runoff

Major advances in our understanding of water
transmission through snowpacks are mainly the
result of the work of Colbeck, who in a series
of papers summarized in his 1977 and 1978 review
articles has outlined theories of snow meta-
morphism ("ripening®™) and its effect on the
hydraulic properties of snow, of vertical unsat-
urated percolation in homogeneous and hetero-
geneous snowpacks, of unsaturated-saturated flow
in packs containing discontinuous ice lenses,
and of lateral saturated flow within the base
of the snowpack. Wankiewicz (1978a) published
experimental work on the hydraulic properties

27

of snow and has reviewed (1978b) the important
concepts dealing with snowmelt runoff models.
The models treat snow as a porous medium with
hydraulic properties (which have been measured
in the laboratory and in the field) similar to
those of a coarse sand. Thus, modeling is based
on Darcy's law and the continuity equation, and
solutions of the resulting equations are obtain-
ed for the simplest cases by a simplified kine-
matic approximation (Colbeck, 1971, 1974). Ir-
regular flow-region gecometry and other complica-
tions, such as introducing more precise conduc-
tivity-moisture relationships, require numerical
solutions.

The Colbeck models of vertical percolation
and lateral overland flow are simplifications
of the previously discussed physically based
models of infiltration and subsurface flow
through a porous medium. The hydraulic proper-
ties of snow and the geometry of the flow region
(particularly the small thickness of the basal
saturated layer compared with the thickness of
the pack) allow such simplifications. Dunne
et al. (1976) demonstrated that these models
could be used easily to predict hillslope runoff
hydrographe from homogeneous ripe snow if hourly
melt rates were known. However, the complexity
of the problem escalates rapidly if the snowpack
contains ice lenses or even snow layers with
differing hydraulic properties as most snowpacks
do. The situation becomes similar to that dis-
cussed earlier for subsurface flow; the data
requirements concerning the thickness, permea-
bility, and continuity of ice lenses are beyond
present routine monitoring capabilities, and
there is little prospect of incorporating the
modern physical concepts into the current gener-
ation of lumped models used to forecast snowmelt
floods. Other major uncertainties about the
accumulation, distribution, and depth of the
snowpack; the spatial variation of melting; and
topographic effects on runoff also preclude
routine application of physically sound snowmelt
runoff models. Routine prediction of the lag
and attenuation of the diurnal wave of meltwater
released at the surface of the pack will con-
tinue for some time to be based on quasi-physi-
cal, empirical relationships that are based on
an analogy between storage and transmission of
the meltwater wave through the pack and the
storage and transmission of a flood wave through
a lake or a stream channel. The latter methods
require at least a few historical records, but
they work reasonably well for most purposes.

The contributions of Colbeck and others
have, however, cast light on several features
of the timing of snowmelt runoff that were puz-
zling heretofore, and they promise to stimulate
major refinements in field observations of run-
off and of statistical tools for its prediction
at the basin scale. They also allow computa-
tions of extreme conditions that lie beyond the
range of the historical record and of runoff
during times when the snowpack characteristics
are changing rapidly. Thus, relatively few ap-
pPlications of the detailed physical models based
on limited measurements of snowpack characteris-
tics or even plausible assumptions can extend
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the usefulness and reliability of the empirical
techniques currently in use. The applicability
of physically based models of snowmelt runoff
to hydrological forecasting was reviewed by
Colbeck (1977).

The scientific study of soil-snow interac-
tions is not well developed. Current research
is focused on the coupling of equations describ-
ing heat and water movement at the interface
(Guymon, 1978). In some regions, a requirement
of snowmelt runoff models is the ability to
Predict whether the topsoil is frozen (Cary et
al., 1978) and the hydraulic properties of the
frozen soil. These issues are strongly affected
not only by weather and snow depth but also by
vegetation cover (Post and Dreibelbis, 1942;
Trimble et al., 1958); however, little or no
effort has been expended on modeling these ef-
fects or on predicting them by other means. This
gap in our present knowledge is only one aspect
of the general lack of concern for runoff pro-
cesses in models designed to predict streamflow
from snowmelt (see the papers on this topic in
the symposium proceedings edited by Colbeck and
Ray, 1978).

SUMMARY AND PROSPECT

Most hydrologic predictions are still based on
the empirical correlation approach in which
measured variables such as flood peaks, mean
annual floods, low-flow statistics, or charac-
teristics of unit hydrographs are correlated
with various geologic, geomorphic, and climatic
variables, and the resulting empirical equation
is used to estimate future hydrologic events or
statistice in the measured basin or in ungauged
watersheds. The approach is adequate for pre-
diction of streamflow at a basin outlet during
moderate-sized events and is still the preferred
tool of many hydrologists, as indicated by the
papers presented at a recent symposium of the
International Association of Scientific Hydrolo-
gy (1975). Limitations of the statistical pre-
dictions include the difficulty of estimating
extreme events through extrapolation from short
records and the fact that methods that treat the
drainage basin as a lumped system fail to de-
scribe important characteristics of runoff pro-
cesses that wvary spatially. These spatial
characteristics are required for rational pre-
diction of other processes, such as the entrain-
ment and transport of pollutants and impeded
soil drainage, that may render fields impassable
to farm equipment or reduce the suitability of
a site for liquid-waste disposal.

Within the last two decades, field experi-
ments have enhanced understanding of the physics
and spatially varying characteristics of runoff
processes. The work has stimulated physically
based mathematical modeling of the spatially
distributed processes. These efforts have in
turn provoked better field research by providing
unified interpretations of data from disparate
environments and by suggesting critical measure-
ments that need to be made. This synergism
bodes well for scientific hydrology and particu-
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larly for field research that seems likely to be
conducted selectively in conjunction with phys-
ically based mathematical models of each process
in order to verify that the model is an adequate
description of the process and that the model
incorporates correct values of important para-
meters. Closer cooperation between fieldwork
and modeling efforts should encourage formula-
tion of better field experiments and discourage
much of the aimless collection of data that
sometimes passes for field hydrology, especially
at the watershed scale. A vigorous effort is
necessary to improve the guality of hydrologic
field studies along the lines suggested above.
Publication trends in major hydrologic journals
suggest that the most vigorous and sophisticated
current developments in hydrology are due to the
efforts of researchers concerned with physically
based mathematical models. However, this ex-
panding frontier will be hollow unless it is
matched by equally sophisticated field experi-
ments to discover unexpected hydrologic phenom-
ena, to develop new concepts about familiar
processes, and to guide the development of
mathematical models based on sound physical
insights into field conditions.

The most sophisticated physically based
mathematical models of runoff processes are cur-
rently competitive with and more accurate than
statistical models when the parameters of the
former are derived carefully from field measure-
ments. In the simplest cases, such as Horton
overland flow from nearly straight, ungullied
hillsides, approximate mathematical solutions
of the flow equations can be used with great
value for routine prediction. Even for more
complicated overland-flow situations, computer
programs involving numerical solutions of the
flow equations are usable for predicting dis-
charge but not yet for predicting the other
characteristics of runoff or its ability to
transport soluble and solid materials.

Physically based models involving subsurface
flow (including infiltration) are much more
difficult to apply routinely than are computa-
tions of Horton overland flow. They tax comput-
ing capacity because of the need to accommodate
two- and three-dimensional layered flow regions
and to obtain and store information on the com-
plex hydraulic properties of unsaturated porous
media. The data requirements of these models
are also extremely expensive and time—consuming
to satisfy, and it is often not easy to check
all aspects of the predictions. They are of
value first because in conjunction with field
experiments they contribute to the understanding
of fundamental hydrologic processes. They can
also provide information about certain economic
or social concerns that are so important that
the resources are made available to overcome the
difficulties listed above. Thus, one could en-
visage questions about the consequences of an
accidental spillage of hazardous liquid waste
being answered with the aid of an infiltration-
runoff model or with a model of unsaturated-
saturated subsurface flow; either model would
have to be coupled with a transport model to
compute the dispersion and chemical reactions
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of the pollutant. Calculations of maximum prob-
able snowmelt floods in some basins may warrant
the use of a sophisticated numerical model of
snowpack metamorphism, water percolation, and
runoff. Or a two- or three-dimensional computer
model of subsurface flow may be of use in ana-
lyzing the stability of a large landslide that
threatens a dam or other structure. Another
potential use of the sophisticated models might
be the calculation of nomographs based on rela-
tively few runs of the model. The resulting
nomographs could be used for routine predictions
by interpolation (graphically or through the use
of multivariate statistical methods).

In the longer term it is likely that the
usefulness of the sophisticated physically based
models will be extended by improvements in com-
puter technology, in methods of collecting the
necessary input data, and in simplifications of
theory. However, in the foreseeable future most
routine predictions of stream discharge, soil
moisture, and other hydrologic variables of im-
portance to land and water management will be
made partly on the basis of empirical statisti-
cal methods and partly by means of approximate
physically based models that account for the
spatially distributed nature of runoff processes
and their controls. Such approximate physical
models are now being vigorously developed. It
is hoped that they will incorporate parameters
that can be obtained by direct field measurement
or by estimation on the basis of field condi-
tions rather than by fitting of predictions to
measured results. The latter approach is ac-
ceptable when observations confirm that the
model represents field conditions well. But in
the hands of some users the fitting approach has
proven simply to be a retrogression to empirical
methods of the past and could be improved on
through careful field observations.
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INTRODUCTION

The global moisture cycle has branches in both
the earth and the atmosphere. These branches
are dynamically coupled across the earth's
surface (at widely different time and space
scales), so that a change in one branch produces
a change in the other.

Hydrologists and atmospheric scientists have
achieved a first-order understanding of this
complex system through independent study of
their respective, decoupled land-surface and
atmospheric components. Emerging problems as-
sociated with anthropogenic alteration of both
components demand a higher order of understand-
il'lg.

Anthropogenic alterations in the land sur-
face disrupt the natural balance of the moisture
cycle by causing changes in the transfer of heat
and moisture between land and air. A new bal-
ance must ultimately be reached, but how and
where will it differ from the old? A reduction
in local evaporation such as that resulting from
deforestation or swamp drainage or an increase
in local evaporation such as that occurring with
extensive irrigation must produce compensating
changes in precipitation or evaporation else-
where. The gquestion is where? What other
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changes will result from the accompanying
changes in land-surface temperature? Gradually
increasing atmospheric concentrations of carbon
dioxide and particulates are certain to bring
future modification of the hydrologic cycle.
What will be the nature, magnitude, location,
and time scale of these changes?

Such questions are of increasing importance
to food production, water supply, energy demand,
and public health. Their answers require the
development and verification of complex mathe-
matical models of the global atmosphere-land
surface-ocean system.

BACKGROUND

Since the birth of modern hydrology a century
ago, water scientists and engineers have focus-
sed their attention on the fundamental hydro-
logic unit, the catchment. Until relatively
recently, perhaps the last two decades, interest
has been on small-scale problems such as provid-
ing for adequate water supply and protecting man
againast the extremes of streamflow. This limit-
ed viewpoint, while stressing the sensitivity
of catchment output to land-surface state, has
encouraged the convenient assumption that there


http://www.nap.edu/catalog.php?record_id=19530

32

is no feedback to the climate from either the
state or the hydrologic output of the catchment.
This simple conception is illustrated schemati-
cally in Pigure 2.la. This has proved adequate
for the purposes stated above primarily because
of incommensurate atmospheric and land-surface
gcales. In the middle latitudes of the develop-
ed world, atmospheric processes are dominated
by cyclonic motions having horizontal scales an
order of magnitude larger than those of the in-
dividual catchments being studied. Given the
local atmospheric inputs and the configuration
and state of the local land surface, hydrolo-
gists have developed complicated causal models
of such systems (Crawford and Linsley, 1966),
which, with adequate local calibration, do an
acceptable job of generating, for example, the
desired streamflows and soil moistures.

Nevertheless, the current 1literature pre-
sents considerable evidence implicating man in
hydrologic anomalies through his changes to the
land surface. As stated by the World Meteoro-
logical Organization (WMO, 1979), these changes
are of four basic types:

1. Changes of surface roughness, which gov-
erns the exchange of momentum and energy of air
motion between the atmosphere and ground;

2. Changes of surface albedo, which governs
the fraction of solar radiation converted to
surface heating;

3. Changes in thermal behavior of the ground
and in heat transfer to the atmosphere; and

4. Changes of moisture-holding capacity of
the surface (and of vegetation), which causes
the flow of water substance between the surface
and the atmosphere to be redistributed in space
and time.

PETER S. EAGLESON

Atmosphere #= Earth Surface - Man

a. Former Viewpoint

Natural Processes

Atmosphere == Earth Surface = Man

[ [ |
Surface Changes

Mass and Energy Injections

b. Current Viewpoint

FIGURE 2.1 Evolution of understanding of man's role in
atmosphere-earth surface coupling.

The most easily recognizable of these anoma-
lies are small scale where the hydrologic effect
occurs in the vicinity of the land-surface
change, the most familiar of which are urban
related (Landsberg, 1956, 1974). Table 2.1 sum-
marizes the known urban-rural climatic differ-
ences as averaged for a number of cities. The

TABLE 2.1 Climate Changes Resulting from Urbanization (from Chagnon, 1977)

Average Changes, as a Percentage of Rural Conditions

Variable Annual Cold Season Warm Season
Solar radiation -22 -34 -20
Temperature +2 +4 +1
Humidity (relative) -6 -2 -8
viesibility (frequence) -26 -34 =17
Fog (frequency) +60 +100 +30
Wind speed =25 -20 -30
Cloudiness (frequency) +8 +5 +10
Rainfall (amount) +14 +13 +15
Snowfall (amount) +10 +10 =
Thunderstorms (frequency) +16 +5 +29
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observed increase of urban-induced precipitation
results not from increased local evaporation,
for this is normally decreased by urbaniza-
tion, but rather from the thermodynamic changes
and from the presence of additional condensation
nuclei. The urban-produced anomalies are not
confined to the urban areas themselves but have
been felt in rural areas as far as 100 km down-
wind (Changnon, 1977), where their economic im-
Pact on agriculture can be important.

Observations also suggest that the well-
known direct amplification of flood flows by the
surface changes accompanying urbanization (Ter-
striep et al., 1976) may be augmented indi-
rectly by an urban-induced increase in precip-
itation intensities.

Extensive irrigation in the Great Plains
(Schickedanz, 1976) and in the Columbia Basin
(stidd, 1967, 1975) has been shown to increase
the rainfall in the vicinity of the irrigated
areas during the irrigation months. It is
thought that the increase results not only from
the changed (here increased) atmospheric mois-
ture but also from thermodynamic side effects
produced by a cool, moist "dome" over the irri-
gated area. Optimum water use suggests the need
for understanding this feedback process and an-
ticipating it during project design.

As we begin to consider problems of regiocnal
scale, and as development increases in the low
latitudes (where thermal convection may dominate
the moisture cycle), the atmospheric and surface
scales become commensurate and the feedback ef-
fects of land-surface state on local atmospheric
pProcesses become important.

Increasing atmospheric pollution (i.e.,
carbon dioxide) as well as serious public con-
sideration of such macroengineering projects as
drainage of the White Nile swamps, flooding of
the Qattara depression, and deforestation of the
Amazon Basin have prompted growing scientific
interest in the climatic as well as the hydro-
logic consequences of large-scale anthropogenic
influences (Sagan et al., 1979). There |is
even some concern (Lorenz, 1976) that the cou-
pled earth-atmosphere system may have one or
more alternate equilibrium states to which it
might move under the proper natural or anthro-
pogenic perturbation.

Theoretical analyses indicate that the re-
moval of vegetation may cause a change in the
precipitation regime. Charney (1975) showed
this for the arid Sahel, where albedo increase
due to overgrazing can apparently cause sinking
atmospheric motion that amplifies the dryness.
Lettau et al. (1979) demonstrated that radical
deforestation of the Amazon Basin should de-
crease precipitation in the western, downwind
portion of the basin.

Morton (1968) and others demonstrated the
direct regulation that regional evapotranspira-
tion exerts on regional humidity.

To study such problems it is necessary to
consider the coupled behavior of the atmosphere
and the earth's surface with respect to the
storage and flux of both heat and water vapor.
This feedback system is illustrated schematical-
ly in Figure 2.1b. Current lack of understand-
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ing of the nature, strength, sensitivity, and
scale of the many feedback loops of this system
(Kellog and Schneider, 1974) inhibits our deal-
ing with these questions. Most specific and
many general hydroclimatological questions may
never be answered without global analytical
models that include the oceans as well as the
atmosphere and the land surface. Such analyti-
cal models are one of the goals of the WMO-ICSU
Global Atmospheric Research Program (GARP,
1975). Other more limited questions may be an-
swered at least qualitatively through the use
of judicious idealizations (Lettau, 1969; Sasa-
mori, 1970; Deardorff, 1978; Eagleson, 1978)
although the counterintuitive nature of the
complex physical interactions makes such system
simplifications a dangerous expedient.

IMPORTANCE OF EARTH-ATMOSPHERE COUPLING

Philip (1977) characterized the global hydrolog-
ic cycle as "a gigantic distillation scheme"
that forms a critical part of the earth's heat
engine. He reminds us that the intensity of
this cycle, and hence life as we know it, is a
result of a particularly favorable juxtaposition
of earthly temperatures and water properties.
In particular, the heat capacity and latent heat
of vaporization of water are high (in fact,
greater than for most known substances), and
earth's temperatures are moderate enough to en-
sure the presence of either ice or liquid water
in addition to water vapor, yet at these temper-
atures the saturated density of water vapor is
great enough to produce significant rates of
evaporation and condensation. The combination
of these factors produces a close coupling of
our planet's energy and water cycles, leading
to latent-heat fluxes that are the major compo-
nent of earthly energy redistribution.

The average annual heat and water balances
are given in Tables 2.2 and 2.3, respectively,
for the planet as a whole and for its separate
ocean and land-surface portions. We see from
these that globally 83 percent of the net radia-
tional energy is involved in evaporation. For
ocean surfaces where the water supply is unre-
stricted, this process uses 90 percent of the
locally available energy, while for land sur-
faces, where surface moisture supply is limited
either by precipitation or by soil properties,
slightly more than half (51 percent) of the
available energy is used in evaporative proces-
ses.

The oceans of the earth are thus certainly
the key element in this heat engine, being a net
source of atmospheric moisture and hence of en-
ergy at least on an annual basis. We must an-
ticipate global hydrologic consequences from any
significant change in their surface tempera-
tures.

The 1land surfaces, however, must not be
dismissed as a negligible and passive climatic
component. Fully 10 percent of all solar energy
absorbed globally goes into evaporative pro-
cesses on the land surfaces, and there is evi-
dence (Benton and Estoque, 1954) that in the
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TABLE 2.2 Annual Heat Balance in kcal cm™? (from Budyko, 1974)

Region Net Radiation Latent Heat Sensible Heat
Ocean (71%) 82 (100%) 74 (90%) 8 (10%)
Land (29%) 49 (100%) 25 (51%) 24 (49%)
Earth (100%) 72 (100%) 60 (83%) 12 (17%)

summer half-year the hydrologic cycle is re-
versed, with the land surfaces becoming a net
source of atmospheric moisture. As our natu-
ral land-surface systems become more highly
stressed by man, the risk of catastrophe in-
Creases and a higher order of physical under-
standing becomes essential.

TABLE 2.3 Annual Water Balance in Millimeters
(from Philip, 1977)

Region Precipitation Evaporation Runoff
Ocean 1270 1400 =130
Land 800 485 315
Earth 1133 1133 0

PHYSICAL DESCRIPTION OF THE VERTICAL HYDROLOGIC
COUPLING

The atmosphere is hydrologically coupled to the
earth through the exchange of thermal energy and
water mass across the ocean and land surfaces.
The primary one-dimensional elements of this
coupling are indicated schematically in Figure
2.2 for ocean surfaces, in Figure 2.3 for snow
and ice surfaces, and in Figure 2.4 for natural
land surfaces. In these illustrations the prin-
cipal-state variables are indicated by the la-
beled rectangles. The primary energy and mois-
ture fluxes that either lead to or are produced
by these states are indicated by the labeled
arrows. The unlabeled arrows represent the ef-
fect of one state variable on another. Plus and
minus signs at the arrowheads indicate the sense
of the change in the "directee" variable produc-
ed by an increase in the "director" variable.
Atmospheric dynamics and energetics produce
concentrations of atmospheric water vapor in the
form of clouds, the density of which serves to
regulate the local inputs to the surface of both
precipitation and net solar radiation. The
other primary-atmospheric state variables are
temperature and humidity (or vapor pressure).
These last two have their counterparts on the
earth side of the interface, only here the state

of the water is represented by a different mea-
sure, depending on the medium. The local states
of the systems on each side of the interface,
as determined by their respective temperatures
and moisture concentrations, control the amount
of water (and hence the amount of latent heat)
that is returned locally to the atmosphere
through the surface cooling (or self-limiting),
as indicated in Figure 2.2 by the negative sign
on the feedback loop of the evaporation process.

Ocean Surfaces

At oceanic surfaces (Figure 2.2), the 1local
moisture concentration is, of course, unity re-
gardless of local precipitation. Local evapora-
tion thus takes place independently of local
precipitation and according to the local vapor
transport capacity of the atmosphere. This
"potential®-evaporation rate is an increasing
function of the sea-surface temperature, which
in turn depends on the evaporative cooling as
well as on the radiant and sensible heat trans-
port in both media. The negative feedback of
evaporative cooling illustrates its potential
for thermostatic regulation of surface tempera-
ture.

Snow and Ice Surfaces

At snow and ice surfaces (Figure 2.3), there
also is an unrestricted supply of moisture, al-
though the low-vapor pressures accompanying the
frozen surface greatly suppress evaporation
(i.e., sublimation). In contrast to 1liquid
water, snow and ice metamorphose with age, and
their state is only crudely described in terms
of the two variables shown. Most important of
the omitted variables is the very high albedo,
which reduces to secondary importance the radia-
tional term of the vertical-energy balance.

Not shown in this one-dimensional idealiza-
tion is the areal extent of the snow and ice
surface. For water surfaces, this variable
Plays an integral role in a lateral positive-
feedback process sequentially involving water
surface cooling, ice formation, albedo increase,
surface super-cooling, air cooling, and spread-
ing further water-surface cooling. The sensi-
tivity of this process, first suggested by
Budyko (1962), has aroused concern over the
stability of the earth's climate (Schneider and
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Gal-Chen, 1973) in the face of changing average
surface temperatures in the polar regions.

It should be pointed out that when consider-
ing formation of ice, the "melt" of Figure 2.3
becomes "accretion” and the sense of its feed-
back to water mass and the sense of the sensible
heat flux will both be reversed.

Land Surfaces

At land surfaces (Figure 2.4) the couplings are
much more complex. Here, the water-vapor flux
from earth to atmosphere has components in both
the bare soil (evaporation) and in the vegeta-
tion (transpiration). Their sum, evapotranspi-
ration, depends on and is limited by the atmo-
spher ic-vapor-transport capacity, which is
strongly influenced by land-surface temperature.

Within certain temperature bounds the vege-
tation canopy will develop to a natural equilib-
rium (i.e., "climatic climax") density governed
by the available energy, nutrients, and soil
moisture. The vegetation canopy plays the cen-
tral role in feedback loops on both sides of the
interface.

Finally, the local land-surface evaporation
(in contrast to local oceanic evaporation) is
bounded by the local precipitation.

For the land surface it is not only the pre-
cipitation climate (i.e., statistics of annual
totals) that is of interest but also the inten-
sity, duration, and spacing (both temporal and
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spatial) of its episodes, because these are
critical to the establishment and maintenance
of s0il moisture levels.

We see from this that evaporation from land
surfaces may be controlled by either the climate
or the soil. As evaporation falls away from its
potential value with increasing climatic arid-
ity, its thermostatic control of land-surface
temperature is correspondingly weakened.

Gravity continually pulls soil moisture
downward (i.e., "percolation"), where it "pud-
dles" to a water-table elevation that is suf-
ficient under steady-state conditions to force
a groundwater runoff equal to the gravitational
accretion. Where such lateral runoff is sharp-
ly constrained geologically, the water table may
rise to the surface, forming a swamp. Under
these extreme but not uncommon conditions, the
earth-atmosphere coupling reverts essentially
to that shown in Figure 2.2 without the subsur-
face convection but with the addition of vege-—
tation.

Another lateral process not seen in this
one-dimensional simplification and that has
overriding hydrologic importance in arid cli-
mates results from the small spatial scale of
the convective-precipitation events characteris-—
tic of such areas. In these cases, local precip-
itation becomes local surface runoff according
to the local increase in soil moisture during
the storm. This local runoff moves laterally
to a dry spot and infiltrates, to be largely
evaporated later.

FIGURE 2.4 Primary moisture and
energy couplings across a land
surface.
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Characteristic Times and Horizontal Scales

In thinking about the behavior of this "engine,"
it helps to have a feeling for the intensities
and scales of the major components.

Dividing values of volume and turnover rate,
Philip (1977) estimated the global average resi-
dence times for the various components of the
earth's waters. These are reproduced here as
Table 2.4, which clearly shows the incommensu-
rate time scales of the separate water reser-
voirs of the atmosphere, hydrosphere, and litho-
sphere. Proportional differences in spatial
scales also exist, which presents difficulty
when modeling the coupled system to answer
questions of large scale. To represent all
processes in their dynamic majesty would require
models having time resolutions of minutes and
spatial grid spacings of a few kilometers. At
present this is clearly unfeasible, both compu-
tationally and economically.

One solution to this problem has been to
model only the atmosphere dynamically and to
represent the earth-surface boundary by simple,
uncoupled heat and moisture conservation rela-
tionships. Some inferences from such models are
summarized in the following section.

Another resolution of this problem may be
found through the development of statistical-
dynamic models (Leith, 1975). In such models
the system is divided into two parts, one having
long-period or slow fluctuations and the other
containing the rapidly varying components. The
scales of the latter system are left unresolved,
and this component is represented statistically.
These statistics appear in a relatively large-
scale dynamical representation of the former
system. [Eagleson (1978) took a first satep in
this direction hydrologically by representing
the annual water balance in terms of the soil
moisture. The soil moisture responds dynamical-
ly to atmospheric excitation, which is statis-
tically expressed.

When assessing man's impact on climate and
hydrology we need to know the lateral scale of
the feedback loops shown in Figures 2.2, 2.3,
and 2.4. This knowledge will help to define the
geographical influence function (i.e., the en-

TABLE 2.4 Global Average Residence Times for
the Waters of the EBarth (Philip, 1977)

Global Average

Component Residence Time
Ocean 2600 yr

Ice caps and glaciers 1100 yr
Groundwater 700 yr

Lakes 13 yr

Soil water 0.5 yr
Rivers 13 days
Atmosphere 8.2 days
Biological water 3.4 days

37

vironmental impact radius) of a proposed land-
surface change and will lead to an estimate of
the percentage of local precipitation derived
from local evapotranspiration. Very little is
known about these scales.

We may approximate the horizontal scale of
the evaporation precipitation process by consid-
ering the longitudinal travel of an atmospheric
parcel in one residence time. This will vary
from nearly zero in radiative-thermal, convec-
tive-type (i.e., vertical process) atmospheres
to continental scale, where horizontal atmo-
spheric motions predominate. The scale of the
land-surface change will have to exceed this
atmospheric-moisture replacement distance before
the feedback loop can begin to create a downwind
amplification of the original disturbance.

The strength of the local coupling between
evaporation and precipitation was estimated to
be small by Budyko and Drozdov (1953) for the
European U.5.5.R., and also by Benton and Esto-
que (1954) for the Mississippi Valley. However,
Lettau et al. (1979) found localities in the
Amazon Basin where up to 71 percent of the pre-
cipitation appears to come from locally evapo-
rated water. As they point out, the apparent
underestimation of moisture recycling provided
by the Budyko theory results predominately from
local showers caused by the diurnal heat cycle
and occurring before the 1locally evaporated
moisture gets uniformly mixed throughout the
tropospheric column (as Budyko assumed). Evi-
dently, this extremely important environmental
gquestion has not yet been resolved, and we look
to detailed dynamical models for the answer.

SOME HYDROLOGIC INFERENCES FROM CLIMATE MODELING

In recent years, dynamic general circulation
models (GCMs) have been developed and exercised
numerically (Mason, 1979). They have proved
capable (Manabe and Hollaway, 1975; Gates and
Schlesinger, 1977; 8tone et al., 1977) of simu-
lating the gross features of the global distri-
bution of various hydrologic quantities, partic-
ularly annual precipitation and annual evapora-
tion. Early models employed primitive (i.e..,
prescribed) hydrologic boundary conditions in
the interests of computational economy and in
the naive belief that the land surface, at
least, was a passive system having relatively
constant local thermal and moisture states.
Modeled hydrologic cycles using these boundary
conditions proved much too intensive and led to
numerical experiments in which the effect of the
boundary representation was explored. For ex-

ample:

1. Manabe (1975) demonstrated that pre-
scription of all continental soils to be con-
stantly saturated causes a large increase in
precipitation when compared with model runs
having no such constraint.

2. Charney et al. (1977) found signifi-
cant sensitivity in simulated atmospheric cir-
culation and precipitation to the particular
formulation used for surface evapotranspiration.
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3. Rowntree and Bolton (1978) showed the
monthly rainfall of central Europe to be ex-
tremely sensitive to the soil moisture of that
region at the beginning of the prior month.

These and improved models have also been
used to explore some of the likely hydrologic
consequences of anthropogenic influence. For
example:

1. Manabe and Weatherald (1975) showed that
doubling the carbon dioxide concentration of the
atmosphere significantly increases the intensity
of the hydrologic cycle.

2. Charney et al. (1977) demonstrated that
with or without local evaporation an increase of
surface albedo causes a decrease of precipita-
tion.

3. Walker and Rowntree (1977) found for the
Sahel region of Africa that increasing or de-
creasing the soil moisture (while keeping the
albedo constant) produced a positive feedback,
which, respectively, increased or decreased the
precipitation.

4. Washington and Chervin (1979) found that
the intensity of thermal energy expected to be
injected into the atmosphere by the U.S. East
Coast megalopolis in A.D. 2000 may produce large
and significant precipitation changes in that
region.

SOME CLIMATIC INFERENCES FROM HYDROLOGIC
MODELING

At land surfaces the soil column responds dynam-
ically to the climatic sequences of precipita-
tion and evapotranspiration events. It accepts
part of the delivered moisture during periods
of precipitation (shedding the rest as surface
runoff), pumps some of this back to the surface
during evaporative periods, and rejects the re-
mainder to the water table more or less continu-
ously. The surface moisture exchange and thus
the surface heat exchange depend critically on
the physical properties of the soil and vegeta-
tion as well as on the weather conditions dur-
ing the alternate periods of precipitation and
evapotranspiration. The quantitive relation
among the long-term averages of this partition
is called the “"water balance."

The single most important measure of mean
hydroclimatological behavior is the evaporation
efficiency, the ratio of the average annual
actual evapotranspiration to the average annual
potential evapotranspiration of a given surface
(Budyko, 1974). This ratio approaches 1 as the
critical evapotranspiration parameters (soil
moisture, soil properties, time between storms,
water-table elevation, vegetation species and
density, and potential rate of bare soil evapo-
ration) combine (Eagleson, 1978) to indicate an
increasing ability of the climate-soil-vegeta-
tion system to deliver moisture to the surface
from below. At this extreme the actual evapo-
transpiration is said to be "demand limited” or
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"climate controlled,"” since its value is re-
stricted only by the capacity of the atmosphere
to remove moisture from the surface. Such sys-
tems are classified as "humid.®" At the other
extreme, as the above parameters combine to in-
dicate a decreasing ability of the system to
deliver water to the surface from below, the
evaporation efficiency approaches zero. For low
efficiencies we say the system is "supply limit-
ed” in that the actual evapotranspiration is
controlled either by the supply of water to the
soil surface from above (i.e., precipitation)
or by the soil properties that regulate the
supply of water from below.

The next most important hydroclimatological
parameter is the potential humidity, which is
defined as the ratio of the mean annual precipi-
tation to the mean annual potential evapotrans-
piration. It has been shown (Bagleson, 1978)
that when this ratio is less than 1, the mobil-
ity of soil moisture controls the evaporation
efficiency and that systems in this range are
highly sensitive to those land-surface changes
that alter the vegetation or the effective soil
properties. Such systems may be classified as
"arid.® Systems having potential humidities
greater than 1 are potentially humid in that
their evaporation efficiency is not limited by
atmospheric moisture supply. They have the
climatic capability of high-evaporation effi-
ciencies, and this efficiency is constrained to
a decreasing degree by soll-moisture immobility.
For high potential humidities, the evaporation
efficiency approaches 1, giving again the case
in which evaporative behavior is limited by the
atmospheric-vapor transport capacity. The hy-
drologic behavior of such humid systems is high-
ly sensitive to land-surface changes that alter
the albedo and is insensitive to land-surface
changes that alter the vegetation and/or the
effective soil properties (unless these also
modify the albedo).

Practical interpretations of the above be-
havior must take account of another feedback
loop not yet pictured or discussed--the effect
of vegetation on soil properties (Eyre, 1968).
The presence of vegetation assists in the pro-
cesses of mechanical and chemical weathering.
More important to this discussion, however, is
the role of vegetation in modifying soil struc-
ture through the addition of humus. The clay-
humus complex facilitates the movement of soil
moisture and has the potential for holding plant
nutrients in chemical bond. Availability of
water and nutrients promotes growth of the
vegetation canopy. The canopy protects the soil
from the nutrient-leaching action of unimpeded
precipitation as well as from the structure-
changing drying and chemical reactions induced
by direct sunlight. When we consider the effect
of deforestation, for example, we must realize
not only that the albedo may change (particular-
ly in the arid climate where the solls are dry
and light in color), and that the soil moisture
will change, but also that the hydraulic prop-
erties of the soil may change in such a way as
to inhibit soil-moisture movement.
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SUMMARY

The atmosphere, oceans, and land surface (in-
cluding vegetation) are coupled dynamically at
widely different time and space scales, forming
a complex global system for the transport of
heat and water. The behavior of this hydrocli-
matological system has a large-random component,
thus its state variables must be defined proba-
bilistically.

The system responds selectively to change
in its parameters, with the marginal (i.e.,
highly stressed) ecosystems being particularly
sensitive. We have seen this recently in the
Sahel, but we do not yet understand the sense,
strength, and scale of the sensitivities. Pa-
rameter change alters the variance (if not the
mean) of certain state variables. Anthropogenic
change often removes the buffering of natural
systems (for example, the removal of tempera-
ture-modulating vegetation by urbanization or
deforestation), leading to a variance increase.
Many of man's life-support systems, particularly
agriculture, water supply, and space heating are
sensitive to change in the existing hydrocli-
matological regime, thus it is essential that
we develop the capability of anticipating the
quality, quantity, and location of the anthro-
pogenic effects.

The hope for such a distributed, quantita-
tive understanding of the interrelationship
between climate and hydrology lies with the
development of sophisticated models--models with
the capability of providing at least the second
moments of the state variables. To do this at
global scale without the prohibitive expense of
repetitive Monte Carlo simulation presents a
primary challenge to climatological modelers.

Current physical understanding of the sepa-
rate system components seems to provide an ade-
quate basis for the necessary modeling effort.
The problems lie with the modeling; that is,
isolation of the critical physical processes and
representation of these at dynamically adequate
(yet computationally economical) time and space
intervals while bridging the disparity of scale
between coupled system elements.

To verify these models, global data sets are
needed that specify current land-surface state
(i.e., soils, vegetation, land use, water sur-
face, and snow cover) and give the global dis-
tribution of the water-balance elements. These
data sets should give monthly averages and must
include the oceans.

Finally, as Eriksson (1975) pointed out, the
interactive role of hydrology in climate will
be mastered only with an uncommon degree of co-
operative endeavor from a broad range of the
earth sciences. Perhaps this will be the most
difficult problem of all.
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Implications of the
Vadose Zone to
Water-Resource Management

DONALD R. NIELSEN and J. W. BIGGAR
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The vadose zone is usually considered the por-
tion of the earth's crust that is positioned
between the soil surface and the groundwater
table, which is usually composed of soil and
unconsolidated material and is not completely
saturated with water.

The vadose zone is inextrictably involved
in many aspects of hydrology--infiltration,
evaporation, runoff, groundwater recharge, and
water quality. Despite its role in the hydro-
logic cycle, the nature and behavior of the
vadose zone remain obscure compared with other
facets of hydrology. The importance of the
vadose zone has either been overlooked or con-
sidered of marginal importance relative to rain-
fall-runoff, flood distribution, and groundwater
analyses. During the past decade the vadose
zone has received greater recognition--an out-
growth of the need to improve and protect the
quality of water supplies.

A major factor leading to an increased in-
terest in the vadose zone has been the disposal
of solid and liquid wastes in the land and the
desire to maintain water quality and to prevent
environmental degradation near waste-disposal
sites. Laws and regulations at both the local
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and federal levels have focused attention on
such problems. The relatively slow movement of
constituents within the water through and away
from disposal sites into the vadose zone and
eventually into surface waters and groundwaters
is beginning to be appreciated. Recent research
on the chemical, physical, and biological
processes associated with waste disposal in
treatment plants or in land-disposal sites has
demonstrated that some discharge is inevitably
transmitted by the vadose zone; therefore, zero
discharge as mandated by Public Law 92-500 is a
scientific impossibility. There is a general
lack of theoretical and experimental understand-
ing of the vadose zone, which would allow pre-
diction and possibly management of the rate of
advance of a pollutant through it.

The impetus to understand further the vadose
zone stems from needs far greater than just the
waste-disposal example cited above, where, al-
though readily perceived by the public as im-
portant, the portion of the landscape involved
with waste disposal is almost nil compared with
the total domain of our land and water resour-
ces. Surface waters and groundwaters are linked
by the water in the vadose zone. In the past,
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as well as in the present, surface waters were
often diverted and managed without sufficient
regard to the impact on groundwater, and vice
versa. The desire for conjunctive use of sur-
face waters and groundwaters in basin planning,
development, and management is already appreci-
ated by hydrologists, particularly in geographic
areas of marginal or deficient rainfall. How-
ever, the quality of water as it moves through
and over our land forces consideration of the
vadose zone and the delineation of its role in
water-resource management.

The transfer and retention of water and its
constituents in topsoils and soils have tradi-
tionally been investigated and managed by agri-
cultural and soil scientists with the primary
emphasis on plant and crop production. They
have shown little or no concern for the water
that passes into the vadose zone (Black, 1968).
Two notable exceptions exist. One is the appli-
cation of additional water to the soil to leach
excess salts out of the root zones into the
vadose zone (Richards, 1954). The other is in
deciding the amount and frequency of the appli-
cation of pesticides, fertilizers, and other
soll additives so that excessive rainfall or
irrigation will not leach them out of the area
where they would be beneficial to crop produc-
tion (Taylor and Ashcroft, 1972; Ayers and
Branson, 1973). Even in these cases, management
decisions are based on the economics of crop
production rather than the potential impact on
the quality and quantity of water in the vadose
zone.

There are two traditional hydrologic views
of the vadose zone. One is that the vadose zone
is a buffer for runoff and erosion as the top-
soil and underlying vadose zone, through the
process of infiltration, serve as a sink for
water reaching the soil surface during rainfall
and irrigation. The other view is that of the
vadose zone as a source of water that reaches
the water table with a strength equal to the
difference between infiltration and evapotrans-
piration (Bagleson, 1970). Although both view-
points have provided a rationale for examining
the hydrologic cycle with respect to rainfall-
runoff and groundwater recharge, it is obvious
that such viewpoints ignore those properties of
the vadose zone that impinge on the quality of
the water. The quality of the water, in turn,
has a direct influence on the retention and
transmission of water in the vadose zone.

NATURE OF THE VADOSE ZONE

Compared with the vadose zone the water content
of the topsoil oscillates over a wide range of
values. Oscillations are associated with wet
and dry seasons and with each rainfall or irri-
gation and subsequent drainage into the vadose
zone and evaporation of water into the atmo-
sphere. Absorption of water by vegetation causes
additional oscillations. Depending on the rela-
tive dryness of the topsoil, it has the capacity
to allow large quantities of water to infiltrate
its surface before runoff begins (Philip, 1957).
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The infiltration rate depends not only on soil-
water content but also on soll texture, pore-
size distribution, and the quality of the infil-
trating water (e.g., Reeve and Tamaddoni, 1965).
On the other hand, the water content of the
vadose zone at any one depth is nearly constant
regardless of the season or how the topsoil is
managed. This near constant behavior of the
water content stems from the fact that the
water-conducting property of the vadose zone is
approximately logarithmically related to the
water content (Gardner, 1959). ‘That is, the
hydraulic conductivity of a soil is greatest for
water-saturated conditions and decreases by
about 7 orders of magnitude as the soil-water
content diminishes to an air-dry condition.
Hence, any appreciable change in the rate at
which water drains from the topsoil because of
seasonal or management practice is easily accom-
modated by an increase or decrease in the water
conduction rate within the vadose zone without
a major change in its water content. The vadose
zone has the potential to transmit both water
and solutes over a wide range of rates depending
on the net rate at which water leaves the top-
soil.

In the topsoil and in the vadose zone, water
moves predominately in a wvertical direction,
whereas in the water-saturated aquifer, water
generally moves horizontally and at a rate pro-
portional to the difference in elevation and the
pore-size distribution of the aquifer. The
vadose zone usually consists of layers of dif-
ferent physical and chemical properties that
give rise to mixed water-saturated and unsatu-
rated zones with water traveling horizontally
even though its primary direction is downward.
Transient times for vertical movement for the
vadose zone are generally much greater than
those for the soil profile and much smaller than
those for the aquifer.

The transient time for water or solute to
move through the vadose zone is directly related
to the thickness of the zone. 1Its thickness is
no greater than that of the topsoil (1 or 2 m)
in many locations, especially in the eastern
United States, and can extend to several hundred
meters in alluvial basins in the western United
States., In the eastern United States, where
rainfall generally exceeds evapotranspiration
and where soils are shallow, water moves quickly
to streams and rivers each season. In the west-
ern United States, where rainfall is minimal and
where the vadose zone is deep, water moves ex-
ceedingly slow. Hence, the rate at which a soil
additive o= its metabolite reaches a groundwater
or surface water supply may vary by several
orders of magnitude depending solely on local
geography.

The vadose zone experiences a geothermal
gradient (about 1°C increase in temperature for
every 40-m increase in the distance from the
topsoil) as well as annual oscillations of tem-
perature. The topsoil experiences both annual
and daily temperature oscillations, which
enhance chemical weathering. Although there are
numerous examples of theoretical and practical
considerations of water flow in the presence of
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thermal gradients, groundwater aquifers are
usually analyzed in most textbooks as if they
were insensitive to temperature fluctuations
(Viesmann et al., 1977). Temperature has its
greatest impact in the vadose zone on the vis-
cosity of water and on biological and chemical
reactions. Temperature oscillations at the soil
surface have an indirect but nevertheless im-
portant effect on the vadose zone inasmuch as
both chemical and biological processes are
dominant within the soil profile. The topsoil
has larger gquantities of organic matter and an
abundance of microbial species that account for
the transformation rates of vegetative residues,
soil additives, pesticides, solid and liquid
wastes, and other inorganic and organic constit-
uents. Because the translocation and retention
of inorganic and organic constituents within the
vadose zone hinges on the above rates, which to
date have not been appropriately ascertained
under fileld conditions, their prediction remains
obscure and subject to conjecture. Unless ex-
ceedingly heavy volumes of solid or liquid waste
are applied and leached rapidly into the vadose
zone, both the groundwater aquifer and the va-
dose zone exhibit only inconsequential traces
of organic matter and microbial species.

The vadose zone is characterized further by
slow, subtle changes in constituent concentra-
tions of its gaseous phase as compared with the
topsoil, caused principally by the differing
rates at which air is exchanged within the
water-unsaturated profile. The primary constit-
uent is CO3, which directly affects pH and
concentrations of bicarbonate and carbonate in
the water phase that enter directly into many
chemical reactions in the vadose zone.

We do not suggest that the basic scientific
principles of chemical, physical, and biological
phenomena within the vadose zone differ from
those operating in other sectors of our natural
resources, for they are identical. We encourage
familiarity with classical textbooks on solution
chemistry (Garrels and Christ, 1965), physical
processes (Davies and Rideal, 1963), enzyme
kinetics (Segal, 1974), and soil microbiology
(Alexander, 1961). The recent book by Freeze
and Cherry (1979) summarized the various pro-
cesses that impinge on the quality of the ground
water. Nevertheless, most water-resource pub-
lications do not treat the vadose zone explicity
nor do they provide experimental procedures or
methods by which the various phenomena can be
quantified for natural field situations.

DESCRIPTIVE THEORETICAL CONCEPTS

What is known theoretically about the vadose
zone has been borrowed a priori from many
scientific and technological disciplines inas-
much as experimentation within the zone below
the root depths of vegetation is nearly non-
existent.

The water in the vadose zone is not pure,
but is a solution of water and dissolved solid
and gaseous constituents. Moreover, vadose
water cannot be considered simply as ordinary

water with a few dissolved solutes, since its
properties are intimately linked to the chemical
and physical properties of the solid phase on
which it is sorbed (Nielsen et al., 1972).
The impact and degree of this linkage hinge on
the amount of water that is in the soil and the
mineralogical composition and particle-size dis-
tribution of the solid phase. Typically, vadose
water exists as films having thicknesses on the
order of only a dozen water molecules. The
physical properties of this water differ marked-
ly from that which completely £fills the rela-
tively large pores in groundwater aquifers
because water is a strong dipole (dipole moment
of 1.87 x 10718 esu cm) and is readily influ-
enced by the net surface charge density of the
soil particles and the numbers and kinds of its
dissolved constituents. Ions in the water sat-
isfy the surface charge on the soil particles
caused by isomorphous substitution of one ele-
ment for another in the crystal lattice of
clays, ionization of hydroxyl ions at the sur-
face edges of clay particles, and other mecha-
nisms. The charge density distribution of an
assemblage of soll particles gives rise to an
electrical field that controls cations and ions
within the water films, and it changes the con-
figuration and properties of the water. Figure
3.1 shows distributions of cations and anions
in the soil solution as a function of distance
from the soll-particle surface within a water-
saturated soil pore. For the more concentrated
solution of 0.1¥N the impact of the electrical
field is not evident at distances greater than
about 50 A, while that for the dilute solution
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PIGURE 3.1 Concentration distributions of cations and
anions in the vicinity of the boundary of a soil pore
filled with water having concentrations 0.1V and 0.001N.
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(0.001N) extends further than 200 A into the
pore. As the soil-water content decreases, the
cations and anions are forced to occupy a space
limited by the thickness of the films on the
soil-particle surfaces. Such a surface-related
phenomenon gives rise to swelling pressures
(Bolt and Bruggenwert, 1976), streaming poten-
tials (Overbeek, 1952), and salt sieving
(Kemper, 1960). It is well known, even for
water-saturated conditions, that the hydraulic
conductivity of a soil can change an order of
magnitude by merely altering the concentration
of the soil solution or the kinds of cations
associated with the soil-particle charge density
(Quirk and Schofield, 1955). Compared with
water saturation having pores and lenses with
thicknesses on the order of 103-10% mole-
cules of water, the water-solute-particle sur-
face interactions become increasingly more
important as the soil becomes progressively
drier and cannot be neglected at those water
contents manifested in the vadose zone that are
characterized by films that are 10-20 molecules
thick.

Because of the complexities described above,
a description of the forces acting on the vadose
water to predict its retention and movement
cannot be restricted as it is for groundwater
aquifers to those stemming from the earth's
gravitational field. Defining a force as the
gradient of a scalar potential, the soil-water
potential ¥, (ergs/gm) is defined as

‘l‘wa E ‘{'i="1‘p+"1"i|1_'.+'E’S-F‘I'e-r’i"“_zlr (3.1)

i

where V¥ is the pressure potential, ¥,
the metric potential, Y5 the solute poten-
tial, ¥, the electrical potential, and ¥, the
gravitational potential. The first and last
terms on the right-hand side of the equation are
usually applied to water-saturated conditions.
For the water-unsaturated vadose zone, the first
term is not applicable. Assuming that water
moves porportionally to the forces acting on it,
for steady-state conditions, the rate at which
water moves through the vadose would be

i
Vw= E Ki az (3.2)

where V, is the volumetric flux of water
(cm3/cm? sec) and X; are proportionality coeffi-
cienta that all depend more or less on the
degree of water unsaturation and the tempera-
ture. FPor nonisothermal conditions, Eg. (3.2)
becomes extremely complex. Although the magni-
tude of V, depends on the local climate and
the season, its average value usually oscillates
between nil and 1 mm/day. For waste-disposal
sites, irrigated agriculture, or humid areas,

its value may be much larger.
The obscurity of the vadose zone can be

easily explained by the fact that field techni-
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ques for measuring Y,, Y¥g, and Y,
remain undeveloped or are limited to special
conditions (Black, 1965). Moreover, no direct
means have been devised to measure V., (Cary,
1973; Dirksen, 1972); hence, values of Kje
the transfer coefficients, have not been ade-
quately evaluated or correlated with the compo-
sition of the vadose zone. In other words,
direct measurements or calculations of the rate
at which water moves through the vadose zone,
based on its properties, have not yet been
devised.

The above discussion of the soll-water flux
was based on the assumption that no marked or
sudden changes take place at the soil surface
that significantly alter the soil-water content
or the composition of the soil solution in the
vadose zone. For such abrupt, transient condi-
tions the soil-water content, 6, would change
both with time ¢t and depth and be described

by,

av
36 W, (3.3)

at T 3z

Most field studies to date commonly assume that
¥s+ Yor and the temperature are constant and
that ¥, + ¥, equals Y¥,, the hydraulic potential,
giving rise to

ay
8 2 h
3t " 3z I:K ©lv) 57 ] (3.4)

where ( 6 |¥p,) includes all the uncertainty of
neglecting V¥;, Y., and temperature variations.
When these terms are neglected, many textbooks
and treatises are available that clearly de-
scribe the fundamental physical processes of
water moving through saturated and unsaturated
porous materials (Child, 1969; de Wiest, 1969;
Eagleson, 1970; Kirkham and Powers, 1972). It
should be emphasized that neglecting such terms
for the vadose zone may simplify the analysis
but may not be appropriate. For example, Eq.
(3.4) applies to transient conditions whereby
the soil-water content changes because of ex-
traction or displacement of the soil solution.
Such transient conditions give rise to changes
in the concentration of the soil solution that
in turn affect the magnitude of the hydraulic
conductivity. This phenomenon is illustrated
in Figure 3.2 for a clay loam whose hydraulic
conductivity K(©) was measured by Dane and
Klute (1977) for two soil-solution concentra-
tions having identical sodium adsorption ratios
(Richards, 1954). The data show that the values
of X diminish twentyfold when the concentra-
tion is reduced from 100 to 10 leq‘l. Similarly,
for a given soil-solution concentration, it is
well known that the value of the hydraulic con-
ductivity depends on the distribution of cations
and anions within the soil solution. Hence,
analytical or numerical solutions of the above
equation may be able to simulate a sequence of
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events at a given location because of the
special manner in which the parameters are
evaluated but would not be applicable nor be
able to predict future events without a rigorous
consideration of the ionic constituents within
the soil solution. Research is required to
measure ¥; and K; in situ and to relate
such values to major land forms and geologic
strata.

The composition and general quality of the
water that enters the vadose zone hinge on the
biological and chemical reactions that dominate
the topsoil. It has only been during the past
quarter century that soll scientists, hydrolo-
gists, and engineers have given serious thought
to how dissolved constituents in soil and vadose
waters behave. Earlier investigations date back
at least to the turn of the century, when
Schlicter (1905) and others were interested in
the dispersion of solutes associated with ground
water migration. With the current environmental
emphasis on coupling conservation and efficient
utilization of both renewable and nonrenewable
resources, the pace to understand and manage
more effectively the concomitant progress of
solutes and water moving through the vadose zone
has accelerated. The spectrum of solutes in-
cludes fertilizers, pesticides, municipal and
industrial wastes, and other organic and inor-
ganic solutes intentionally or inadvertently
added or modified in the topsoil.

In the 1950's, initial studies of the prin-
ciples of leaching, hydrodynamic dispersion, and
miscible displacement were confined to rather
simple, artificial conditions in the laboratory
(e.g., Day, 1956; Rifali et al., 1956). And
in large measure, current research still re-
flects those modest beginnings from myopic view-
points of isolated scientific disciplines. The
general perception and understanding of solute
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movement in the vadose zone is far less than the
little-understood concepts of its water move-
ment. A good understanding requires considera-
tions of chemistry, physics, and microbiology.
After having given such considerations to the
various processes, a substantial number of para-
meters are inevitably introduced, giving rise
to a theory that can easily be adapted to fit
any set of experimental data without necessarily
proving anything or providing substantive guid-
ance for future research or technology.

Review articles on how solutes and water mix
as they migrate through water-saturated soils
and groundwater aquifers are now relatively
abundant and implicitly identify areas of the
unknown (e.g., Fried, 1975). The unknown, we
believe, stems from the propensity of soil
scientists, hydrologists, and irrigation engi-
neers to limit their consideration and vision
to their respective disciplines. For example,
irrigation engineers tend to disregard the chem-
ical interactions between scil particles and
solutes in the unsaturated vadose zone, whereas
soll scientists neglect the physical aspects of
the zone. The hydrologist, on the hand, gener-
ally acknowledges but disregards the chemical
and microbiological processes occurring in the
topsoil that are important to the retention and
migration of water in the vadose zone. Experi-
mentally, in the laboratory or in the field,
each discipline tends to continue to select
those conditions and treatments to emphasize a
single disciplinary viewpoint without really
coming to grips with a more common, realistic
situation or one that can be analyzed and trans-
ferred to other conditions. We illustrate the
above assertions by using the following commonly
used but oversimplified equation for describing
the C (carbon) concentration of a solute as it
is leached through a homogeneous, isothermal
vadose zone:

ac 3%c _ ave

+ m—

D ——
t t 9z? dz

[&

+ 0, (305}

oo
ar

where s 1is the solute associated with the
solid phase, D the apparent diffusion coeffi-
cient, v the average pore-water velocity, 0
a source or sink term, ¢ the bulk density of the
soil, and O the soil-water content. Hydrolo-
gists minimizing the impact of the first and
last terms utilize solutes to evaluate the be-
havior of D for different kinds of porous
media and flow conditions and suggest improve-
ments to the formulation of similar equations
based on geometric considerations of the soil
pores (Bear, 1969). Of paramount importance is
the magnitude of the pore-water velocity. Vir-
tually all research for ascertaining its value
hinges on two concepts: (1) the application of
equations to determine the hydraulic properties
of the soil or (2) the behavior of a tracer
purposely introduced or found naturally in the
environment. When the former concept is used,
the implications of the water-solute-solid
interactions on the value of the hydraulic prop-
erties illustrated in PFigure 3.2 are seldom
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included in the derivation of Eg. (3.5). The
utility of the latter concept depends on the
tracer either being "nonreactive®™ with the po-
rous material or that the nature and impact of
the reaction [first and last terms of Eq. (3.5)]
are gquantitatively known. There are few, If
any, tracers within the thin water films of the
vadose zone that do not interact with the soil-
particle surfaces, and as the thickness of the
water film changes, the relative rates of move-
ments of the tracer and the water also change.
This is illustrated in Figure 3.3, which shows
the concentration distribution of an anion trac-
er and the water velocity distribution within a
single soil pore. The distance dg; is the
idealized portion of the pore containing no
tracer, and d, is the idealized portion of
the water that is stagnant (Krupp et al.,
1972). The relative rates of water and solute
moving through the pore depend on the relative
values of d; and 4,,. 1f, indeed, 4, < d,, salt
sieving occurs. The magnitudes of d; and 4, de-
pend on the concentration and kinds of ionic
species in the soil solution, the thickness of
the water films, and the soil-water flux. Sim-
ilar considerations hold for cationic, polar,
and nonpolar tracers.

Geochemists emphasize parameters of the
first term (exchange and precipitation reac-
tions) at the expense of neglecting the right-
hand side of Eg. (3.5). The rate at which a
solute interacts or exchanges with the solid
phase is of great interest with many issues
remaining unresolved (Helfferich, 1962; Lind-
strom and Boersma, 1970). Resolution of such
issues usually rests on the consistency between
the scale at which the phenomenon is perceived
and the scale of the observations for which the
perceptions are tested. Often overlooked is the
fact that the surface charge characteristics of
soil colloids are of two types: a constant sur-
face charge and a variable surface potential,
and a variable surface charge and a constant
surface potential (van Olphen, 1977). For the
latter type, because the charge is determined
by the nature of the adsorbed ions, the concen-
tration of the ions in solution, and the pH
(Keng and Uehara, 1974), any displacement of the
soil solution or change in the thickness of the
water films will impinge directly on the para-
meters used to describe the first term in Eq.
(3.5).

Microbiologists emphasize the last term of
Eqg. (3.5), which describes the growth and main-
tenance of a microbial population in relation
to organic materials applied to the soil surface
and the decay of roots of vegetation. Soil
microbiologists often neglect the third term of
the equation (McLaren, 1970). Prediction of the
retention and movement of a given solute also
hinges on the quantitative description of the
solute's precursors (e.g., through hydrolysis,
the precursor of ammonium is urea) and its suc-
cessors (e.g., through oxidation, nitrate is the
successor of ammonium). Such a prediction could
be conceptually derived from a series of equa-
tions analogous to Eg. (3.5) written for each
solute within the liquid or gaseous phase of the
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FIGURE 3.3 Anion concentration distribution (A) and
pore-water velocity distribution (B) in the wvicinity of
the boundary of a soil pore. Anion exclusion distance
d; and immobile water distance d, are shown for
idealized step functions.

vadose zone. For example, a soluble organic
nitrogeneous material could be leached into the
vadose zone, transformed into ammonium, oxidized
to nitrate (from oxygen stemming from the gase-
ous phase diffusing from the soil surface), and
reduced to N;, which moves through the soil
water and into the gaseous phase and diffuses
eventually back to the soil surface and out into
the atmosphere. Such studies, even for the most
important elements of C, H, O, S, N, and P as~-
sociated with industrial and municipal wastes
and leachates from plant and animal production
in agriculture and ecological investigations,
have received only cursory consideration in the
laboratory, much less a comprehensive examina-
tion in the field.

Finally, regardless of the disciplinary em-
phasis given in Eg. (3.5), experimentation for
water-unsaturated solls has been largely con-
fined to laboratory studies involving rates of
water movement of an order of magnitude greater
than is usually manifested in the vadose zone
and concentrations of solutes and their relative
abundances compared with other solutes in excess
of realistic connate values.

It should also be recognized that partial,
nonlinear, second and higher order equations
similar to Eq. (3.5) are now amenable to numer-
ical solutions that were not even attempted as
recently as a decade ago (van Genuchten, 1978).
Hence, the capability to solve such equations
and to simulate the behavior of water and
solutes in the vadose zone has surpassed our
technology to derive more appropriate equations
and to verify their numerical solutions. We
illustrate this latter statement by referring
to Eg. (3.5) or any one of a number of its homo-
logues in the scientific literature. We refer
specifically to the scale of measurement of any
of the terms in Eg. (3.5). Reduced to its sim-
plest form for a "nonreactive constituent®™ being
displaced in the vadose zone, Eg. (3.5) becomes

2
ac a°C BVC' (3.6)

at o 9z2 iz
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for which time t and depth z definitely are
deterministic and unambiguous compared with C,
v, and D, The values C, v, and D hinge
on the scale of measurements and the method by
which a spatial or temporal average is obtained.
At the molecular level or at an aggregation
equivalent to the thickness of a water film in
the vadose zone, the values of all three terms
are dependent on the distance within the film
from the soil-particle surface at which the
terms are evaluated. At an aggregation one or
two orders of magnitude larger, their wvalues
hinge on the localized characteristics of the
particular volume of soil sampled. At still one
or two larger orders of magnitude, their values
would differ appreciably compared with those
estimated at the molecular level. To date, no
publications are available that report the scale
of measurement relative to its applicability in
terms of Egs. (3.5) or (3.6), or related formu-
lations.

Regardless of scale considerations, there
is a lack of experimentation to ascertain para-
metric values in Egs. (3.5) or (3.6). For
water-unsaturated soils or granular geologic
materials, most experimentation has been con-
ducted in the laboratory. In fact, most labora-
tory studies have been limited to water-saturat-
ed materials or ‘to systems evaluating the
simultaneous solutions of simplified equations
such as Eqs. (3.4) and (3.6) for infiltration
(Kirda et al., 1973; Smiles et al., 1978).
Because of the complexity of experimental tech-
nigues and the inordinate amount of time needed
to deal with water-unsaturated flow conditions,
the information used to predict water and solute
movement in the vadose zone usually stems from
water-saturated experiments. For example, from
observations of the migration of dye and other
soluble materials added to water tables in field
situations as well as observations in water-
saturated sand columns in the laboratory, the
behavior of D in Eq. (3.6) is thought to be

D =py+m", (3.7)
where Dy is the molecular diffusion coeffi-
clent within a porous material, m a constant
that depends on the properties of the material,
and n a constant usually taken as a value be-
tween 1 and 2 (Pried and Combarnous, 1971). For
unsaturated soils, the values of Dg, m, and
n all depend on soll-water content (Yule and
Gardner, 1978). The value of Dy is also
known to vary with the distribution of solute
species in the water (Kemper and van Schaik,
1966). The second term, commonly called mech-
anical dispersion (Freeze and Cherry, 1979),
remains virtually unknown for water-unsaturated
conditions. In the vadose zone, the magnitude
of v may be either smaller or larger than
Do, the description of m has not been at-
tempted, and, to date there has been only one
comprehensive field study of the magnitude of
n for a nearly water-saturated soil. The re-
sults of that study (Biggar and Nielsen, 1976)
relative to Eg. (3.7) are shown in Figure 3.4
for 358 observations of pairs of values of D

D:06+2.93v" .o .
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FIGURE 3.4 Apparent diffusion coefficient versus pore-
water velocity measured at 358 locations within a 150-ha
field.

and v measured at six depths from the topsoil
to 2 m within a 150-ha field. The value of m
is two orders of magnitude larger than those
obtained from laboratory studies with the value
of n being close to that reported by Fried and
Combarnous (1971). The striking feature of
Figure 3.4 is the extreme scatter of the data
with the values of D ranging between 0.5 to
13,000 cnz/day. The significance of such
variability on the accuracy and precision of
solutions of Eq. (3.6) was recently demonstrated
by Warrick and Amoozegar-Fard (1979).

The formulation of Eg. (3.5) or (3.6) is
subject to further investigation as the water
velocity distribution within the pores of the
soil is not even adressed for different degrees
of water saturation or for different magnitudes
of v. Field studies conducted more than 80 yrs
ago demonstrated that several small applications
of water-leached solutes more efficiently per
unit water applied than did one large water
application. Means and Holmes (1900) suggested
that a significant fraction of the soil pores
did not conduct water and that the solutes that
they contained were leached only after they
migrated by diffusion into pores containing
water that was mobile. A more recent field
study by Miller et al. (1965) showed similar
results and related the leaching efficiency of
chloride to the degree of water saturation and
the soil-water flux during the leaching process.
They applied a chloride salt to the surface of
a soil and observed its movement through the
soil profile under two different soil-moisture
regimes (Figure 3.5). Applying the water slowly
(Figure 3.5A) compared with a more rapid appli-
cation and at a greater soil-water content
(Figure 3.5B) leached the chloride deeper. Com-
paring Figures 3.5A and 3.5B, it is apparent
that 60 cm of water applied slowly leached the
salt to a greater depth than did 90 cm of water
applied more rapidly. The processes responsible
for the differences in behavior may be attribut-
ed to the water-solute-solid interactions
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PIGURE 3.5 Chloride distributions within a soll profile
stemming from a pulse of surface-applied chloride leach-
ed under two different soil-water regimes.

discussed above as well as recognizing that
relative amounts of water may be stagnant within
soil aggregates (Philip, 1968), dead-end pores
(Coats and Smith, 1964), and isolated regions
in unsaturated soils (Gaudet et al., 1977).
Moreover, several investigators have shown that
infiltrating water moves preferentially through
a limited number of pore sequences bypassing
much of the soil mass (Anderson and Bouma, 1977;
Kanchauasert et al., 1978; Quissenberry and
Phillips, 1976; Scotter, 1978; Wild, 1972).
Equations analogous to Eq. (3.5) that account
for zones of mobile and immobile water have also
been derived and solved for speclal restrictive
conditions (Coats and Smith, 1964; Villermaux
and Swaaij, 1969; Bennet and Goodridge, 1970;
van Genuchten and Wierenga, 1976; de Smedt and
Wierenga, 1979; and several others). The appli~
cation of such equations to the vadose zone
awaits further investigation.

OUTLOOK FOR FUTURE RESEARCH

The utility of equations similar to Egs. (3.2).
(3.3), and (3.5) to analyze and manage water and
solutes moving through the vadose zone hinge,
as a minimum, on the development of field tech-
nology to measure or estimate the soil water
potential and its components, the flux of water
and its solutes, and the chemical reactions of
the solutes as a function of space and time.
We have seen that the value of hydraulic con-
ductivity can be altered by at least twentyfold
depending on the concentration and species of
the solutes in the unsaturated zone. We also
recognize that the net charge density of soil-
particle surfaces can be altered and their sign
even reversed from negative to positive depend-
ing on the concentration of the solutes and the
pHE of the unsaturated soil-water system. Hence,
for vadose zones of more or less well-behaved,
solute-water-soil matrix interactions it would
not be unexpected that the relative movements
of water and solute would vary on the order of
20 percent provided the flux of water could be
appropriately ascertained. Because of the un-
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certainty of the hydraulic conductivity in the
vadose zone, coupled with little or no verifi-
cation of the magnitude of the solute-water-soil
matrix interactions, standard modeling approach-
es are unfounded and rendered ineffective with-
out improved experimental observations. It is
perhaps satisfying to some to simulate the
retention and migration of water and solutes in
the vadose zone, but it is also equally disturb-
ing to others that field verification of such
simulations have seldom been attempted much less
been successful or utilized by groundwater man-
agers in predicting the impact of soll-surface
events and vadose-water travel times on the ar-
rival of constituents at groundwater interfaces.
Even with the development of acceptable methods
for measuring water and solute fluxes and con-
centrations, it is also becoming clear that
there is a need to analyze and simulate vadose-
water regimes using stochastic approaches rather
than the deterministic systems used traditional-
ly by agriculturists and hydrologists (e.g.,
Bresler and Dagan, 1979). The primary reason
for the stochastic approach is the realization
that the vadose zone is exceedingly heterogene-
ous. This heterogeneity gives rise to large
uncertainties in both inputs and outputs of
numerical and analytical models. Spectral anal-
yses, Monte Carlo simulations, perturbation
methods, and deterministic equations containing
regionalized parameters and variables need to
be developed for the vadose zone.

How should a vadose soil-water property be
defined or measured to represent a distinct
region of a watershed? Do particular values
measured at one site represent the watershed?
How many sites need to be measured to represent
the watershed? How meaningful are average
values determined for a few sites if the fluctu-
ations are large over the watershed? These
questions cannot be answered using statistical
analyses that assume observations are independ-
ent of their spatial locations unless shown
experimentally. We expect geostatistical tech-
niques used for in the vadose zone to provide
answers relative to the number, size, and spac-
ing of observations in relation to morphological
criteria for the characterization of soil and
geologic mapping units. Identifying appropriate
scales of observations for the unsaturated zone
remains a major task.

In the immediate future we expect progress
to be made primarily through the following ap-
proaches. First, we envisage miscible displace-
ment techniques currently being used on surface
soils where biological, chemical, and physical
processes are integrated concomitantly to be
extended to in situ vadose zones with depths
of 10-30 m where travel times are on the order
of a year or two. Such field investigations
could use existing technology in locations
judiciously selected on the basis of accurate
land-management history that is typically avail-
able in agricultural and watershed experiment
stations. Second, samples of unconsolidated
sediments and materials described and catego-
rized geologically could be brought to the
laboratory and analyzed in relatively large
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columns subjected to soil-water contents and
fluxes prevailing in the wvadose. At matrix
potentials on the order of =100 mb the various
chemical-physical reactions that control and
transport processes could be ascertained for
major geologic formations. Third, we foresee
the re-examination of geologic and hydrologic
borehole loggings in relation to soil-surface
events ranging from management decisions to
climatological data. BEmphasis would be given
to the dynamics of the transport processes
rather than the capacity or storage character-
istics of the profiles. Closely associated with
this approach is the need to re-examine the
migration of radiocactive materials from nuclear
testing, where distances and travel times are
effectively known and could be related to other
solutes.

Finally, progress toward the understanding
and management of the vadose zone will be
substantially improved when principles of chem-
istry, physics, microbiology, and hydrology
transcend the curricula of agriculturists, hy-
drologists, and engineers. The microbiologically
and chemically induced reactions in the soil
that control the quality of the recharge must
be understood and coupled with the physical-
chemical processes that control the transient
nature of the vadose water and its constituents.
With the above pedagogic elements common to the
various professions, each professional viewpoint
of the vadose zone should become more clearly
focused and eventually would lead to a melding
of the various viewpoints into rational planning
and management acceptable to public policies.
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INTRODUCTION

Water-resource scientists are concerned that
some basic principles are being overlooked by
water managers. Rather than discuss the scope
of groundwater hydrology, we have chosen to
focus on a common misconception to illustrate
the point.

Perhaps the most common misconception in
groundwater hydrology is that a water budget of
an area determines the magnitude of possible
groundwater development. Several well-known
hydrologistse have addressed this misconception
and attempted to dispel it. Somehow, though,
it persists and continues to color decisions by
the water-management community. The laws gov-
erning the development of groundwater in Nevada
as well as several other states are based on the
idea that pumping within a groundwater basin
shall not exceed the recharge. It is the intent
of this paper to re-examine the issue.

HISTORICAL PERSPECTIVE
Theis (1940) addressed the subject:

Under natural conditions . . . previous to de-
velopment by wells, aquifers are in a state of
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approximate dynamic equilibrium. Discharge by
wells is thus a new discharge superimposed upon
a previously stable system, and it must be bal-
anced by an increase in the recharge of the
aquifer, or by a decrease in the old natural
discharge, or by loss of storage in the aquifer,
or by a combination of these.

Brown (1963) attempted to illustrate these
points by demonstrating that (1) under virgin
conditions the height of the water table is a
function of the recharge and transmissivity, and
recharge is balanced by discharge from the aqui-
fer; (2) the effects of groundwater development
are superimposed upon these virgin conditions;
and (3) the rate at which the hydrologic system
reaches a new steady state depends on the rate
at which the natural discharge (in his example
to a stream) can be captured by the cone of de-
pression. Brown's argument, which was highly
technical, was essentially ignored by many hy-

drologists.
Bredehoeft and Young (1970) re-examined the

issue and restated Theis's conclusions:

Under virgin conditions, steady state prevails
in most groundwater systems, and natural re-


http://www.nap.edu/catalog.php?record_id=19530

52 JOHN D. BREDEHOEFT, 8. 8. PAPADOPULUS, and H. H. COOPER, JR.

charge is equal to the natural discharge. We
can write the following expression for the
system as a whole

Ry = Dy = o, (4.1)
where Ry 1s the mean recharge under virgin
conditions and Do is the mean discharge
under virgin conditions.

Some disturbance of the system is necessary
to have a development. At some time after the
start of pumping we can write the following ex-
pression:

(R, + AR_) - (D, + AD ) -O+§£=D

0 0 (o 0 at © (4.2)
where ARy 1is the change in the mean re-
charge, 6Do the change in the mean dis-
charge, @ the rate of withdrawal due to
development, and dv/4t the rate of change in
storage in the system. From Egs. (4.1) and
(4.2) we can obtain

av
ARO—L\DO-Q+E=0- (4.3)
Assuming water-table conditions we can them
compute an average drawdown for the system as a
whole in the following manner:

Sa = avt/(sy ' Ab). (4.4)

where s, is average basinwide drawdown, A V. the
volume removed from storage at time ¢, sy the
specific yield of the aquifer, and A, the area
of the basin. Such an input-output analysis
treatas the system just as we would treat a sur-
face water reservoir. The response of the system
is assumed to take place rapidly with effects
equally distributed throughout the basin. In
most groundwater systems the response is not
equally distributed.

RESPONSE OF GROUNDWATER SYSTEMS

In groundwater systems the decline of water
levels in a basin because of withdrawal will
occur over a period of years, decades, or even
centuries. Some water must be taken from stor-
age in the system to create gradients toward a
well. There are two implications to be gathered
from these facts: (1) some water must always be
mined to create a development, and (2) the time
delays in a groundwater system differ from those
in surface-water systems.

It is apparent from Eg. (4.3) that the vir-
gin rates of recharge Ry or discharge Dg are not
of paramount importance in groundwater investi-
gations. PFor the system to reach some new
equilibrium, which we define as dv/dt = 0, there
must be some change in the virgin rate of re-
charge and/or the rate of discharge Dj. it
is these changes, AR; and bDo. that are
interesting.

The response of groundwater systems depends
on the aquifer parameters (transmissivity and
storage coefficient), the boundary conditions,
and the positioning of the development within
the system.

Lohman (1972a), referring to the High Plains
of Texas and New Mexico, made the point again.
The following discussion is a synopsis of Loh-
man's argument taken from Bulletin 16 of the
U.5. Water Resources Council (1973):

Withdrawals cannot exceed the rates of re-
charge or discharge for a prolonged period of
time without resultant "mining™ of ground water.
Adjustments in recharge and discharge rates as
a result of pumping can be referred to as cap-
ture, and, inasmuch as sustained yield is limit-
ed by capture and cannot exceed it, estimates
of capture are fundamentally important to gquan-
titative groundwater analysis and planning for
long-term water supply.

Decline of water levels in response to sus-
tained withdrawal may continue over a 1long
period of time. At first, some water must be
taken from storage in the system to create gra-
dients toward pumping wells. Two important
implications of these statements concerning a
long-term water supply are that (1) some water
must be removed from storage in the system to
develop a groundwater supply, and (2) time de-
lays in areal distribution of pumping effects
in many groundwater systems demonstrate that
balanced (equilibrium or steady-state) condi-
tions of flow do not ordinarily exist. In the
clearest examples, water levels decline drasti-
cally, and some wells go dry long before the
system as a whole reaches a new equilibrium
balance between replenishment and natural and
imposed discharge rates.

The most well-known example of such a condi-~
tion of nonequilibrium is the major groundwater
development of the southern High Plains of Texas
and New Mexico. Water is contained in extensive
deposits (the Ogallala formation) underlying the
plains (FPigure 4.1). Average thickness of these
deposits is about 300 feet. They consist of
8ilt, sand, and gravel and form a groundwater
reservoir of moderate permeability. The reser-
voir rests on relatively impermeable rock and
constitutes the only large source of groundwater
available to the area.

The southern High Plains slope gently from
west to east, cut off from external sources of
water upstream and downstream by escarpments,

Triassic and Older Rocks
(little or no usable groundwater)

150 miles

FIGURE 4.1 Development of groundwater in the southern
High Plains of Texas and New Mexico. Withdrawal has
resulted in a pronounced decline of water levels in the
middle of the southern High Plains, but it has had
little effect on the gradient to the east (natural dis-
charge) or on natural recharge.
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as illustrated in Figure 4.1. Replenishment is
dependent on the scanty precipitation, and total
recharge in the southern High Plains is extreme-
ly small in comparison with the enormous imposed
discharge (pumping for irrigation). Total re-
charge is equivalent to only a fraction of an
inch of water per year over the whole of the
High Plains. The natural discharge, of the same
order as the recharge, continues from seeps and
springs along the eastern escarpment.

Withdrawal by pumping has increased rapidly
in the past 50 years and at present amounts to
about 1.5 trillion gallons per year (4.6 million
acre-feet per year). The withdrawal has result-
ed in a pronounced decline of water levels in
the middle of the Plains, where pumping is heav-
iest (and where the increase in cost of pumping
has been greatest). Little additional natural
recharge can be induced into the system because
the water table lies 50 feet or more beneath the
land surface in most of the area, the unsaturat-
ed volume of aquifer available for possible re-
charge is more than ample.

Nor has natural discharge been salvaged by
the lowered water levels. As may be noted in
Figure 4.1, the hydraulic gradient, or water-
table slope, toward the eastern escarpment has
been virtually unchanged. Even if all discharge
could be salvaged by pumping, however, the sal-
vaged water would be only a small percentage of

present pumpage.

THE CIRCULAR ISLAND

Perhaps the easiest way to illustrate our point
further is to consider pumping groundwater on
an island situated in a freshwater lake. The
situation is shown schematically in Figqure 4.2.
An alluvial aquifer overlies bedrock of low per-
meability on the island. Rainfall directly on
the island recharges the aquifer. Under virgin
conditions, this recharge water is discharged
by outflow from the aquifer into the lake. The
height of the water table beneath the island is
determined by the rate of recharge, the area of
the island, and the transmissivity.

Under virgin conditions, we can determine a
water balance for the island. From our previous
notation, recharge to the island is

Ar
f a'dd = Ry,

where I, is the average rate of recharge and A
is the total area of the island. Discharge from
the island is and

s
dh
kh s

where k is the hydraulic conductivity of the
aquifer, h the height of the water table de-
fined to be equal to the hydraulic head), and

3h
3s

- dL = Do,
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the gradient in hydraulic head taken at the
shoreline of the island (defined to be normal
to the shoreline), L the total length of the
shoreline, and Rg = Dp.

We drill a well and begin to pump water from
the aquifer on the island. A cone of depression
develops and expands outward from the well.
Figure 4.3 shows this cone of depression a short
time after pumping has begun.

If we look at the periphery of the island,
we see that until the pumping causes a signifi-
cant change in the gradient in head at the
shoreline the discharge continues unchanged.
Gradients in hydraulic head, or saturated thick-
ness, must be changed at the shoreline in order
to change the discharge.

If we write the system balance for the en-
tire island, at some time before the cone
expands to the shoreline, we see that

Ry -Dy-0#0,
where 0 1s the rate of pumping. As neither the
recharge, Ry, nor the discharge, Dg, has changed
from its initial value, the water pumped, Q, is
balanced by the water removed from storage.

The cone of depression will eventually
change the gradients in hydraulic head at the
shoreline significantly. At this time, dis-
charge from the system begins to change. This
is shown schematically in Figure 4.4. The dis-
charge can be changed by pumping so that the
system is brought into balance. At some time

L
dh
RO f kh 3s |s dL = Q.

Since the virgin rate of recharge, Rgs
equals the virgin rate of discharge, Dj, we
can write

L
3h
D, j kh = |_dL =0,

where the guantity

L L
i | gop - f it
R, f kh !3 ar = o, kh ==

which we define as the "capture.®” The system
is in balance when the capture is equal to the
water pumped, i.e., Q0 =AD,

The term capture is defined and discussed
in Definitions of Selected Ground-Water Terms--
Revisions and Conceptual Refinements (Lohman,
1972b) :

dL = AD,
s

Water withdrawn artificially from an aquifer is
derived from a decrease in storage in the aqui-
fer, a reduction in the previous discharge from
the aquifer, an increase in the recharge, or a
combination of these changes. The decrease in
discharge plus the increase in recharge is term-
ed capture. Capture may occur in the form of
decreases in the groundwater discharge into
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streams, lakes, and the ocean, or from decreases
in that component of evapotranspiration derived
from the saturated zone. After a new artificial
withdrawal from the aquifer has begun, the head
in the aquifer will continue to decline until
the new withdrawal is balanced by capture.

For the island system chosen, we can induce
flow from the lake into the aquifer. In fact,
the capture can be greater than the virgin re-

charge of discharge

3h
kab-a—; s 9L > Dy

FIGURE 4.2 Cross section of an alluvial
aquifer, underlain by bedrock of low
permeability, on an island in a fresh-
water lake.

PIGURE 4.3 Cross section of the island
depicting the cone of depression soon
after pumping has begun.

FIGURE 4.4 Cross section of the island
aquifer system when the influence of
pumping has reached the shoreline.

FIGURE 4.5 Schematic cross section of
the island aquifer system, which illus-
trates that the magnitude of pumpage
from this system is dependent on the
available drawdown, aquifer thickness,
and the hydraulic conductivity of the
aquifer.

or
fL

3h

h_

k s

In fact, the magnitude of pumpage that can be
sustained is determined by (1) the hydraulic
conductivity of the aquifer and (2) the avail-
able drawdown, which are independent of other
factors (Figure 4.5).

At first glance, this island aquifer system
seems much too simple for general conclusions;
however, the principles that apply to this sys-
tem apply to most other aquifer systems. The
ultimate production:  of groundwater depends on

de>Ro.

Rainfall
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/ /Stream

FIGURE 4.6 Schematic map of an intermon-
tane basin showing areas of recharge,
discharge, and two hypothetical water-
development schemes, Case I and Case II.

how much the rate of recharge and (or) discharge
can be changed--how much water can be captured.
Although knowledge of the virgin rates of re-
charge and discharge is interesting, such knowl-
edge is almost irrelevant in determining the
sustained yleld of a particular groundwater
reservoir. We recognize that such a statement
is contrary to much common doctrine. Somehow,
we have lost or misplaced the ideas Theis stated
in 1940 and before.

RESPONSE TIME

Groundwater systems generally respond much slow-
er than other elements of the hydrologic cycle.
It can take long perliods of time to establish a
new steady state. For this reason, groundwater
hydrologists are concerned with the time-depend-
ent dynamics of the system.

To illustrate the influence of the dynamics
of a groundwater system, we have chosen a rather
simple system for analysis. Consider a closed
intermontane basin of the sort one might find
in the western states. Under virgin conditions
the system 1is in equilibrium: phreatophyte
evapotranspiration in the lower part of the
basin is equal to recharge from the two streams
at the upper end (Figure 4.6).

Pumping begins in the basin, and, for sim-
plicity, we assume the pumpage equals the re-
charge. The following two assumptions regarding
the hydrology are made:

1. Recharge is independent of the pumping
in the basin, a typical condition, especially
in the arid west.

2. Phreatophyte use decreases in a linear
manner (Figure 4.7) as the water levels in the
vicinity decline by 1-5 ft. Phreatophyte use
of water is assumed to cease when the water
level is lowered 5 ft below the land surface.

The geometry and pertinent hydrologic parameters
agssumed for the system are shown in Table 4.1.

The system was simulated mathematically by
a finite-difference approximation to the equa-
tions of flow. The equations are nonlinear and
of the following form:
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10 20 30

V + (khVh) =5§—:+H{x0 y « t)

where k is the hydraulic conductivity, h the hy-
draulic head (which is equal in our case to the
saturated aquifer thickness), S5 the storage
coefficient, and W the source function (time
dependent). In essence, this is a two-dimen-
sional water-table formulation of the problem in
which the change in saturated thickness within
the aquifer is accounted for.

One-thousand years of operation were simu-
lated. Stream recharge, phreatophyte-water use,
pumping rate, and change in storage for the en-
tire basin were graphed as functions of time.
Two development schemes were examined: Case I,
in which the pumping was more or less centered
within the valley, and Case II, in which the
pumping was adjacent to the phreatophyte area.

The system does not reach equilibrium until
the phreatophyte-water use (the natural dis-

]
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4
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PERCENT OF INITIAL PHREATOPHYTE USE

FIGURE 4.7 Assumed linear function relating phreato—

phyte-water use to drawdown.
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charge) is entirely salvaged (captured) by pump-
ing, i.e., phreatophyte water use equals zero
(wve define equilibrium as 6Vv/ 6t = 0). In
Case I, phreatophyte-water use (Figure 4.8) is
still approximately 10 percent of its initial
value at year 1000. In Case II it takes 500 yr
for the phreatophyte-water use to be completely
captured.

We can illustrate the same point by looking
at the total volumes pumped from the system,
along with the volume taken from storage "mined"
(Figure 4.9).

In both cases, for the first 100 yr, nearly
all of the water comes from storage. Obviously,
as the system approaches equilibrium, the rate
of change of the volume of water removed from
storage also approaches zero. If the aquifer
was thin, it is apparent that wells could go dry
long before the system could approach equilib-
rium.

This example illustrates three important
points:

1. The rate at which the hydrologic system
can be brought into equilibrium depends on the
rate at which the discharge can be captured.

2. The placement of pumping wells in the
system significantly changes the dynamic res-
ponse and the rate at which natural discharge

can be captured.
3. Some groundwater must be mined before the

system can be brought into equilibrium.

CONCLUSIONS

We have attempted to make several important
points:

1. Magnitude of development depends on hy-
drologic effects that you want to tolerate,

TABLE 4.1 Agquifer Parameters

Basin dimensions 50 x 25 miles

Aquifer
Hydraulic conductivity
Ue) 0.5 x 10~3 ft2/sec
Storage coefficient (5) 0.1

Initial saturated

thickness (1) 2000 ft

Phreatophytes

Area 172 miles?

Average use (annual) 100 £t3/sec
Recharge

Area 7 miles2

Average recharge rate 100 £t3/m
Development

Area 30 miles?

Average pumping rate 100 £t3/sec

100
ua
s 80
i
o
H .o
g9
53 2
£z
0 (RN Lo by 1 Lo
1 10 100 1000
YEARS

FIGURE 4.8 Plot of the rate of recharge, pumping, and
phreatophyte use versus time.

ultimately or at any given time (which could be
dictated by economics or other factors). To
calculate hydrologic effects you need to know
the hydraulic properties and boundaries of the
aquifer. Natural recharge and discharge at no
time enter these calculations. Hence, a water
budget is of little use in determining magnitude
of development.

2. The magnitude of sustained groundwater
pumpage generally depends on how much of the
natural discharge can be captured.

3. Steady state is reached only when pumping
is balanced by capture (ARg + ADg), in
most cases the change in recharge, ARj,, is
small or zero, and balance must be achieved by
a change in discharge, ADp. Before any natural
discharge can be captured, some water must be
removed from storage by pumping. In many cir-
cumstances the dynamics of the groundwater
system are such that long periods of time are
necessary before any kind of an equilibrium
condition can develop. In some circumstances

‘013 —

T

10'2

CUBIC FEET
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10 100 1000
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FIGURE 4.9 Total volume pumped and the change in stor-
age versus time.
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the system response is so slow that mining will
continue well beyond any reasonable planning
period.

These concepts must be kept in mind to man-
age groundwater resources adequately. Unfortu-
nately, many of our present legal institutions
do not adequately account for them.
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INTRODUCTION

One of the major concerns of those involved in
water management is the maintenance of water
quality, the avoidance of degradation that may
be hazardous to health. The primary threats to
health come from the chemical loading of surface
and subsurface water reservoirs derived from a
multitude of sources. These chemical loads are
in transit to a variety of sinks from which they
are removed, long- or short-term, from the sur-
face-subsurface water system. The major public
health problem is related to the immediately
toxic effects of metals and organic compounds
and their long-term carcinogenic or teratogenic
effects. (Though of undeniable concern, the
question of disagreeable taste and esthetic
disturbance, insofar as they are not health
hazards, will not be discussed here.)

Our concern is not only with the immediately
apprehended effects on the humans who drink the
water, but on the foods we eat, related to geo-
logic and agricultural amplification of toxic
effecta. Grains, fruit, and vegetables grown
on the soils and livestock fed on the agricul-
tural products may accumulate and concentrate
harmful substances. Degraded water quality may
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also affect the quantity of agricultural produc-
tion. Though the problems of poor water quality
are better recognized now in the highly indus-
trialized societies of the world, they are
equally serious, if not more so, in many of the
developing countries.

Unrest in the populations of various coun-
tries concerning geologic storage of nuclear-
waste materials has focused attention on the
general interrelations of waste disposal and
water supplies. Where we formerly centered our
attention on sewage disposal in relation to sur-
face-water supplies, we must now enlarge our
scope to include many more diverse solid and
liquid waste disposals of a wide range of chem—
ical substances in various kinds of geologic
situations at or beneath the surface.

The scientific problem is to assess human
modifications of the natural system, including
the many ways in which chemical species enter
the aquatic environment, how they are distribut-
ed within it, and how they leave it. We propose
that the best way to do this is against a back-
ground of knowledge of the natural geochemical
cycles of the elements, the geochemical base-
lines that were characteristic of the times well
before the industrial revolution. In consider-
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ing this cycle it is necessary to consider the
hydrologic regime--both surface and subsurface--
as a major part of a large system, the geochem-
ical system of the outer crust of the earth, the
atmosphere, and the oceans.

The engineering problem is, on the one hand,
the best way in which to change our present
intervention in the natural system so as to
maintain high water quality. Our current pat-
tern of water use and disposal is constantly
being altered as needs for irrigation, urban
water system, industry, and mining compete for
available surface- and subsurface-water sup-
plies. So far, our efforts have not been emi-
nently succesaful in keeping the quality of
water supplies uniformly high throughout the
industrial countries, although we have done
remarkably well in a few places and have pre-
served potable-water supplies for the overwhelm-
ing bulk of the population. As the population
grows, as the range of our chemical activities
continues to increase, and as hard choices have
to be made on energy supplies, we will have to
work even harder not to lose ground, much less
to improve the quality of already degraded water
supplies.

THE GEOCHEMICAL CYCLE AND WATER QUALITY

Our concepts of geochemical cycling at the sur-
face of the earth have evolved to a comprehen-
sive and sophisticated view of the general sys-
tem by which materials from the interior of the
earth are brought by geologic processes into
contact with the atmosphere and hydrosphere and
chemically react with them (Garrels and Macken-
zie, 1971). The nature of the commonest chemi-
cal reactions are now fairly well understood in
terms of equilibrium concepts, most important

FIGURE 5.1 The geochemical cycle
of Sr at the surface of the earth. ( ORANITIC
Strontium concentrations are shown LOW Ca HIGH Co
in parts per million (from NRC U.S. 100 440
National Committee for Geochemis- SASALTIC P
77}).
try, 1977) 265
ULTRAMAFIC
7- 46

MET&-;%ANIC
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SHALE
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L METAMORPHISM

SANDSTONE
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in knowing the state toward which the system
tends (Garrels and Christ, 1965; Stumm and Mor-
gan, 1978). In addition we have begun to under-
stand the kinetics of the system: rates of in-
flux and efflux into and from various reservoirs
and conduits within the system, residence times
of elements and compounds, and rate constants
of specific chemical reactions.

Weathering

The main input to the hydrologic system for most
elements 1s weathering. Rainwater, including
dissolved components such as COp, operates on
rocks and soils of various compositions to dis-
solve common and trace elements (see, for ex-
ample the cycle of Sr in Figure 5.1). These
elements are supplied to soil water, partly to
seepage into the vadose zone and then below the
groundwater table, or run off ultimately to the
oceans. Natural weathering may be understood
as a process of adjustment of the water-mineral
mixture, by which its composition gradually
changes by reference to combined equilibrium
diagrams (Garrels and Mackenzie, 1967). Though
we now have a good appreciation of the chemical
nature of weathering, we 8till have much to
learn about the rates of weathering in relation
to dissolved CO;, sulfur species, and physical
rates of denudation by erosion.

Artificial Weathering

The introduction of toxic substances to the
hydrologic regime can be likened to artificial
weathering. As a factory, a city, or a farm
operates, it takes materials derived artificial-
ly from the earth's crust by mining (e.g., oil,
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gas, coal, metal ores, and phosphates), chemi-
cally reacts them, and dumps the products into
the geochemical system in some form. The acid
rains that come from burning high-sulfur fuels
can in this way be seen to be the result of
artificially enhanced rates of weathering of
these fuels. These rates of artificial weather-
ing are enormously greater than the natural
process. For newer synthetic organic compounds,
such as the chlorinated hydrocarbons, it is
weathering of artifact compounds heretofore un-
known to the natural world. We need to know how
these materials enter the system and how they
react or accumulate in various reservoirs--in-
cluding the food chain.

Hydrologic Networks

Though much of the hydrologic regime is typi-
cally seen as a distribution network by which
chemical materials are transported from one
reaction site to another, we must avoid treating
rivers, lakes, and aquifers as passive or inert
conduits. In each part of the hydrologic net-
work, there are many kinds and rates of reaction
between dissolved and suspended materials in the
waters and the walls of the conduit. The
"walls" of a river include the algae and other
aquatic plants and animals that live there and
may extensively modify its composition. The
"walls®™ of a subsurface aquifer are the minerals

Lead, Zinc, —
nd Milting and Transport
Coppar Concantration by Runoff
Concentrats
Lead Conc. by
Road or Rail
to Smeltar
or Storage
Tramport
by Road or Rail
to Other
Smelters snd Mot
Other Ecosystems I
Finishad
Matasl
Products

FIGURE 5.2 Sources of trace metals in the environment
of the New Lead Belt of southeastern Missourl (from
Jennett et al., 1977).
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FIGURE 5.3 FPactors regulating concentrations of chemi-
cal substances in surface waters.

of the rocks through which the groundwater
flows. If that water flows through a solid-
waste disposal site, its "walls®"™ will be the
solid waste. Human activities in transporting,
mining, processing, and fabricating various
materials and processes make the networks far
more complicated as trucks and trains traverse
the country (Figure 5.2).

Outputs of the Cycle

The outputs of the geochemical cycle are the
sinks in which the elements or compounds are
sedimented and removed from the hydrologic sys-
tem. The relation of these outputs to the
inputs determines the concentrations in a water
body (Figure 5.3). Outputs range from sediments
at the bottoms of lakes and the oceans, where
they tend to be removed more or less permanently
for our purposes (though only temporarily from
the long-term geologic point of view) to river
sediments. Deposits of floodplains, point bars,
and backwaters may lie undisturbed for decades
only to be picked up and further transported by
the next large flood. The chemical components
of waters are removed as sediment either by
direct precipitation or by adsorption on solids,
particularly the clays and other colloids. Di-
rect precipitation may play a more important
role in the subsurface than in the surface, at
least on the continents. In the oceans, direct
precipitation takes place primarily by biochem-
ical mechanisms.

Once sedimented, the chemical components -
cannot be neglected, for there is abundant evi-
dence that chemical components may diffuse back
into the overlying water columns of lakes,
rivers, and the oceans from the interstitial
waters of the sediments.

Anthropogenic Sources of Chemical Substances

The quality of water bodies generally reflects
the types and extent of human activities in
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their catchment areas (Blumer and Sass, 1972;
Hutzinger et al., 1978; suffet, 1977). Major
anthropogenic sources of chemicals, in addition
to human excreta and gross industrial wastes,
include drainage from animal feedlots, commer-
cial fertilizers, and pesticide applications to
farm land. During the last decades the gross
pollution load has increased and its character
has changed, especially in industrialized and
densely settled regions; it is now more and more
composed of discards of modern industrial socie-
ty (synthetic chemicals, mining products, phos-
Phates, metals, and by-products of energy pro-
duction and consumption). The main source of
the chemicals found in receiving waters is often
not directly from industry, which has made some
efforts to limit its onsite emissions, but in-
directly through the distribution and use of its
products via households (cleaning agents, deter-
gents, solvents), agricultural drainage, and
dispersion into the atmosphere.

A comparison of production of direct indus-
trial versus dispersed use is instructive. The
world production of industrial chemical sub-
stances is 100-200 tons per yr. Nearly half of
this production occurs within the United States.
Yet there are about 2000 of the 4 million known
chemical substances, which are produced at a
rate of more than 500 tons per yr for dispersed
use.

Additional activities of man, such as de-
forestation, intensification of agricultural
production, urbanization (e.g., the covering of
land surface with asphalt), dredging of streams
and damming of rivers into lake-like reservoirs,
alter the networks; cause the redistribution
between surface and subsurface waters; and
modify the cycles that couple land, water, and
atmosphere. Many of these activities contribute
to an acceleration of both nutrient cycles and
transport of soil nutrients. This in turn leads
to the enrichment of surface waters with nutri-
ents (phosphates, nitrates) followed by in-
creased production of algae and aqguatic weeds
and by other changes in the aquatic habitats.

The burning of fossil fuels produces a vari-
ety of gaseous oxides of carbon, nitrogen, hy-
drogen, sulfur, compounds of heavy metals, and
solid particles that become redistributed among
the hydrosphere, lithosphere, and biosphere
(Figure 5.4). Of particular concern are the
increases in CO; in the atmosphere and the

FIGURE 5.4 Sediments as indicators

of heavy metal pollution: a, Euro- 0 400 800

(10° tons per year)  (mg/m?- year)
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production of acid rain and fallout from the
oxidation of 8 and N to sulfuric and nitric
acid, respectively. Acid rain may increase the
erosion rates of rocks, thereby solubilizing
trace-metal ions and phosphate.

Another major identifiable pollution source
is road salt in northern climates. Nine million
tons of salts are spread on highways annually
in the United States (100 tons per km“ per yr
in the region around Boston); eventually it
finds its way to surface waters and groundwaters
(Ceasar et al., 1976). In the last few de-
cades, sodium and chloride increased in Lake
Ontario by 20 percent, sulfate by 6 percent, and
calcium by 3 percent (NRC Planning Committee for
the International Symposium on Eutrophication,
1969).

The dispersion of metals to the atmosphere
as a consequence of industrial and agricultural
activity appears to rival and sometimes to ex-
ceed natural mobilizations (Lantzy and Macken-
zie, 1979). The increased exposure levels of
metals in the environment have potential impact
on the structure of ecosystems and perhaps even
on human health.

Both terrestrial and aquatic ecosystems have
two biotic components: (1) plants and algae able
to fix 1light energy and manufacture biomass
(photosynthesis) and (2) organisms, chiefly
animals, bacteria, and fungi, that utilize and
decompose the complex materials synthesized by
the algae and plants (respiration). The activ-
ities of photosynthesis and respiration in nat-
ural landscape and waters as a whole, i.e., the
production and destruction of organic material,
tend to be balanced.

This balance, necessary to maintain water
in an esthetically and ecologically satisfactory
condition, becomes upset when a water body re-
ceives an excess of organic wastes or an excess
of fertilizing substances (phosphate or nitrogen
compounds). In the first case, decomposition
processes tend to dominate and dissolved oxygen
may become exhausted (biochemical oxygen de-
mand); in the second case the immediate result
is progressive accumulation of algae and plants
(Schindler, 1974, 1977).

Release of organic substances by infiltra-
tion of organically polluted waters or by leak-
age from septic tanks and sanitary landfills
into groundwaters, where reaeration is slow or
impossible, often causes serious deterioration

pean coal production during the
last 170 yr; A, coal, B, lignite; 19501
b, the anthropogenic input of heavy
metals to the Baltic Sea; c, In, 1900
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in water quality. Depletion in dissolved oxygen
is followed by reduction of manganese and iron
oxides, imparting soluble iron and manganese to
the water; nitrate also is reduced to ammonia
and sulfate to hydrogen sulfide.

Many synthetic chemicals survive long enough
in the environment, usually because they are not
readily biodegradable. In drinking water, some
of these substances may be harmful to human
health; others tend to become concentrated in
organisms and may reach, as a result of such
biomagnification, toxic levels. Some pollutants,
although they may exhibit no toxicity with
regard to individual organisms, can nevertheless
impair the self-regulation of aquatic ecosystems
and damage life-support systems.

Responses to Pollution

The chemical-hydrologic system responds to per-
turbations in various ways depending on the
nature of the chemical load, the dynamics of the
water reservoir, the size of the reservoir, and
the solid materials suspended or on the walls.
Perhaps the most difficult to evaluate is the
rapidity with which the system responds to the
perturbation and reaches a new dynamic equilib-
rium. Equally important is the reversibility
of a deleterious change. If we pollute a lake,
we may discover that it might take a hundred
years to reverse. One of the more far-reaching
perturbations is that of climatic change.
Weathering, and thus the chemical composition
of the waters, is highly responsive to tempera-
ture and rainfall changes, chiefly because of
the changes in the biota and their biochemical
activity. Perhaps the more important effect is
on the quantity and distribution of surface
waters and their consequent influence on sub-
surface-water distribution. Desertification
affects regional groundwater supplies in addi-
tion to dessication at the surface. At the same
time, because of the change in dilution factors,
the chemical composition changes.

We must distinguish between the different
domains of analysis: local, regional, and glob-
al. The global picture is beginning to emerge
reasonably well, partly because the numbers are
so large and so few major stream networks domi-
nate the land surface. The 10 or 15 major river
systems of the world so overwhelm the discharge
of the thousands of smaller rivers that we can
get good estimates by studying only a few. It
is unlikely that minor adjustments in the inven-
tory of rivers over the globe will have much
effect when dealing with numbers of the order
of 1015 g.

When examining regional and local domains,
it is difficult to neatly delimit the system and
analyze it in terms of anthropogenic loads. The
chemical mass fluxes of given constituents,
which can be determined by combining the time
series of their concentration with the associat-
ed water flows, are the result of many processes
operative in the catchment area. Combination
of such data with additional information about
the geology, rainwater composition, land use,
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and the density of population and domestic ani-
mals may allow model building of the chemical
dynamics of a watershed and the estimation of
pollutional loads (Rickert et al., 1976).
Usually a significant anthropogenic load is best
correlated with population density, whereas a
significant natural input is often best corre-
lated with water flow (Figure 5.5). A closer
analysis must consider that the water carried
in streams is made up of a fraction consisting
of subsurface water and groundwater that re-
enters the surface water as well as a fraction
arising from surface runoff, which enters the
drainage system during, and soon after, precip-
itation.

Trace Elements

Though we know the broad outlines of the geo-
chemical cycles of the major elements we are
less well off with respect to many trace ele-
ments and compounds, both organic and inorganic.
Even with an element seemingly as well known as
lead, a detailed study, such as that of the
Missouri lead belt (Jennett et al., 1977), is
needed to assess all of the sources and sinks
in a relatively small region. There is still
much to be learned about the geochemical cycling
of mercury and other metals in which organic
complexes such as methyl mercury may form as a
result of microbiological activity. Our knowl-
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FIGURE 5.5 Dependence of dissolved organic carbon (DOC)
on rate of flow, O (a, b) and on population density
(cy d). In (a) and (b), data from the river Aara (Swit-
zerland) are plotted. In (c) and (d), DOC data with
mean range between 5 and 95 percent values (i.e., values
that are observed in more than 5 and less than 95 per-
cent of all samples) of various rivers are given.
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edge of the detalled geochemistry of artificial
radionuclides 1like plutonium or neptunium is
small.

Our poor knowledge of the trace elements,
some of which may be highly toxic, starts with
the paucity of careful regional studies of water
compositions with respect to source-rock weath-
ering. Though we know how to approach such
studies, careful analysis of the trace-element
composition of both source materials and waters
is not a trivial matter. Though some work has
been done on inorganic trace substances, work
on the natural and anthropogenic distribution
of organic compounds is still in its infancy.
A good evaluation of the role of the biota of
rivers and lakes with respect to a large group
of inorganics and organics is lacking. We still
know too little about the effects of sediment-
dwelling worms and other organisms that mine the
sediment for their food and may reintroduce some
substances back into the water. The microbio-
logical role in water-rock interaction and in
precipitation and adsorption of inorganics or
organics is likewise poorly known.

This information is needed if we are to
specify the results of passage of pollutants
into the hydrologic system. A prime example is
the current ferment about the possible conse-
quences of invasion of subsurface waters into a
subsurface repository of radioactive wastes.
To predict the course of events adequately, we
need to know the geochemical pathways for a
group of elements such as Sr, Cs, Ba, I, Pu, Ra,
Am, Cu, and Np. Of these only the first four
are moderately well known. A host of other
materials, in particular organic compounds re-
sistant to degradation, such as kepone, various
plasticizers, surfactants, and others, need
study.

The Problem of Prediction

The fundamental bind of predicting the conse-
quences of pollution by any of thousands of
conceivable substances is the impossibility of
studying the detailed geochemical behavior of
all of them. We cannot even think of testing
every synthetic substance for possible delete-
rious effects. There are few unambiguous cri-
teria for the concentrations in natural waters
that produce toxic reactions or are mutagenic,
teratogenic, or carcinogenic. Even the poten-
tial harm of low-level radiation is still being
debated after many years of research on the
subject. BEven if we knew in advance just which
compounds were likely to be harmful, we would
face enormous difficulties in predicting, before
any passage into the hydrologic network, exactly
where they would end as precipitates or absorbed
into a food or water chain. Though we knew of
the potential for damage by polychlorbiphenyls
(PCBs) , no one predicted the course of transmis-
sion of accidentally introduced polybrombiphe-
nyls (PBBs) in Michigan a few years ago. There
are too many variables in complex geochemical
cycles and too few substances have been mapped
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in detail to be able to generalize from a knowl-
edge of general chemical characteristics.

From the effects we have observed we can
issue a warning: To indiscriminately subject the
system to components whose behavior is not known
may be hazardous.

Analytical Data

Any study of the geochemical behavior of a pol-
luting substance requires high quality analyti-
cal data. Much of the literature is stocked
with inaccurate data, particularly for trace
elements and many organic compounds, based on
the poor methods of the past. The advent of
modern analytical methods makes possible much
more accurate and precise inventories of nano-
gram and even picogram quantities of many sub-
stances. But for many organics, the problems
remain nonnegligible. What we have learned, in
particular in the last few years from marine
chemical studies, are the stringent requirements
for extreme care to avoid contamination at every
stage in the analysis, from sample collection
to final analytical reagents and instruments.

SURFACE~-WATER QUALITY

Surface waters that look blue and clear may
nevertheless contain materials that are danger-
ous to our health. Other waters may look dis-
agreeable and have poor taste but be perfectly
safe to drink. Much of the enormously success-
ful classical effort in preserving water quality
was devoted to keeping bacterial counts down so
that infectious disease transmission was stop-
ped. The task remaining now is the prevention
of chemical loading by toxic materials of a non-
infectious nature. Here we do not ignore the
many countries, particularly in the tropics,
where parasites may be carried by surface waters
and pose a severe health problem, such as bil-
harzia in parts of Africa. And microbiological
problems remain in abundance. Yet some of the
most serious problems of the future are the
chemical by-products of modern high-technology
living and the production of goods and services.
Without surveillance, many of these chemicals
enter surface-water supplies in kinds and quan-
tities that are dangerous to our health.

Understanding the Natural System

To monitor the chemistry of a river or lake
requires, first of all, a quantitative knowl-
edge of the hydrologic regime of the area invol-
ved, The water budget, including rainfall,
runoff, evapotranspiration, and infiltration,
must be well known before the origin of the
chemical composition of a stream can be deduced.
This means the necessity for adequate measure-
ments of discharge, rainfall, soil moisture, and
the other measurements required to determine the
hydrologic budget.
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We have established some broad patterns of
chemical weathering in relation to stream com-
positions, yet there is much to be done to
determine the specific effects of climate, topo-
graphy, rock type, soil, and aquatic biology.
We are well advanced in our knowledge of rates
of weathering of the common rocks exposed in a
watershed as derived from the chemical analyses
of stream waters and their dissolved and sus-
pended loads. An example of this is the work
done by Garrels and Mackenzie (1967) based on
hydrologic and chemical analytical work by Feth
et al. (1964) on the springs and ephemeral
waters of the Sierra Nevada Mountains of cCali-
fornia. Here the changes in compositions of
groundwaters and surface waters were traced back
to the reaction of specific minerals in the
granitic rocks of the Sierras. This and similar
investigations have led to extensive experimen-
tation with modeling of various kinds of natural
waters, using a wide range of approaches, as
exemplified by the recent American Chemical So-
ciety monograph, Chemical Modeling in Agueous
Systems (Jenne, 1979). We are now able to do
fairly well in computerized chemical modeling
of natural waters and can reconstruct the prob-
able nature of the solid phases that reacted
with water and gases to form the solutions of
the composition analyzed (Nordstrom et al.,
1979). These approaches depend on knowledge of
the fundamental thermodynamic quantities and on
accurate chemical analyses of the waters.

We are beginning to understand the rates and
mechanisms of water-rock interactions from lab-
oratory studies of the dissolution of silicates
(e.g., Luce et al., 1972; Lagache, 1965;
Grandstaff, 1977; Siever and Woodford, 1979).
Even with this promising beginning the difficul-
ties of studying heterogeneous chemical reac-
tions with nonstoichiometric substances have
prevented us from reaching adequate solutions
to what would appear to be the simpler problems,
such as the dissolution of pure feldspar (Berner
and Holdren, 1979). Carbonates have been stud-
ied intensively, partly because of their impor-
tance for understanding seawater chemistry,
particularly in relation to the CO; cycle
(Plummer and Wigley, 1976; Berner, 1975). Yet
we are far from the ideal of taking a battery
of rate constants and calculating the chemical
compositions of rivers knowing water-discharge
rates and the kinds of rocks that are exposed
in the watershed.

One major difficulty with the data that we
do have is that few comparisons of water compo-
sitions and discharge rates at given monitoring
stations are available for many elements and
compounds. Systematic changes along water
courses as functions of discharge are likewise
poorly known. A good example is a study of the
Mekong River in southeast Asia, in which the
chemical composition was followed in relation
to floods and low-water periods (Figure 5.6;
Carbonnel and Meybeck, 1975). Although we know
that concentrations of most elements are reduced
by dilution during high-water stages, the
details are not well understood. It may become

CONDUCTIVITY umhos, cm™!

CONDUCTIVITY pmhos, em™"
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particularly important to determine the chemical
response of the hydrologic regime to extremes
of drought and wet seasons, for chemical pollu-
tants will be affected in their own ways, as are
the inorganic constituents of common rocks.

Anthropogenic Sources of Stream Loads

The gross load of surface waters with pollutants
often can be estimated by considering the den-
sity of population, livestock, industrial activ-
ities, the area of the watershed, land use
(forests, grassland, cropland, urbanization),
and the type of waste treatment involved. Mu-
nicipal wastes carry approximately the following
loads per inhabitant per day: 40-50 g of organic
carbon, 10-15 g of nitrogen (organic nitrogen
compounds and ammonia), and 3-4 g of phosphorus
(of which more than half is due to phosphate
detergents) .

For a stream with a rate of flow Q, the
chemical mass flux L is often composed of a
Q-independent mass flux A (e.g., from rela-
tively constant waste discharges) and a (Q-de-
pendent part, b (e.g., from background fluxes
including lakes and erosion as a function of
equilibration between water and rocks, and elu-
tion of soil):

10,000 50,000
am?s™!

PIGURE 5.6 Varlations of chemical composition with dis-
charge of the Mekong River. (A) Daily wvariation of
total ionic content with discharge during the 1962 high-
water period. (B) Schematic cyclic variations related to
peak discharges caused by Annamitic rivers in 1962 (from
Carbonnel and Meybeck, 1975, with permission of the
Journal of Hydrology, Elsevier Scientific Publishing

Co.).
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L=CQ=A+ b0

This equation cannot be applied uncritically;
its validity, among other things, depends on the
time period over which Q is averaged and the
possible temperature dependency of the component
being considered.

The scale of environmental changes taking
place in industrial society has an especially
pronounced impact on many lake systems. One of
the most important problems is the progressive
enrichment of waters with nutrients (phosphate
and nitrogen compounds) concommittant with mass
production of algae, increased productivity and
other undesirable changes. Such a deterioration
of lakes is referred to as eutrophication (NRC
Planning Committee for the International Sympo-
sium on Butrophication, 1969). As has been
demonstrated in whole-lake experiments (Schind-
ler, 1974, 1977), phosphate is the limiting
nutrient that determines the productivity of
biomass.

Conceptual models are available on the
relationship between phosphate loading and the
degree of eutrophication. It is thus possible
to estimate the allowable phosphate loading as
a function of mean lake depth and hydraulic
residence time (Figure 5.7).

It is difficult to identify the compounds
that are potentially hazardous to man and to
ecology, although analytical chemistry has made
remarkable progress in improving detection down
to extremely small concentrations {10"3 g/l)
(Figure 5.8). The harmfulness of a substance
depends on its specific structure and on the

FIGURE 5.8 Each peak represents
(at least) one compound. Peaks
with a number represent substances
identified with mass spectrometry.
Some of the more refractory pollu-
tants, especially some hydrocarbons
and chlorinated hydrocarbons occur

also in groundwater and drinking
water (from K. Grob et al., 1975).
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FIGURE 5.7 Historical loadings of total phosphorus to
some Great Lakes in thousands of tons per year, as cal-
culated by model (from Chapra, 1977, with permission of
the American Soclety of Civil Engineers).

concentration of the substance under considera-
tion, but other factors such as temperature,
turbulence, and the presence of other substances
are also important.

In evaluating toxicity, we need to distin-
guish between (1) substances that impair the
health of humans and animals or poison aquatic
organisms and (2) substances that primarily af-
fect the organization and structure of aquatic
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ecosystems. In this interaction, contaminants
may impair the self-regulatory functions of the
system or interfere with food chains.

Of particular concern are human-health haz-
ards from long-term effects by trace concentra-
tions of pollutants in drinking water (Borneff,
1978) ., Epidemiological studies have shown sig-
nificant correlations between cancer morbidity
and origins of potable-water resources (Cantor
and McCabe, 1978). (Although such a correlation
does not establish a cause-effect relationship,
it appears difficult to explain the correlations
by other factors.) Furthermore, substances
contained in drinking water (concentrates from
inverse osmosis or elutes from adsorbent col-
umns) have been shown to produce mutations in
bacteria (Cooper et al., 1978).

Since many carcinogenic substances are also
mutagenic (though not necesarily), tests for
mutagenic effects in bateria (e.g., Ames tests)
are often used as screening tests to recognize
potential carcinogens (Ames et al., 1975).

The ultimate objective is to be able to
develop sufficient information about a given
compound to allow prediction of its environmen-
tal behavior and toxicological effects. Dozens
of standard tests have been developed to predict
such effects. If one considers however that
such short- and long-time tests must be carried
out for each substance (and its degradation
intermediates) with different organisms, that
synergistic and antagonistic effects with other
substances present may occur, and that each
negative test result does not necessarily mean
"zero toxicity," one realizes that the predic-
tive value of such standard tests is limited.
New chemicals may be produced and may enter the
environment faster than they can be tested sat-
isfactorily.

Certain aspects of the pollution potential
of individual compounds may be assessed on the
basis of a few physical-chemical parameters
that--in addition to biodegradability--permit
forecasting of the manner in which the compounds
are distributed in the environment and thus in
turn their fate and approximate residence time
as well as their ecological impact (Hutzinger
et al., 1977). Information on the biodegrad-
ability of a pollutant is of particular impor-
tance in estimating its residence time in water.
The latter is also affected by the tendency of
a substance to escape into the atmosphere, as
characterized by its vapor pressure, the distri-
bution equilibrium between water and atmosphere,
and the gas-transfer coefficient.

The lipophility--as measured by the n-oc-
tanol-water distribution coefficient--is a good
measure of the tendency of a substance to be
accumulated in the food chain and to become bio-
magnified (Figure 5.9).

The best way to safeguard man and the aqua-
tic ecosystems against unanticipated effects of
organic pollutants is to require that all such
substances that are mass-produced and have a
chance of becoming dispersed in the environment,
especially substances used in households and in
agriculture (e.g., detergents, cleaning fluids,
pesticides), be fully biodegradable.
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FIGURE 5.9 Both the n-octanol-water partition coef-
ficient and the biloconcentration factor in rainbow trout
are inversely proportional on aqueous solubility (from
Chiou et al., 1977, reprinted with permission from
Environmental Science and Technology, copyright 1977,
Amer ican Chemical Society).

Case Histories

Hubbard Brook

About 20 yr ago an ecosystem model of a forested
watershed and the conception of a method ("the
small-watershed technique®) whereby some major
parameters could be measured under field condi-
tions were developed by Likens et al., (1977).
The method enabled the measurement of input and
output of chemicals and the construction of mass
balances, especially on nutrients and their
cycling. The study shows how the ecosystem
moderates and changes inputs and how it affects
biogeochemical cycles by its outputs. Meteoro-
logical input, strongly influenced by advertent
and inadvertent manipulation by man (acidity
traced to sulfur pollution and to nitrate re-
sulting from internal combustion engines), is
an important source of chemicals in this water-
shed. Stream-water chemistry of the undisturbed
forest ecosystem is highly predictable and re-
flects environmental conditions (geologic, me-
teorological, as well as biological features).
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Rhine River

Over the last 100 yr the composition of the
Rhine River, the catchment area of which has a
high population and industrial density (140
inhabitants/km?; 15,000 inhabitants per m”/sec
flow rate; and a gross national product per unit
water flow about three times as high as that for
the Ohio River), has changed dramatically.
Today in the Rhine River the mass flux of re-
fractory substances (i.e., those--frequently of
synthetic origin--that resist biodegradation)
exceeds that of biodegradable (mostly excreta
and other biogenic wastes) substances (Figure
5.10) . Conventional biological waste treatment
for municipalities and industries within the
catchment area is unable to prevent the progres-
sive accumulation of refractory substances, as
biological waste treatment and self-purification
are not very effective in eliminating these
relatively persistent chemicals.

An attempt has been made by Zobrist and
Stumm (in press) for the Rhine catchment area
to assess the influence of rock composition and
anthropogenic sources on the water chemistry and
to extrapolate these findings to estimate the
respective dissolved inputs into the ocean from
natural and anthropogenic sources. The follow-
ing data sources were weighed to estimate the
composition of a "pristine® Rhine: The mineral-
ogical rock composition, the meteorological
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inputs, information on relatively unpolluted
parts of the alpine Rhine, the interpretation
of the concentration-flow relationship, and
analytical determinations carried out 125 yr
ago. The postulated "pristine® concentrations,
in comparison to the mean actual concentrations
of today, are given in Figure 5.11., According
to these estimates, only the concentrations of
bicarbonate and dissolved silica have remained
constant. The loads in sodium chloride, in
calcium chloride, and in heavy metals have
increased more than tenfold, that of calcium
sulfate about fourfold.

Swiss Rivers, Seasonal Effects

Both the use of graphical methods, as for ex-
ample in the extrapolation of the load as a
function of Q, and of statistical methods have
allowed for a rough approximation of the loads
arising from the anthropogenic and background
sources. Data on the major Swiss rivers, col-
lected as weekly composite samples for several
years, have shown that a number of components
vary markedly in their behavior throughout the
year. Several factors may contribute to these
observed fluctuations, among them changes in the
amount of water and its sources (rainfall-runoff
versus melting of snow and glaciers), fluctua-
tions in contribution of subsurface water to the
river, and temperature. Because temperature
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FIGURE 5.10 Change in pollutional load of (a) Rhine River (organic carbon) and (b) Lake Constance (phosphate).
a, Increase in consumption of organic chemicals in the catchment area of the Rhine River in comparison to the
gross load of the Rhine with degradable organic carbon (excreta). The flux of refractory organic carbon C (cal-
culated and measured for Dusseldorf) reflects the increase in consumption of synthetic chemicals. The flux of
biodegradable C remains constant, however (data from Stumm and Roberts, Swiss Federal Institute of Technology).
The insert illustrates the increased downstream accumulation of chlorinated organic compounds in the water and
in the biota (from data of H. Sontheimer). Reproduced from International Association of Water Supplies of the
Rhine River (1973). b, The increase in concentration of P in Lake Constance (measured during overturn) is com-

pared with the quantity of phosphate rock mined globally.
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FIGURE 5.11 A comparison of the 25
estimated concentrations in the
"pristine® lower Rhine River (per~-
cent) with the mean measured values
of today (from Zobrist and Stumm,
RIOS Workshop, in press). 0

does not change in the same way as water flow,
different situations occur with regard to sour-
ces of water, chemical inputs, and temperature-
dependent (biological) reactions at different
times, for example, in spring and fall. In the
case of phosphate (Figure 5.12), for example,
the wvariations in the phosphate load of the
rivers may be explained by (1) annual changes
occurring in lakes located upstreams (due to
photosynthesis and respiration) and (2) drainage
from farm land where manure and fertilizers are
applied primarily in spring. Correcting for the
modulations in the lake allows for better esti-
mates of the phosphate load of the river.

PIGURE 5.12 Phosphate load as a A
function of water flow. Weekly
composite samples. (The points are 50 p—
numbered according to the number
of weeks in the year.) Low loads
are observed during summer because
of removal by algae in upstream
lake. The high wvalues in the 40
spring are caused by drainage from
farm land. The values at the low-
est temperatures (left side of the —

curve) are representative of the 345

basic river load (from J. Davis,
Swiss Pederal Institute of Technol-
ogy, unpublished).

P ka/s
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SUBSURFACE-WATER QUALITY

The gquality of water drawn from wells is of
vital concern to the millions of people who de-
pend on these supplies for their drinking water,
for irrigation, and for industry. Because sub-
surface waters are derived from surface waters
at some time in the past, their chemical compo-
sitions carry the stamp of their origin at the
surface as well as the soils and rocks through
which they have passed underground. In analyz-
ing a particular region we need to know the
surface hydrology: which streams are effluent
and--together with springs--drain the ground-

(Rhinel, 1978
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water and which are influent and seep into the
ground. We have to know the partition between
soil infiltration and runoff. But knowing the
partition between surface and subsurface just
prepares the way for understanding the chem-
istry.

Perhaps the most important environment that
influences the compositions of groundwaters is
the upper part of the vadose zone (unsaturated
zone) (see Chapter 3). Soll-water reactions are
the primary ones in weathering, in the produc-
tion of soil-organic compounds and soluble or-
ganics that infiltrate downward to the saturated
zone. These reactions continually change the
content of dissolved gases and concentrations
of dissolved solid components as rainwater per-
colates downward. Many of these reactions are
mediated by bacteria and higher soil organisms.

In irrigation regimes we see artificial
drainage networks that operate to distribute
water from the subsurface and put it back on the
top of the soil, there to evaporate and re-in-
filtrate. The increase in salinity of irrigated
soils is a problem that, if not faced, may re-
sult in the spoiling of agricultural lands. Yet
we have paid too little attention to the fact
that, if the salinity increases, the concentra-
tions of many trace substances must be increas-
ing sympathetically with the abundant elements.
If there are toxic materials in the irrigation
waters, they also will be concentrated and may
find their way into the food products being
grown. Conventional treatment of salinized
soils by flushing with freshwater may not remove
some of these substances, which may be sorbed
irreversibly onto soil clays but which may, by
biological reactions, be imbibed by plant roots.
We know little of how these reactions work.

Of particular concern in soll-water systems
is the influx of materials from septic tanks in
the huge areas of sprawling suburban development
surrounding many of our large cities. 1In some
ways they act like giant dispersed primary sew-
age-treatment systems, cleaning up the major
biological wastes but leaving relatively un-
touched most of the chemical components. If
these infiltrate down to aquifers, the region's
water resources are endangered. In our aging
cities, sewer systems are getting older and
leakier. Though major main breaks are repaired,
we know from inspection of many breaks that they
must have been leaking extensively for extensive
periods before the final break. Whereas fresh-
water supply mains are monitored for pressure,
the sanitary drains may not be checked and leak-
age goes undetected. To the extent that these
sewer systems are connected to aquifers supply-
ing freshwater, we may attribute some chemical
contaminants to that source. Many parts of the
country use sanitary landfill and dumps for
waste disposal. In these there may be exten-
sive leakage and infiltration to aquifers below.

In all the reactions of sanitary wastes with
infiltrating groundwater we must watch for the
trace elements, both organic and inorganic. For
example, there are a variety of toxic materials
used in newsprint that may become solubilized
and leached into groundwater. We have already
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recognized this threat by forbidding the use of
recycled newsprint for paper products for food
wrapping. The trace elements in detergents may
show up in groundwaters if infiltration routes
carry septic-tank effluent to aquifers. The
aggregate of all the average households may be
a significant source of toxic materials. We
simply do not have enough accurate information
to tell.

Over many areas of the country, particularly
in the high plains, we have been "mining"™ water
for decades (see Chapter 4). As we continue to
deplete groundwater supplies in extensive aqui-
fers faster than they are being recharged, we
may ask whether there is any effect on the water
quality. As artificial recharge experiments are
tried, we must watch the quality of the surface
water that is used for infiltration. Here rates
of groundwater movement are pertinent, for a
degraded aquifer can be improved but it will
regrade with a time scale similar to that of the
original transformation. This is one reason why
we have to know the rates of chemical influxes
as well as groundwater movement: Some reservoirs
that take a long time to become changed for the
worse may take equally long to be reversed for
the better. The ways by which to study these
problems are to determine the steady-state
equilibria with respect to flow rates and rates
of chemical reaction with the waters. Flow
rates have been successfully determined by use
of tritium and C. As noted above, reaction
rate constants have been determined for a number
of minerals; from these data we can reconstruct
the progressive changes of groundwater as it
moves along an aquifer. As we show below, this
kind of problem will loom ever more importantly
as we bury greater amounts and different kinds
of solid and liquid waste at depths where they
may interact with aquifers.

Anthropogenic Sources of Subsurface-Water Loads

One of the classic sources of subsurface-water
contamination is mining. Typical of underground
coal mining is the production of large gquanti-
ties of iron-rich and sulfateor sulfide-rich
waters. Pyrite (FeS;)--common in coal beds--
weathers, oxidizes, and dissolves in the mine
or in mine wastes as they are piled in dumps
above ground. Below ground they may react more
slowly, but they affect the groundwaters adja-
cent to the mine. We must look to increasing
problems in the western United States as a
result of the greater exploitation of coal--both
from strip and underground mines--in hydrologic
regimes where flow rates are slow. Western
coals are generally low in pyrite but there are
large enough concentrations to lead to signifi-
cant sources of potential pollution. Mines for
other materials, such as metallic ores, may
contribute a variety of toxic metals in the same
way. Many of the metallic ores are sgulfides,
which oxidize rapidly in the mine environment.
In many of these the trace-element content of
the vein being mined may be extracrdinarily
high--that, in fact, may be why they are being
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mined--and such metals, as soluble species, may
find their way into groundwaters.

Subsurface waste disposal in old mines, in
specially constructed caverns, and in permeable
aquifers raises new problems. Increasingly, as
we become aware of the dangers of waste inciner-
ation and of surface disposal, we turn to sub-
surface burial. Though there has been much at-
tention paid to the radioactive-waste disposal
problem in the past few years, the hazards of
some highly toxic nonradioactive wastes may be
as great. The problem is that it is difficult
to find the perfectly sealed underground vault
with no possibility of leakage. And, though
radioactive wastes eventually decay so that
radiocactivity is no longer a problem, some chem-
ical wastes may be extraordinarily stable in
subsurface environments and can be expected to
last for geologic times. Though we can be op-
timistic about finding good sites in low-perme-
ability rocks, we must evaluate the consequences
of invasion by groundwaters and transport to
aquifers. The chemical hydrologist needs to be
able to predict the results if there is leakage.

Other wastes introduced to groundwater may
cause serious problems. As our gasoline service
stations age, their buried tanks start to leak
and infiltrate the ground. Though the volumes
may be small, they may be locally important.
Liquid-waste disposal in buried permeable forma-
tions is becoming more common. When done with-
out taking care to watch the pressure, the over-
burden may be lifted and small earthquakes may
result, as was found at the Rocky Mountain Ar-
senal near Denver. The danger here is more than
that of small earthquakes; it is that hydraulic
fracturing from lifting overburden may open new
subsurface pathways so that groundwater-migra-
tion patterns may change, leaving open the pos-
sibility of migration to potable water aquifers.

Most of the waste-disposal programs that
have been responsible have been put well below
the interface of near-surface potable water
aquifers and the deeper formations that contain
waters of varying salinity but generally too
high to be potable., But almost daily we hear
horror stories of waste materials being stored
near the surface, in shallow ditches or leaky
tanks, well connected to surface potable waters.
What is needed is much more sophistication about
routes of migration in the top few hundred
meters.

STRATEGIES FOR THE FUTURE

How are we to plan for the future? How can we
keep up with the steadily increasing pressures
on the quality of water in our surface and sub-
surface reservoirs? We are dependent on funda-
mental knowledge of water-rock and water-biolog-
ical reactions that can come only from careful
and detailed studies of specific reactions in
specific regions. Further, we are dependent on
computer modeling of the larger chemical sys-
tems. The models being developed for estimating
mineral equilibria from multicomponent solutions
are a guide. Yet we should not hold out the

RAYMOND SIEVER and WERNER STUMM

goal of understanding in detail every watershed
in the world with respect to every possible
pollutant. We need to develop a workable and
economic approach toward following gquantitative-
ly the distribution of a toxic material in the
hydrologic regime, once it is known that a
clearly deleterious substance has invaded the
system. Such approaches will take the form, we
suspect, of working backward from high-quality
chemical analyses of particular strategically
placed monitoring points with a view to discrim-
inating between the natural--the pristine--con-
tribution and the anthropogenic load. Once the
load is defined, the hunt begins for the sources
and sinks. We must not only learn how to iden-
tify the sources as to location and kind but to
discover the sinks as well. For if we want to
intervene intelligently, we may want to work to
enhance the efficiency of sinks so that we can
engineer the removal of undesirable substances
by taking advantage of the natural cycling of
all compounds on the surface of the earth.
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