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PREFACE

John E. Flipse
Chairman
Marine Board

An issue of highest priority to the Marine Board is the development
and promulgation of technology to serve the ocean science and
engineering professions. The measurement of ocean waves has long been
of particular interest, as wave data and an understanding of wave
phenomena are essential to ocean engineering and to many marine
operations. Wave data and the calculations made using these
measurements are needed to validate scientific theories and concepts;
to determine design loads for efficient offshore structures; and to
forecast the response of marine vehicles to this complex excitation
medium.

These needs create diverse and challenging demands: for synoptic
worldwide measurement and for intensive site-specific studies; for
detailed analyses of various wave spectra and for simple--but reliable
and timely--forecasts; for a general picture of an area's waves and
for exclusive focus on the rare extremes.

The differences in requirements have led to diverse approaches to
the development of wave-measurement technology by increasingly
separated communities. In the interest of establishing a central
wave-measurement program to serve many needs, the Engineering
Development Office of the National Oceanic and Atmospheric Administra-
tion asked the Marine Board to prepare a summary of the present state
of the art in wave-measurement technologies, to promote exchange of
methods and results among experts conducting research with different
wave-measuring systems, and to identify the most significant problems
remaining for research and development in wave measurement. The
Marine Board agreed to this request, and in 1981, the National
Research Council appointed a committee under the direction of the
board to review the status of the leading wave-measurement
technologies, and to define present and future needs.

The Committee on Wave-Measurement Technology convened a meeting
of about 80 experts who met for three days in April 1981 to deliver and
hear formal presentations detailing the technologies, and to develop
in a structured workshop a list of problems in wave measurement most
urgently needing attention.

The meeting that is the subject of these proceedings was also
planned to complement and enhance two meetings on closely related
topics planned for the same year: a Symposium on Wave Dynamics and
Radio Probing of the Ocean Surface®* held in May, followed in

*The proceedings (in preparation) will be published by Plenum
Press.
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SUMMARY

Robert G. Dean
Chairman

Symposium and Workshop on Wave-Measurement Technology

The technology of wave measurements has developed rapidly in the past
two decades. Remote sensing of ocean waves has advanced from concepts
to operational systems--to systems that demonstrate considerable
potential for wide use in the near future. The development of in situ
systems in the same period, although proceeding at a slower pac;:'has
achieved significant improvements in reliability, in reduction of
costs, and in ability to measure directional characteristics.

The technological responses to wave-measurement problems have
addressed a variety of diverse and urgent needs. At the time this
symposium was convened, many in situ and remote sensing systems were
known to be available, but general uncertainty surrounded the quality
of their data.

In the interest of meeting these needs, members of the technical
community met for a three-day symposium and structured workshop to
review the status and prospects of wave-measurement technologies,
identify the most pressing or important problems remaining to be
solved, and attempt a preliminary description of research and
development directed to solution of these problems.

Formal presentations addressing the needs of users for ocean wave
data initiated the symposium, and technical papers were offered in
response detailing the principal wave-measuring systems and their
results, as well as one speculating about wave-measuring systems of the
future. In the workshop sessions, each participant developed state-
ments of the outstanding problems remaining to be solved. These were
then displayed (similar statements were grouped together), and each
participant assigned a weighted vote to the ten he or she considered
most important or urgent (or both). The formal presentations and
results of the workshop are briefly recapitulated in this summary.

Needs for Wave Measurements

L. Baer ("Operational Needs for Wave Data"™) describes the variety of
users for wave data, and the economic justification for gathering data.
The results of one survey indicate that the annual cost savings to
engineering construction alone from good-quality wave information
would be $100 million to $1 billion per year. In addition, the safety
of recreational and commercial vessels and the integrity of offshore
structures could be enhanced by improved wave data. Baer shows that
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fairly short unbiased records can nevertheless result in substantial
bias in the extrapolated values; thus, a meaningful wave-measurement
program should be committed to establishing a fairly long record to
reduce this bias to acceptable limits. With the possible exception of
the offshore petroleum industry, most commercial users are unlikely to
collect long-term data. In addition, events such as hurricanes,
giving rise to unique data, cannot be predicted sufficiently before
their occurrence to plan and carry out experiments for the event.
Thus, a governmental agency needs to take responsibility for
collecting, reducing, disseminating, and storing long-term wave data.
Rapid advances in less expensive, more reliable instrumentation should
allow a cost-effective program to be instituted in the very near
future.

The types and quality of wave measurements required for research
or statistical treatment are discussed by L. E. Borgman ("Research
Needs for Wave Data"). These requirements differ with application:
spectral representation, for example, may range from low-frequency
tides to high-frequency capillary waves. Probability description
needs include those for daily operational purposes and may extend to
return periods of 1 x 106 years (required, for example, in nuclear
power plant design), and the enviromment of interest may vary from the
relative homogeneity of deep water to the strong spatial gradients of
the nearshore. Four major research problems are, first, the
properties of successions of individual waves, including the effects
of "groupiness" and the associated first- and second-order
kinematics. There is considerable uncertainty about the relative role
of nonlinearities in the character of wave groups. Improved
understanding will require more definitive field measurements of the
two-dimensional sea-surface character and theoretical developments.

Second, knowledge of the interaction of waves with currents,
bottom bathymetry, winds, and other forces or features of the physical
environment--while much needed for coastal design and engineering, as
well as understanding and predicting hurricane damage--is lacking.
Several coastal sites could be selected for long-term and fairly com-
plete instrumentation.

Third, understanding rare, extreme events requires better defini-
tion of the long-term statistics of an area, and of the effects of such
events on vessels, fixed structures, and the nearshore environment.
Long-term wave measurements would be required in areas prone to extreme
events (such as hurricanes), as would be well-organized plans to inves-
tigate and document effects of the event immediately after occurrence.

The fourth problem is that of wave directionality. Both in situ
and remote sensing instrumentation is under development that should
allow the routine, reliable, and continuous measurement of directional
spectra. For example, reviewing the directional measurements that can
be made today, Borgman indicates that the directional spread of waves
sensed by heave-pitch-roll buoys may be fairly broad, but the principal
direction can be obtained within approximately 49-5°0.
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Borgman makes an appeal for maintaining data quality through pre-

and post—-measurement calibrations and through careful documentation of
the data characteristics for future users.

Reamote Sensing of Waves

A number of different approaches can be used for remote sensing of
water waves. Several are still being developed; thus, their long-term
potential, reliability for routine measurements, and costs are not
available. Among the attractive features of remote sensing systems are
their ability to obtain wave data over a large area; freedom from fixed
in situ supports or bottommounting with umbilical cords or data links
to shore; (in some cases) ability to sample in extreme conditions; and
(for some systems) relatively low cost.

N. E. Huang ("Survey of Remote Sensing Techniques for Wave
Measurement”) gives a detailed, comprehensive review of the various
principles used in remote sensing, and of the systems in operation or
development, and describes recent results. A helpful tabular summary
developed by Huang sets out characteristics for nine remote sensing
systems, such as status (operational or developmental), accuracy of
wave parameters measured, spatial coverage, platform, data acquisition
time, data processing requirements, restrictions on operational
environmental conditions, initial system cost, and data reduction
cost, some of which is used here to compare various systems (see Table
1l).

E. J. Walsh ("Remote Sensing of Ocean Waves by Surface Contour
Radar") describes an airborne surface contour radar (SCR) that produces
a near real-time topographical map of the sea surface. A 0.085° x
1.2° radar pencil beam is oscillated laterally to measure the sea
surface within a swath approximately half the aircraft's altitude in
width. The length of each swath is approximately 5 km. At each of the
51 points measured in one oscillation, the measured range distance is
corrected for the off-vertical angle of the beam to yield the true
vertical distance between the aircraft and the sea surface. The con-
tamination owing to vertical aircraft motion is minimized by removing
the double integration of aircraft motion sensed by a wvertical acceler-
ometer. An onboard computer with color-coded display portrays the
sea-gsurface topography, and can also analyze the data with a
two-dimensional fast Fourier transform to produce wavenumber spectra.

One feature of the analyzed data requiring interpretation is that
initially a 180° directional ambiguity appears in the directional
spectrum. This ambiguity is eliminated through spectra obtained from
two flight lines, each of which produces a different "encounter
spectrum.” The information available from the two flight lines is
adequate to identify the image spectrum and to correct the actual
spactrum for any drift of the aircraft due to crosswinds.

Additional notable features of the SCR are that it does not
require calibration against sea-truth data, it yields quantitative
results, and it can see through clouds. Although the SCR is not
available commercially, the quality and type of results it yields
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Table 1 Summary of Remote Sensing Systems for Measuring Ocsan Waves®

SCR SAR AK-radar and short-pulss microweve )
Sensors (Surface Contour Radar) (Synthetic Aperture Radar) spectrometer Laser profilometer
Status Operational Quasi-operstional Developmental Operationsl
Height 15 cm or £ 5%, whichever is larger > 1 m possible through model +20em +15cm
2 L > 50 m (satellits) Smendl
Length/Period 1 1 m in wavelength L> 20 m (sirerafe) +3% 5 m400 m onger
; & i ° . Not directly, but directions of the snergy contain-
Direction 2 12 5 meen direction hwmmnnmhdﬂiﬂlwiwntls"
iz Directional wevenumber spectrum with 2-D wavenumbar spectrum with angular
Spectrum Up to 8 Fourier cosfficients in direction relative density scale resolution 15° One-dimensionsl wavenumber
Spatial Covernga/ Basic swath width = % altitude (0.1-0.4 km) 100 km swath (satellita); 1 km (eircraft) with 6 x 12 km sircraft Typical section 20 km
Call Size length for FFTs is 5 km spatial resolutions: 26 m (sataflite); 3 m (sircraft)] 130 km x 130 km satellite ypical
Aircraft and tower (from stationary platform,
Platform Aircratt Aircraft or satailite Aircraft and satellite S Ty { =y
Data Acquisition . i 20 sac (satallita) FFT
oo 50 sec for a single FFT run 2 sac (satellite); 10 soc (sircraft) 2 min (sircraft) § min/
Data Processing . o Large computer for digital image formation and . :
Regquire 2-D FFT on minicomputer ~ 1.6 he/FFT FFT; optical Fourier transform e Onboard resl time by microcomputer Minicomputar
Operstional/Environmental X . Aircraft sititude > 10 km Clesr atmosphere required to permit laser
Conditions/ Reetrictions All weather: no restrictions Wind speed > 3 m/sec, Hia >1m ol weather: no restrictions wesemision
Cost of System $0.5 million Vary expensive Satallits system $5-10 million ~ $100,000
Cost of Messurement 3 5 .
por Typical Dats Set Aircraft flight time > $2000/hr $1000 per 5 km x § km patch $500; mejor cost sircraft flight time Major cost is sircraft flight time
Comments and Onca o sit, 16 min i sufficient for dsta | '® Weve direction compered to ptch nd NASA-GSFC short-pulse spectrometer will heve
Remarks ecquisition roll buoys; 15% wavslength compared to onboard processing capability by 1983

pitch and roll buoys
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Table 1 (continued)

Coastal Wave imaging Radar

Sansors HF radar (Marine Navigstion Radar) Aitimeter Stersophotography
Status Quasi-operational Operationsl Operstionsl Operational
P Not di but possible thr odel £ 1%
Height o L rospy No Hyyg 0-20m (£ 10% or 50 cm) Not direct, posible through model
Langth/Period E Wavelength £+ 5% Langth >20 m, £ 10% Not direct, possible through model +6%
Direction ; £10° +3° No §°
Spectrum ;g wavenumber spectrum/scan 10 producs | pirectional siope spectrum on anslogy dete 1-D frequency spectrum through model 2-D slope spectrum in wavenumber
: / Surface wave 200 km x 200 km ares
Sos Conw, with call 7 km x 7 km, skywave up to 25kmx26km/dameil e 20mx20m | 3kmx20km 40° viewing angle ares depends on height
] 1000 km x 1000 km
Platform Ground based Fined tower Satellita or sirplans Aircraft or tower
Data Acquisition
Time 1hr 1.88c I 1/100 sec
Data Procsssing Minic Digital processing on minicomputer; optical Wavef ; ink tor Laser Fourier transform and mi
Requi - omputer Fadia o s 'orm fitting on minicompu optical Fo minicomputer
Clear of noiss from thunderstorms, Wind speed > 3 m/sec, wevelength > 20 m, All westher. Footprint of rader has to be &l on
Conditions/ Restrictions ionaspheric varistion, end man-made noises not undar hesvy rain water surface. Fair weather with overcast the best. Dey only.
Cost of System ~$100,000 $50,000 $100,000
Cost of Messurement
per Typical Dats Sat Low $100 Less than $1000
Comments and In surfece-weve mods, synthetic aperture Automstic data processing cepsbility under Other statistical properties of the wave fisld such
Remarks technique can be used developmant 8 skewness can also be derived from the data

*Source: N. E. Husng.
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should be widely applicable to a number of practical projects and
scientific studies. The comparisons of significant wave-height results
from an SCR flight and buoy data (collected in the course of the
Atlantic Remote Sensing Land-Ocean Experiment, or ARSLOE), and sea-
surface topography data from a different type of airborne elevation
sensor are generally good. Huang assesses the system as "quasi-
operational,” the initial cost as $0.5 million, and the accuracies of
measurement of wave parameters as follows: significant wave height,

Hs * socn, or ¥ 5%; wavelength, L * 5 m; principal wave direction,

6 + 20,

R. A. Shuchman ("The Use of Synthetic Aperture Radar (SAR) to
Measure Ocean Gravity Waves") gives an account of measuring ocean
gravity waves using synthetic aperture radar (SAR). SAR is an
airborne or spacecraft-borne system that synthesizes a very narrow
beam by the motion of a fairly broad physical antenna beam. It is of
interest that there is no consensus about the actual imaging mechanism
of SAR. The most widely accepted view is that the radar resonantly
interacts with the shorter waves (on the order of centimeters) that
tend to be accentuated on the crests of longer waves. SAR data
consist of the "phase history" of the scattering points, which,
through analysis by optical or digital transforms, yields the
wavenumber spectrum. There is as yet no method for scaling these
spectra to determine absolute energy, but researchers are confident
this will be possible in the future.

Three airborne SAR systems routinely collect water-wave
information. In addition, a SAR gystem was mounted on Seasat
(launched in June 1978). Since the measured signal return requires
the presence of short waves, SAR can only operate if winds are in
excess of approximately 3 m/s, significant wave heights are greater
than 1 m, and the longer wavelengths exceed 25 m. Huang lists the
cost of a SAR system as greater than $10 million, and the following
accuracies in wave parameters: L * 3%, @, * 2°.* SAR has been
applied with favorable results to the comparison of measured and
calculated wave refraction patterns off Cape Hatteras. Additionally,
there is evidence that SAR is capable of detecting internal gravity
waves and surf beat (long second-order surface waves).

D. E. Barrick reviews the status of high-frequency (HF) radars
for the measurement of sea-surface characteristics ("Status of HF
Radars for Wave-Height Directional Spectral Measurements"). These
systems use polarized electromagnetic waves that are reflected back to
the radar owing to the Bragg effect. The directional spectra are
extracted from a portion of the returned signal produced by the
interaction of all pairs of wave trains in the wave spectrum. In
addition to wave-height information, ocean currents cause a Doppler

*A new lightweight, airborne X-band SAR being developed by
Environmental Research Institute of Michigan for the petroleum
industry will cost approximately $2.5 million, exclusive of the
aircraft. [Note added in proof by R. A. Shuchman.]
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shift in the signal from which the strength and direction of the
current can be extracted. Two applications have been made of HF radar
to measure ocean waves: sky wave and surface or ground wave.

Sky-wave systems, through reflectance of the transmitted signal from
the ionosphere, allow sea=-surface characteristics to be monitored to a
distance some 3000 km from the source/receiver. The short-term
temporal characteristics of the ionosphere contaminate the returned
signal and must be accounted for in the analysis.

Huang reports the following accuracies: Hg t 8%, for Hg> 1
m; period, T + 1 87 00 + 79, for unimodal waves. Huang also notes
that it is possible to obtain the one-dimensional spectrum only for
certain data sets.

Surface-wave or ground-wave radars can be very compact and appear
ideally suited for the measurement of nearshore directional spectra and
currents. The spatial resolution of the patch of illuminated sea
surface varies from kilometers to tens of kilometers, and through
diffraction of the transmitted signal beyond the horizon, ranges up to
50 km are possible. Surface-wave or ground-wave radars are
categorized according to whether the transmitted signal is narrow- or
broad-beam. The narrow-beam radar requires the physical size of the
antenna to be hundreds of meters. Most initial efforts were directed
to narrow-beam systems, since the interpretation of the returned
signal is more straightforward. Analysis techniques are much simpler
for the longer wave periods (> 10 s), but methodologies have been
developed for wave periods as low as 3 s. Analysis of data from three
narrow-beam radars and comparison to data from heave-pitch-roll buoys
in study areas indicate the following accuracies: Hg * 5%,

T + 0.5 8, 6, ¢ 7%

Broad-beam surface-wave radars have the very attractive feature
of small antennas. The height of the antenna is of the order of 2 m
and can be placed directly on the beach on a portable support. In
addition to currents, this system yields the same directional informa-
tion as a heave-pitch-roll buoy. Some development is still under way
for extraction of the directional spectrum for wave periods less than
9 s. Huang assesses the system as "operational™ with the following
accuracies: Hg * 5%, for Hg > 1 m; T * 0.5 s; direction * 49,
for unimodal waves. The system scans a patch size of 0.5 km up to a
distance of 50 km offshore. The cost of the system is approximately
$100,000.

F. C. Jackson ("Aircraft and Satellite Measurement of Ocean Wave
Directional Spectra Using Scanning-Beam Microwave Radars") describes
wave measurement by pulsed microwave radar operating in a conical scan
near vertical incidence. The radar "illumination pattern" is broad
compared to the scale of the waves, and the signal is averaged
laterally. Thus, only those waves oriented to the incoming radar
signal survive this spatial averaging. Jackson has developed an
elegant theory to interpret the radar return signal to yield quantita-
tive directional wavenumber spectra.
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A number of interesting comparisons of the radar's data to sea
truth have been carried out, including eight overflights of areas near
Waverider buoys or pitch-and-roll buoys. The significant wave heights
range from 1.3 m to 9.4 m, and the radar-determined values are within
0.4 m of those detemined by the buoys. Comparisons of the direc-
tional spectra with those obtained from a heave-pitch-roll buoy are
encouraging: generally good agreement obtains for one-dimensional
energy spectra, and the differences appear qualitatively to be of the
same order as the limits of the 90% confidence interval. The cost of
the system as estimated by Huang is $5-10 million. The system is
assessed as "developmental,"” and as offering the following accuracies
for wave parameters: Hg * 20 cm, 90 + 59,

In Situ Systems

R. J. Seymour ("Review of Wave Measurement Using In Situ Systems")
surveys in situ instrumentation used for wave measurements,
recognizing the following types: wave-measuring buoys, shipboard
records, bottom-mounted height sensors, surface-piercing wave staffs,
and fixed-orientation directional systems. Many (but not all) of
these systems are best suited for shallow-water applications where a
cable can be extended from shore, or when the wave-induced water
pressure can be sensed (or both).

For some applications, such as computation of longshore sediment
transport at a particular locality, it appears that nearshore measure-
ments are most effective, owing to the inhomogeneity of the wave field
resulting from shoaling, refraction, reflection, and diffraction of
waves during propagation across the continental shelf. Measurements
conducted in deep water can be extended computationally onto a fairly
long segment of coastline if the transformation processes can be
adequately represented.

The most significant recent advances enable routine measurement
of the directional characteristics of water waves, among them addi-
tional development of the heave-pitch—-roll buoy introduced by Longuet-
Higgins et al. (1963), and the "slope array" developed by Seymour and
Higgins (1978), which consists of four pressure sensors on the corners
of a steel frame 6 m square.

A. G. Parker ("Wave Measurements Using Surface-Mounted
Instruments”) reviews the characteristics and requirements of surface-
mounted sensors, such as those affixed to plers or to offshore plat-
forms. These were among the earliest in situ systems, and have the
advantages of ruggedness and relative ease of recovery and servicing.
Parker emphasizes planning in making the proper selection of a measure-
ment system. The measurement period, quality of results, method of
analysis, and uniqueness of data are factors guiding selection of the
optimum sensor system. If the primary requirement is to measure severe
storm waves, for example, ruggedness of the instrument should be em-
phasized. Parker characterizes surface-mounted sensors as visual,
electrical, acoustic, float, optical, radar, and other types. He notes
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the value of the frequently dismissed data set from shipboard observa-
tions.

For cases in which a one-dimensional spectrum is adequate, many
of the needed data are collected by a wave-guide system (e.g., Baylor
Wave Staff) in which the roundtrip travel time from the above-water
emitter to the water surface is measured. An advantage of wave-guide
sensors is that they are affected less by corrosion and biofouling than
resistance or capacitance wave gauges.

The acoustic gauge has no physical link to the water surface;
rather, it beams a signal downward, and the time required for the
roundtrip of the signal serves to locate the water surface. The
analysis must include calibration for the variation of the speed of
sound in air as a function of temperature. The primary limitation is
the relatively high attenuation of the signal: for fairly high
frequencies (~40 kHz), which are desired to produce a narrow beam,
distances are limited to approximately 10 m for a relatively low-power
system.

Recently developed downward-directed lasers, using both continuous
waves and pulsed waves, have many inherent advantages, including loca-
tion above the water surface, independence from environmental factors,
and ease of installation. The advantages of downward-directed radar
systems are similar to those of laser systems, with the additional
feature of being less susceptible to contamination than the optical
lens of a laser. For cases in which the measurement of wave direction
is required, several sensors can be installed in an array. The
horizontally scanning Doppler microwave radar can be used to yield
principal wave directions over a wide area.

L. R. LeBlanc ("Pitch-Roll Buoy Wave Directional Spectra
Analysis”) presents methods of analysis for extracting directional
spectra from heave-pitch-roll buoys. The data discussed are from an
ENDECO "orbital-following” buoy deployed during the 1980 ARSLOE
program.* The "slopes” sensed by the orbital-following buoy result
from the gradient in the vertical direction of the horizontal component
of water-particle velocity. A "drogue-like" element suspended below
the buoy tracks, approximately, the horizontal motion at the
(below—-surface) elevation of this element, whereas the buoy at the
surface tends to follow the motion of the water particle at the
surface. Since the measured slope would appear to depend nonlinearly
on the wave properties, the theoretical approach to establishing the
associated transfer function is not clear. LeBlanc states that the
transfer function is established from the data, and presumably this is
based on the known relationship between total energy densities in the
sea-surface displacement and gradient of the horizontal velocity
component.** Derived directional spectra are presented for a

*Atlantic Remote Sensing Land-Ocean Experiment, October 6 to
November 30, 1980, off Duck, North Carolina.

*#*A gigned square-root nonlinear correction factor is applied to
the pitch-roll data prior to Fourier analysis; however (as observed in
the ARSLOE data set), this factor seems to have minimal influence on
the data, presumably because the heave sensor responds linearly to
wave motion, and the directional spectra calculations are based on
cross—gpectral correlation of the heave sensor with the pitch-roll
sensors. In the correlation process, the nonlinear components average
out. [Note added in proof by L. R. LeBlanc.]
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substantial storm that occurred during the ARSLOE program:
significant wave heights of the spectra range from less than 2 m to
approximately 5 m, with associated wind speeds of 7.5 m/s to 16.2 m/s.

G. 2. Forristall ("Subsurface Wave-Measuring Systems") addresses
the capabilities and limitations of subsurface measuring systems, with
special emphasis on pressure and velocity sensors. A review of
previous investigations employing subsurface pressure measurements
reveals a number of attempts to evaluate the linear pressure-transfer
coefficient in wave-by-wave analyses. In general, these attempts have
lead to the conclusion that the ratio, n, of measured to predicted
pressure-response function is higher and lower than unity at low and
high frequencies, respectively. Forristall argues that this
conclusion is merely an artifact of analyzing individual waves
composed of many frequency components on the basis of a single
frequency component. Convincing results of a simulation are presented
to support this view. However, careful measurements and Fourier
analyses carried out by Cavaleri et al. (1978) support the behavior
found by previous investigators.

Forristall describes his experiments to investigate this matter
further. A sensitive pressure transducer was located 12 ft above the
seafloor of the Gulf of Mexico (in water 68 ft deep), beneath a Baylor
inductance wave staff. The results are presented in the form of the
spectra of pressure and water surface, coherence, and the response
function ratio, n, versus frequency. In general, coherence is near
unity over frequency ranges in which the sea-surface spectrum is large.
For the more energetic spectra, the value of n is near unity over the
frequency range of high spectral energy. For the lower and higher
frequency ranges, the values of n are higher and lower than unity,
respectively, a result generally consistent with those obtained by
other investigators employing the wave-by-wave analysis. For one
spectrum of reasonably low energy and with the peak energy at higher
frequencies (5-6 s8), the coherence is again high, yet the value of n
is approximately l.2. PForristall states that "the reason for this
behavior is not known, but we suspect that it may be due to poor
response of our recording scheme at low signal levels." Forristall
concludes that it should be possible, using high—-quality pressure
sensors, as well as Fourier analysis and linear wave theory, to recon-
struct the sea-surface displacement (or its spectrum) for wavelengths
greater than twice the submergence depth of the pressure sensor.

Forristall reviews three programs in which electromagnetic current
meters were used to describe the directional wave spectrum. The Ocean
Test Structure, for example, was fitted with 5 wave staffs and 11 bi-
axial electromagnetic current meters mounted on a platform 20 ft x 40
ft (in plan view), installed in 66 ft of water in the Gulf of Mexico.
A thorough analysis by Borgman and Yfantis (1979) indicates marginal
advantages from the availability of a large number of sensors.
Additionally, the analysts were unable to identify any cases of
bimodality in the directional spread during storm events.
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Future Msasurement Systems

A. W. Green ("Wave-Measurement Technology in the 1980s") briefly
recapitulates the evolution of wave-measurement systems and projects
their future course of development. Advances in instrumentation and
microprocessors will certainly dominate as the slow evolution of wave
sensors and more rapid development of electronics and procedures of
analysis continue into the future.

Green considers several wave-measurement systems; for example, a
pitch-roll buoy system in which rotational motions would be detected
by the Sagnac effect in a fiber ring interferometer. This effect
occurs with rotation of the interferometer about a normal axis; thus,
the interferometer functions as a solid-state gyroscope with no moving
parts. It is capable of detecting rates of rotation as slow as 10~3
degree per hour.

In a second system, the use of arrays of upward-looking sonar
transducers to define the directional wave spectrum should become less
expensive and more reliable with further development of the
electronics. These sensors have the inherent advantage of linearity
over near-bottommounted pressure sensors. Arrays of platform-mounted
downward-looking radars or lasers could also be employed to define the
directional spectrum. As noted by Parker, the above-water location of
the active elements of this system would simplify installation and
maintenance, as well as the geometric characteristics of the array.
Green describes a futuristic air-deployable heave-pitch-roll buoy
fitted with instruments to sense meteorological parameters and a
telemetry link through a satellite to a ground station.

Rasults of the Workshop

The workshop was structured to elicit from all participants state-
ments of problems and needed development in wave-measurement technol-
ogy, and by progressive steps of distillation, redefinition, grouping,
refinement, and ranking, the meeting's sense of the ten most signifi-
cant problems demanding attention, in order of importance. The par-
ticipants developed a detailed description and suggested program for
the resolution of each problem (see "Results of the Workshop").

As defined and ranked by the participants in the meeting, the ten
most urgent problems for research and development in wave-measurement
technology are:

Priority 1: Technology for Measurement, Analysis, and Reporting of
Directional Wave Spectra

Systems need to be developed that will function in
shallow and deep water, and in high seas. These systems
should operate reliably for extended periods, be
inexpensive enough to be used routinely, and provide
directional data verifiable by calibration and intercom-
parison.
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Priority 2:

Priority 3:

Priority 4:

Priority 5:

Priority 6:

Priority 7:

12

Assurance of Data Quality and Improvement of Data and
Display Techniques

Procedures should be developed to ensure the calibration
of wave-measuring systems, and to better document the
characteristics of any software employed. Where helpful,
standardized methods and units should be used.

Program for Intercomparing Various Measurement Systems
to Determine Differences in Resulting Data Sets

A field program should be planned for intercomparison of
many in situ and remote sensors, and sustained until a
sufficiently wide range of environmental conditions has
occurred. The program might be seen as an extension of
ARSLOE, which allowed several very useful inter-
comparisons to be made. Large-scale wave basins are
being constructed in which realistic directional spectra
can be generated: these basins may form a controlled but
size~limited element of the intercomparison program.

Nearshore Wave Fields and Related Processes

Wave-measurement and analysis technologies need to be
improved to allow better definition of the directional
wave field in nearshore areas, where strong spatial
gradients exist.

Nonlinear Phenomena

An understanding must be gained of nonlinear phenomena
and their effects on the measurement and interpretation
of wave characteristics. In addition, measurement
procedures should be developed to identify or isolate
nonlinear effects, such as the enhancement of shorter
waves on the crests of longer waves, and the forms of
breaking waves over a wide range of relative water depths.

Development of Remote Sensors

Available microwave sensors should be optimized for
accuracy, resolution, and calibration in coastal, tower,
ship, aircraft, and satellite operation. There is a
particular need to deploy, on an operational basis, some
of the sensors that are now available only in breadboard
form.

Global Wave-Measurement Systems

Development should be pursued of a global wave-
measurement system consisting of remote sensors and a
central data bank for reporting and distributing results.
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Priority 8: Buoy Development

Buoys offer significant near-term potential for the
routine measurement of deep-water directional spectra.
Areas requiring special attention are buoy transfer
functions, robust solid-state sensors, onboard signal
processors, survivability in extreme sea states, and
development of expendable buoys with several months'
reporting life.

Priority 9: New Sensors and Processing Techniques for Integration
into Wave-Measurement Systems

Deficiencies that could be remedied by new sensors and
processing techniques include measurement of: capillary
waves; ocean surface curvature and higher-order descrip-
tors; wave-induced, large-amplitude water-particle

motions; momentum of breaking waves; and concurrent meas-
urement of surface-wave and bottom topographic parameters.
Techniques need to be developed for the processing, storage,
and presentation of the multidimensional parameters of
surface waves.

Priority 10: Wave-Measurement Resolution and Accuracy Needed and
Attainable; Development of Procedures and Instruments to
Improve Resolution

The users of wave data should be identified and grouped,
and the resolution needed by each group quantified.
Analytic procedures and new sensors could then be
developed to make measurements where information of the
desired quality is now lacking. In the meantime,
available information may be usefully applied to
enhancing the resolution of instrument data.
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OPERATIONAL NEEDS FOR WAVE DATA

Ledolph Baerl

Introduction

Information about ocean waves is needed to improve our understanding
of the ocean's dynamics and its interactions, and to design and operate
ships and offshore platforms, to plan shipping routes, and to design
engineering works—--ports and harbors for example, or beach protective
systems--to understand coastal processes, and for commercial and
recreational fishing.

While ocean waves have been studied and measured for these and
other purposes, demands have increased in recent years for more and
better wave data. Besides the range of needs for wave data entailed
by ocean science and engineering, those responsible for planning the
use of coastal lands or for emergency preparedness need accurate
knowledge of wave conditions in advance of their occurrence, the
effects of the waves, and the nature and probability of particularly
destructive waves.

Assessment of Needs

The National Oceanic and Atmospheric Administration has investigated
these demands in the course of planning how they might be met. The
results of a preliminary survey of users of wave data in three
categories--federal agencies, state and local governments, and other
public entities and private industry-—-and of their needs are arrayed
in Figure 1. While these results cannot be regarded as complete, they
indicate that a large number and variety of users need wave data, and
that the applications for which the data are required group naturally
into six categories: ocean and coastal engineering, coastal and
offshore operations, coastal erosion projects and evaluations,
evaluation and mitigation of coastal hazards, environmental quality
assessments, and wave energy.

Table 1 offers a brief summary of a national study carried out in
1977 that concluded the savings to engineering construction alone from
good wave information would be from $80 to $100 million a year. A
working group at the Ocean Wave Climate Symposium later that year
estimated annual savings of about $1 billion from better wave data.
Savings to shipping from better forecasts would probably be even

lcoastal Waves Program, National Oceanic and Atmospheric
Administration
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Table 1 Annual savings to engineering construction from improved
wave data (1977 survey)

Structure or Activity Savings (in millions of dollars)
Marine Operations 10
Breakwaters 10-20
Prevention of Coastal Erosion 20
Submarine Pipelines 20
Of fshore Structures 20-30
TOTAL 80-100

larger--and contribute to maritime safety. Someday, the nation should
decide to spend a few million dollars in the interest of saving 50-100
times as much.

The wave-data users as shown in Table 2 need wave data for three
basic types of activities. These activities are developing engineering
design criteria, preoperational planning, and operational decision
making.

Engineering design criteria are applied to ensure that offshore
structures, coastal works, buoys, and ships will function as intended,
and meet agreed-upon standards of safety, efficiency, and economy.
Long-term probabilistic descriptions of the physical environment are
vital to establishing adequate criteria. The development of these
criteria requires relatively sophisticated wave information such as
directional spectra, extreme value statistics, and such nonlinear
properties as wave shape and groupiness.

Operational decisions, on the other hand, are often taken quickly,
in response to prevailing or ensuing conditions. Ship captains, for
example, need timely short-term forecasts of such relatively simple
parameters as significant wave height, direction, and period. If these
two very different needs could be met, the needs for wave data for
pre-operational planning (scheduling, routing, and cost analysis)
would also very likely be met.

Table 3 is abstracted from a recent internal NOAA assessment of
over=all needs for marine environmental information in the waters of
the United States. The decisions that must be made by a representative
group of six major users of marine environmental information (offshore
oil and gas operators, transportation industries, commercial fisheries,
marine recreation, construction, and local communities) were analyzed
in some detail. The wave data needed for these decisions were then,
upon consolidation, assumed to represent the needs of all users: these
are set out in Table 3. Generally, wave-height data are needed with
accuracy of the order of 0.3 m at the 3-sigma level in a range of
spatial resolutions from 1 to 1000 km2, and temporal intervals from
2 to 6 hours. The consolidation process tends to raise the resolution
requirements, quicken the required response times, and elevate the
higher priorities. I should note that assignment of highest priority
(number 1) was restricted to cases of nearly real-time safety. Thus,
for example, climatological information that is considered absolutely
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Table 2 Wave-data needs by major activities and purposes

Purposes for Which

Major Activities Data Needed Data Required
Engineering design Offshore structures, Wave direc-
criteria coastal works, ports, tional spectra,
submarine pipelines, statistical
naval architecture,;«.. analyses of
axtreme waves,
nonlinear
properties
Preoperational Scheduling, routing, Near-term and
planning estimating and long-range
analyzing costs forecasts,
geographical
statistics
Operational Safety, efficiency Forecasts of
decisions significant

wave height,
direction, and
period

necessary but not urgent for immediate safety decisions, rates
priority-2 designation. I should also point out that scientific
research needs for data were not considered.

NOAA's Plans to Meet Needs

The set of users' requirements set out in Table 3 can only be met by a
combination of forecast and statistical products based on measurements,
analysis, and theory. The wave measurements that were generally
thought to be the necessary foundation for analyses and forecasts are
given in Table 4. These are the requirements that it may be possible
to meet in the reasonably near future: needs that exceed the probable
state of the art are not shown. A preliminary plan to make the needed
observations is sketched in Figure 2: basically, a line of widely
spaced but sophisticated wave-measuring systems around the United
States, and near the edge of the continental shelf, augmented by
special measurements inshore of the network and a minimum suite of
measurements covering the high seas. Wind fields and other such
necessary information would, of course, be provided on a global basis.
A limited federal budget cannot provide all needed data with
today's state-of-the—-art wave-measurement systems. We must plan for
relatively few direct observations and interpolation by some
scientifically credible means to estimate the waves in other places.
The preliminary plan of measurements for the NOAA Coastal Waves
Program pictured in Figure 2 calls for about 20 wave-measurement
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TABLE 3 Consolidated Requirements of Wave Data

Parameter: Resolution Forecast Update L
or Accuracy Space Time Length Interval Significant
Ehsncasnon Briopity Upite Qo) (w2 (hre) Zope  SPave ) (Time/Day) Ihgesbolds  Motes
Surf Height 1 m 0.6 100 3 8&B 3 2
Surf Height 1 E 0.4 1 3 1+ 2
Wave Direction 2 deg 15 10 3 8, C&0 1 2-4
Wave Height 1 m 0.3 10 3 8, Cs0 1 2-4 2-5
Wave Height 1 ] 0.3 1 2 8&C 1 3 0.6
Wave Height 1 B 0.5 1K 6 c&0 3 2 0.6
Wave Period 2 sec 20% 100 6 c&0 1-3 2
Wave Period 2 sec 2 10 3 8, C&0 1 2-4
Wave Directional 2 m?/sec/deg Note 10 1/2 s, c&0 2m Accuracy equiv. to 109,
Spectra 0.3m, 1 sec.
Accuracy equiv. to 0.3m,
1 sec.
Wave Bispectrum 3 ul/sec Note 10 1/2 8, c&0 0
PRIORITIES ZOMNES
1 - Critical to Safety B - Beaches (Inland)
2 - Important C - Coastal (0-30 km)
3 - Desirable 0 - Offshore (30-500 km)
4 - Useful P - Ports
§ - Shallow Areas
Z - Bpecific Bites

6T
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Barspeter

66. Waves-Directional
Spectra

67. Waves-Frequency
Spectra

68. Waves Frequency
Spectra

69. Waves-Directional
Spectra

70. Significant Height

78. Local Conditions
(for toxic spill
movement)

Wave Direction

Wave Spectra

LN =

Large Scale; 100 km“

Accuracy
12

Eq. to
0.5m
Sig- ht.
10°

Eq. to
0.5m Sig.
ht'

Eq. to
0.5= sis.
ht.

Eq. to
0.5a 10°
0.5m

Eq. to 1lm
Sig. ht.
Eq. to
10m

= and 3-6 hr resolution
= Small Scale; 100 km? and 0.5-1 hr resolution

Range

True

True

True

True

True

0-360

TABLE 4

Sampling
Space

400 line

Variable

Note

Note

150

10

Interval
Time

Day)
(24

&+

24

PRIORITIES:

Susmary of Required Observations

Resolution
Space Time
Region
Line along 10 1/2
shelf edge
Inshore 1 1/2
from shelf
line
" L L] L L)
Open Ocean L L
Global " "
Near Spill s s
n n L1}
1 - Critical to Safety
2 - Important
3 - Desirable
4 - Useful

Accept
Delay

Hotes

66. Total 25 locations.
Need observations at
highest conditions even
if not at standard
observation time. If
directional spectra are
not available, measure
frequency spectra only,
67. Total 25 locations
which are shifted
frequently.

68. Network totaling
about 100 permanent
locations (potentially
coop. with local
agencies).

69. Min. 10 locations.
If directional spectra
not available, measure
frequency spectra only.
70. Prefer spectra if
feasible.

78. Special network of
up to 5 sites.

oz
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locations on the continental shelf. None is shown for the California,
Washington, and Oregon coasts, where wave-measurement programs are
being planned or carried out by the U.S. Army Corps of Engineers. The
dots farther offshore designate data buoys operated by the NOAA Data
Buoy Office, most of which also measure waves.

Objectives for Accuracy

Table 5 shows the preliminary objectives for accuracy established for
the NOAA Coastal Waves Program. Those set for actual measurements are
considered achievable and reasonable; those set for hindcasts and other
analyses are derived. These values should meet the needs of many
different users; however, some users have already suggested that higher
objectives of accuracy should be set for wave period.

Table 5 Preliminary CWP accuracy objectives (30

o Parameters Derived from Measurements (Not Including Statistical
Confidence)

Individual Height + 5%
Significant Height +2%
Period of Maximum Variance 0.5 s
Mean Direction +50
Spectral Energy Density *10%
Resolution of Wave Energy Directional Spectra +15°

o Parameters Derived from Hindcasts of Directional Spectra

Significant Height +10%
Period of Maximum Variance +0.5 8
Directional Resolution +150

o Output Products (Including Statistical Confidence and
Representativeness)

Nonextreme Height Statistics +10%
Nonextreme Spectral Density Statistics +15%
Extreme Height for 100-Year Return Period +15%

*Bagsed on heights of 3 m or more.

Problems to be Resolved

Error Some exciting new results highlight issues of accuracy. The top
set of curves in Figure 3 shows the bias in estimating the 100-year
maximum significant wave height from records of various length and
random errors in the measurements. Bias results from the ordering
process used in the analysis. Such a bias can be removed if the
underlying system accuracy is known. The errors shown are for 90
percent confidence and are total-system errors: sensor error +
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sampling variability + nonstationarity effects + analysis errors.
Since sampling variability alone is 10-15 percent at 90 percent
confidence for typical 17-minute records, there must be errors of
significant size in the records.

The set of curves at the bottom of Figure 3 shows the effects of
errors in the records on the confidence intervals for the 100-year
maximum significant wave height. A complete risk analysis to establish
optimum design criteria must consider the width of these confidence
intervals. The curves also show that we can never achieve high
accuracy with hindcasts alone because the larger errors do not
completely cancel. These values are significant. Biases might
typically be 3-6 m; confidence intervals are typically 10-15 m.

Calibration The measurement system may pose problems in meeting
objectives of accuracy as well. Figure 4 shows calibration plots of
the most commonly used wave-measuring instrumented buoy. The top curve
gives the calibration corrections specified by the manufacturer. The
bottom curve is the calibration curve that NOAA's Engineering Support
Office measured on a rotating arm. The amplitude differences between
the manufacturer's specification and the measurements are sometimes as
great as 8 percent, and almost all have indicated that wave measure-
ments will be too low.* We hope to carry out an intercalibration
program between facilities conducting similar tests to gain more
knowledge of inaccuracies of this type.

Among the questions to be answered is whether significant changes
occur in heave response as a function of current speed and mooring
configuration. What accuracy do we really have? Nonlinear effects
need to be evaluated. Known frequency-dependent phase relationships
could have significant implications for the phase relationships of the
different spectral components that make up individual wave heights. A
further implication, depending on the results, could be that zero-
crossing analyses, groupiness studies, and many other techniques of
analysis and research cannot be effectively applied to the data
collected by these instrument systems.

Data Communications We have found that the reliability of communica-
tions systems on standard instrumented buoys declines with distance.
As a pilot test, NOAA operated three such instrumented buoys in the
Atlantic about 25 km off Ocean City, Cape Henry, and Cape May. Many
phase-lock losses were discovered in the telecommunications to the
shore. Only 47 percent of our records were found to have good com-
munications. The Institute of Oceanographic Sciences also reported
interference problems off the coasts of England in its 1979 Annual
Report. NOAA has since substituted a narrow-band filter and a more

*The manufacturer of this instrument has made a design change
that appears to correct the problem.
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directional antenna on these buoys, and achieved much higher
reliability. We now have buoys on order modified to communicate via
GOES satellite for deployment farther offshore--and it is hoped, with
improved reliability. These satellite communication systems offer
"thresholding,” or the capability of taking more data when the waves
are high or otherwise interesting. The problem, of course, is that
satellite communication systems are much more expensive and have
significant power limitations.

Directional Resolution Figure 5 illustrates a problem in acquiring
directional wave measurements with the available instrumented buoy
systems. Pitch-roll buoys and equivalent systems provide only five
Fourier coefficients to discriminate directions. The plot shows that
use of the standard analysis (as proposed by Longuet-Higgins and
others) for the coefficients supplied by such a system yields resolu-
tion of about 130°. This means that two individual spectral
components of the same frequency that are 90° apart could not be
resolved: the resulting directional plot would look like the dashed
curve. If, on the other hand, all the energy were in a single spike,
the directional distribution would look like the solid line. Even for
this spike spectrum, the computed directional distribution is much
broader than that found in the Stereo Wave Observation Project (SWOP).

Perhaps the only useful directional information from such systems
is the mean direction for each frequency, which can be extracted with
reasonably high resolution. Hindcast models based on wind fields can
then be used to define a more precise directional spectrum for measure-
ment. Several new methods of analysis are being developed that might
improve the resolution. Some method is obviously needed for computing
directional spectral components with much higher resolution than is now
available.

Summary

Table 6 gives a brief summary of the principal wave-measurement prob-
lems I feel most urgently need attention to meet the needs of users.

Table 6 Wave-measurement problems needing attention

Data Quality: Evaluations and Standards
o Over-all accuracy--influence of mooring, calibration specifi-
cations, variability with environmental conditions, standards
for analysis
o Reliability--phase-lock losses
o Phase-shift effects on true wave heights

Operational Limitations

o Range/depth
Power-supply limitations on operating time
Message-length limitations of satellites
Reliability in all weather conditions
Directional resolution

0000

§xstem Cost



http://www.nap.edu/catalog.php?record_id=19570

26

300
\
T 200
S
i
!
3
\
L+
0
< ool 2o
S ag®
& 9,,'
o8 0 f*0095Hz20.00H:
88 ® 8/ e £=0.J05Hz200I0Hz g
9.9_%2’ o #s0.15Hz%0.0I0Hz 0
| ® f=0.129 Hz £0.020Hz ]
C)QCIU 1 | | o
270° 180° 90° (04 270°
OIRECT/ION
0, ¢, 0, 8 Directional spectra from first 5 Fourier

- —— -

coefficients, calculated from 3 components
of wave orbital velocity

Directional spectrum from same method if
all energy traveling in mean direction

Directional spectrum frgm same mgthod if
energy split between 45  and 135

(Amplitude of and adjusted so
that peaks coincide.)

Figure 5 Broadening of spectra owing to methods of analysis®

*SOURCE: M. D. Earle, personal communication.


http://www.nap.edu/catalog.php?record_id=19570

27

Evaluating the quality of the data and establishing standards are
basic. We need to know the accuracy of measurement methods even if
the objectives we set cannot be met. We need improved analytical
methods or better measurement systems (or both) to achieve greater
accuracy and to account for nonlinear effects. Many problems also
remain to be solved in providing the data needed for ocean science.

Problems affecting the reliability of communications, such as the
phase~lock losses mentioned in a preceding section, must be overcome.
There are many serious operational limitations in available systems;
among them, a special problem with directional resolution.

Practical considerations also need attention. We lose too many
expensive instrumented buoys, especially in high wave conditions, when
we need the data most. Operational needs require long-term measure-
ments, especially when the waves are high. Finally, we need to lower
the cost of wave-measuring systems.
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RESEARCH NEEDS FOR WAVE DATA
Leon E. Borgmanl

Abstract

Research in ocean wave phenomena may be classified in different ways:
1) by wave frequency or period, 2) by probabilistic frequency or return
period, 3) by environment of occurrence, 4) by area of application, 5)
by potential for new results, and 6) by degree of innovation. The
problems that appear important to individual researchers are condi-
tioned by their experience within these various classifications. Four
significant problem areas are selected in this paper for detailed
examination and discussion of needed data. These are 1) probabilistic
properties of sequences of waves, 2) the statistics of wave interaction
with current and bathymetry, 3) probabilities for extremes of coastal
flooding and wind-wave effects, and 4) measurement systems for wave
directionality. Finally, the suggestion is made that 5-10 percent of
each project budget be set aside to fund subsequent analysis of the
data by another agency or university to extract information of a more
general nature than that for which the project was planned.

A Research Parable

"Three mountain climbers separately studied a mountain to determine how
it ecould be climbed. One, finding snow and ice, decided to prepare
himself by learning ice techniques. Another encountered a rocky
overhang, and spent years learning technical rock-climbing methods
using pitons and ropes under tension. The third climber was confronted
with large inclined rock slabs that could be traversed by friction--
carefully balancing vertically over the rocks with rope-soled
shoes--so he perfected that technique. When they returned to climb
the mountain, each failed because he encountered problems for which he
had not prepared. They met in the village below the mountain, and
decided to pool their efforts and try again. This time, with the
expert for that particular terrain leading the rope whenever
difficulties were encountered, they reached the top after a great deal
of effortees..”

The obvious point of this story is that a variety of skills is
required to solve most problems. Researchers rely on each other. But

1University of Wyoming
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there are other analogies to the real world of research: it is not
always clear which mountain needs to be climbed. Of course, for truly
"pure" science, the problem is attacked just because it is
"interesting.” More commonly, there is some audience urging the
effort. Most ocean engineering is "applied,"™ although the connection
is sometimes indirect. In reviewing the needs for ocean wave data by
scientists and engineers, a good starting point is to examine what
"mountains™ need to be climbed, who constitutes the "audience," and
what array of "climbing” techniques may be needed.

A Multivariate Overview

Each participant in a meeting such as this one needs to re—examine his
area of expertise to see how it may effectively interrelate with the
various aspects of the field. There are many ways to subdivide ocean
wave research. The field may be viewed as multivariate, with each
coordinate axis providing another way to classify the various aspects
of wave phenomena as they interact with the geographic features of the
earth.

Some of the coordinate axes in the multivariate space are as
follows. Waves may be classified by frequency, as shown in Figure 1.
This dimension extends from very low-frequency waves, such as tides and
tsunamis, through storm waves and very high-frequency wavelets and
"cat's paw" ripples. Probabilistic frequency is another classification
of waves. The return period for wave intensity provides a measurement
basis for this axis, as given in Figure 2. Another dimension for wave
classification is by environment of occurrence, which lends itself to
subdivision according to distance from land, as shown in Figure 3.
Coastal flooding is at one extreme and deep-ocean phenomena at the
other. The area of application for various aspects of wave research
is really a multivariate subspace, but for purposes of discussion, a
loose subdivision can be made (such as that shown in Figure 4) by
concerns related to real estate (coastal flooding, beaches), energy
and minerals (offshore oil, seafloor mining), commerce (harbors, ship
routing), food (fisheries, oyster beds), and defense (storm forecasting
for military logistics).

Two additional, somewhat more abstract dimensions that are never-
theless significant in organizing wave research are the scale of
examination and the potential for significant new results. Wave
features may be studied individually, regionally, or on an oceanwide
scale, as indicated by Figure 5. WNew concepts or equipment may make
certain areas of wave research particularly ripe for significant
discoveries (see Figure 6). In particular, the statistical examination
of previous deterministic problems has often led to new insights and
interpretations of old problems.

The six dimensions mentioned do not, of course, provide an
exhaustive description of the multivariate space. There are other
dimensions. Three come immediately to mind: political pressure for
solutions to problems, historical thrust or direction (mainstream
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topics versus unusual research fields), and degree of innovation.
Other, perhaps more significant, dimensions may occur to the partici-
pants attending this meeting.

An important implication of this analysis is that each investi-
gator of wave problems occupies a region within the multivariate space
of wave research. By virtue of education, research history, and
intellectual interest, each has valuable, intimate knowledge of some
part of this space. Conversely, that part is not the whole space, and
some degree of tolerance is needed for the knowledge and viewpoints of
other researchers.

The author's subspace and viewpoint have been influenced by a
statistical, geological, and civil engineering education, an interest
in extreme statistics, spatial geostatistics, the statistical theory
of waves, and related measurement systems, a long history of projects
related to the U.S. Army Corps of Engineers and the oil industry in
coastal and continental shelf waters, and of course, an academic
perspective. Certainly, the recommendations for ocean wave data
presented in this paper should be judged as representative of this
particular combination of history and interest.

Some Specific Problems

Four significant areas of research® requiring ocean wave data have
been selected for review: 1) properties of successions of individual
waves, 2) wave interactions with other environmental aspects, 3)
extremal probabilities for coastal flooding, and (4) wave
directionality, in general.

Sequences of Waves

It has long been suspected that storm damage to structures as diverse
as offshore oil rigs and coastal breakwaters may be as much related to
the particular sequences of waves as to the intensity of individual
waves. Wave grouping, in both height and direction, may be a major
determinant of breakwater damage, for example. It is common to find
in field measurements that the highest was not the most forceful wave.
One may conjecture that the flow structure of preceding waves set the
stage for a very intense horizontal surge of water in the present wave.
To study this problem adequately, more data are needed than
present technology can provide, although oil companies have recently
made intensive efforts to study the total assemblies of wave
properties in a "bump" of water as it strikes a fixed-leg platform.

*The brevity of this review and the number of investigators who
have made important contributions to these topics preclude a complete
historical account.
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The difficulties are conceptual as well as related to the lack of
data. How should the direction of an individual, short-crested wave
be defined as it impinges on the structure? What is the detailed
water-particle~velocity structure within the moving mound of water?
What are the multivariate probability laws relating the various
geometric properties of a succession, or group, of these short-crested
waves as they reach the structure? Perhaps some sort of rapid,
computerized scan is needed of the two-dimensional water-level
elevation in or surrounding the structure as a function of time.
Certainly, a substantial amount of theoretical and conceptual develop-
ment is required for interaction with data collection. The integration
of the concept of individual wave-travel direction with the probabili-
ties of other wave properties is itself a relatively undeveloped
subject. The same can be said of the probabilities related to
sequences of waves.

Collecting data to answer these questions would entail innovative
techniques applied very intensively for short periods of time. It
would probably not be appropriate to extend such an effort over many
years, unless the data collection could be automated and managed via
radar or some similar shore-mounted system.

Interaction of Waves and Other Aspects of the Environment

Investigating the interaction of waves with currents, bottom bathym=
etry, winds, shoaling, and other aspects of the environment demands
statistical analysis or a deterministic Fourier decomposition, since a
mixture of waves with different frequencies and travel directions is
usually present. Nonlinearities, in particular, and the apparently
statistical nature of the data need to be resolved. This problem area
is really the battleground of coastal processes, since it relates
directly to coastal erosion and breakwater damage, and to diverse
operations on most of the continental shelf. The extrapolation of
deep-water wave forecasts over the shelf to the shore, as well as
shallow-water wave-generation processes, is pertinent to problems of
interaction, especially if site-specific wave predictions are to be
made in very shallow water.

The data for this area of research should be gathered over a long-
term period covering many seasons, and directional measurements should
be among the data collected. It would be desirable to select one area
of coast for a fairly dense array of instrumentation, both alongshore
and extending to relatively deep water. Much more would be learned
from an area-intensive deployment of instrumentation than from the same
instrumentation spread thinly over all coasts. A good argument can be
made for several clusters of instrumentation at various typical coastal
sites; nevertheless, a "critical mass" of instrument density is
necessary for real progress in understanding coastal interactions. An
instrument density below this critical mass is relatively ineffective
and might as well be replaced with a few gauges placed to gather
climatological data. If funds are limited, it would be better to
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instrument one area adequately, and deploy a few gauges over the rest
of the area for fundamental climatological data.

Extremal Statistics of Coastal Flooding and Associated Wind Waves

Long=term climatological extremes are significant in coastal flooding
and coastal erosion, but extreme events are rare, and difficult to
intercept with operating instrumentation. In addition, highly site-
specific characteristics of the nearshore bathymetry, the topography
of the land, and the pattern of vegetation influence the severity of
flooding and associated wave attack. An unusual amalgam of deter-
ministic long-wave surge theory, extremal statistics, and storm wind-
wave climatology is required. More accurate storm hindcasting and the
further development of joint probabilities for storm path, intensity,
and scale characterizations are needed.

Two types of data measurements could be used to make more accurate
predictions of the extremes of coastal flooding. One would be from
rather evenly spaced nets of wave-measurement devices along the coasts
of flood-prone areas. These would need to be maintained continuously
and routinely, as is the present tide-gauge system. Both the long-
wave surge and the shorter wind-wave activity would need to be
recorded. The wind-wave measurements would also be useful for cali-
brating and verifying storm wave hindcasts and storm routing when
extreme events do occur.

The second type of useful data measurement would be performed
. after extreme coastal flooding occurs. Immediately after the storm, a
team of specialists would document the magnitude of flooding and any
gspecial features with photographs and measurements. These would
subsequently be compared with mathematical and statistical models.
Some such activities are undertaken, of course, by the concerned
government agencies and other interested researchers. Further
standardization of procedures and improved methods for data
disgsemination and follow—-up studies are called for, as well as
sustained support.

Wave Directionality

The general topic of wave directionality is not particular to singular
geographic settings; rather it has direct pertinence to all scales of
research and engineering problems respecting waves, from wave
generation in major storm systems to the study of individual waves
surging against a breakwater.

The three most important geometrical characteristics of an indi-
vidual wave are height, period, and direction. One might also add
crest height and some measure of short-crestedness. Of these, wave
direction appears to be the most significant parameter that is not
routinely measured, although short-crestedness is also rarely deter-
mined. Both are strongly related to the directional mixture of waves
present.
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Most investigators of wave effects have recognized the importance
of wave direction, but it is difficult to measure routinely. Buoys,
arrays of wave gauges, and instrument arrays, including subsurface
current meters, have all been used to determine the characteristics of
wave direction. Most systems require careful, continuous attention
to keep the instrumentation operational. Three techniques appear to
offer promise for successful routine operations: the tilt-and-roll buoy
(van der Vliugt et al., 1982), a fixed-space array of bottom-pressure
cells (Seymour and Higgins, 1978), and a platform-mounted wave staff
with velocity gauges measuring horizontal water-particle-velocity
components at several depths beneath the staff (Forristall et al.,
1978). All three systems have been used by various investigators in
more or less routine measurement programs, but some development
regsearch would still be desirable.

The data measurements needed for wave-directionality studies
entail continued use of these systems in a variety of environments to
gain more information about their accuracy and reliability.

One other system for measuring wave direction, at least in the
high-frequency end of the spectral density, should be mentioned: shore-
based or airborne radar. It appears to offer the substantial advan-
tages of being operable in severe weather and giving good regional
pictures of wave directionality. Its primary disadvantages appear to
be cost and certain frequency resolution problems.

For in situ instrumentation such as wave gauges, there is a point
of diminishing return in increasing the number of instruments in the
array: not only are there more instruments to maintain, but other
problems arise. If the instruments are too close together, they carry
the same informational content as other gauges nearby. On the other
hand, if the gauges are too far apart, apparent spatial nonstationarity
in the random wave field is often encountered. Thus, the three systems
mentioned earlier appear to represent the cost-effective compromise for
routine measurements. However, for special, one-time studies, more
elaborate systems may well be appropriate.

General Comments

The accuracy needed in wave measurements varies with the application.
However, measurements of low accuracy collected routinely are often
more useful than those of higher accuracy gathered sporadically.
Often, some type of replication and statistical processing can provide
accuracy sufficient for parameter estimates, even if considerable noise
affects the data. A well-known example is the average of a random
sample of size n. The arithmetic average has a standard deviation
of 0/n%, although the original data have a standard deviation of o.
The population mean is determined with substantially more precision
than the scatter of the raw data.

The same general comments apply to determining the principal
direction of wave travel and the dispersion of wave energy about that
direction from wave measurements with a tilt-and-roll buoy. The
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apparent spreading function for the directional spectrum as determined
from the first two Fourier harmonics may be quite brgad. In spite of
this, the principal direction and dispersion may be determined with
substantially better precision. Some examples of this are presented
in Table 1 (Borgman et al., 1982). The root-mean-square error in
determination of principal direction and dispersion was determined
both analytically and by simulations to obtain the results listed.

The rms errors of 4°-10° are quite acceptable for most applica-

tions.

Considering the substantial experience of most of the participants
in the meeting, it appears unnecessary to emphasize the regular cali-
bration of in situ ocean instruments before, during, and after data
collection. Many problems with data analysis and interpretation are
related to inadequacy of calibration procedures. In fairness to
investigators, it should be mentioned that lack of critical calibration
may be owing to circumstances beyond the control of the data collection
personnel.

Whatever efforts are dedicated to collecting data, the data may
become useless in time. Every researcher is aware of large bodies of
data, collected at substantial cost, that are quietly becoming
obsolete in storage, as the personnel who know the format and special
features of the data disperse to other jobs and other concerns.
Ingsufficient money was set aside for analysis. This may be true even
if the data were completely analyzed for the particular purpose for
which they were collected. It is the author's strong opinion that at
least some portion of each data collection budget should be dedicated
to further analysis of the data as they pertain to the general fields
of ocean science and engineering. This final analysis phase may be
difficult to justify to research administrators, but the value to the
profession makes the effort worthwhile. An independent facility is
best suited to perform the analysis to extract the aspects of the data
of general usefulness. About 5-10 percent of the total budget might
be a good figure to set aside for this general post-analysis.

Epilogue
The research parable beginning this discussion continues:

"When the three climbers reached the top, they saw that they were
not really at the mountain top. The slope dropped slightly to a saddle
and then rose steeply to a much higher crest. And they proceeded again
to learn new techniques so they could ascend this new crest.”

The final obvious point to the story is that in research there are
always new problems to solve and new techniques to develop. The
participants are invited to gather on the promontory to which we have

"climbed and plan our ascent to the next higher crest.
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Table 1 Accuracy of detemmination of directional spreading function
parameters by a tilt-and-roll buoy®*
(N = 1024, At = 1 8)

Case 1 (Symmetric, unimodal) (57° effective width)

Fourier Coefficients: may; = -.923, by = 0, Tas; = .725, by = 0

Parameter: Principal Direction Dispersion

mms error

- by theory 3.6° 2.5°

= by simulation 3.7° 2.7
3.6° 2.7°

Case 2 (Symmetric, bimodal)
Fourier Coefficients: Ta; = =.462, Tby = -.462, a3 = 0, by = 0

Parameter: Principal Direction Dispersion

Ims error

= by theory 9.8° 4.1°
- by simulation 10.52 5.4°
10.2 4.5°

Case 3 (Nonsymmetric, bimodal) (82° effective width)

Fourier Coefficients: ma; = -.839, 7b; = -.084, maj; = .593, by = 0

Parameter: Principal Direction Dispersion
ms error
- Y SHBBEY 4.9° 5.2°
o
- simulation &.7° 5.4
= 2.7° 4.1°

*SOURCE: L. E. Borgman, R. Hagan, and A. J. Kuik (1982), "Statistical

Precision of Directional Spectrum Estimation with Data from a Tilt-and-Roll
Buoy," Advanced Topics in Ocean Physics (in press).
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SURVEY OF REMOTE SENSING TECHNIQUES
FOR WAVE MEASUREMENT

Norden E. Huangl

1. Introduction

Remote sensing, by definition, is to sense or measure something without
direct physical contact by the instrument or the observer. By this
criterion, remote sensing of ocean waves is not only the most widely
used method, but also the oldest one--visual observations made with
human eyes. Visual observations of sea state are routinely recorded
by all research vessels and oceangoing ships. These data constitute
the bulk of the existing data base used by engineers as well as
scientists (Wiegel, 1974).

As our interactions with the ocean increase, the need for detailed
quantitative sea-state data also increases. The data base and sources
of data are woefully inadequate for several reasons, among them the
subjective nature of visual observation. Statistical analysis of the
distribution of visually observed data reveals large variations and
significant bias (Parsons, 1979). Second, the geographical distribu-
tion of the data sources is quite uneven. Observations are abundant
in the heavily used sea lanes, but hardly available in meaningful
quantity elsewhere. This leaves vast areas, including some near-
coastal regions, grossly underrepresented in the data base, or not
represented at all (Meserve, 1974). Third, the historical data base
derived from visual observations is biased low owing to practices of
ship routing that seek to avoid extreme sea states. Nevertheless,
extreme sea states provide the most important of needed information.
Before quantitative remote sensing technologies and methods came of
age, in situ methods were studied intensively. In situ methods were
reviewed recently by Ribe (1979).

The most critical problem with in gitu methods is the limited area
of coverage. Not all ocean surface areas are equally accessible. Even
unattended buoys cannot achieve the desired coverage, nor can they
provide sea-state data globally. The need for more versatile
measurement methods and the advancement of radar and space technology
in recent years have led to the rapid development of quantitative
remote sensing methods for ocean wave measurements. The advantages of
remote sensing methods for oceanographic studies have been discussed
by various investigators, such as McGoogan (1975), Apel (1976, 1980),
and Huang (1979). This discussion will be limited to wave
measurements.

1NASA Goddard Space Flight Center, Wallops Flight Facility

38


http://www.nap.edu/catalog.php?record_id=19570

39

Surface waves are ubiquitous. Because the ocean wave is a surface
pPhenomenon, it is ideally suited to measurement by remote sensing
techniques. Waves are not just the source of information for remote
sensing, but also a source of noise. For example, wind speed at the
_ocean surface measured by a scatterometer depends on short-wave inten-
sity (Jones and Schroeder, 1978). Wave Doppler shift measured by radar
provides surface current information (Stewart and Jay, 1974). On the
other hand, ocean surface waves influence measurements of mean sea
level by an altimeter (Jackson, 197%9a). The study of waves by any
means is thus a necessary step in establishing remote sensing
techniques to monitor the oceans.

A brief review of the principles of remote sensing techniques for
ocean waves is offered in the succeeding section, followed by a summary
of remote sensing instruments and recent results. The last section
discusses new approaches to wave studies in light of newly available
information and promising developments.

.2. The Principles of Remote Sensing Techniques
for Ocean Wave Measurements

Great progress has been made in the study of ocean waves since World
War II. Scientific progress can only be commensurate with observa-
tional techniques, and improved understanding of ocean wave phenomena
leads to demands for better measurements. New observational methods
using electromagnetic (EM) waves to make ocean wave measurements are
among the latest developments in ocean wave studies.

The commonly used EM wave ranges and their wavelength-frequency
designations, according to the Radio Regulations of the International
Telecommunications Union (see, for example, Westman, 1974), are given
in Figure 2.1. Since all EM waves in ocean water for ocean wave
measurements have to rely on the information from backscattering at the
ocean surface, the key to establishing any EM remote sensing technique
is a clear understanding of the physical processes involved in the
interaction of electromagnetic and ocean waves.

This interaction is basically the backscattering processes,
reviewed recently by Valenzuela (1978). When the EM wave encounters
the ocean surface, a certain portion of its energy will be reflected
by the random ocean surface. This reflected EM wave contains useful
information about the reflecting surface. The scattering of the EM
wave from a rough surface is a classical problem. General reviews of
this subject can be found in Beckmann and Spizzichino (1963), Shmelev
(1972), and Long (1975). A solid foundation of theoretical work has
been laid for using the backscattered EM signal as an information
source to measure ocean waves (Barrick, 1968a,b, 1970, 1972a,b;
Barrick and Peake, 1968; Brown, 1978; Mikhailov, 1960; Moore, 1978;
Rice, 1951; Valenzuela, 1967, 1968, 1978; Wait, 1971; Wright, 1968).
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In simple terms, there are two basic backscattering processes,
specular and Bragg scattering (shown in Figure 2.2). Specular
scattering is limited by

—T\*
3
6, 5%(-&-:%) } (2.1)
but
4
0; = 7= (2.2)

where aiis the angle of incidence of the EM waves with respect to the
vertical, £ is the surface elevation, r is the radial distance from the
nadir point, and the over-bar designates the mean. As the incidence
angle increases, the scattering process becomes the resonant Bragg
type. For this case, 6 is limited by

V2
L, 2
%%521 } <8, < 70° (2.3)

1

and the scattering is generated only by those waves that satisfy the
resonant condition given by

k = 2k, sin 0, (2.4)

where ko is the wavenumber of the EM wave and k is the wavenumber of
the ocean waves. All these scattering processes are incorporated by
Brown (1978) in an elegant composite rough-surface model. As the
amplitude of the ocean wave increases, the second- and higher-order
contributions to the scattering processes will become more obvious.
In fact, this higher—-order backscattering process is basic to certain
techniques for measuring the ocean wave spectrum. The details of the
mathematical derivations and expressions can be found in Valenzuela
(1978) and Barrick (1978). Most of the predominant remote sensing
techniques for measuring the ocean's wave field use the microwave
portion of the EM system, and can be described generally as radar.
"Radar" will be used in this paper as a convenient label for remote
sensing techniques, but the reader should understand that instruments
using other portions of the EM spectrum are included.

Since the backscattered EM wave is the only source of information
about ocean waves collected by a remote sensor, measurements must be
based on the EM wave processes of transmission and reflection. Two
basic measurement techniques are used in any active EM remote sensing
system, as described in the succeeding subsections.


http://www.nap.edu/catalog.php?record_id=19570

42

3 —)k%
] 9
6 = {(5'?) r Range {(‘3‘3) } S8y 07
61 = gr Condition K=2 Ke sin e1I
SPECULAR BRAGG

Figure 2.2 The principal backscattering processes
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2.1 Ranging

The most important and basic function of a radar is to measure the
distance between the radar and the target by transmitting a pulse and
measuring the time elapsed between transmission and return. The return
pulse is recorded by a set of range gates, each with a specific width,
but usually fixed at the same value, designated as pulse duration
widthes The minimum distance AR between two points on the ground that
a radar can discriminate can be calculated as

2R

t ==

- 2(R + AR) (2.5)

c

t+T

where ¢ is the speed of light (3 x 108 m/s). Therefore,

ct

R =3 (2.6)

and

cT
AR 2 (2.7)

If the radar sends the pulse at repetition periods of T seconds, then
the maximum unambigquous distance that can be measured is given by

cT
Rmax - (2.8)

Equation (2.6) gives the range information, (2.7) the resolution limit,
and (2.8) the range limit. To achieve better resolution, a narrow
pulse is necessary. This was made possible by the pulse-compression
technique, which reduces the pulse width to a few nanoseconds (see, for
example, Skolnik, 1962). Besides these theoretical limitations, prac-
tical limitations of power and pulse shape are important criteria in
radar design. Details can be found in standard references on radar
systems, such as Skolnik (1962).

Although ranging is the most elementary function of radar, prac-
tical problems arise in attempting to use the ranging technique for
wave measurements. To measure the height of individual waves, for
example, the radar footprint must be small in comparison to the ocean
wavelength, and meeting this requirement demands a very large radar
antenna. For a dense set of data, the radar will have to have very
high pulse repetition. Both requirements make a direct range device
to profile individual waves from satellites infeasible. However,
successful airborne systems have been designed and constructed using
both laser (Hoge et al., 1980) and radar (Kenney et al., 1979).

It should be pointed out that the range gates could be used to
measure the stretching of the returned pulse by the ocean waves. This
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is a variation of the ranging technique that will yield wave-height
statistics. A detailed discussion is given in a subsequent section.

Finally, the range information can also be obtained by continuous-
wave (CW) radar or amplitude-modulated (AM) and frequency-modulated
(FM) radars using phase-shift information. This will be discussed
together with the Doppler effect in the next section.

2.2 Doppler Effect
The relative motion of the radar and the target produces the Doppler
effect--a frequency shift, or a rate of change of phase. Consider a
radar signal of the form

S(t) = S, sin 2mf t (2.9)
where f, is the frequency of the EM wave transmitted. For a moving

target traveling at a velocity, V, the range between the radar and the
target is changing constantly as

R =Ry + Vt _ (2.10)

If the signal is sent by the radar and reflected by the target, the
reflected signal at time t would be

Sy(t) = S, sin [2m(f,(t - At)] (2.11)

(The signal was sent at t - At.) Since

2R 2 (Rb + Vt)

At = T T — (2.12)

then (2.11) and (2.12) will give the returned signal as

2f V 4nf R
S (t) = s, sin [2m(f, - T) t - (—)] (2.13)

Thus, the returned signal would have a different frequency

2£,V

» 5 = (2.14)
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and a phase shift, given by

s foRo
by =

(2.15)

The difference between the transmitted and returned frequency is the
Doppler shift, f3, or

fd=fr-f=-—=-r (2.16)

where A, = c/f, is the wavelength of the transmitted EM wave. The
Doppler shift is directly related to the relative velocity of the radar
and the target, and inversely proportional to the EM wavelength. The
target velocity can be measured by using the relationship given in
(2.16). One of many exampleg of Doppler-effect applications is the
measurements of wave-phase velocity made by Wright and Keller (1971).

By use of the phase shift given by (2.15), distance can be
calculated in terms of the EM wavelength as

r -
R, = %? A (2.17)

Thus, by monitoring the phase shift, the distance can also be measured.
In real applications, the phase shift can be derived from the phase
change from an amplitude-modulated CW signal. Then, the phase tracking
will be with respect to the envelope of the modulated signal rather
than the carrier. The phase shifts of a CW laser and radar have been
used by Ross et al. (1970) and Barnett and Wilkerson (1967).

A combination of the basic techniques is used for ocean wave
measurements in most applications. These are described in the
succeeding sections.

3. Instruments and Results

Although the basic techniques of radar measurements are simple, a
variety of different combinations of the basic techniques have been
used in design and construction of instruments for actual wave
measurements. This section reviews the available instruments and
results. For the reader's convenience, a few commonly used classifi-
cation schemes of radars are given first.
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3.1 Classification of Radars

Radars can be classified by various characteristics. The
following commonly used criteria of radar classification define
instrument functions and their products.

3.1.1 By the EM Wave Signal Source Radar systems can be classified
as active and passive devices. The active device has both a trans-
mitter and a receiver. The signal received is sent and controlled by
the transmitter, which is an integrated part of the instrument system.
The transmitter and the receiver usually employ a single antenna, as
in most radars, but this is not necessary. The transmitted EM waves
can be in any EM wave range, such as visible laser light, microwaves,
and high frequency (HF). In general, the transmitted EM wave serves
as the active probing agent of the instruments. Active devices are
designed to measure the changes in geometric shape and spatial location
of the target, and are therefore ideal for wave measurements.

The passive device has only a receiver. The signal is either from
emissions or reflection of other natural EM wave sources. Since most
of the emission processes are controlled by physical properties of the
target, such as temperature, color, or salinity, they are usually not
good sources of wave information. The results are subject to wide
variation in uncontrollable environmental conditions because of the
unknown quality and quantity of the EM wave source. Consequently, most
wave-measurement instruments are active devices. The only passive
devices used for deducing wave-field characteristics are limited to
various photographic methods--stereo photography, for example (Cote et
al., 1960), and still photographs (Stilwell, 1969).

3.1.2 By the EM Wave Characteristics Many characteristics are used
to specify the EM waves; the two most common are the waveform and
wavelength.

Radars can be divided by waveform used into pulse and CW radars.
The CW radars include the amplitude-modulated and frequency-modulated
variations, in which wave information is given by phase and Doppler
shifts. The pulse radars can be further divided into beam-limited and
pulse-limited radars, as shown in Figure 3.1. A beam-limited radar
requires a large antenna to focus the beam and produce a small foot-
print. In close-range measurements—-from aircraft, for example--the
footprint could be much smaller than the ocean wavelength. Thus, the
ranging information could effectively profile the ocean surface (as in
most profilometers and their variations). The pulse-limited radar
derives statistical wave information from the incoherent reflection of
EM waves that stretches the returned pulse. Since there is no need for
a large antenna to focus the beam, this technique is better suited to
space applications. Using pulse-compression techniques, the pulse can
be narrowed to as little as 3 nanoseconds, the pulse of the Seasat-l
altimeter.

If radar is classified by EM wavelength, the principal types rely
on microwave and HF waves. The visual band is limited to cameras or
laser devices.
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3.1.3 By Antenna Characteristics The geometric shape of the radar
antenna controls the transmitted and backscattered EM beam shapes.
Depending on the shape of their antennas, radars can be classified as
pencil beam or fan beam, both shown in Figure 3.2. The pencil-beam
radars need large antennas to focus on the sea surface. The beam
width, 6, or the angular resolution is given by

R (3.1)

where D is the diameter of the antenna. The fan-beam radars have
asymmetric antennas. The resolution power of the beam is unequal, but
can be determined by the different linear dimensions of the antennas
using equation (3.1).

Beam width is not the only way to limit the footprint of a radar
in ocean wave measurements. The pulse width should also be considered.
A narrow-pulse radar will also have a limited footprint, even if the
beam width is large.

Other than the geometric shapes, the relative locations of trans-
mitter and receiver are also used to classify radars, as shown in
Figure 3.3. Most radars are monostatic. Bistatic radars are common
in ground-based systems. The sweep aperture radar employs a multiple
transmitter/receiver system and the motion of the platform to create
an effectively stationary radar. This greatly facilitates the Doppler
measurements of target motion from a moving radar. However, in order
to use the sweep aperture, the height of the spacecraft, H, has to be
known precisely to determine the antenna separation, L. The formula
is simply

L=m— (3.2)

This concept is discussed in detail by Bush and MacArthur (1979).

Synthetic aperture radars use a single antenna for transmitter and
receiver. The information received is processed coherently to produce
an image of the ocean. This technique is discussed in detail in
Section 3.2.8.

3.1.4 By Look Angle The radars can be classified according to the
look angle of the transmitter and receiver as nadir-looking,
side-looking, and scanning. Most nadir-looking devices to measure
waves are based on ranging, or a variation of ranging such as pulse
stretching. Altimeters and profilometers are nadir-looking radars.

There is a much wider variety of side-looking devices. Almost all
the side-looking devices use the Bragg scattering process to generate
the returned signal, and the measured quantities are derived by a com-
bination of ranging and the Doppler effect. The beam width can be
narrow, as in the real aperture radar, or wide, as in the synthetic
aperture radar. For the real aperture, the antenna can be rotated to
generate a scanning pattern of footprints.
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A variation of the side-looking technique is the near-grazing-
angle radar, used principally in ground-based systems. In this case,

the radar beam is almost parallel to the surface. The Bragg resonant
condition approaches

k =2k (3.3)

These near-grazing-angle radars can transmit the EM wave directly as
ground waves or surface waves with very limited ranging (less than 100
miles) or indirectly as sky waves reflected from the ionosphere,
extending the range to a few thousand miles.

3.1.5 By Outputs Classified by their outputs, radars can be divided
into imaging and nonimaging devices. Most of the imaging radars are
active side-looking devices. The ranging resolution is achieved by
transmitting a short pulse: resolution of a few meters can easily be
accomplished. The azimuth resolution for the image can be achieved two
different ways, as shown in Figure 3.4. One is by using a real
aperture. According to the antenna theory, the angular resolution is
given by (3.1). Thus, the spatial resoclution is

The real aperture radar uses a fan beam to increase its resolution
power in the azimuthal direction. However, even with the fan beam,
the minimum separable target distance increases directly with the
range. This requirement makes the use of real aperture radar cumber-
some for satellite-borne systems.

The second method to achieve azimuth resolution is by using
synthetic aperture. Details of the synthetic aperture technique can
be found in many of the standard references; for example, Rihaczek
(1969), Harger (1970), Kovaly (1976), and Hovanessian (1980). The
synthetic aperture technique is basically that of sensing the Doppler
effect on the backscattered signal from different looking angles, and
processing the information coherently. The theoretically attainable
spatial resolution in the azimuthal direction is given by

oy
AR = 3 (3.5)

The amazing fact is that the resolution is independent of the range.
However, owing to the curvature of the pulse front, the phase shifts
are different for different looking angles. This effect is called
unfocusing. An unfocused radar can only achieve a spatial resoclution
of

1,y o4
AR = Z(RA\) (3.6)
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The unfocusing effect can be corrected if the relative speed of the
radar with respect to the target is known. Owing to the antenna
pattern of the radar beam, the best actually achievable spatial
regolution for a focused radar is approximately

AR = > (3.7)

Since R is almost always much larger than D, the resolution power of
even an unfocused synthetic aperture radar is much better than that of
a real aperture system. Because of the coherent processing of the
information, the data reduction task is a much more complicated process
for synthetic aperture radars.

In addition to radars, cameras are also image-forming devices.
All methods other than those mentioned in this section produce
nonimaged outputs.

3.2 Some Remote Sensing Instruments for Wave Measurement and Results

Having classified the instruments by their characteristics, we can now
discuss some of the specifics of the instruments and offer examples of

the results they produce.

3.2.1 Camera Cameras using the visible region of the EM spectrum
under natural illumination are obvious extensions of human eyes. The
first known serious attempt to use the camera as an instrument to study
waves was made by Schumacher (1928) with stereo photos. The areas
imaged were too small to be of any practical use. Later, photos were
taken from aircraft by Cox and Munk (1954a,b). In this set of
experiments, the sun glitter pattern was used to deduce the
probability density function of the surface slope distribution of
surface waves. The results are classical pieces of work that are
atill in use today.

Cox and Munk's pioneering work was followed by another ambitious
project in the late fifties known as the Stereo Wave Observation
Project, or SWOP (Cote et al., 1960). Synchronized cameras on two
airplanes produced stereo-pairs of pictures that were then used to
construct the ocean wave~height contour. Three-dimensional
wave-elevation data were painstakingly read from the stereo pattern,
and two-dimensional wavenumber spectra were made. Typical results of
the SWOP project can be found in Neumann and Pierson (1966). The
results of this project also became classical examples of early
attempts to study the ocean wave field. The cumbersome data
processing procedures required by the stereo photographic method
favored the development of other remote sensing methods.

Stilwell proposed using a single snapshot of the ocean surface
wave pattern. A wavenumber spectrum is then produced by optical
Fourier analysis. Considerable research has been conducted to
automate the data analysis as reported by Stilwell and Pilon (1974),
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Sugimori (1972, 1973, 1975, 1976), Kasevich (1975), and Peppers and
Ostrem (1978). Efforts to use satellite photographs were reported by
Noble (1970) and Apel et al. (1975).

Although a wide range of wave-related phenomena was studied by
photographic methods, including directional spectrum, directional
spectrum evolution under shear current, and even the detection of
internal waves, none has ever become a serious mainstream remote
sensing technique for waves. The principal shortcomings of
photographic methods are the uncontrollable source of natural
illumination and requirements for clear visibility of the field. For
quantitative data, natural light has to be uniform, the camera must be
pointed at the optimal angle with respect to the waves, and the
visibility must be good. After these conditions are met, the
brightness of the negative has to be rigorously controlled. Even
under ideal conditions, the spectrum produced cannot be assigned an
absolute scale of energy content. Consequently, the results are
largely qualitative in nature and thus fail to meet the quantitative
requirements of many applications. A recent summary of photographic
techniques can be found in Monaldo and Kasevich (1981).

For certain applications, such as those described by Gotwols and
Irani (1979) and many coastal wave pattern studies (Stafford et al.,
1973), cameras are still very powerful and economical tools compared
to other methods.

3.2.2 Laser or Radar Profilometer The principle of a profilometer is
use of a beam-limited ranging device to measure the distance between a
moving platform and the ocean surface. By virtue of the small
footprint of the beam-limited device, its measurements are a faithful
profile of the surface. To measure the wave profile precisely, the
beam has to be as narrow as possible, and the distance between the
platform and ocean moderate. As profilometers were developed, laser
devices were heavily favored to meet these conditions, but the limita-
tions lasers suffer because of low power and cloud interference have
recently made radars as attractive as lasers for profilometry.

Profilometers using radar (Barnett and Wilkerson, 1967) and laser
(Schule et al., 1971; Liu and Ross, 1980) have provided many important
results in wind-wave studies, especially on the generation and growth
of waves as functions of fetch. Because the profilometer collects data
along the flight line only, the value of the data would be seriously
degraded for a complicated wave field consisting of more than one wave
component coming from different directions. This complication has
limited the application of profilometry in the past to sea states
dominated by a locally generated wind-wave field, and limited the
measurements to the upwind and downwind directions. Even in these
restricted applications, Hammond and McClain (1980) have shown that
aliasing in the data still occurs owing to the finite angular spreading
of the wave field.

Two recent developments have considerably enhanced the role of the
profilometer in wave studies. One is using a single profilometer to
profile the wave field in more than three directions. On each flight
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track, a special projection of the total wave field can be obtained.
With the geometry of the flight tracks known, data from multi-
projections along the tracks provide the necessary information for
determination of the mean directions and energy levels of any number

of wave components. A recent experiment carried out at the Grand Banks
by McClain et al. (1982) produced quantitative results that were used
not only to delineate the various directions of propagation for the
wave components, but also for a wave-current interaction study.

The second development is conversion of the beam transmitter from
a fixed position to a scanning pattern, allowing the radar or laser
beam to profile an area rather than a single line. These data can be
used to reconstruct the three-dimensional surface of the ocean. A
laser device has been constructed by Hoge et al. (1980), and a
corresponding radar device, the surface contour radar (SCR), is now
fully operational and can produce a two=-dimensional wavenumber
spectrum in near real time (Kenney et al., 1979).

Since the results of a profilometer depend critically on the
measured distance between the radar and the surface spot profiled, the
motion of the platform becomes an important source of error. Various
schemes have been proposed to deal with the problem; for example, by
Walsh (1977) and McClain et al. (1980). Although a complete resolu-
tion has still not been achieved, the results are highly accurate for
many applications. A more severe restriction of the profilometer is
its footprint size. Owing to the limitations of angular resolution
inherent in radars and the power limitations of lasers, today's
profilometers cannot be used in space. For regional measurements,
however, the SCR can provide the most complete and reliable data on the
directional wave spectrum available.

3.2.3 Radar Altimeter The radar altimeter is a simple nadir-looking,
pulse-limited radar. It was first proposed by Godbey (1965) and Frey
et al. (1965) for measuring mean sea level, and for calculation of the
geostrophic current at the ocean surface (Huang et al., 1978).

Through the pioneering work of Miller and Hayne (1972), Miller and
Hammond (1972), Yaplee et al. (1971), Barrick (1972a,b), Godbey et al.
(1970), and McGoogan (1974), it was shown that the stretching of the
returned pulse shape recorded by the range gates can be processed to
produce the probability distribution function of the surface wave
elevation. The first successful measurement was made by Walsh (1974)
using the Naval Research Laboratory radar with a pulse width of 1
nanosecond. Subsequently, the radar altimeter on board the satellite
Geos-3 with a pulse width of 12 nanoseconds produced the first
successful quantitative wave-height measurement from space. The
results can be found in papers by Fedor et al. (1979) and Parsons
(1979). Seasat-l also provided highly accurate significant wave-height
data (Townsend, 1980). As a result of these satellite missions, the
altimeter is regarded as an operational instrument for wave—height
measurements.

Recent developments by Walsh (1979), Huang and Long (1980), Huang
et al. (198la,b), and Huang (1981) could extend the results of
altimetry far beyond the original concepts, as described in Section 4.
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3.2.4 Doppler Radar The Doppler radar is a CW, side-looking,
nonimaging device designed with the simple idea of measuring the
Doppler effect produced by the relative motion between the radar and
the target. Since it is side-looking, the returned signal comes
primarily from those waves that satisfy the Bragg condition.

Different components of waves can be measured by using different radar
frequencies. Ground-based Doppler radar has been used extensively by
the Naval Research Laboratory: Wright (1966, 1968, 1978), Pidgeon
(1968), Wright and Keller (1971), Keller and Wright (1975), Larson and
Wright (1975), Plant and Wright (1977, 1979), Lee (1977), and Plant et
al. (1978). Theoretical work has been done by Hasselmann (1971), who
proposes using second-order backscattering to measure the wave
spectrum. The theoretical analysis has been extended by Valenzuela
(1974) .

The radars as used now in the laboratory or the field are fixed,
and the Doppler effect is thus produced by the wave motions alone.
Specific results produced so far constitute the most detailed studies
of interaction between EM and ocean surface waves. Among these results
are discovery of the upwind propagation of wave components in an active
generating wave field, the growth of spectral components as a function
of time, and the modulation of short waves by long ones. Since the
Doppler radars measure the particle and phase velocities and frequency
of the waves, it is possible to use linear wave theory to deduce the
amplitude of the wave observed. Spectra can also be deduced from such
information as shown in Figure 3.5.

A recent study by Plant has extended the application of the
Doppler radar to moving platforms, such as aircraft and satellites.
Since the speed of the platform, whether aircraft or satellite, is much
higher than that of wave motion, the Doppler effect could be treated
as produced by the platform motion alone. Active research is still
under way to make the system operational.

3.2.5 Dual-Frequency Spectrometer The dual-frequency spectrometer is
a CW, side-looking, nonimaging radar. The technique uses the Bragg
scatter condition matched by the EM wavelength at the difference of the
frequencies transmitted. The condition is given as

ZHAfr

sin 65 (3.8)

where k is the ocean wavenumber and ﬂfr is the radar wave frequency
difference. By varying the frequency difference of the transmitted EM
waves, as well as the incidence angles and the azimuth angle of the
antenna axis, the full two-dimensional gravity wave spectrum can be
determined from a moving platform.

This method was first proposed by Ruck et al. (1972) for a
stationary platform. Later, theoretical and experimental studies by
Weissmann (1973), Weissmann and Johnson (1977), Schuler (1978), °
and Hagsselmann (1978), Plant (1977), Plant and Schuler (1980), and
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Johnson et al. (1981) have substantially extended the original ideas
and established the feasibility of using the dual-frequency techniques
from moving platfoms.

Recent experiments with aircraft measurements by Johnson et al.
(1981) showed that the location of the resonant line agrees exactly
with the theoretically predicated value given in equation (3.8). How~
ever, the signal-to-noise ratio of the preliminary data is still quite
low. An example of the spectrum is given in Figure 3.6. RAdditional
work in the data-reduction algorithm is needed to make this technique
fully operational. The method could be coupled with the scanning
short-pulse spectrometer to become an inexpensive, low data-rate system
for directional wave—-spectrum measurements.

3.2.6 Short-Pulse Spectrometer The short-pulse (SP) spectrometer is
a near-nadir looking, pulse-limited, scanning, nonimaging radar. In
fact, the first SP spectrometer tested was identical to the altimeter
flown on Geos=3, the only difference being that in the spectrometer
mode the radar looks slightly off-nadir. The basic idea of the SP
spectrometer is to detect the modulation of backscattered power caused
by the reflectivity changes induced by large gravity waves. The
measurement principle is shown in Figure 3.7. To the first approxima-
tion, the measured result is proportional to the large wave slope in
the plane of incidence. A directional wave spectrum can be obtained
by rotating the antenna.

The idea of the SP spectrometer was first proposed by Tomiyasu
(1971), using a wide-band radar model. The theoretical analysis was
extended by Jackson (1974), and preliminary field tests were performed
by LeVine (1974) and Harger and LeVine (1975) in the nonscanning mode.
The major breakthrough in use of the SP spectrometer was not made until
Jackson (1979%b, 1981) applied the Doppler filter technique proposed by
Alpers and Hasselmann (1978) for the dual-frequency radar to the SP
spectrometer. Theoretical analysis by Jackson showed that a good
directional slope spectrum could be obtained for radar incidence angles
between 8° and 15°. However, because the modulation of reflected
power by the large waves depends on the existence of small waves to
serve as reflectors, the method would not work well for low winds (w <
5m s-1) or high values of wave steepness ((Z }5/lo < 0.015),
where [ is the surface elevation and Ao is the length of the energy-
containing waves).

Field testing of the SP spectrometer has been quite successful.
Details of the results can be found in Jackson's paper in these pro-
ceedings ("Aircraft and Satellite Measurement of Ocean Wave Directional
Spectra..."). The major difficulty in the interpretation of the
spectrometer results is in the accurate transformation of the spectrum
pattern into absolute energy units. The absolute energy level could
be provided by the addition of an altimeter operated in conjunction
with the spectrometer. Even with this difficulty, the scanning SP
spectrometer will still be an important wave-measuring instrument
because it is inexpensive, because it has a low data rate, and because
it produces a directional spectrum of ocean waves.
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3.2.7 Side~Looking Airborne Radar (SLAR) SLAR is a short=-pulse, fan-
beam, side-looking, real aperture, imaging radar. It has long been
used for military surveillance purposes (see, for example, Skolnik,
1962). Application of SLAR to ocean wave measurements was suggested
by Moore and Simonett (1967). A more detailed discussion was given
recently by Deloor and Brunsveld van Hulten (1978). Owing to the
limited spatial resolution of the real aperture radar (as discussed in
Section 2), the SLAR can only be used from an airplane for wave
measurements.

The spatial resolution is not the only problem with SLAR. The
SLAR technique depends on the coherent processing of variations in the
scattered power induced by the small scatterers and modulated by the
large waves. The distribution of the scatterers varies considerably
for any independent sample. Any average of the samples will have to
be made within the de-correlation time scale. For the open ocean, this
time scale is of the order of milliseconds (Long, 1975). Furthermore,
the existence of the scatterers depends on wind conditions. Experi-
ments have shown that SLAR can only obtain usable images in conditions
of light and moderate winds. For high winds, the image is too speckled
to show any wave pattern. Even with a perfect wave image, determining
the absolute energy level of the spectrum is an unsettled issue.
Because of these problems, SLAR has not been seriously developed for
general ocean wave measurements. For certain applications in coastal
areas, where the wave patterns are more predictable, SLAR can be very
valuable. An example of a wave image derived from SLAR is shown in
Figure 3.8.

3.2.8 Synthetic Aperture Radar (SAR) The need for finer spatial
resclution and practical limitations on the size of antennas make the
synthetic aperture technique a logical choice for radar development.
The early history of SAR development can be found in Sherwin et al.
(1962) . Recent reviews have been made by Cutrona (1970), Harger
(1970), and Hovanessian (1980).

The application of SAR to ocean wave measurement was suggested by
Cutrona (1970). The first demonstration was made by Moskowitz (1973).
Accelerated development of SAR was prompted by the Seasat-l project.
Brown et al. (1976) reported good examples of wave measurements by SAR.

SAR is a side-looking, narrow—-pulse, wide—~beam, synthetic aper-
ture, imaging radar. The range resolution is achieved by the narrow
pulse, and the azimuth resolution develops from the coherent processing
of the image from different look angles. The theoretical limit of the
spatial resolution is the antenna size. SAR is a potentially powerful
instrument for ocean studies, and its applications are not limited to
waves. The richness of the information contained in the data collected
from Seasat-l1l is still dizgying to ocean scientists; nevertheless,
interpreting the SAR image for wave measurements is not free of
pmblms .
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Some uncertainty exists about the exact image-forming mechanism.
Generally accepted models of modulated power returned from scatterers
by long waves were used in most of the theoretical studies, such as
those of Elachi and Brown (1977) and Valenzuela (1980). Since the
detailed modulation mechanism is still unknown for an active wind-wave
field, the interpretation of the image produced is subject to some
question. Attempts to determine the absolute energy level of the
spectrum measure by Jain (1977) have been unsuccessful. So far, the
most complete formmulation of image formation by SAR is that proposed
by Valenzuela (1980). The results indicate a number of potential
sources of image distortions. The effect of orbit motions helps to
both form the image and degrade it to give false wavelength and wave
patterns, as reported by Jain (1978), Alpers and Rufenach (1979), Raney
(1971), and Swift and Wilson (1979).

Conflicting requirements of the SAR design place an inherent limit
on the image quality. For finer resolution, SAR needs a longer inte-
gration time, but the motion of the waves could cause defocusing if the
integration time overlaps with the frequency of the waves to be imaged.

Furthemmore, the SAR image is influenced by the scatterer distri-
bution. Although high sea-state data have been collected by Elachi et
al. (1977), the quality of the image deteriorates quickly with higher
wind speed. Other effects on the scatterer distribution are the SAR
look angles and the influence of other dynamic processes in the ocean.
Since the scatterers consist of small waves, any other motions in the
ocean, such as currents or fronts, will all influence the image
quality. The sensitivity of the SAR image is certainly an asset, but
sometimes has detrimental side effects.

The data processing requirement for a SAR image is also a problem
deserving proper attention for any applications.

Even with these problems, SAR still emerges as the leading
candidate for a global ocean wave-measurement system. Recent studies
by Beal (1980), Brown et al. (1976), Elachi (1976, 1978), Elachi et al.
(1977), Shemdin et al. (1978), and Shuchman and Zelenka (1978) have
proved the value of SAR in wave measurements despite the problems. A
very complete description of SAR in the whole spectrum of ocean studies
can be found in Beal et al. (198l1).

The generation area of the waves is pinpointed by the directional
distributions of the spectra. A detailed spectrum is shown in Figure
3.9b. SAR has great promise for other applications, such as detection
of shear current, ocean eddies, frontal boundaries, bottom topographic
features, ice, and wind.

3.2.9 High-Frequency (HF) Ground-Based Radar The term high frequency
is loosely used here to designate any frequency between 3 and 30 MHz
with wavelength between 10 and 100 m. The basic principle of the HF
radar is the strong Doppler effect on the Bragg—scattered signal at
both first and second order. Since it is ground-based, the radar beam
is always nearly parallel to the ocean surface. The Doppler shift in
the Bragg line of the returned power is given by

26,
Af = — (3.9)

e
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where C, is the phase velocity of the ocean waves that satisfy the
Bragg condition. Since the Bragg resonant condition requires

Ay = A/2, and the dispersion relationship also relates the phase
velocity with length of the wave as

- @y
co = (&) (3.10)

the return signal of the HF radar could be used to measure the
existence of a particular wave component using equations (3.9) and
(3.10). This phenomenon was discovered by Crombie (1955). His report
was one of the first addressed to quantitative remote sensing of ocean
waves .

Later theoretical work by Wait (1966) related the strength of the
returned signal voltage at the Doppler peak to the height of the ocean
waves. Subsequent work by Barrick and Peake (1968) and Barrick
(1972b) has further extended the analysis to bistatic configurations
of the radar system.

More significantly, Barrick (1971, 1972b), Trizna et al. (1977),
and Lipa (1977) extended the analysis to the second order and
established the relationship between the second-order Doppler spectrum
and the directional wave-height spectrum of the ocean waves. In the
higher-order analysis of data, a minute over-all shift of the spectrum
was found to relate to the ocean surface current. The ability of HF
radar to measure surface current and vertical current shear was
studied by Stewart and Joy (1974) and Barrick et al. (1974).

Because the spatial resolution is determined by the EM wavelength
and the antenna dimension, as in equation (3.1), the long EM wavelength
of HF radar requires an antenna of unreasonable size to achieve
acceptable beam width for spatial resolution. To solve this problem,
a Stanford-Scripps team developed a synthetic aperture technique that
employs a small omnidirectional receiving antenna moving along various
directions at a constant speed. The Doppler shift induced by this
motion can be related to the wave direction of a specific wavelength
range. The results are reported by Teague et al. (1973) and Tyler et
al. (1974).

The long wavelength used by HF radar also makes both direct
ground-wave and indirect sky-wave propagation possible. The sky wave
depends on the refraction of HF waves by the ionosphere, which is
almost invisible to microwaves. The sky wave can propagate a long
distance (4000 km maximum) from a single reflection, making measure-
ments possible at a distance, even for ground-based systems. To
achieve spatial resolution in the sky-wave mode, the antenna has to be
rather long. Earlier results by Tveten (1967) and Ward (1969) have
proved the feasibility of this method. However, due to the motion and
the inhomogeneities of the ionosphere, as well as the layered
structure of the atmosphere, high-quality data are not available all
the time. .

Other drawbacks of the HF technique are its susceptibility to
external noise interference and the limited range of ground-wave
propagation (V200 :.ij;. Evea with these limitations, the simplicity of
the system, the low data rate, the versatility of operational modes,
and the richness of the information offered all make the HF radar an
attractive choice for regional monitoring of ocean waves.
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An excellent review of HF radar techniques can be found in Barrick
(1978). A more detailed report of recent developments is given by
Barrick in these proceedings ("Status of HF Radars for Wave-Height
Directional Spectral Measurements").

3.2.10 Acoustic Methods This review centers on the use of EM waves
for sensing, but the same principles and techniques can readily be
applied to acoustic waves. In fact, owing to the limited propagation
of EM waves in water, sonar was developed before radar, and remains the
principal method of underwater detection today. A summary of the sonar
method can be found in Creasey (1976).

Although acoustic waves have superior propagating properties
underwater, problems militate against using acoustic waves to measure
surface waves. If the sonar is located underwater to measure waves
from below, the beam-bending caused by variations in temperature and
salinity as a function of depth forms a shadow zone near the surface
layer. Bending of the beam can also cause errors in measuring the
slant range. If the sonar is used in the air above the water surface,
the propagation range is limited to about 10 m. Furthermore, the
signal-to-noise ratioc is always a problem for acoustic methods in
monitoring a natural phenomenon such as surface waves (Little, 1969).
Finally, for the underwater techniques, platform mobility is also a
problem.

Although there have been some efforts to develop the acoustic
counterpart of EM instruments by Essen (1974, 1979), Essen and
Hasselmann (1970), and Essen et al. (1978), the acoustic method has
never been seriously considered as a surface wave measurement
technique, particularly in comparison to the EM methods. The only
application of the acoustic method in wave measurements today is in
small-scale laboratory experiments.

4. New Approaches to Wave Study and Uses of Wave Data
Suggested by Remote Sensing Techniques

The traditional solution to obtaining wave information over a large
area 1s to make a limited number of direct wave measurements, and to
close the data gaps between observation stations using models such as
those of Pierson and Moskowitz (1964) or JONSWAP spectral functions
(Hasselmann et al., 1976). The inputs for these models are all from
external variables such as wind speed, duration, and fetch. Such
models are also used for wave predictions. The rationale for this
approach 1s obvious. Wave data of any form are not readily available
everywhere, but wind data in some form are. Since ocean waves are
generated primarily by wind, the available wind field data should
enable one to obtain the ocean wave field. It is all very logical.
On closer examination, flaws become evident in this approach. To
begin, the validity of existing models is contingent on satisfying
restrictive conditions. More fundamentally, the lack of detailed
understanding of the wind-wave generation, propagation, and decay
mechanism makes the models based on external variables uncertain even
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in the most favorable conditions. But real situations are far from
ideal. The lack of reliable observations of atmospheric conditions
over the vast ocean area makes geostrophic wind prediction less than
perfect. Coupling the high-level wind speed to the surface through a
planetary boundary model is also fraught with uncertainties.

Remote sensing techniques such as scatterometry have been developed to
provide direct wind data (see, for example, Jones and Schroeder, 1978;
Jones et al., 1979). Although derived wind speeds are inferred from
sea states, these data have greatly improved the input quality of the
models.

With advanced development of remote sensing techniques, an
entirely new source of wave data has become available. This new source
provides wave data directly, and almost as frequently as wind data.
Thus, remote sensing techniques offer an internal wawve-data source
rather than the purely external environmental conditions. The
usefulness of the internal variables can be illustrated by considering
the output of altimeters.

As discussed briefly in Section 3, the altimeter is a simple
nadir-looking, pulse-limited radar. Wave information is contained in
the stretched returned pulse waveform, as shown in Figure 4.1. The
waveform of the returned pulse has been analyzed extensively by Brown
(1978) and Hayne (1980). With detailed calibration data on the trans-
mitted pulse shape, and the record of the satellite pointing angles and
the returned wave shape, a successful deconvolution can produce the
true probability density function of the surface elevation, as shown
in Figure 4.2. Recent experimental and theoretical studies by Walsh
(1979), Jackson (1979a), Huang and Long (1980), Huang et al. (1981b),
and Huang (1981) have shown that various wave and wave-related
phenomena can be modeled with an internal parameter of the wave field,
the significant slope, defined as

§ = 'GXOL (4.1)

This variable can be derived from the altimeter data by calculating
both the rms wave height (Parsons, 1979) and the skewness, K3 (Walsh,
1979), from the probability density function. Theoretical and experi-
mental studies by Longuet-Higgins (1963), Huang and Long (1980), and
Huang et al. (198la) have shown that

lc3 = 87§ (4.2)
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Thus, using (4.1) and (4.2), one can solve for )\, with 6233B given.
Then by the dispersive relationship for a random wave field (see, for
example, Huang and Tung, 1976), the frequency of the energy-containing
waves can be calculated. With this information, a generalized spectrum
model would yield the frequency spectrum for the wave field. An
example of the spectrum given by this approach and comparison to field
data from JONSWAP can be found in Huang et al. (198la).

A family of new models for the dynamics of the upper ocean has
been proposed by Huang (1981), based on the availability of values for
the significant slope and the breaking~wave theory developed by
Longuet-Higgins (1969). Of crucial importance to wave studies is
calculation of the wave attenuation rate from energy loss by wave
breaking, as this determines wave propagation and decay characteris—-
tics.

In addition, by considering the nonlinear effects, various
statistical properties of waves as derived by Longuet-Higgins (1957,
1963, 1975, 1980) can be parameterized by the internal variable.

These properties include the group length of the wave field and extreme
wave conditions. Such information is of great use to ship operations
and engineering activities. Besides its role in theoretical studies,
the internal variable has also been found to control the empirical
relationship between nondimensional energy, fetch, and frequency, as
reported by Huang et al. (198lb).

The altimeter data collected by Geos-3 over three and a half years
provided a rich global data base of wave climate. This data base was
analyzed and compiled by McMillan (1981). The density of data distri-
bution is shown in Figure 4.3, and a map of percentage of waves higher
than 3.5 m distribution is shown in Figure 4.4. Utt (1980) used this
data base to extract the probability of occurrence of significant wave
height for Heather Field in the North Sea. The agreement between
satellite and conventional data suggested that altimeter data are as
reliable as any existing data, as shown in Figure 4.5.

Remote sensing techniques have made progress in the last two
decades, and promise more: the instruments available today are an
incipient sample of what might be possible. With the successful test
flights of the Space Shuttle, it now becomes practical to put antennas
100 m or more in diameter into orbit. New approaches to remote sensing
must now be considered. The Large Antenna Real Aperture Radar (LARAR)
discussed by McGoogan and Walsh (1978) is an attractive option. Using
a contiguous active pushbroom radar system, a radar can use an array
feed system. With the sweep aperture concept developed by Bush and
MacArthur (1979) to cancel forward motion, the satellite can be treated
as a stationary platform for Doppler measurements of wave motion.
Combining these capabilities into a single system, the LARAR could
provide wave-motion data, imaging, and contouring and monitoring of
roughness changes at a low data rate, and in a real aperture mode.
Within the next two decades, the increasing capability offered by the
Shuttle will be fully explored.
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Figure 4.5 Comparison of significant wave-height fre-

quency between Geos-3 satellite altimeter
( ) and historical data (----) at a

North Sea site

JPL SERSAT SAR IMAGE, PASS 880, NANTUCKET ISLAND

Figure 5.1

SAR image of Nantucket Island showing different sur-
face features in addition to surface waves
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SAR and operational spaceborne Doppler radar and spectrometers are
also under active study. Applications of SAR to ocean studies have
already been demonstrated by Beal et al. (198l1). The next 20 years
will witness more quantitative results from the mature remote sensing
techniques. Even before the absolute calibration of the remote sensing
techniques is established, an orbiting satellite instrument will
provide a uniform standard for sea-state measurements that will allow
expeditious intercomparisons to be made of different measurement
systems at various locations in the world.

5. Conclusion

The progress of science has always advanced in step with the progress
of observational methods. Wave study is certainly not an exception.
During the last two decades, remote sensing techniques have provided
us with more and more quantitative data. Their rapid development has
in some respects outstripped not only some of the older and established
in situ wave-measurement methods, but also our understanding of wave
phenomena and dynamics. Interpretation of the remotely sensed data
depends crucially on this understanding. The SAR image shown in Figure
S.1 clearly demonstrates the power and powerlessness of the remote
sensing techniques in their present stage. As discussed earlier, a SAR
image is believed to be formed by the scatterers, i.e., the small
waves. Then the features in Figure 5.1 are all complications of the
interactions between the small waves and the large waves, the currents,
the frontal structures, and even the bottom topography. We are glad
to be able to see all these features, but we are also dismayed at not
being able to explain them.

Remote sensing techniques are only tools. They provide us with
raw infommation, but not always answers. The results occasionally
raise as many questions as they answer. Nevertheless, remote sensing
opens new vistas for wave measurements and for wave studies. The
remotely sensed results force us to more study of waves; the more we
learn, the more infommation we will be able to derive from remote
sensing techniques. These techniques have played and will continue to
play an indispensible role in wave observations for operational and
research purposes.
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REMOTE SENSING OF OCEAN WAVES
BY SURFACE CONTOUR RADAR

Edward J. Walshl

Introduction

The Surface Contour Radar (SCR), developed jointly by NASA Wallops
Flight Center (WFC) and the Naval Research Laboratory, is an airborne,
computer-controlled 36 GHz bistatic radar that produces a real-time
topographical map of the surface beneath the aircraft. Figure 1 shows

a nominal measurement geometry. The SCR, described in detail by Kenney
et al. (1979), was designed to measure the directional wave spectra of
the ocean surface. Of the remote sensing instruments described in
these proceedings, the SCR operates by the simplest measurement concept
and offers the greatest ease of data interpretation, since it involves
a direct range measurement.

SCR System

The SCR is flown in a WFC P-3 aircraft. An oscillating mirror scans a
0.85° x 1.2° pencil beam laterally, measuring the elevations at 51
evenly spaced points on the surface below the aircraft within a swath
approximately as wide as half the aircraft's altitude. Figure 2 shows
the horizontal resolutions in terms of the aircraft altitude, h. At
each point, the SCR measures the slant range to the surface, correcting
in real time for the off-nadir angle of the beam to determine the
elevation of the point with respect to the horizontal reference.

The elevations are false-color coded and displayed on the SCR's
color TV monitor to allow real-time estimates to be made of significant
wave height (SWH), dominant wavelength, and direction of propagation.
These estimates allow the aircraft altitude and flight lines to be
optimized during the flight, freeing the operations from dependence on
prior knowledge of wave conditions. As the SCR can also map terrain,
it is well suited for work in coastal areas.

Correction for Aircraft Motion
The aircraft generally experiences some altitude variation as data are

being acquired that contaminates the elevation measurements. An
extreme example is shown in the top curve of Figure 3, an elevation

1NASA Goddard Space Plight Center, Wallops Flight Pacility
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Figure 1 The basic measurement geometry of the Surface
Contour Radar (SCR)
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Figure 2 The SCR antenna and mirror orientation, and
the spatial resolution in terms of aircraft
altitude (h)
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profile from the center of the swath: the aircraft was flying parallel
to the crests of a 5.5 m SWH sea whose dominant wavelength was 140 m.
In this example, it would clearly be difficult to remove the aircraft
motion from the elevation data by high-pass filtering of the raw data.
An independent estimate of aircraft motion is obtained by doubly inte-
grating the output of a vertically mounted accelerometer. The bottom
curve in Pigure 3 shows the result when the accelerometer-determined
aircraft motion has been subtracted from the raw elevation data. A
parabola of the form a, + ajy + azyz (where y is the alongtrack
distance) that was least-squares fitted over the data span has also
been removed from the elevation data. This procedure compensates for
any uncertainties in the initial values of aircraft altitude and
vertical velocity and the accelerometer constant. The resulting
elevation data may still contain some small residual aircraft motion,
but it is obvious that they are much lower in amplitude and in
frequency than the wave data.

Airborne Oceanographic Lidar

Figure 4 shows a more typical set of data, taken when the aircraft was
traveling perpendicular to the crests of waves of wavelengths approxi-
mately 45 m. The aircraft motion is apparent in these uncorrected
elevation data. Also shown is a comparison between the SCR elevation
data and elevation data from the WFC Airborne Oceanographic Lidar (AOL)
which is also on the P-3 aircraft. The AOL elevation data were
acquired in profiling mode using 200 pulses per second. The general
agreement is excellent, although the instruments are separated by 8 m
along the center of the aircraft (the data sets have been shifted into
alignment). The AOL also has a scanning mode using a 5 Hz conical scan
at 15° off-nadir rather than the 10 Hz raster scan employed by the

SCR. In its scanning mode at 420 m altitude, the AOL would look at the
waves 1 s before and 1 s after the SCR encountered them. The AOL can
also measure fluorescence (Hoge and Swift, 198l) and bathymetry (Hoge
et al., 1980). The instruments are quite complementary: the SCR
cannot see through water; the AOL cannot see through clouds.

Results

Figure 5 shows close-up views of grey-scale-coded SCR elevation data
taken on the same day within minutes of each other during the Atlantic
Remote Sensing Land-Ocean Experiment (ARSLOE). The wind was blowing
from approximately 45° at 9 m/s; SWH was 1.6 m, and the dominant
wavelength was 65 m. The data were taken at a 215 m altitude (ALT)
along the three different aircraft ground tracks (GTK) indicated in
the headers. The troughs are dark and the crests are light so that
the data have the visual appearance of waves illuminated by a
low-angle sun. Distance along the ground track increases to the right
in each case by approximately 5 m per line (the ground speed (GS)
divided by L/S, the number of scan lines per second). The data point
separation on the display is approximately the same alongtrack
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Figure 5 Grey-scale-coded elevation data taken
at 215 m altitude for three differ-
ent flight directions. The header in-
formation indicates latitude (LAT),
longitude (LON), aircraft ground track
(GTK) , drift angle (DA), roll (ROL),
altitude (ALT) in m, range resolution
(RES) in ns, ground speed (GS) in m/s,
and the contour interval (CI) by which
the data are divided before being dis-
played. The angles are in degrees.
There is considerable distortion, owing
to the disparity between alongtrack and
crosstrack dimensions.


http://www.nap.edu/catalog.php?record_id=19570

85

and crosstrack. The actual crosstrack spacing of the 51 elevation
points is the altitude divided by 100, which means that there is quite
some geometric distortion in the displays. The lateral dimension has
been exaggerated by a factor of approximately 2 relative to the
alongtrack dimension, which makes the waves appear long-crested in the
case of the aircraft ground track of 45° and short-crested in the

case of the 314° ground track. The exaggeration also distorts the
apparent angle of propagation in the data displayed for a 179°

ground track.

Two-dimensional fast Fourier transforms (FFTs) are performed on
groups of 1024 scan lines, as shown in Figure 6 for four elevation data
sets taken at 400 m altitude, where there is little geometric distor-
tion in the elevation display. The data have been oriented in the
proper ground track directions. The alongtrack dimension of approxi-
mately 5 km produces an alongtrack spectral resolution of 2m/5000
m~l in wavenumber space, whereas the crosstrack resolution is
approximately 2m/200 m~1l; thus, the grid of FFT points is badly out
of proportion.

Figure 7 shows a grey—-scale-coded raw spectrum in which the
alongtrack and crosstrack separation of the FFT points is about the
same. The altitude for the data set associated with this FFT was only
211 m, so the swath width was approximately 110 m. The alongtrack
distance was 4.8 km, giving a geometric distortion in Figure 7 of
approximately 44:1. At the origin of the FFT can be seen a bright
region which is due to residual aircraft motion that the accelerometer
did not remove.

When displaying the final spectrum on the color TV monitor, the
spectrum is oriented with respect to true north and data points are
filled in crosstrack, so the display is in proportion. Figure 8 shows
false-color-coded spectra for three different aircraft ground tracks
(the directions are indicated by the white radials from the origin) and
two different altitudes, 400 m and 200 m. The actual spectrum in
k-space is taken to be in the direction toward which waves are
traveling, not the direction from which they are coming. This means,
for example, that the actual spectra are in the third quadrant in
Figure 8. The 180° ambiguity in the first quadrant is an artifact
of the FFT process, since the same elevation data could represent waves
traveling in either direction. The elimination of this ambigquity is
discussed in a succeeding section that describes correction of such
"encounter"” spectra for the effects of aircraft velocity and drift
angle (the difference between the aircraft's heading and the aircraft's
ground track).

It is reassuring that essentially the same spectrum is obtained
independent of altitude and heading. The noise in the spectra can be
reduced by increasing the number of degrees of freedom through inco-
herent averaging of a number of spectra for the same flight direction.
Figure 9 shows the results of averaging four spectra taken on a 315°
ground track at 215 m altitude. It is a false-color-coded variance
gspectrum in which 10 color levels change at the 1, 4, 9, 16, 25, 36,
49, 64, and 8l percent levels relative to the spectral maximum. The
banding in Figure 9 parallel to the aircraft ground track is the effect
of the poor lateral spectral resolution. Even so, the spectrum is
still well defined.
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SWH=1.6 M

GELY ALALN TODID IEVATIONS

Figure 6 Grey-scale-coded elevation data acquired Octo-
ber 23, 1980, at 400 m altitude (where the geo-
metric distortion is small). The data are

oriented in the directions of the aircraft ground
tracks, with north the ordinate.

Figure 7 Grey-scale-coded variance spectrum before corrections for
geometric distortion and rotation (to orient with respect
to true north)
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The average of four false-color-
coded variance spectra (here repro-
duced in black and white). Data
taken at 215 m altitude for the
flight direction indicated by the
white radial. The color changes

at the 1, 4, 9, 16, 25, 36, 49, 64,
and 81 percent levels relative to
the spectral peak.

SWH=2.5M

Grey-scale-coded elevation data,
acquired November 12, 1980, at
400 m altitude


http://www.nap.edu/catalog.php?record_id=19570

89

Figure 10 shows data from another ARSLOE set, taken at 400 m
altitude. The wind was blowing at about 9 m/s from about 350° and
the SWH was approximately 2.5 m. Figure 11 shows the average of four
variance spectra for each of two different flight directions
(false-color coded as in the preceding example). The agreement between
flight directions is excellent. Figure 12 shows the same spectra with
a grey-scale coding where the grey—-scale is cycled through slightly
more than twice. The spectral peak is black and the first transition
between white and black occurs at the 25 percent level relative to the
spectral peak. If one examines the Figure 12 spectra carefully, it is
apparent that the encounter spectrum (in the third quadrant) and the
180° ambiquity of the image (in the first quadrant) are more widely
separated for the northeast ground track than for the southeast ground
track. Also, the radial joining the spectral peaks is rotated
clockwise in the southeast ground track spectrum relative to the
northeast ground track. These changes are caused by the aircraft
velocity and drift angle, and must be corrected to obtain the actual
spectrum from the encounter spectrum.

Correction for Aircraft Velocity and Drift Angle

Figure 13 shows the migration of a representative sampling of points

in k-space. The base of each vector is the original spectral component
position. The arrowhead shows the apparent position to which that
component would shift owing to an aircraft ground speed of 100 m/s when
there is no drift angle (top) and when there is a 10° drift angle
(bottom). When the aircraft follows its nose, the drift angle is

zero. If there is a crosswind from the left, the aircraft ground

track will drift to the right relative to its heading. For no drift
angle, all the points in k=-space migrate antiparallel to the aircraft
ground track: the magnitude of the change is proportional to the
magnitude of the original k-vector (Long, 1979). When the drift angle
is nonzero, the k~vectors additionally rotate in the direction
opposite to the aircraft heading relative to the ground track.

Figure 14 shows overlaid plots in k-space of the encounter spectra
of Figure 11l. The curves in Figure 14 extending from the lower right
to upper left correspond to the northeast ground track, and the curves
extending from the lower left to upper right correspond to the south-
east ground track. The curves are linear in variance, plotted as the
"third™ dimension, so the ordinate represents both variance and a
direction of 73°, Each set of curves shows the high alongtrack
resolution and the coarse crosstrack resolution (indicated by the wide
lateral separation of the adjacent curves). A 7-point smoothing filter
has been applied to the curves in the alongtrack direction, and
wavenumbers smaller than 27/500 have been arbitrarily set to zero.

The SWH observed on the southeast ground track was higher than that
observed on the northeast ground track. Because it was started from
the end of the northeast ground track, the southeast ground track was
farther from shore, and the increased wave height was probably a
fetch-limited effect. To compensate crudely for that effect, all the
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Figure 12 The same variance spectra
as Figure 11, but grey-scale
coded: the spectral peak is
black and the first transi-
tion from white to black is
at the 25 percent level rela-
tive to the spectral peak.
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variance values in the FFT for the southeast ground track were reduced
by 20 percent before plotting them relative to those for the northeast
ground track. The actual encounter spectra for the two flight
directions are in the lower right, and the 180° ambiguous spectra

are in the upper left. The heavy pairs of vertical lines represent
arbitrary reference points for the two ground tracks.

Figure 15 pictures the same data as Figure 14 after they have
been corrected in the manner indicated in Figure 13. In applying the
corrections no a priori knowledge of the direction of propagation was
assumed. In effect, all the data were assumed to be real and corrected
accordingly. It can be seen that the corrections have caused the two
reference lines to coalesce in the actual spectrum of the lower right,
while they are spread farther apart in the 180° ambiguous spectrum
in the upper left. The corrections compensate the actual spectrum, but
are in the wrong direction for the other, and worsen the disparity
between the flight directions. Rejection of the ambiguous lobe of the
spectrum can be done by computer, comparing the squares of the
differences at the crossing points for perpendicular flight lines on
the spectral lobes. The procedures to combine the two flight
directions into a single spectrum for comparison with the ARSLOE in
gsitu data are now being developed.

Figure 16 shows some false-color-coded data (here in black and
white) taken at an altitude of 800 m with SWH of approximately 5 m,
and dominant wavelength of 220 m. By varying the aircraft altitude,
the spatial resolution and swath width can be adjusted as dictated by
the sea state.

Other Features

Another feature of the SCR is that it acquires backscattered power
information simultaneously and perfectly registered with the elevation
data. By banking the plane, backscattering information from nadir to
about 27° off-nadir can be obtained together with detailed

information on the surface elevation variation. As the plane turns in
a circle, the radar will pass through all azimuthal directions relative
to the local wind. This should be a very powerful technique for
interpreting SAR and SLAR data.

Conclusions

The SCR offers a convenient means of making direct measurements with
high resolution of directional wave spectra. It requires no calibra-
tion against sea-truth data, and may, in fact, find important applica-
tion in verifying the measurements of other remote sensing systems.
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Figure 15 Overlay of the variance spectra of Figure
11 after the corrections of Figure 13

TEAE qgﬁ g
Em_f?_‘_: ki TR e

Figure 16 False-color-coded elevation data
(here reproduced in black and
white) acquired at 800 m altitude,
and the variance spectrum for a
day when the significant wave
height (SWH) was 5 m, and the
dominant wavelength was 220 m.
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THE USE OF SYNTHETIC APERTURE RADAR (SAR) TO
MEASURE OCEAN GRAVITY WAVES

R. A. Shuchman,®l E. 8. Kasischke,l
J. D. Lpdan,l and G. A. Meadows?

Abstract

This paper reviews the use of synthetic aperture radar (SAR) to detect
water gravity waves. SAR data, collected by aircraft and satellites
during a series of oceanographic experiments, have been used to
demonstrate the ability of this imaging remote sensor to measure water
gravity waves in a variety of sea states. For example, wave
refraction was successfully documented in the coastal regions near
Cape Hatteras, North Carolina, using Seasat SAR satellite data. SAR
has also been successfully used to measure internal gravity waves and
long-period "surf beats.” Beveral parameters determine the visibility
of gravity waves in SAR images: radar wavelength and polarization,
angle of incidence and radar look direction (relative to the wave
propagation direction), as well as ocean wavelength, wave height, and
wind speed and direction. 1In general, waves traveling toward or away
from the SAR line of sight are more visible in the imagery than waves
traveling perpendicular to the S8AR line of sight.

Introduction

Considerable research during the past decade has explored SAR's ability
to detect and measure gravity waves on the oceans and Great Lakes.

The purpose of this paper is to review this research and to identify
areas where additional study is needed.

SAR is a coherent airborne (or spaceborne) radar that uses the
motion of a moderately broad physical antenna beam to synthesize a very
narrow beam, thus providing fine azimuthal (alongtrack) resolution
(Brown and Porcello, 1969; Harger, 1970). Fine range (crosstrack)
resolution is achieved by transmitting either very short pulses or
longer coded pulses which are compressed by matched-filtering tech-
niques into equivalent short pulses. The coded pulse is usually a
waveform linearly modulated in frequency.

¥presenter

lradar and Optics Division, Environmental Research Institute of
Michigan

2pepartment of Atmospheric and Oceanic Science, University of
Michigan
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The phase history of a scattering point in the scene is either
recorded on photographic film as an anamorphic (astigmatic) Fresnel
zone plate or on digital tapes. The parameters of the phase histories
are set in the azimuth direction by the Doppler frequencies produced
by the relative motion between the sensor and the point scatterer, and
in the range direction by the structure of the transmitted pulses.
These optically recorded SAR phase histories are a collection of
superimposed zone plates, representing the collection of point
scatterers in the scene. SAR optical processing is described by Kozma
et al. (1972). Digital processing techniques are reviewed by
Aushermman (1980).

The principle in imaging any surface with a radar is that the
backscatter of microwave energy (echo) received by the radar receiver
mostly contains information about the roughness characteristics
(shapes, dimensions, and orientations) of the reflecting area. The
parameters that influence the SAR image of the ocean surface include
the motion of the scattering surfaces, the so-called speckle effect,
system resolution, and noncoherent integration, as well as contribu-
tions attributable to wind, waves, surface currents, and surface
tension. The orientation of ocean waves to the radar look direction
must also be considered. Attempts to understand the SAR ocean-wave-
imaging mechanism entail consideration of factors pertaining to wave
orbital velocity, Bragg-scatterer velocity, and long (or resolvable)
wave-phase velocity (Teleki et al., 1978).

This review paper discusses the use of both aircraft and space-
borne synthetic aperture radars. The aircraft data here presented
were collected by the ERIM* X-L SAR, flown at the time in an
ERIM-owned C-46, and now installed in the CV-580 aircraft of the
Canada Centre for Remote Sensing (CCRS). This X-L system, described
by Rawson et al. (1975), consists of a dual-wavelength and
dual-polarization synthetic aperture radar that simultaneously images
at X-band (3.2 cm) and L-band (23.5 cm). (A C-band [5.6 cm '
wavelength] capacity was recently added to the system.) Alternate
X- and L-band pulses (chosen to be either horizontally or wvertically
polarized) are transmitted and reflections of both polarizations are
received; thus, four channels of radar imagery are simultaneously
obtained. Both polarizations of X-band are recorded on one film, and
both polarizations of L-band on another. The data presented in this
paper were obtained from the horizontal-transmit, horizontal-receive
channel (HH) of both the X- and L-band receivers. Polarization
effects have not been analyzed. The resolution of the ERIM aircraft
SAR system is approximately 3 m in both range and azimuth. The swath
width of the X-L system is approximately 6 km.

Two other aircraft SAR systems routinely collect ocean gravity
wave information. One is an X-band military system (UPD-4), flown on
an RF-4 jet. The characteristics of this Goodyear-built system are
similar to those of the X-band portion of the ERIM SAR system, with

*ERIM: Environmental Research Institute of Michigan
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the exception that the swath width is 18.5 km. The Jet Propulsion
Laboratory (JPL) also operates an L-band SAR for gravity wave
measurement (Shemdin, 1980a,b). This system has a resolution of
approximately 15 m and a swath width of approximately 10 km.

A spaceborne SAR system specifically designed to image ocean
gravity waves was launched in June of 1978 as part of the NASA Seasat®
satellite (Jordan, 1980). This BAR operated at L-band and produced
imagery with a ground resolution of 25 m by 25 m. The Seasat SAR
imagery had a swath width of 100 km and lengths of up to a few
thousand kilometers.

Theory

Although the SAR wave~imaging mechanism is not completely understood,
several theories have been proposed that appear to explain the modula-
tion of the radar backscatter, which leads to the wave patterns
observed in SAR images (Raney, 1971; Elachi and Brown, 1977; Raney and
Shuchman, 1978; Alpers and Rufenach, 1979; Harger, 198l1; Valenzuela,
1980; Jain, 1978; Shuchman et al., 198l).

The fundamental backscatter mechanism is believed to be Bragg
scattering (Wright, 1966); that is, transmitted radar energy with wave-
number K interacts in a resonant or constructive interference fashion
with ocean surface waves with wavenumber X, such that

K, = 2K 8in 6

where K, = 27/L and K = 2T/)\ are the wavenumbers; L and )\ are the
wavelengths, respectively, of the ocean wave and the radar; and § is
the incident angle. For the X- (3.2 cm) and L-band (23.5 cm) SAR
considered in this study, with a nominal incidence angle of 45°, the
equation leads to Bragg water waves of 2 and 17 cm (for the X-

and L-bands, respectively). These correspond to the capillary and
ultra-gravity wavelength regions which are typically abundant in the
presence of wind fields of low to moderate strength.

In general, three mechanisms contribute to wave patterns observed
on SAR imagery: 1) tilt modulation, 2) hydrodynamic modulation, and
3) velocity bunching effects. Tilt modulation refers to periodic
variation in the local incident angle caused by the long gravity
waves. As the incident angle changes, it modulates the cross-section
of the surface that backscatters the microwaves.

Hydrodynamic modulation, as reported by many investigators
(Alpers et al., 1981; Alpers and Hasselmann, 1978; Phillips, 1981),
refers to straining of the small ocean Bragg waves due to divergence
of the surface velocity field due to the long gravity waves. This
straining can be considered as a modulation of the height of the Bragg
ocean wave.

*The entire Seasat satellite system suffered a catastrophic power
loss approximately 100 days after launch.
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It has been suggested by Phillips (198l1) and several others that
the short capillary and ultra-gravity waves are modulated by the longer
gravity waves. Phillips suggests that the gravity waves compress the
small waves and increase their height in the crest region of the
gravity wave, and likewise, elongate the shorter waves and decrease
their height in the trough region. This compression and expansion is
thought to result from the straining of the shorter waves by the

orbital velocity of the gravity wave (Wright et al., 1980; Alpers and
Rufenach, 1979).

The greater the compression and expansion of these small wave
structures, the higher the contrast on the SAR imagery, as compression
and expansion cause certain portions of the long wave to contain a
higher amplitude of Bragg (resonant) scatterers than other parts of the
wave, leading to a modulated image that closely corresponds to the
prevalent gravity wave field.

The velocity bunching effect refers to a periodic azimuthal
target displacement on the imagery. This displacement (the well-known
"train off the track"™ phenomenon) is caused by a radial component
(parallel to the radar line of sight) of the orbital motion of the
long gravity waves (Alpers et al., 198l1; Shuchman et al., 198l1;
Vesecky and Stewart, 1982; Raney, 1980; Harger, 198l).

Tilt and hydrodynamic modulation are maximum for range-traveling
waves and minimum for azimuth-traveling waves. The velocity bunching
effect is maximum for waves traveling at approximately 45° to the
range direction.

Synthetic aperture radars are sensitive to velocity components
present in the imaged scene. Effects of wave motions present in SAR
imagery may include: 1) image displacement, smearing and loss of
focus in the azimuth direction; and 2) loss of focus in the range
direction. Some of these effects can be removed during processing of
the SAR signal histories by making appropriate adjustments to the
processor. The effects that cannot be removed during processing may
reduce the detectability of gravity waves, and can also influence the
wave spectral estimates obtained from SAR wave data.

When using a SAR system to image moving targets such as ocean
waves, unique problems occur in correlating the signal data. Because
moving targets perturb the Doppler frequencies, and hence the phase
histories recorded by the signal receiver, conventional processing of
these signal histories produces images of the waves that are defocused
relative to a stationary target. Defocusing by the alongtrack
(azimuth) velocity of the moving ocean waves can be refocused by
re-adjusting the azimuth (cylindrical) focus by an amount proportional
to the relative velocity of the wave train with respect to the SAR
platform velocity.

Similarly, the radial motion of a moving ocean wave imaged by a
SAR will also perturb the signal history of a scatterer. Radial wave
velocity (motion toward or away from the radar look direction) produces
an apparent tilt to the phase history as well as azimuthal shift in the
image. Essentially, the scatterer history shifts across the signal
record. This is referred to as "range walk"™ and can be compensated
for by a rotation of the cylindrical optics in the processing of the
signal histories. The azimuthal image shift is not correctable.
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A number of investigators (Shuchman, 1981; Shuchman et al., 1979;
Jain, 1978; Shuchman and Zelenka, 1978) designed and evaluated
algorithms to enhance SAR-imaged gravity waves through focusing (i.e.,
accounting for water-wave motion). The investigators generally agree
that azimuth- and range-traveling waves can be better detected,
respectively, by adjustment of focal distance and by rotation of the
cylindrical telescope in the SAR processor. Enhancement of ocean waves
has been successfully attempted using these techniques on JPL's L-band
and ERIM's X- and L-band data (Jain, 1978; Kasischke et al., 1979).

The importance of the defocusing effect owing to azimuth and range
wave motion is twofold. First, it can be used to determine the
direction of ocean wave propagation. Second, it can be used to make a
rough estimate of the phase velocity associated with these waves.

Analysis Techniques to Extract Gravity
Wave Information from SAR Data

It should be noted that SAR~derived spectral estimates of water
gravity waves are wavenumber directional spectra of the radar return
intensity. The spectral estimates obtained do not represent
wave-height infomation, at least not in an easily extracted form.

The modulation transfer function (i.e., SAR gravity-wave-imaging
mechanism) is not yet totally understood. The determination of this
transfer function, as well as determination of wave height using SAR
data, will be a major scientific advancement. It will then be possible
to use SAR gravity wave data to obtain power spectral density
estimates of the sea surface.

There are four recognized techniques for extracting estimates of
wave period and direction of the dominant gravity wave from SAR data.
These are two-dimensional Fourier transforms, both optical and digital,
a semi-causal technique, and a new one-step spectral estimation routine
that extracts the wavenumber directly from the SAR signal histories.

By passing a monochromatic, collimated beam of light through the
film image of the gravity waves imaged by the SAR, a two-dimensional
optical Fourier transform (OFT) of the image is created (Barber, 1949;
Shuchman et al., 1977). If a digital image is made, the same process
can be accomplished on a computer by taking a fast Fourier transform
(FFT) of the data (Shuchman et al., 1979). Producing an FFT has the
advantage over an OFT of allowing distributional wave spectra, as a
function of wave frequency or direction, to be generated in addition
to the dominant wavelength and direction. Figure 1 presents an example
of actual wave images from the Seasat SAR and the resulting OFT and FFT
generated from the data.

A new two-dimensional spectral-estimation algorithm related to
maximum entropy, called the semi-causal model (Jain and Ranganath,
1978), has been applied to SAR imagery of ocean waves (Jackson and
Shuchman, 1982). The spectral estimates generated with this technique
were compared to FFT-derived estimates of identical data sets and
reference functions. Results indicate the semi-causal model can
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Figure 1 Seasat SAR image of ocean gravity waves and their resultant two-dimen-
sional Fourier transforms (Seasat Rev. 762, 19 August 1978)
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successfully produce spectral estimates of truncated data sets (i.e.,
1-2 wave cycles). However, as with one-dimensional maximum entropy,
the two-dimensiocnal semi-causal model is sensitive to the
autoregressive order and to noise, and exhibits spectral splitting in
some cases.

A new technique has been proposed by Hasselmann (1980) to extract
spectral wave information from SAR. Hasselmann has derived a simple
method for determining the two-dimensional surface-image spectrum from
the return signal of a SAR without explicitly forming an image. This
algorithm, called a signal-image Fourier transform (SIFT), has recently
been programmed at ERIM, and is being tested and evaluated using
Seasat SAR data.

Recent investigations have explored several possible methods of
measuring wave height from SAR through detailed examination of various
system and image parameters. Jain et al. (1982) showed that speckle
correlation techniques applied to SAR data are a possible means of
obtaining wave height. Harger (1982) showed that phase information in
the SAR-recorded signals can be related to wave height. Thomas (1982)
statistically correlated the image contrast in digitally processed
Seasat SAR wave data to wave height. Although preliminary results are
promising, each of the methods is still considered experimental.

SAR Versus Sea-Truth Spectral Comparisons

A series of experiments has been carried out over the past seven years
to demonstrate that SAR can be used to determine the wavelength and
direction of gravity waves. Among these experiments are Marineland,
West Coast (Shemdin, 1980a,b); DUCKEX (Mattie et al., 1980); GOASEX
(Gonzalez et al., 1981); JASIN (Allan and Guymer, 1980); MARSEN
(Anonymous, 1980); and ARSLOE (Baer, 198l).

Figure 2 (after Vesecky and Stewart, 1982) is a scatterplot of
ocean wavelength information obtained from the Seasat SAR compared to
in situ ocean wavelength sea-truth data obtained from a pitch-and-roll
buoys. Figure 3 (after Vesecky and Stewart, 1982) is the direction of
wave propagation obtained from the Seasat SAR, again compared to sea-
truth measurements. Based on these data, Seasat SAR estimates of
wavelength are biased slightly high; the average error is about 12
percent. For wave direction, there appears to be no significant bias;
the average error is about 15°. The Seasat SAR wave analysis
indicates that dominant wavelength and direction can be measured by
the Seasat SAR, provided the waves in question are evident in the SAR
image (Vesecky et al., 198l). Directional wave information provided
by a SAR has a 180° ambiguity, but selective Doppler processing, as
reported earlier (Shuchman and Zelenka, 1978), can resolve it. The
data included in Figures 2 and 3 represent significant wave heights in
the 1 m to 5 m range. Ocean wavelengths shorter than 100 m in length
were not observed by the Seasat SAR. The wind speed for all the
observations mentioned exceeded 3 m/s.

Figures 4-7 are scatterplots of SAR-derived estimates of wave-
length and direction versus sea truth for X- and L-band data of
Marineland, GOASEX (aircraft), and Lake Michigan experiments. Neither
wavelength nor directional information appears biased: accuracies are
about 13 percent and 10 percent, respectively.



http://www.nap.edu/catalog.php?record_id=19570

103

O MARINELAND
200
. O MWRINLMD
-3 E 360° J O GOASEX
> o LAKE MICHIGAN
2 150 g
E L]
3 5
5 ';‘
: g
i 2
m -
&
c
¥
0 100 150 200 100° 200° 00°  360°
WAVELENGTH BY SURFACE OBSERVATION - m DIRECTION BY SURFACE OBLERVATION - DEGRELS TRUE
Figure 6 Plot of wavelength, Figure 7 Plot of wave di-
SAR versus sea rection, SAR versus
truth, for L-band sea truth, for L-
aircraft data band aircraft data
.25 e X-Band (HH)
+ L-Band (HH)
S
= s2D =
=)
§_ 1D i
-‘; Py
S
§ L] ]0 i +
.05 — o
o i, i | [ I | |
90 60° 30° 0° 30° 60° 90°
h
Cro —
Upwave SSWave  pownwave

Wave di r!ection

Figure 8 Modulation depth at X-band and L-band as function
of the direction of wave propagation


http://www.nap.edu/catalog.php?record_id=19570

104

Determination of Wave Refraction and Long-Period Gravity Waves

Recently completed work by Shuchman and Kasischke (1981) has revealed
that SAR imagery can be used to document refraction of gravity waves
as they enter shallow coastal waters. Images of waves approaching Cape
Hatteras, North Carolina (from the Seasat SAR), were analyzed for
measurements of wave direction and length. These compared favorably
to those computed by classical wave-refraction techniques. The
correlation coefficients of SAR-derived and model-derived parameters
were 0.76 for wavelength and 0.55 for wave direction (significant at
p = 0.,99). Recent investigations (Meadows et al., 1982a) indicate
that the correlations can be improved significantly by taking into
account the modifying effects on gravity waves of traversing the Gulf
Stream.

Additional studies by Schwab et al. (1980) and Shuchman and
Meadows (1980) have shown that aircraft SAR directional wave spectra
approaching the Lake Michigan shoreline do correlate with predicted
wave refraction.

SAR data have also been demonstrated to be capable of discrimi-
nating long-period internal waves off the coast of southern California
(Apel, 1981) as well as in every major ocean basin imaged by Seasat.
Recent work by Meadows et al. (1982b) has demonstrated the ability of
SAR X-band data to successfully image low-amplitude, long-period
signals. The signals appear to correspond to a "surf beat"™ generated
by the incident wind-wave field.

Limitations of SAR in Detecting Gravity Waves

There are limits to using a SAR to image gravity waves that are still
being defined. An example is the recent JASIN experiment during which
the Seasat SAR successfully imaged gravity waves in 13 of 18 possible
opportunities (Vesecky et al., 1982). A study of the sea-truth data
for those occasions when the Seasat failed to image gravity waves
revealed that one of two conditions prevailed: either the waves had a
very low significant wave height (H;/3 < 1.3 m), or the waves were
traveling in a direction close to azimuth with respect to the radar
line of sight. Additionally, wind speed and direction with respect to
the gravity wave appeared to be influencing factors. Kasischke and
Shuchman (198l) found a significant linear correlation between wave
contrast (or wave detectability) on the SAR data and wave height.
Earlier studies by Teleki et al. (1978) revealed that for X-band SAR
data (collected by an aircraft-mounted SAR), gravity waves were more
clearly visible when the waves were traveling in a range direction
with respect to the radar line of sight.

Work has also been carried out to determine the sensitivity of
various radar parameters to the discrimination of gravity waves. The
important radar parameters include the radar wavelength, SAR platform
velocity, radar look direction, polarization, and angle of incidence.
Working with Marineland data, Teleki et al. (1978) concluded that
optimum wave images result when the radar is looking primarily upwave
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or downwave; that is, when waves propagate toward or away from the
aircraft in the range direction. Figure 8 (after Teleki et al., 1978)
is a graph of modulation depth (wave crest-to-trough contrast) versus
radar look direction for X- and L-band airborne SAR data collected at
Marineland. Observe in Figure 8 that when the SAR is looking upwave
or downwave (i.e., when the SAR line of sight is perpendicular to the
wave crests), higher contrast or more visible waves result. It should
be noted that the significant wave height is approximately 1.5 m for
the 8 s swell presented in Figure 8. Range-traveling waves are more
clearly discernible in SAR imagery because in the range direction, the
SAR uses a train of very short pulses. Therefore, waves traveling in
range appear quasi-stationary relative to the sampling time.
Differences in the modulation depth of range-traveling waves (Figure
8) also indicate that better—quality wave images can be generated with
X- than with L-band data. Consequently, wave spectral peaks derived
from X-band images can usually be more accurately defined than those
from L-band images.

A possible explanation for the higher quality of X-band imagery
was given by Shuchman and Zelenka (1978), who suggested that X-band
data have a greater depth of focus than L-band data; therefore, the
waves moving in the azimuth direction are not appreciably defocused,
as commonly occurs in L-band images of comparable resolution. The
X-band also incorporates a shorter synthetic aperture length or
integration time than L-band, hence reducing motion errors.

A further X- and L~band comparison is given in Figure 9. Figure
9 represents a two-dimensional fast Fourier transform (FFT) of simul-
taneously obtained X- and L-band SAR data from GOASEX. The data, all
collected within 30 minutes, represent a 10.2 s swell with a 2.5 m
significant wave height. Note from the figure that for this higher
wave height and longer ocean wavelength, SAR imaging of the gravity
waves is less sensitive to frequency and radar look direction (compared
to the Marineland data). Figure 10 represents one-dimensional direc-
tional distributions (180°) of the relative magnitude of energy at
the dominant wavenumber of the data presented in Figure 9. Also
plotted are the wavenumbers immediately above and below this peak
value. Figure 10 indicates there is no significant change in the
directional spectral width of the six SAR-derived ocean spectra.

Summary and Recommendations

This paper presents evidence that both aircraft and spaceborne SARs
have the ability to detect the wavelength and direction of gravity
waves. It should be mentioned that the spectral estimates presented
are wavenumber and directional spectra of the radar return intensity.
The data do not represent wave-height information in a direct sense.
SAR intensities (i.e., crest-to-trough modulation) have been success-
fully correlated to wave heights, but the exact mathematical modulation
transfer function (i.e., SAR gravity-wave-imaging mechanism) is not
totally understood. Obviously, a mathematical expression describing
the SAR imaging mechanism of ocean waves needs to be developed.
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When ocean waves are visible in the SAR imagery, the imagery
generally represents the dominant wavelength and direction indicated
by in situ sea truth. The accuracy of the SAR estimate of dominant
wavelength is typically within 15 percent, and the direction of propa-
gation within about 12°,

The ability of SAR to image gravity waves successfully depends on
parameters of the physical environment as well as parameters of the SAR
system. Generally, waves propagating either toward or away from the
radar line of sight are most easily detected by the SAR.

More research is needed exploring the use of SAR to detect wave
height so that true power spectral density can be obtained. The spec-
trum of SAR intensity is not now being fully used. The spectrum shape
as reported by Mcleish et al. (1980) and Vesecky et al. (198l) more
closely resembles a wave-height spectrum than a slope spectrum. A
mathematical expression for the SAR imaging mechanism would be quite
useful in better explaining the SAR-derived ocean surface wave
spectrum.

SARs hold promise for remote sensing of dominant ocean gravity
waves and the direction of their propagation throughout the ocean
basins. SARs now have a prohibitively large data rate when operated
from satellites. Techniques need to be explored to lower these data
rates, yet still obtain the required geophysical information. An
example of such a technique is Hasselmann's SIFT algorithm.
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STATUS OF HF RADARS FOR WAVE-HEIGHT
DIRECTIONAL SPECTRAL MEASUREMENTS

Donald E. Barrickl

Introduction

This manuscript is a concise review of the status of high-frequency
(HF) radars for measuring various descriptors of the ocean wave-height
directional spectrum. It is not intended as a historical account of
the many developments and contributors to the subject over the past
three decades; other reviews serve that purpose (e.g., Barrick, 1978;
Barrick and Lipa, 1979a; Georges, 1980). Nor is it meant to develop
the theory and techniques of HF radar in sufficient detail for planning
HF radar programs; again, other published research papers and reports
serve this purpose. Finally, no attempt is made to review every MF/HF
experiment performed or analyzed, although several very clever tech-
niques have been tried (e.g., bistatic arrangements, synthetic aperture
systems, and balloon-borne antennas); rather, techniques are discussed
that appear to have potential for practical, operational ocean
monitoring.

The next section reviews very briefly the principles of HF radar
sea echo that make it possible to measure the wave-~height directional
spectrum. The section following discusses the capability and status
of sky-wave (over-the-horizon) radar for making wide-area ocean surface
measurements. The final section discusses the application of HF
ground-wave radars to measuring the wave~height directional spectrum,
both for coastal use and for deployment from offshore platforms or
ships, and their accuracy. 1In all cases, the limitations as well as
the advantages of HF radars are indicated.

Background Physics

At high frequencies, the highly conducting sea favors vertically
polarized electromagnetic waves, in both propagation and scattering.
For sky-wave radars, where the energy incident to the ocean from the
ionosphere is generally randomly polarized, vertical polarization is
selected from the incoming radiation, and scattered back toward the
radar. In nonionospheric propagation, as from a coastal radar out to
an ocean patch 40 km from shore, vertical polarization is intentionally
transmitted and received. This mode is called "ground wave" or
"surface wave," in contrast to the sky-wave mode. At high frequencies,
vertically polarized surface-wave radiation will propagate a consider-
able distance beyond the horizon of the mean spherical sea owing to
diffraction. As a result, given moderate amounts of transmitted

lwave Propagation Laboratory, National Oceanic and Atmospheric
Administration
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power (e.g., 100 W average), a coastal backscatter radar at water level
can obtain usable sea echo out to a distance of 60 km from shore at a
frequency of 25 MHz.

The sea is a strong scatterer of high frequencies; in fact, the
backscattered power per unit area from the ocean is generally greater
than that for land, even when the land includes mountains, tall build-
ings, or trees. It is the motion of the ocean wave scatterers, how-
ever, that gives the sea echo the unique characteristic that allows
extraction of wave-height directional spectra, surface currents, and
wind patterns. This unique characteristic is the spectral spread in
echo energy due to the Doppler effect of moving targets.

The scattering mechanism itself is the Bragg effect. Only wave
trains of a given wavelength (period) and direction of propagation--
either singly or in combination--can contribute to the backscattered
signal. The strength of the signal is proportional to the heights of
the waves in these spectral wave trains. Since the velocity of a wave
train is proportional to the square root of its wavelength, however,
different wavelength/direction combinations in the wave-height
directional spectrum yield their signal echo energy at unique,
mathematically determinable positions in the echo spectrum.

To first order, the radar wave is backscattered by two wave
trains~--or Fourier components of the wave spectrum: wave trains moving
toward and away from the radar whose ocean wavelengths are half the
radar wavelength. This is shown schematically in Figure 1. These two
wave trains produce two sharply peaked spectral echoes symmetrically
placed about the transmitter frequency; their amplitudes are propor-
tional to the heights of the wave trains moving toward and away from
the radar. At 25 MHz radar frequency, these echoes therefore originate
from wave trains whose wavelengths are 6 m. When a current is
present, it imparts an additional common velocity to these wave
trains, resulting in a further symmetrical shift of the two peaks to
one side, as shown in the bottom half of Figure l. This additional
frequency shift, Af, is directly proportional to the component of
current velocity pointing toward the radar, v,y It is this latter
shift, Af, that has been exploited by HF coastal radars (Barrick et
al., 1977) to map surface currents.

The wave-height directional spectrum is extracted from a different
part of the echo spectrum, that produced by the simultaneous interac-
tion of two ocean wave trains. The mathematical expression for the
echo spectrum in this case is an integral involving the wave-height
directional spectrum twice; all of the mathematical factors appearing
in this integral are determined from fundamental hydrodynamic and
electromagnetic principles, and are completely known. Therefore, this
integral equation can be inverted (and has been, with success) to give
the wave-height directional spectrum.

Status of Sky-Wave Radars

HF radio signals of frequency less than 25 MHz can be totally reflected
from the ionosphere, which is a layer of charged particles whose
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effective reflective height (7 MHz and 25 MHz) lies between 100 and 300
km above the earth. Thus, a single reflection from the ionosphere can
extend radar surveillance of the ocean to distances of 3000 km from the
station.

The ionosphere, however, is a highly variable factor in the radar
equation. Its density varies from day to night, summer to winter, with
latitude, and in response to solar storms and their resulting emis-
sions. Although average ionospheric conditions can be predicted or
measured (by ionospheric soundings), temporal variations of the order
of tens of seconds over spatial scales of the order of a few kilometers
are largely unpredictable. These unknown variations in the effective
reflecting layer produce Doppler spectral distortions in the signal of
the same order as the expected variations produced by the sea echo.
Therefore, the extraction of useful sea-state and current information
is complicated by the ionosphere itself.

A joint research program of the Wave Propagation Laboratory (NOAA)
and the Remote Measurement Laboratory (SRI International) has attempted
to develop techniques for coping with the ionospheric distortions, and
to determine the resulting accuracy of sky-wave radar for wide-area
ocean wave measurements. Other countries also have active sky-wave
programs for sea-state monitoring. A recent review of sky-wave
sea-state radars is offered by Georges (1980).

Sky-wave radars have measured wave height to an accuracy of 3%,
dominant (long-wave) direction to an accuracy of 3°, and dominant
period to an accuracy of 1.0 s (Lipa et al., 198l1). In another
situation, sky-wave radars measured wave height to an accuracy of 7%,
and measured the five parameters of a nondirectional wave-height
directional spectral model: agreement with buoy measurements was quite
good (Maresca and Georges, 1980). However, both sets of experiments
were conducted under favorable ionospheric conditions. Purthermore,
the data were analyzed in a research mode in which echo time series
taken in the field were later reduced and interpreted on computers in
the laboratory. .

Experiments to study the limitations, utility, and accuracy of
real-time operation of sky-wave radars began in 1981. Software was
developed that allowed the radar operator to scan a large ocean sector
(out to 3000 km) at a pre-selected grid of points, in order to map wave
height in real time. Preliminary analysis indicates that reasonable
and accurate wave heights were mapped over several days as winter
storms moved across the North Pacific. An exact assessment of accuracy
is difficult to make. The only comparative wave-height information
available for most of this wide area was provided by NOAA and Navy wave
forecasts, and a few ship reports, both sources that are known to be
quite inaccurate. All the general wave patterns recorded agree very
well, however, demonstrating that ionospheric conditions can be suf-
ficiently compensated to permit daily, real-time, synoptic maps of wave
height, the single most important parameter of the wave-height direc-
tional spectrum. Wind direction maps (from sky-wave radar measurements
of short wave directions) can also be made available in real time.
Future real-time software should allow extraction of other important
wave descriptors; it is not now clear, however, whether the entire
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wave-height directional spectrum can be routinely measured with
sky-wave radar, owing to ionospheric distortions.

Status of Ground-Wave Radars

The physical interaction of HF radar waves with the sea surface is the
same for sky-wave radars and ground-wave radars. Therefore, if the
distortions imposed on the sky-wave signal by the ionosphere can be
removed, the remaining echo for both systems is effectively the same,
and the methods of analysis discussed in this section are applicable
to either system.

Narrow-Beam Ground-Wave Radars

The fundamental theoretical solutions for first- and second-order sea
backscatter at high frequencies assume that a finite patch of ocean
surface is viewed from a single, fixed direction (Barrick, 1972a,b,
1978; Barrick and Lipa, 1979a). This is what a narrow-beam radar
does: an antenna whose aperture length is many wavelengths forms a
beam whose angular width is a few degrees. The effective pulse width
at a given time delay after pulse transmission thus defines an
approximately rectangular patch of sea surface, whose dimensions
typically vary from several kilometers to several tens of kilometers
on a side. The requirement that antenna sizes be many wavelengths to
form a narrow beam means the physical dimensions of antennas must be
hundreds of meters at high frequencies.* Several such systems have
been used in the past to obtain ground-wave HF sea echo. Because the
mathematical expressions for the back-scattered signal spectrum are
most straightforward for narrow-beam geometries, initial
investigations of obtaining wave-height directional spectral
parameters concentrated on measurements taken from those narrow-beam
experiments.

If a given patch of sea can be observed by one radar from only a
single direction, then only limited information about wave directional
spectra can be obtained for that patch. There is a right-left ambi-
guity in wave direction about the line of sight. This means that when
the directional spectrum is expanded in an angqular Fourier series about
the look direction to the patch, all odd (i.e., sine) coefficients in
the series are indeterminate. Purthermore, some inaccuracy can occur
in retrieving the even coefficients when the data are noisy (Lipa and
Barrick, 1982). Nonetheless, success at extracting the most important
wave directional spectral parameters has been achieved, vindicating the
theoretical methods.

*It is possible to circumvent the requirement for large antennas--
for example, by synthetically forming a large aperture by driving a
recelver along a road several kilometers long (Tyler et al., 1974).
While of limited interest for research experiments, the methods are
impractical for routine, long-term, operational monitoring.
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Figure 1
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Photograph of compact crossed-loop/monopole antenna system
for coastal wave-height directional spectral measurements,
as operated at Pescadero, California, during January 1978.
The antenna is less than 2 m tall.
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Data from three narrow-beam radars have been analyzed and compared
to heave-pitch-roll buoy requirements in the scatter area. One set was
taken from a series of experiments done at San Clemente Island (off
California) by a westward-looking NOAA/Navy/ITS ground-wave facility
in 1972. A second was from a northwest-looking ground-wave system
operated by Stanford University off Pescadero, California, between 1976
and 1978. The third set is narrow-beam sky-wave radar results from the
Wide Aperture Radar Facility in California (owned by SRI Interna-
tional), selected for minimal ionospheric distortions.

Theoretical methods for inverting data from narrow-beam systems
were developed by Lipa and Barrick (1980) for wave periods 10 s and
greater. In this region, the integral equation is simplified by
linearization. These methods were applied to the data from the three
experiments by Lipa et al. (1981). The results confirm the theoretical
methods, and show, for example, that wave height can be measured to an
accuracy of 1 5% (rms), wave period to *0.5 s (rms), and direction

Some external means of resolving the left-right directional ambi-
guity was of course required. Lipa (1978) developed and demonstrated
inversion techniques for extracting accurate wave-height directional
gspectral information (based on the Stanford system) for wave periods
down to 3 8, cases for which linearization of the integral equation is
not possible.

Broad-Beam, Scanning, Ground-Wave Radars

Ground-wave radars with vertical polarization must have their antennas
on the beach, as close to the seawater as possible, in order to achieve
maximum distance. The large antenna sizes required for a narrow-beam
system, as discussed above, make such systems uneconomical and environ-
mentally unattractive for coastal or offshore sites. The most compact
and unobtrusive antenna system that can provide the same angular
information for wave spectra as a pitch-roll buoy is the crossed-loop/
monopole technique discussed by Barrick and Lipa (1979b). Use of this
configuration for both transmitting and receiving reduces the size of
the antenna system further, and increases the angular resolution. A
picture of such a system, operated at Pescadero, California, in 1978,
is shown in Figure 2. Although this antenna system does not mechani-
cally rotate, digital switching of signals among the three antenna
elements (under microprocessor control) causes a broad beam to rotate
in angle.

An HF radar with a compact antenna system such as this is ideally
suited to coastal observations of wave~height directional spectra. 1In
fact, the crossed-loop/monopole technique has been employed in two
experiments for directional wave-field measurements: at Pescadero,
California, in 1978, and at Duck, North Carolina, in 1980. Operation
in coastal waters, however, requires accounting for a number of factors
in analysis of the data.

Evaluation of the accuracy of the wave directional spectral
measurements using the crossed-loop/monopole coastal HF radar under
fetch=-limited and current-distorted regimes is not yet completed.
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Also, development and evaluation of software for this system for
measuring waves with 9 s periods and less are still under way.
However, the success so far achieved indicates that the system will be
an ideal tool for detailed research investigations of coastal wave
processes, and also for routine monitoring of wave directional spectra.
Use of this system from offshore platforms promises to be even
simpler for the following reasons: 1) the water in the area is
usually deep; 2) fetch variations are rarely present over the small
areas of radar coverage; 3) current patterns are uniform over the area
covered. Experiments in 1983 will employ the system on an offshore
platform to evaluate its performance in this important application.
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AIRCRAFT AND SATELLITE MEASUREMENT OF OCEAN WAVE
DIRECTIONAL SPECTRA USING SCANNING-BEAM MICROWAVE RADARS

Frederick C. Jackaon,*l W. Travis Halton,l
and Paul L. Baker?2

Abstract

A microwave radar technique for remotely measuring the vector wave-
number spectrum of the ocean surface is described. The technique,
which employs short-pulse, noncoherent radars in a conical scan mode
near vertical incidence, is shown to be suitable for both aircraft and
satellite application. The technique has been validated at 10 km air-
craft altitude, where we have found excellent agreement between buoy
and radar-inferred absolute wave-height spectra.

l. Introduction

For several years, we have been endeavoring to develop a microwave
radar technique for measuring ocean wave directional spectra that
would be suitable for satellite application. Basically, we have been
seeking to define an alternative to the coherent imaging radar
approach that was adopted for Seasat, the nation's first oceanographic
satellite (Beal et al., 198l). Our motivation has been to find an
alternative measurement approach that would at the same time 1) be
simpler and less costly, 2) be capable of truly global measurements,
and 3) be more accurate.

In this we believe we have been successful. Theoretically, and
on the basis of aircraft flight experiments, we have determined that
such global-scale satellite measurements are feasible. The measure-
ments can be made with relatively simple, noncoherent short-pulse
radars operating in a conical scan mode near vertical incidence,

0 v 10°. No new technological developments are required. Rather,
these measurements can be made with existing space-qualified hard-
ware. For example, with some relatively minor modifications such as
the addition of a modest-gain scanning antenna, the Seasat altimeter
can be adapted to perform these measurements. The measurements are
inherently of high resolution spectrally in both wavenumber and
direction, and as we shall see, they will be remarkably accurate as
well.

A typical satellite measurement geometry is illustrated in Figure
l. PFor the assumed satellite altitude of 700 km and incidence angle
of 109, the radius of the scan pattern on the ocean surface is
approximately 130 km. A 3 rpm antenna rotation rate is selected as a
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reasonable compromise between coverage and integration time require-
ments. The measurement cells (not to be confused with the instan-
taneous field of view, or antenna "footprint") are roughly 130 km
squares situated one on either side of the subsatellite track.
Basically, the measurement product consists of two statistically
stable estimates of the polar-symmetric vector wavenumber spectrum,
one on either side of the subsatellite track. If less than 180° of
look is allowed, then these measurements can be confined to an area
considerably smaller than the nominal 130 km square, as is evident
from Figure 1.

Although the technique we shall be considering employs short-
pulse waveforms, it is not in its most fundamental aspect different
from the two-frequency technique investigated theoretically by Alpers
and Hasselmann (1978) and experimentally by Johnson et al. (198l1). 1In
both techniques the basic measurement principle is the same. This is
the directional .selectivity that results as a natural consequence of
the phase-front matching of electromagnetic and ocean wave components.
The choice of waveforms, and the manner of detection, are, however,
critical. Jackson (198l1)--hereinafter referred to as J-~has shown
that the narrow-band two-frequency technique has, inherently, a very
low signal-to-noise ratio (SNR) compared to the short-pulse tech-
nique. Basically, this is because the sea spectrum is relatively
broad-band, whereas the two-frequency beat-wave signal is compara-
tively narrow-band. For large footprint dimensions this results in
modulation signal power being detected only in a very narrow spectral
band, and consequently, the signal energy is small compared to the
fading variance.

Our work differs from that of Alpers and Hasselmann (1978) in
another important respect. This is in the choice of incidence angles.
Alpers and Hasselmann (1978) were concerned with large-angle measure-
ments, whereas our concern is with small angles of incidence. There
are several reasons why we have chosen to study small-angle scatter.
First, as should be apparent from the above discussion of the measure-
ment geometry, small angles of incidence are necessary at satellite
altitudes in order to keep the scan radius to a minimum. If the nadir
angle is too large, the scan pattern on the surface may exceed the
scale of homogeneity of the wave field. Second, the reflectivity modu-
lation mechanism in near-vertical backscatter is simpler and more pre-
dictable than it is in large-~angle backscatter. In the near-vertical,
specular backscatter regime, the contrast modulation does not depend
on the strong--and essentially unpredictable--hydrodynamic modulation
of the short Bragg-diffracting water wave. The modulation mechanism is
primarily a geometrical tilting effect, and consequently, it is more
amenable to accurate modeling. Another reason for choosing small inci-
dence angles is an obvious one, that the greater cross-section and
lower link loss near nadir demand less transmitter power and antenna
gain. This is an important consideration in the wide-band measurement
approach that we are advocating.
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In succeeding sections, we will discuss the three major
conceptual elements that constitute the measurement technique, namely,
1) the principle of directional selectivity, 2) the modulation
mechanism in near-vertical backscatter, and 3) the use of short-pulse
waveforms to detect the range reflectivity modulation. The discussion
is intended to provide a basic understanding of the measurement tech-
nique and to provide such results and formulas as will be found useful
in the analysis of the aircraft data. For a fuller and more detailed
theoretical treatment, the reader is referred to J.

2. The Measurement Technique
2.1 The Principle of Directional Selectivity

We are concerned with fairly narrow antenna beams in a high-altitude
measurement geometry. The relevant geometry is illustrated in Figure
1. The situation desired is one where 1) the antenna footprint is
large compared to the scale of the waves, and 2) the curvature of the
wave front is small compared to the directional spread of the waves.
Now obviously, if the lateral beam spot dimension is large compared to
the scale of the waves, then the waves cannot be resolved in azimuth
(short of resorting to synthetic aperture). Rather, the wave contrasts
will be averaged laterally across the beam. What is the effect of this
lateral averaging? To understand the effect, imagine a Fourier decom-
position of the two-dimensional reflectivity field into an angular
spectrum of plane contrast waves. (The reflectivity field can be
imagined to be that measured by a very high resolution, real aperture,
imaging radar looking in the same azimuth direction.) Referring to
Figure 2, it is apparent that the effect of the lateral averaging is
to eliminate or "cancel out"” any plane surface contrast wave that is
not aligned with the beam direction. Only those surface waves whose
phase fronts are "matched™ to the electromagnetic (EM) phase front can
survive the lateral averaging. The effect of the broad footprint is
then to isolate or resolve surface contrast wave components whose wave
vectors K = (K, ®) are aligned with the beam direction.

The directional resolution is determined by and limited by 1) the
finiteness of the beam spot size in azimuth Ly, and 2) the curvature
of the wave front within the beam spot. If we assume a Gaussian-
shaped azimuth gain pattern,

G(y) = exp (—yz/znyz) (2.1)

then it follows (e.g., from the Fresnel zone solution in J) that the
directional resolution 60, defined as the half-power spectral window

width in azimuth, is given by

8¢ " 6K /K = 2/2 In 2 [(xx.y)'2 + (L cot 8/21) 21" (2.2)
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where H is the altitude. The first and second terms in (2.2) derive
from the finite-footprint and wave-front curvature effects,
respectively. In our aircraft experiment geometry, H v 10 km, 6 " 137,
and Vv 300 m (half-power width LY* = 2v2 1n 2 v 700 m). For a
typical 200 m water wave, we have §& Vv 17°, 1In a typical satellite
measurement, H = 700 km, 6 = 10°, and Ly = 8.5 km (LY* = 20 km),

in which case 60 ~ 5°.*

2.2 The Reflectivity Modulation in Near-Vertical Backscatter

Near vertical incidence, 0 § 150, microwave backscatter from the sea
occurs by means of quasi-specular reflections from wave facets
oriented nomal to the radar's line of sight. The average backscatter
cross-section 0° is proportional to the probability density function
(pdf) of orthogonal surface slopes satisfying the specular condition
for backscatter: 6C/6x = tan 0; 67/8y = 0. The cross-section is
given by (e.g., Valenzuela, 1978)

0®(8,8) = prm sec* Op(tan 8,0) (2.3)

where p is the slope pdf expressed in the radar's coordinate system, x
is the plane of incidence, and p is a (diffraction) modified, normal-
incidence Fresnel reflectivity (Brown, 1978).

Hydrodynamic modulation is a second-order effect in near-vertical
backscatter. Consider that, first, for most microwave frequencies,
the most strongly forced waves, the gravity-capillary waves, lie under
the diffraction limit--about three EM wavelengths in the horizontal,
according to Brown (1978). Thus, they are only weakly sensed, and to
the extent that they are, it is via a diffuse diffraction field that
can be only very weakly modulated by geometrical tilting. Second, the
specular component derives from the entire wave ensemble, including
waves on all scales, from the scale of the dominant waves we are
seeking to measure down to the scale of the diffraction limit. For
this large ensemble of waves, it is reasonable to assume that hydro-
dynamic forcing and wave-wave interaction effects are of secondary
importance. To the extent that hydrodynamic nonlinearities affect the
EM modulation, they are to be attributed to the entire wave ensemble
rather than a particular water-wave component. Neglecting second-
order effects, the surface can be treated as a free-wave superposition
possessing Gaussian statistics. If the large-wave slopes are then
assumed to be small compared to the total rms surface slope, the modu-
lation can be modeled by the following linear "tilt model."

The backscatter cross-section of a small patch of sea surface of
area A (cf. Figure 3) is given by 0 = 0°a, where the normalized
cross-section 0° is assumed to be the average 0° of the sea surface

*The directional resolution quoted in J (equation 79) is wrong.


http://www.nap.edu/catalog.php?record_id=19570

124

in a tilted reference frame. Thus, if 6' and &' are the local inci-
dence and azimuth angles, we suppose that 0°(patch) = 0°(0',9').

For small large-wave tilts §, the fractional cross-section variation
is given by

The elementary surface area is that area contained in the range
interval cAT/2. To first order in §, A is given by Ay(cAT/2) csc 0°'.
Provided that § << 8, the local incidence angle can be approximated

by 6' v 6 - 8z/6x. Thus, to first order in § it follows that §a/a =
cot 6 6f/6x.Since the azimuthal dependence of 0° is small compared to
the 6 dependence, it follows that the tilt term §0°/0° is also propor-
tional to the large-wave slope component in the plane of incidence.

From (2.3),

80° 1_8p & 2 (2.5)
—— W s + .
o° p 6 tan 0 Ox 0(6%)
The fractional range reflectivity modulation seen by the radar is §0/0
averaged laterally across the beam:

JG%(y) (8o/0) dy
JG*(y) dy

m(x, ¢) = (2.6)

The directional modulation spectrum is defined by
B (K, 8 = (2" f<m(x, ®)m(x + £, 0)> exp (-ikE) dE(2.7)

where the angle brackets denote ensemble average. Now let G be given by
the Gaussian pattern (2.1), and consider the limiting case of very
large footprints, KLy >> 1. It is easy to show then that P is
proportional to the directional slope spectrum as

JEF’[ 3 1np .]2 2
Pm(K, d) = = cot 6 - ~ tan B KF(K, §) (2.8)

where F is the two-sided, polar-symmetric height spectrum defined so
that the height variance

2 ™
<r?> = J‘:jo 2F (K, ®)K aKk ad (2.9)
The rms modulation depth, by definition, is given by
W) = <n?(x, 9)>° = [f:ZPm(K. ®) ax]® (2.10)

It should be pointed out that, strictly, the large-footprint limiting
form is valid only if Ly is much larger than the lateral
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de-correlation scale of 67/0x. This is equivalent to the condition

>> 1 in the general case of directionally spread seas, but not in
the case of unidirectional, long-crested swell. We have encountered
such a swell in our aircraft experiment, where the crest length was
very long compared to the antenna beam width. In such a case a
separate calculation must be carried out, one which accounts for the
curvature of the EM wave front. But as the case we encountered was
exceptional among our data, we have neglected to perform such a
calculation.

Now it is only consistent at this point to assume that the slope
pdf is Gaussian. Indeed, it would be inconsistent to assume other-
wise, since the tilt model is predicated on an assumption of free,
noninteracting waves, and this can only imply normal statistics. The
K,-band scatterometer data of Jones et al. (1977) analyzed by Wentz
(1977) show in fact that the pdf is nearly normal. More interesting
though, the data indicate that the pdf at K,-band frequencies is
very nearly isotropic. This is convenient, as it simplifies the
measurement of bi- or multi-modal directional spectra, since the
sensitivity is independent of azimuth, and no relative weighting of
different directional components is required. If the slope pdf is
Gaussian and isotropic, then the sensitivity coefficient, the factor
of X2F in (2.8), can be written as

2
o = i“ [cotB-l- 2“"'9] (2.11)

» <|v;|2>

where <|VC|2> is the mean-square wave slope effective at the
particular radar operating frequency (diffraction-effective
mean-square slope).

The linear tilt model solution (2.8) is identical to the first
term in the series expansion of the geometrical optics solution
obtained by J. The second~order terms consist of an EM and a
hydrodynamic (hydro) term. The two terms are of comparable magnitude,
both scaling as the large-wave steepness 60 K <g2> to the fourth
power. The EM term is independent of hydrodynamic nonlinearity and
arises in scattering from a normally distributed sea surface. The
hydro term is due to the non-Gaussian statistics associated with
hydrodynamic nonlinearity, and is given in terms of various third-
moment statistics in wave height and slope. Since these statistics
scale with 6 (see J; also Huang and Long, 1980), the result is that
both EM and hydxo terms scale as §_.". The calculations of the
second~order EM term carried out in J indicate that, first, the term
is generally small, and second, the least harmonic distortion occurs
in the neighborhood of 10° incidence. The smallness of the
second-order terms requires that the following inequalities should be
satisfied:

i) Go cot 6 << 1

(2.12)
6 tan 0

ii) _ZTvETI; <1
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If 1) is violated seriously, an obvious consequence is that the phase
front, or pulse, may intersect the surface at more than one point. A
less extreme but more general consequence of violating i) is the
confounding of the surface range coordinate with the wave height. The
range coordinate will suffer a displacement 0x = [ cot 6. The net
ragu&t will be a dispersion of the range coordinate by an amount

<L°>7 cot 6. This dispersion will represent a limit to the smallest
wavelengths observable by this technique. Since <g?>h = 0o/Ko

it follows that the upper limit on wavenumber as a function of the
peak wavenumber is of the order of

~ -1
K /Ko = (59 cot 0) (2.13)

For example, if 6 = 10° and 8o v 0.05 (fully arisen seas), then Knax

" 3.5 Ko. In steep developing seas, §_ v 0.1, in which case Ky, v
.75 . To illustrate the nature of tﬁe spurious response associated
with the violation of ii), take the extreme case of swell under calm
conditions. Obviously, if tan 6 > §,, then no backscatter occurs, since
there are no wave slopes satisfying the specular condition. If tan 0 < §g,
the backscatter will now occur in periodically spaced bursts at points
on the swell profile satisfying the specular condition. The back-
scatter will look like a string of delta functions, and will bear
little resemblance to the swell profile save in its periodicity.
Clearly, for the measurement to have decent fidelity (to the slope
spectrum) there must be sufficient small-scale roughness, or in other
words, a sufficient density of specular points. Practically, this
means that the local wind speed should be in excess of several meters
per second.

Some guide to the selection of the "best" incidence angle may be
had by assuming that the effects of violating i) and ii) are equally
undesirable. Then we can minimize the sum i) + ii) with respect to 0.
This yields tan 6 = <|VZ|?>. For example, if the wind speed is 10 m s '
then using (4.8) we get 6 = 10°. More work along the lines established
in J is required to get a better idea of what is really the best angle
for minimizing the measurement nonlinearities. Unfortunately, the air-
craft data are of little or no use to us here. This is because at the
relatively low aircraft altitudes, the elevation beam width must be
fairly broad in order to generate a sufficiently large beam spot for
wavenumber resolution. In our aircraft experiment geometry, the 10°
elevation beam width makes it virtually impossible to establish the
optimal angle, since the likely range of 0 lies within the beam width.

2.3 The Short-Pulse Technique

In principle, the range reflectivity modulation spectrum Pp(K, ¢) can
be measured by either short-pulse or two-frequency techniques.
However, as shown by J, the narrow-band two-frequency technique has,
inherently, a poor measurement SNR (signal-to-noise ratioc) compared to
the short-pulse technique. This is due to the use of narrow-band
waveforms that completely fill the beam. The analysis bandwidth &K
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in this case is equal to the reciprocal of the range footprint
dimension--the "record length.” Hence the SNR = P (K)6K will
neccessarily be small when the footprint dimension is large. Since
Pp « Ly~! and 6K « L,~!, it follows that the two-frequency SNR is
inversely proportional to the footprint area, as noted by Alpers and
Hasselmann (1978).

In the short-pulse technique,* wide-bandwidth, short pulses are
used to resolve the wave structure in range. Backscattered pulses are
integrated in surface-fixed range bins, and the range modulation
spectrum is computed digitally from the observed sample of the range
modulation m(x, $). For narrow pencil beams, the curvature of the
wave front can be neglected, and the surface range can be taken to be
a linear function of the signal delay time T. If the motion of the
platform is accounted for, then

x = ¢T/(2 sin 8) + Vt cos ¥ = x' + Vt cos ¢ (2.14)

where c is the speed of light, V is the platform speed, and x and T
are referred to the center of the beam spot at t = 0. The coherency
of the radiation results in random signal fading akin to the speckle
observed when a coherent laser illuminates a "rough®™ surface, such as
an ordinary piece of bond paper. The backscattered field statistics
are complex Gaussian, the amplitude is Rayleigh-distributed, and the
detected power is exponentially distributed (Moore et al., 1975). 1If
the measurement integration time is short (< 1 s), the surface can be
regarded essentially as frozen. Consider the backscatter of a short
pulse of length AT. The surface range resolution cell is given by

Ax = eAT/(2 sin 0) (2.15)

It is assummed that Ax is small compared to the dominant wavelength.
The backscattered power in a pulse transmitted at a time t; can be
modeled as a weakly modulated noise process of the form

Wi(x', $) = Wotx’, ®)[1 + m(x, ®)]w(x, ti) (2.16)

where W, < G%(x)0°(8, ®)is the average backscattered power profile
and w is the unit exponential fading process. The de-correlation
length of the w-process is equal to the range resolution; more
generally, if excess bandwidth is employed, the de-correlation length
is given by the reciprocal of the pulse bandwidth (Moore et al.,
1975). Since the auto-correlation function of the fluctuating
component of the w-process is concentrated near the origin, it follows
that the spectrum of the (normalized) backscattered power is given by

P, (K, &) = 6(K) + P (K, &) + [1+ w2 (@) ]e, () (2.17)

where § is the Dirac delta function. The fading spectrum is essentially

*The terminoclogy may be due to Tomiyasu (1971).
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the spectrum of the transmitted pulse. This follows because the
backscattered field is given by the convolution of the pulse waveform
with the surface impulse response, which, in the absence of modu-
lation, is a complex Gaussian white noise process. For a Gaussian
pulse shape with half-power width AT one finds (cf. J, equations 5 and
70 et seq.):

A
P, (K) = syt exp [-(KAX)°/8 1n 2] (2.18)

An integration of N independent pulses will reduce the fading variance
by a factor of N~'. Because of the platform motion, the backscattered
pulses must be integrated in range bins that are fixed in the surface;
otherwise the wave contrasts will be smeared out by range walk. This
can be accomplished simply by delaying or advancing the trigger signal
to the sampling gates according to the line-of-sight relative speed
between the platform and the surface. The N pulse average can be
expressed as

N
e -l .
W (1) =N 1£1wi(T ¥ T6;) (2.19)

where the rate of change of signal delay T = -(2V/c) sin 6 cos ®.
Omitting the dc term and neglecting uz, then the spectrum of the
N-pulse average is given by

- -1
PN(K, o) = Pm(K, ¢) + N PW(K) (2.20)

If thermal noise is negligible, then the SNR is just the ratio of the
signal spectrum to the residual fading spectrum, SNR = NP,/P.
Using (2.18) for P, and assuming K << 2m/Ax, we have

2V2m 1n 2

SNR = e T S N'Pm(E) (2.21)

The number of independent pulses depends on the pulse repetition
frequency (PRF), the Doppler bandwidth By, and the integration time
Tinte If the PRF > 2By, the signal is essentially continuously
sampled, and hence N = BqTyp¢. If the PRF << B,, then the

individual pulses are independent, in which case N = PRF x Tin4.

The Doppler bandwidth is determined by the interference rate of waves
backscattered from the lateral extremities of the range resolution
cell. From elementary considerations, or from equation 72 in J,

By = (2V/AJB¢|sin o] (2.22)
Here By is the half-power, post-detection Doppler spread in hertz, A

is the EM wavelength, and B, = (Ly*/n) cos 6 is the half-power azimuth
beam width. ¢
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The measurement integration time is limited by the azimuth scan
rate, which in turn is driven by coverage requirements. The
integration time should not be longer than the time it takes to move
one footprint dimension. The modulation signal can only be built up
coherently when the radar is viewing the same portion of the surface.
When the beam moves to view a new, statistically independent patch of
sea, the range modulation signal will evolve randomly, and further
integration will proceed in an incoherent fashion, not only with
raespact to the scintillation or fading-'noise, but with respect to the
modulation signal as well. Thus both P, and P, will be driven
down as N~1, Thus, as the beam moves to view a new piece of the
surface, the signal strength goes down as 1/T;,, while the SNR
approaches an asymptotic value. Since the antenna rotation is
generally more rapid than the beam's translation, the azimuth scan
rate determines the choice of integration time. Let us arbitrarily
require that the beam move no more than one~half of its azimuth
dimension. Then the integration time is set by

T, e S 00728 = By csc 6/2b (2.23)

An interesting consequence of (2.23) is that the SNR is independent of
the footprint dimensions and hence of the antenna gain. This follows
because the integration gain N « T, < , Wwhile the signal spectrum
Py = Ly”l. Thus, while the azimuth beam width affects the modulation
signal strength (weakly as I..Y"l’), it does not affect the measurement
SNR‘

The number of degrees of freedom (DOF) in a measurement of Pp(K)
is detemined by the number of elementary wavenumber bands &K ‘v 2T/Ly*
contained in the spectral estimate. For example, consider an analysis
with 25% resolution. Then the DOF of the estimate is given by
(Blackmann and Tukey, 1958)

DOF v 2(0.25)/6K " KL_,/4T (2.24)

For example, if Ly* = 20 km and K = 21m/200 m, then DOF " 50.

3. A Satellite System

These measurements can be made with a modified Seasat-class radar
altimeter. The pertinent Seasat altimeter characteristics are
(Townsend, 1980):

Frequency: 13.5 GHz

Pulse type: Linear FM, 1000:1 pulse
compression

Pulse length: 3.2 ns compressed

Peak power: 2.0 kW

PRF: 1000 Hz

Detection: Noncoherent square law
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One can modify the Seasat altimeter* in such a way that it can perform
a dual function, first as an altimeter per se, and second as a
"directional wave spectrometer."” In the conventional altimeter mode,
mean altitude and wave height are determined from the delay time and
broadening of the leading edge of the averaged return of nadir-
directed pulses. There are several ways whereby transmitted pulses
may be shared between the instrument's nadir altimeter mode and
off-nadir spectrometer mode; for example, by power dividing or time
sharing. Modification would entail the addition of a separate
receiving section (post IF) and microprocessor as well as a separate
rotating antenna. Pulse tracking, integration, and spectral analysis
functions would be incorporated in the separate microprocessor. As an
example, let us consider adding a 1 m diameter, 3 rpm rotating antenna
to the existing instrument. If we assume a 700 km satellite altitude
and 10° nadir angle, then the measurement geometry is that of Figure
1, and the relevant measurement parameters are:

Velocity: V=17knms!
Beam width: Bg = B¢ = 1.6°
Spot size: Ly* v LY* = 20 km
(Lx v Lz = 8.5 km)
Rotation rate: ¢ = 360°/20 s
Range resolution: Ax = 2.8 m (from 2.15)
Doppler bandwidth: Bg = 18 | sin ¢| kHz (from 2.22)
Integration time: Tint = 0.26 s (from 2.23)

The PRF equals By at ¢ 3° of foreward or aft. For most azimuths
the PRF << By so that the number of independent samples is given by

N = PRF X Tyne = 260 = + 24 4B

For illustrative purposes let us assume a Phillips cutoff spectrum
with a cos" spreading factor:
0.005(4/3m) cos" (¢ - ¢°)x7“ r K2 K

F(K, 9) = 0 i

, O

Assume a 200 m water wavelength and upwave/downwave looks. Let the
mean-square slope as a function of wind speed be given by (4.8) and
let U = 10 m s~!. Then we have (cf. 2.8, 2.10, and 2.21):

P. = (2.95 x 10" m~!)(5.67 + 9.53)2(2.15 m®) = 0.15 m
p = 10°

SNR

260 x 0.22 = + 18 dB

*Unfortunately, the Seasat engineering unit is no longer
available for this purpose.
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The directional resolution given by (2.2) is 8¢ = 4.7°, but this
assumes no rotation of the beam. Since the beam moves about 5°
during the integration time, the actual resolution will be somewhat
less. We have already calculated the DOF in the last section:

DOF v 50. At 10° incidence, 0° v + 5 @B and is very nearly
independent of wind speed. A link equation assuming 3 dB in losses
and a noise factor of F = 6 dB gives a signal-to-thermal-noise ratio
of + 6 dB. Thus, thermal noise is not a problem, even if half the
transmitter power is shared with the altimeter mode.

The spectrometer mode does not require the full pulse compression.
For example, a partial compression of the chirped waveform to 20 ns
(17.3 m surface range resolution) would be quite adequate. The excess
bandwidth, of course, is still useful for reducing the fading variance.
With 20 ns resolution, something like 1024 sample gates would
adequately sample the return (17.7 km of surface range). The
spectrometer mode data can be merged with the altimeter mode data
stream in a way that is compatible with the existing instrument's data
system. For example, the spectrometer data might consist of 58 6%
bandwidth spectral estimates covering the wavelength range 50-1000 m
output at a nominal four frames per second. These data can easily be
merged with the altimeter data without exceeding the 10 kb s~1 data
rate of the existing system. Thus, onboard recording, and hence fully
global coverage, is possible.

The above figures clearly indicate that these measurements are
feasible. Yet, have we missed something, erred in our thinking
somehow? The aircraft data to be presented below convince us that we
have not.

4. Aircraft Validation

4.1 The Fall '78 CV-990 Mission

The Goddard K;-band Short-Pulse Radar was built up from the Geos-3
satellite altimeter breadboard obtained from General Electric Co. in
1974, and it shares the following characteristics with the spacecraft
instrument:

Frequency: 13.9 GHz

Pulse type: Linear FM, 100:1 pulse
compression

Pulse length: 12.5 ns compressed

Peak power: 2.5 kW

PRF: 100 Hz

Detection: Noncoherent square law

Prior to 1978, the radar was flown on several aircraft missions with
fixed-azimuth, variable-elevation antennas. A description of the
Goddard radar as it was configured in 1975 is given by LeVine et al.
(1977). A major breakthrough in our program occurred in 1978, when we
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had an opportunity to fly piggyback, free of charge, on the l-month-
long Convair-990 Nimbus=7 Underflight Mission. For this mission,

one of the fixed-azimuth printed-circuit antennas was modified (by
sawing it in half) and adapted to an azimuth scan. Also, the data
system was redesigned to allow continuous recording at the full PRF.
Figure 4 shows the rotating antenna installed in the CV=990's instru-
ment "sled." It is shown surrounded by a cylindrical baffle which was
designed to protect a neighboring radiometer from possible RFI. Also
shown in Figure 4 is a 12° x 12°, nadir-directed rectangular horn
antenna, which served in our instrument's "altimeter" mode. The nadir
horn and rotating antennas are shown connected by a wave-guide switch;
this switch could be activated by a mode-change command from the
radar's control panel in the aircraft cabin. The rotating antenna
characteristics are:

Boresight incidence angle: 6, 1568°

Azimuth beam width: Bp = 4
Elevation beam width: Bg = 10°
Rotation rate: ' ® = 6 rpm

The boresight angle was chosen so that an elevation sidelobe at 15.89
to the main-beam axis would be directed toward nadir. The return from-
the sidelobe, which was recorded in the same frame as the main-beam
return, allowed us to calculate the range on the surface without
having to calibkrate for absolute time delay. This is important in the
relatively low-altitude (10 km) aircraft geometry where a rather broad
elevation beam width is required to generate a large enough range
footprint extent for wavenumber resolution. Thus in the aircraft
geometry, wave—front curvature in the elevation plane is not
negligible, and if not properly accounted for, the curvature will
result in a considerable dispersion of the surface wavenumber. If T
is the time elapsed from the time of the nadir sidelobe return, then
given the aircraft altitude from the plane's operational altimeter,
the surface range x as measured from the nadir point can be calculated
according to the equation

xz + Hz = (eT/2 + H)2 (4.1)

Of course, in the satellite measurement geometry, we can linearize
(4.1) to get (2.14). The aircraft measurement geometry is illustrated
in Figure 5. At the nominal aircraft altitude of 10 km, the footprint
dimensions are L,* = 1500 m and Ly* = 700 m, approximately.

Because of the rapid roll-off of g© with 6, the backscattered power
peaks inward of the boresight angle. Generally, the peak return
occurs in the vicinity of 130 incidence. The metallic baffle and

the poor radome environment in general spoiled the gain pattern to
such an extent that we have not attempted to measure 0° either as a
function of elevation or azimuth angle. Figure 6 is an example of the
(azimuthally averaged) average backscattered power profile: the

large v 3° ripple near the beam axis caused by diffraction by the
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Antennas mounted in the CV-990 instrument "sled."

View is upward, looking into the sled with the radome

cover removed. The rotating antenna is surrounded by a cylindrical baffle. The nadir-pointing horn
antenna is connected to the rotary antenna by a wave-guide switch. The other antennas shown belong to

the SMMR (simulator microwave radiometer).

EET
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baffle is obvious. The poor gain pattern is unfortunate, as, ideally,
we want to estimate the tilt model sensitivity term § 1n p/6 tan 6
directly from the observed cross-section roll-off. The gradient of
the slope pdf and mean-square slope are internal parameters of the
measurement; yet, in the analysis to follow we shall have to rely on
external parameters in order to calculate the tilt model sensitivity a.
That is, we will have to use a mean relationship between the mean-
square slope and the buoy-observed wind speed in order to verify the
prediction of the tilt sensitivity coefficient (2.11).

The digital data system consisted of a high-speed waveform sampler
(Biomation Co.), two 6 k-byte buffers, and a high-speed (75 ips) 1600
bpi tape drive. The Biomation sample gates were selectable and could
be set to 2, 5, 10, or 20 ns. Quantization was 6 bits and the maximum
frame size was 1024 samples. Generally, we recorded in the
spectrometer mode at a 5 or 10 ns rate, taking 512 samples at the full
PRF. Shaft encoder and other housekeeping data were recorded in the
first two tape tracks.

The Fall '78 Mission took in 19 flights of approximately 5 hours'’
duration in the period October 24 to November 19, 1978. About half
these flights were over ice, the remainder over water. Approximately
fifty 2400-ft tapes were written with ocean backscatter data; roughly
half these data were taken in the instrument's spectrometer mode and
the remainder in the altimeter mode. The spectrometer files are by
and large 1-2 minutes long. The 1 minute files, amounting to only six
antenna rotations, are a bit short on equivalent DOF, and consequently
the spectra from these files are noisy.

In this paper we are only concerned with validating the technique,
and so we shall be examining only a small subset of the Fall '78
Mission data set; that is, we shall be examining only those files for
which we have corroborative "surface truth." Table 1 is a summary of
the surface-truth data set (spectrometer mode). This data set
consists of overflights of three types of wave-recording buoys,
including two NOAA data buoys (N.E. Pacific), a Waverider (Norwegian
Sea), and a pitch-roll buoy (N.E. Pacific). Colocation was generally
within 100 km spatially and within 1 hour temporally.

4.2 Data Analysis

The digital flight tapes were reformatted and compressed by averaging 3
consecutive pulses. Also, the spectrometer mode data were standardized
to 10 ns resolution. Figure 7 is an example of the backscatter data
contained on the reformatted tapes. The figure shows 1500 pulse
returns, intensity-coded, and stacked vertically, on a CRT display.
These (essentially raw) data were further processed on a general-
purpose computer as follows:

1) The equally spaced array in time W(mAT), m =1, 2,..., 512, is
converted to an equally spaced array in surface range according to
(4.1). The nominal surface range resolution Ax = 8.1 m at 13°
incidence; however, it was more convenient to array the data in
equally spaced 12 m surface range bins.
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Table 1 Fall '78 Mission Surface-Truth Data Summary (Spectrometer Mode)

Wind Wind Colocation
Tape/ Date GMT (mean) Alt. Hdg. Buoy H speﬁFb dir.b Dist. Time Note
Flt. File (1978) Start Stop Lat. Lon. [km] [°T] ID& GMT [m1 [m s=*] [°T] [km] [hrs]

- 0OWwW~-O

27/17 10730 1801:13 -04:32 71.6°N 19.0°E 5.7 248 TROMSO 1725 4.2 10.1 330 3 0.6 c
29/1 11701 0840:12 -42:20 72.4 23.2 9.5 051 " 0825 2.4 4.6 240 100 0.3 c
36/1 11703 0811:45 -18:32 71.3 18.2 9.4 247 L 0831 9.4 18.4 280 13 0.3
45/2 11706 0950:00 -50:45 71.2 18.9 9.5 356 " 0818 3.1 11.5 190 11 1.5
-/3 L 0954:30 -55:30 71.8 19.2 . 011 " 1118 2.8 " . 10 1.4
" 1132 2.3 " " 1.6
17 85/10 11/17 0001:30 -02:30 42.2 131.7°W 9.6 071 EB-16 0000 2.2 7.9 325 14 0.0
- 86/4 i 0036:49 -37:45 45.2 130.8 9.5 345 EB-21 0000 1.9 6.1 009 29 0.6
-/6 " 0049:15 -50:15 45.9 129.9 9.5 091 " ® . " " 83 0.8
18 89/2 " 2135:30 -36:30 50.0 145.1 9.3 267 PAPA 2104 3.5 8.8-12.9 130 6 0.5 da
" 89/3 " 2142:45 -44:15 50.2 145.6 4.5 96 " 2138 3.3 » . S 42 0.0 da
90/7 11718 0000:30 -01:30 46.3 131.5 8.4 134 EB-21 0000 1.3 5.7 189 41 0.0 e
-/9 " 0007:00 -07:46 45.9 130.5 8.4 104 n L n " - 14 0.1 e
19 91/6 11/19 2026:40 -27:40 45.6 131.6 8.7 232 ™ 2100 4.2 14.4 003 65 0.6
" 94/2 " 2315:40 -17:14 41.9 128.9 8.7 128 EB-16 2400 4.0 10.3 333 119 0.7

o0 U

TROMS0 = Waverider buoy, weather station Tromsoflaket, 71.5°N, 19.0°E
EB-16 = NOAA data buoy 46002, 42.5°N, 130°W

EB-21 = NOAA data buoy 46005, 46.0°N, 131°W

PAPA = NOAA pitch-roll buoy, weather station PAPA, 50.0°N, 145.0°W

Wind speed and direction at nearest 3-hourly reporting time (no height or stability corrections applied)
Unresolved data problem (possibly high A/D bias level)

Wind speed = 8.8 m s~} at 21382; 12.9 m s~' at 20292

Unidirectional, monochromatic swell--Eq. (2.8) not applicable; see text

9tT
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CRT display of 3-pulse average backscatter data. The
sample gate setting is 10 ns and the frame size is 512.
The display represents 512 consecutive 3-pulse averages
stacked vertically. The tick marks are placed every 250
pulses, or, equivalently, every 90° of antenna rotation.
The "S" pattern is the result of antenna rotation combined
with aircraft motion.
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2) The geometrically corrected data are then subjected to two
algorithms. In the first, no motion correction is applied; the data
are smoothed in range, and averaged over the several rotations of the
antenna. This produces an estimate of the average backscattered power
Wo(x, ®). In the second algorithm, the motion compensation is
applied. That is, the array is transformed according to x + x + Vt cos ¢.
The data have been processed in 15° azimuth blocks; given the 6 rpm
rotation rate, this means we have integrated N = 42 independent
pulses. (The pulses are generally independent even for forward/aft
looks, since the sea-Doppler spread is generally greater than 100 Hz.)
The decision to process in 15° blocks was made some time ago; this
seemed reasonable, as the nominal directional resolution is about
17° (200 m wave) and tests indicated no loss of signal strength.
However, this is about equal to the angle subtended by the footprint,
and therefore the 15° is at odds with our prior dictum (2.23) to
allow no more than half a beam width's movement in azimuth. Thus, the
problem of the appropriate integration time for the aircraft data is
still somewhat open, and requires a second and more careful examina-
tion. (As discussed in Section 2, choosing toc long an integration
time will not affect the spectral shape, only the signal strength; that
is, the signal strength will start to drop as the integration becomes
incoherent with respect to the modulation signal. Thus, it is possible
that we may have to re-examine our conclusions about the precise values
of the sensitivity coefficient.)

3) The accumulated N-pulse average is normalized by the the
estimate of the average power W,(x, $), and unity is subtracted. (The
azimuthal dependence of W, is probably mostly due to asymmetry in
the radome environment.) The data are then rewindowed by a cosine-
squared window. In the high altitude range (8-10 km) the window end
points are taken to be x = 800 m and x = 3872 m, and at the low
altitudes (4-6 km) these values are halved. The midpoint of the
window corresponds roughly to 6 = 13.5°,

4) Estimates of Py(K, ®) for each 15° azimuth block are computed
using a 256-point fast Fourier transform. These estimates are then
ensemble—~averaged over the several rotations of the antenna.

Figures 8a-8f are polar contour plots of the processed directional
spectra Pgo* (K, ¢) in units of meters, where Py* = 47mPy is the one-
sided (in K) spectrum as a function of waven r in cycles per
meter., The noise background has not been subtracted in these plots,
but as the SNR is quite high (+ 10-20 dB), the background noise level
is insignificant. Thus, these spectra can be viewed as directional
slope spectra (one need only supply the "calibration constant" q).
Figure 8a is the directional spectrum of a storm sea, significant wave
height Hg = 9.4 m, dominant wavelength = 330 m. This spectrum (Tape
36/File 1) was produced from a long run, and hence it is very stable.
Pigures 8b and 8e are examples of bimodal spectra. Figure 8c
represents a fairly low sea state (Hg = 1.9 m). The "rattiness"™ of
this spectrum is characteristic of the noisy spectra from the short
files (< six rotations). Figure 8f is an interesting example. It is
the observed spectrum of a unidirectional, "330 m monochromatic
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Polar contour plots of the (one-sided) directional spectra
4mP45 (K, ®) in units of meters. Top of the figqures is 0°
radar azimuth = aircraft heading. The wavenumber rings are
spaced every 0.005 cpm (first ring, 200 m wavelength; second,
100 m; and third 66.7 m). The labeled contour level (CLEV)
increments are low by a factor of 2; they should read: (a)
Tape/File = 36/1, CLEV = 9.08 m; (b) Tape/File = 91/6, CLEV
= 5,00 m; (c) Tape/File = 85/10, CLEV = 3.00 m; (d) Tape/File
89/3, CLEV = 5.16 m; (e) Tape/File 90/7, CLEV 2.8 m.
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swell running under fairly light winds. Visually, from the vantage
point of B.4 km, the sea surface had the striking appearance of a
diffraction grating. The crest length was for all practical purposes
infinite (> 40 km). (The eye can easily detect any deviations from a
straight line.) It follows then that if the radar system's response
were perfect, the observed spectrum would be a symmetrical pair of
delta functions. The blossoming in Figure 8f thus represents, in
effect, the system transfer function (for this 330 m wave).*
According to (2.2), the directional dispersion should be approximately
30° for this wave; indeed, this is the amount of dispersion seen in
the spectrum. The wavenumber dispersion is determined by the finite-
range footprint dimension of 1500 m. If we figure roughly a dispersion

8KV 1/Ly* v 7 x 10" " cpm, this accords with the observed wavenumber
dispersion in Figure 8f.

Lastly, respecting Figure 8, we note the asymmetry that is evident
in several of the spectra. This is obviously related to asymmetry in
in the wave-slope distribution. What is significant here is that the
asymmetry is by and large rather small, and this would indicate that,
by and large, the second-order hydrodynamic effects are small.

Figure 9 is a series of cuts through the directional spectrum
Pny(K, ®) of Tape 36/File 1. The figure is intended here to show that
the forward face of the (slope) spectrum is sharply defined and
stands clearly away from the residual antenna-pattern energy near dc.
This rather "clean" situation will not obtain for the nondirectional
spectra we shall be computing in the following.

4.3 BAbsolute Nondirectional Comparisons

For these comparisons, we will need to take a closer look at the
residual fading spectrum which must be subtracted from Py to give

the directional modulation spectrum P,. Because of the nonlinear
time delay versus surface range relationship (4.1) that obtains in the
aircraft geometry, the formula (2.18) for P, will not be exact. The
pulse spectrum in the surface wavenumber domain will be similar to the
pulse spectrum only when there is a linear relationship between
surface range and delay time. Nevertheless, (2.18) may stand as a
fair approximation. If we assume as a nominal range resolution the
resolution at 13.5° incidence, i.e., Ax = 8.14 m, then (2.18) gives
(with N = 42)

4Twa (4.2)

—— = 0.58 [m] exp [-0.5(K/0.033) 2]

where K is given in cpm. Figure 10 is a plot of the azimuthally
integrated value of Py in the wavenumber band 0.0218-0.0250 cpm

*Actually, this is the spectral window; one might also refer to
Figure 8f as a map of the spectral "point spread function," to
borrow a term from the visible imagery people.
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Figure 10 Estimation of the background fading noise level. The
level of the azimuthally averaged directional spectrum
in the wavenumber band 0.0218-0.0250 cpm for 12 files
is plotted versus buoy-observed wind speed. The data
from the adjacent files 45/2 & 3, 86/4 & 6, 89/2 & 3,
and 90/7 & 9 have been averaged together. An eyeball
extrapolation to zero wind speed yields the value of
the residual fading variance spectrum predicted by

equation(4.2).
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Figure 11 Polar-symmetric directional height spectra S(f, ®), corre-
sponding to Figures 8a-8e. The frequency rings are 0.1 Hz
and 0.2 Hz. The equally spaced contour levels (CLEV), in
units mz/Hz/ra,d, have been multiplied by a factor of 2.
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(center frequency = 0.19 Hz) for several files, where the buoy-

observed wind speed is used as an ordering parameter. From the plot,
one sees that an extrapolation of the observed Py to zero wind speed
(and hence, presumably, to zero modulation depth) yields the value of

the residual fading variance predicted by (4.2). The pulse spectrum
roll-off between zero wavenumber and 0.023 cpm (42 m wavelength) is

about 20%.

With Pp computed from Py by subtracting (4.2), the directional
height-frequency spectrum S(f, ¢) is computed using the tilt model
solution (2.8). Assuming the linear, deep-water dispersion relation-
ship, it follows that

S(f, ¢) = (2/af)Pm(K, ¢) (4.3)

where S is the polar-symmetric spectrum expressed in m?/Hz/rad. In
computing (4.3), the measured modulation spectrum is symmetrized
according to

(o]
B * o.s[pm(x, ®) + P (K, ® + 1807)] (4.4)

Symmetrizing the spectrum, of course, has the advantage of doubling the
DOF. The nondirectional spectrum is now computed according to

12
-1
(af) (1/12)izl4an(K, 0,)
- (4.5)

S(f)

aTE_(K) /af

As we have pointed out before, the sensitivity coefficient a should
ideally be calculated on the basis of the observed cross-section roll-
off, but the poor antenna gain pattern has made this virtually
impossible. Thus, we will have to make do here with an indirect means
of verifying the tilt model predictions. First, let us measure Q@ by
taking the ratio of the area under the radar spectrum to the area
under the buoy spectrum. That is, let

0.2 Hz _
4R (K) dIn £ 2 raaar) ‘
] - S
9 = 0.2H S e
meas .2 Hz
If S(f) af H (buoy)
c

where £, is a low-frequency cutoff, and the significant wave height
Hg = 4<c2>5 (where the low-frequency deficit is understood). The
low-frequency cutoff is necessary because the antenna-pattern effects
can be quite severe in the nondirectional spectra computed according
to (4.5). This is because the antenna-pattern energy is omni-
directional and therefore makes a large contribution to the azimuthal
average. This should be apparent from Figures 8, 9, and 1l1l. (Also,
the 1/f factor in going to the height spectrum will magnify any errors
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Comparisons of radar-inferred (solid line) and buoy

(circles) nondirectional height spectra S(f) using the
measured alphas.

to Figures 1lla through 1lle.

Figures l1l2a through l2e correspond
In (d), the circles and

squares stand for the buoy records at 2138 Z and 2104
Z, respectively.
by a 2-point average in the vicinity of the peak.

The 2138 Z data have been smoothed
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Table 2 Measured Versus "Theoretical"” Sensitivity Coefficient

Low-f requency Altimeter
Radar cutoff Measured  Buoy “mgfs Inferred utth Inferred mode
Tape/File f_ [Hz] JaH Hy [m] [m ) <|vg |25 (m*] Hy [m) Hy [m]
36/1 0.055 10.90 9.4 1.34 0.061 1.36 9.35 -
45/2 0.070 4.55' 3.1} 1.64 0.041 2.27 2.97 2.52
4.47 2.8§2.95
-/3 0.067 4.39‘ 2.3
85/10 0.080 4.16 2.2 3.58 0.030 3.42 2.25 2.31
86/4 0.090 3.72}3.80 1.9 4.00 0.028 4.57 1.78 -
-/6 0.085 3.86
89/2 0.090 4.87 3.12 2.47 0.039 0.041 2.48° 3,09 3.12
-/3 0.085 6.86 4.90 0.042 5.12b 3,03 -
91/6 0.060 6.29 4.2 2.24 0.044 1.92 4.54 4.78
. 94/2 0.055 6.38 4.0 2.74 0.041 2.81 3.80 3.66
? H, with energy below f_ subtracted (AH, = -0.2 m) Mean AH_ = 0.00 m

Average wind-speed of 10.9 m s~! assumed Rms AHB = 0,16 m

Sv1


http://www.nap.edu/catalog.php?record_id=19570

146

in the specification of the fading noise background level, producing,
in effect, a "1/f noise" background.)

Table 2 lists the measured alphas for 10 files, representing
basically seven independent observations. The cutoff frequency in
each case is chosen arbitrarily as the frequency of the minimum
between the dc and the spectral peak. Figure 11 gives five examples
of the inferred directional height spectra based on the measured
alphas. Figures l2a-12e compare the inferred nondirectional spectra
with buoy observations. The five examples shown are plotted auto-
scaled, linear-linear; they cover a range of sea states from
Hg = 1.9 m to 9.4 m, and include a variety of spectral forms. It is
seen that the agreement is generally excellent over the entire range
from £, to 0.2 Hz. The minor discrepancies that are apparent in some
of these comparisons can be attributed, for the most part, to sampling
variability, geophysical variability (colocation error), and antenna-
pattern contamination. One does not need to look for explanation in
terms of second-order scattering effects. These effects are by and
large so small as to be masked by the larger errors. For example,
consider sampling variability. The 90% confidence interval on the
buoy spectrum in Figure 12a is (0.6 S, 1.9 S). Thus the confidence
interval on the peak of the spectrum is 130% of the full scale of the
figure! The pattern contamination is evident in all figures, but it
is only severe in the case of Figure 8c. Here, the frequency is low
and the spectral density is low. If one examines all the figures, it
appears that the antenna-pattern-related dc component has a spectral
density of about 2 m2/Hz in the vicinity of 0.08 Hz; this would
account for the apparent discrepancy in Figure 8c. Yet, there still
may be a real low-frequency whitening due to second-order scattering
effects (intermodulation products--see J); however, it is not possible
with the present data to distinguish the real whitening from antenna-
pattern contamination. One would need a much larger footprint to
reduce the dc component. There does, on the other hand, seem to be
evidence of second-order effects on the high-frequency side: these are
manifest in the slightly more rapid roll-off of the radar spectrum.
This apparent "droop" is related to (2.13) and has been predicted by
J. (We will defer for the moment a discussion of the colocation
errors.)

From these comparisons, we conclude that the measurements can be
made with good spectral fidelity. But, what about absolute spectral
levels? Let us check the measured alphas. How do they compare with
(2.11)? An immediate check on the 1/LY dependence is possible with
files 89/2 and 89/3. The ratio of the altitudes is 9.3/4.5 = 2.07;
the ratio of the alphas is 4.90/2.47 = 1.98 (a 4% difference). Thus,
the asymptotic 1/L, dependence is verified. Now, using (2.11) let
us infer a mean-square slope from the measured alphas. Let us assume
a nominal incidence angle of 13°, Then, inverting (2.11), we obtain

o]
<|v;[2> - 2 fzn 13 (4.7)
i cot 13°
2r |
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The inferred mean-square slope values are tabulated in Table 2 and
plotted in Figure 13 as a function of the buoy-observed wind speed.
No corrections were made for anemometer height or atmospheric
stability. An eyeball regression yields the relationship

<|vg|?> = 0.0028U [m s '] + 0.009 (4.8)

for the wind speed range of approximately 5-20 m s~1. Equation
(4.8) is in perfect agreement with the K,-band scatterometer data
analyzed by Wentz (1977), at least up to the largest wind speed

(12 m s71) in Wentz's data set. In fact, Wentz's data are not
plotted, because they are sensibly no different, and would only
clutter the plot. Equation (4.8) also agrees with Wilheit's (1979)
analysis of passive microwave data. It predicts slope variances that
are v 60% of the optical values reported by Cox and Munk (1954) and
which, interestingly, lie between their "clean" and "slick" surface
observations. Our inferred mean-square slope values (4.8) are thus
consistent with our knowledge of what the K,-band effective slopes
should be and strongly -support our conclusion that the tilt model
solution (2.8) is a correct first-order relationship.®*

Now let us use the regression result (4.8) in (2.11) to compute a
"theoretical” alpha. The "theoretical"™ alpha can then be used to
compute a "radar-inferred" absolute height spectrum and significant
wave height. Table 2 is a tabulation and Figure 14 is a plot of the
results for the "inferred"” wave height for the seven independent cases
analyzed. Over the wave~height range 1.9-9.4 m the mean difference
between the radar-inferred and buoy Hg is 0.00 m (sic) and the rms
difference is 0.16 m« This is truly remarkable considering that 1) we
are using only a first-order, back-of-the-envelope theory, 2) our
measurement geometry is not ideal (broad elevation beam width), 3) we
have had to rely on external parameters (buoy wind speeds) rather than
internal parameters (cross—section roll-off), and 4) the data are
subject to sampling variability as well as geophysical variability
(colocation errors). Some information as to the last source of error
is available to us through the instrument's altimeter mode. The
altimeter mode algorithm consisted of epoch realignment, and an
iterative least-squares fitting of an error function to the leading
edge of the average pulse return. Hg was computed from the measured
temporal dispersion 0 according to

- 252 _ g 1% 4.9
H [4c®0 Hp] (4.9)

where Hg = 4.91 m (compare with Fedor et al., 1979). The altimeter
wave heights are shown in the last column of Table 2 and are plotted in
Figure 15. The altimeter Hg show a positive correlation with the
spectrometer mode minus buoy Hg residuals indicating that colocation
errors are a significant component of the error budget. This probably

*A factor of 2 error in the computation of Py from the FFT led
to the wrong result for mean-square slope in Jackson et al. (198l).
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Figure 16 First and second harmonics of radar angular distribution compared to
pitch-roll buoy data. Solid line ( ) is from radar file 89/3;
dashed line (-=---) is from average of five buoy records; and dotted

line (**++) is from buoy record at 2104 Z. Figures 1l6a and 16b, phases;
Figures 16c and 164, amplitudes.
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explains the discrepancy in the bimodal spectrum comparison of Figure
l2e. However, there does remain the possibility that the sensitivity
coefficient is not truly isotropic. Data from future flights with an
improved radome should enable us to resolve this question.

4.4 Directional Comparison

The single directional comparison available to us is with a pitch-roll
buoy operated by Duncan Ross of NOAA's Miami Labs. The buoy was
deployed from OWS PAPA in the Pacific. It produced five records in a
several-~hour period up to and including the time of overflight. Two
radar files, 89/2 and 89/3, are available for comparison, but 89/3 is
preferred because of its great