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computational flutd dynamics (CFD) on the traditional role of 
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Summary 

I n  re sponse to a joint request from the Arnold Eng ineer ing Developaent 
Center of the Air Force Sys tems Commana and the Off ice of Aeronautics 
and Space Technology of the Nat ional Aeronaut ics and Space 
Admin i s tration ,  an ad hoc committee of the National Research Counc i l's 
Aeronautic s  and Space Eng ineering Board conducted an assessment of the 
impact of developments in computational f luid dynamics (CPD) on the 
trad i t ional role of convent ional aeronaut ical ground tes t fac i l i ties 
over the next 15 years ( Memordndum of Understanding ,  Append ix A) . 

RAPID PROGRESS I N  CPD TECHNIQUES 

There are four main s tages i n  computational f luid dynamics , each 
representing the employment of a successively ref ined approximation of 
the full Navier-S tokes equat ions that gover n f lu id motion : 

I 
I a 

I I  
I I  a 

I I I  

I V  

Approx imat ion 

Linear i zed invisc id 
L inea r i zed inv i sc id plus boundary layer 

Nonlinear invisc id ( Euler ) 
NOnlinear inviscid plus interacting 

boundary layer 

Reynolds-aver aged Navier-stokes 

Full Navier-stokes ( large eddy 
s imulat ions with small scale turbulence 
model ing ) 

S tages I and I I  are a lr eady in l imi ted u se ,  and S tage I I I  i s  
expec ted to be univer sally used w i thin the next 1 5  year s .  The 
pr i nc ipal i tems pac ing introduction of S tage I I I  into the aerodynamic 
de s ign process ar e :  ( 1) development of improved turbulence models , 
( 2 )  development of more powerful scient i f ic computer s ,  a nd  ( 3 )  
deve lopment of more  eff ic ient numer ical algor i thms . 

x i i  
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With regard t� advances i n  supercomputer s in the nex t 15 years the 
commi t tee projects an increase in speed up to 104 mill ions of 
f loat ing point operations per second (MFLOPS ) w i th memory s ize of 
approximately 5 00 megaword& through use of 1 megab i t  memory chips . l 

Advances in  these three area s are expected to result i n  the ability to 
practically compute the f low f ield about a complete a ircraft w i th the 
Reynold s-averaged Navier-Stoke s equat ions ( S tage I I I ) .  Uncertainties 
ar 1 s 1ng from trans ition and t urbulence model ing are viewed as the 
pr iaary l imitation of CFD w i th in Stage I I I . 

CONSIDERATIONS IN DESIGN : TEST FACILITIES AND CFD 

To acqu ire conf idence in the aerodynamic design of a typical major 
aerospace proj ec t ,  the developer currently invests for exper imental 
ver i f ication about 2 percent of the non-recur r ing development costs of 
major aircraft programs . Th is total cos t-- typically $1 B to $2 B-- i s  
so large a s  t o  pu t the ent ire cur rent resource s and future reputation 
of the company a t  r isk . The des igner ' s  pr imary obj ec t ive i s  to reduce 
th i s  r isk  at the ear l iest poss ible phase of the development , and he 
will not change froa tr ied and proven ver i f icat ion methods until equal 
conf idence in new technique s has been built up . 

CFD , as a new techn ique for obtaining aerodynamic des ign 
inforaation , will therefore be assessed in accordance with the four 
quest ions which follow, in order of pr ior i ty .  

( l ) DOes CFD increase conf idence i n  the des ign? 

For the entire per iod of 15 years covered in this s tudy , CFD 
analys i s  and trad i tional exper imental methods will usually have 
somewhat d ifferent roles which are complementary to each other .  
Agreement between the two techniques will bu ild conf idence in CFD and 
will also strengthen the company ' s  conf idence in the new design . 

( 2 )  Wil l CFD result i n  more complete i nformation? 

Computational methods can provide more deta i led informat ion 
on the aerodynamic f low f ield than the mos t heavily instrumented wind 
tunnel model . The usefulness of this information i s  dependent on the 
val id ity of the phys ica l  mode l used . 

!Proj ec tions of future supercomputer capability should take into 
accoun t the s igns o f a slowdown i n  the fur ther development of large 
computers in the Un ited States . W i th active development of 
supercomputers by Japanese industry s trongly suppor ted by i ts 
government , the broader impl ication is loss of u.s. leadership . 

x i i i  
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(3) Will CFD result in ear lier acqu i s i t ion of des ign data? 
( 4 )  Will CFD r educe the cost o f  obtaining design da ta? 

The prototype developmen t will be geared to the tes t faci�ity 
schedule , as in the pas t ,  unt il the des igner gains suf f ic ient 
conf idence i n  CFD calculat ions to ac t upon them w i thou t wa i ting for 
exper imental ver i f ication . Th is point is several year s away , but when 
i t  i s  reached , the cos t savings assoc iated with earl ier design data 
acqui s i t ion are l ikely to be far g reater than the saving in cost of 
da ta acqu i s i t ion i tself . Howeve r , the roles of each me thod would be 
based on i ts relat ive s treng ths and weaknesses as t ime progresses . 

Cos t Cons iderations 

Dur i ng the per iod under consideration , the cos t  effectiveness of 
scient i f ic computers is expected to improve by a factor of 3 0 .  A 
comparable improvement by a factor of 3 0 expected in efficiency of 
nume r ical techniques will enable computat ion of real istic flow fields 

·
and r educe cost by a factor of 1000 , which makes large scale 
computat ion af fordable (Chapter I I ) . A lesse r change in the uni t  cost 
of test fac i l i ty oper at ions i s  expected , par tly from the advances in 
computer technology (Appendix D) . However , since ground test 
fac i l i ties and CFD are seen as complementary dur ing the next 15 yea r s, 
d i rect cos t compar isons are not r egarded as mean ingful . 

USER VIEWPOINT 

An extens ive survey i s  g i ven of the tests most commonly requ ired in 
development of a i rcraft and e ng ines and assessments a re made of the 
relat ive s treng th s and weaknesses of ground fac i l i ty test ing and CFD 
at the present t ime and proj ected 15 years hence . Th is i nformation 
makes i t  clea r that wind tunne l testing and CFD are complementary in 
the des ign and analys is of a i rcraf t ,  and the ir roles will change as 
the techn ique s evolve . 

CFD provides de ta iled ins ight of a f low locally , geome tr ical 
•des ign• information , and allows rapid analysis i teration of 
conf igurat ion modi f ications . 

Wind tunnel testing provides a g lobal integrat ion of the f low 
field , more developed and more useful f low visual i zation techniques,  
and an ef f ic ient means of  collec ting • data base • information once a 
f ina l conf ig urat ion model i s  bui l t .  

When a n  aerodynamic effect o f  s ignif icance is encountered , i t  i s  
frequently s tudied b y  bo th  techniques .  

T HE  GAP BETWEEN CFD RESEARCH AND USAGE 

Between the CFD research phase and the establ ishment of a mature 
des ign capabil ity ,  there  is an essent ial development phase in which 
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CFD technique s a"d algor i thms are conve r ted to user-or iented method s 
appl icable to the des ign process . NASA suppor ts CFD research , CFD 
deve lopment is seen as an appropr iate area for support by federa l user 
agenc ies . 

TEST FAC ILITY ENHANCEMENT BY CFD 

As noted above , an extens ive per iod of complementary use of CFD and 
test fac i l i t ies for ver i f icat ion is needed . However ,  dur i ng the next 
15 year s ,  the type of test ing may change , but the amoun t of test ing 
will not apprec iably d iminish .  Dur ing this  per iod , data qua l i ty , 
fac i l ity operational eff iciency , and s imulat ion of the fl igh t  
env ironment can be improved b y  appl ication o f  a number of 
computational techniques , includ ing CFD appl ications . 

NEW TEST FACILITY REQUIREMENTS 

For the nex t f i f teen year s those aerodynamic tes t fac i l i t ies wh ich are 
pr imar i ly engaged i n  development tests for new a ircraf t and eng ines 
wil l have a second major funct ion : ve r if ication of CFD applicat ions 
to des ign . These functions have been examined using commi ttee 
member s '  own projections of probable new progr ams , and recogniz ing the 
impor tant par t  to be played by the new f ac i l i ties of NASA and AEDC , 
vi z National Transonic Fac i l i ty ( NTF) , Aeropropuls ion System Tes t 
Fac i l i ty ( ASTF) , and Ames 80 ' xl20 ' W ind Tunnel .  I t appear s  tha t ,  w i th 
the poss ible exception of test requ irements of Ve r t ical and Shor t 
Ta keoff and Land ing (V/STOL ) a ircraf t ,  the fac i l i ties w i ll be adequate 
for the tas k .  

I t  i s  probable that the hyper sonic r eentry veh icle , wh ich already 
depends more than any other f low regime on des ign by analytical 
methods , will arr ive at  f ull CFD appl ication and conf idence at an 
ear ly stage , while ful l  ut ili zation of CFD techn iques for high 
performance a ircraft des ign and engine test ing will occur at a much 
late r date . 

CONCLUSION 

CFD i s  already a powerful tool and its streng th will incr ease 
s ign if icantly in the next f ive to ten year s to the point where it can 
be a very impor tant aircraf t and eng ine des ign tool 1 however , the 
extens ive appl ication of CFD h inges upon two major cons ider ations . 
First , the des igner  must have a h igh degree of conf idence i n  the 
computational methods for aerodynamic des ign as compared to testing . 
Second ,  management from industry and government must have conf idence 
that CFD is a more eff icient deve lopmental tool than extensi ve wind 
tunne l testing . For the next 15 year s ,  CFD and ground tes t fac i l i t ies 
will be used in a complementary mode with no appr ec iable reduc tions in  
tes t i ng antic ipated . 

XV 
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I 
Introduction 

Slgni f icant advances in  computational f lu id oynamics (CFD) as a result 
of improvements in  numer ica l algor i thms as wel l  as in processing speed 
and s torage capac i ty of new gener ations of computer s make CFD an ever 
more powerful tool i n  the aerodynamic des ign of aerospace systems . 

The present s tudy ' s purpose i s  to assess broadly the impac t of 
developments in computat ional fluid dynamics on the trad i t ional role 
of convent ional aeronautical ground test fac i l i t ies over tne next 15 
yea r s . 

The study was requested and suppor ted jointly by the Air  Force 
Systems Command ' s  (AFSC ) Arnold Eng inee r i ng Development Center (AEDC) 
and NASA ' s Off ice of Aeronautics and Space Technology ( CAST) , and was 
unde rtaken by an ad hoc committee of the Nat ional Research Counci l ' s 
Aeronautics and Space Eng ineer ing Board . The Memorandum of 
Understand ing be tween AFSC and NASA regard ing the study appears i n  
Append ix A . 

The task called for many areas of exper t ise and the committee ' s 
member ship included a i r f rame and aircraf t eng ine des igners , computer 
and wind tunnel technolog ists , computat ional f lu id dynamicists , ana 
spec ial ists in turbulence and boundary laye r trans i t ion modeling . 

The spec i f ic charges to the commi ttee were to : 

o Examine pred icted changes in computer storage and process ing 
capab ilities and assoc iated cost trends applicable to internal and 
exte rna l  aerodynamic f low s imulations dur ing the next 15 years . I n 
its del iberations tne commit tee cons idered current aeronaut ical 
l i tera tur e and generated or ig inal background documentat ion . Th i s  
subject i s  treated i n  Chapte r I I  and background informat ion r egard ing 
the S tatu s  and Prospec ts for Improved Numer ica l Me thods and the 
outlook for Supercomputer Deve lopment appear in Append ixes  B and c. 
Othe r source s are l i s ted in the Bibl iography . 

o Interpr e t  such trend data in terms of approx imate cost to solve 
des ign and development problems and then compare them with the 
ant i c ipated cost of using g round development fac i l i t ies to obtain 
s im i lar results . This area i s  considered in Chapte r I I I .  Wh ile the 
committee concluded d irect cost compar isons are not meaning ful , for 
the sake of comple teness ,  cos t data have been included in Append ix D .  

1 
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o Identify c lasses of des ign problems tha t a r e  be tter handled 
e i ther by computat ional flu id dynamics or by ground development 
fac i l it ies . Thi s  evaluat ion wa s conducted by the user s of such 
informat ion and the ir v iews a re g iven in Chapter IV.  

o Ident ify, in  par t icular, types of problems that ar e not likely 
to be handled adequate ly by computat ional flu id dynamics and for which 
a satisfactory ground development capab i l i tiy does not exist . This 
informat ion appears in Chapter V.  

o Review the long-r ange plans of the AEDC in light of the trends 
and problems ident ified by tne comm ittee and emphas izing the types of 
gr ound deve lopment fac i l ities used at the Ce nter . T h i s  review has 
been submitted to the AEDC in a separate document . 

I n  develop ing th is report, the committee bela three two-day 
meet ings as follows: Febr uar y  9-10 , 198 2 ,  at the u.s. Air Force 
Ar nold Engineer ing Development Center, Tullahoma, Tennessee, May 
2 5-2 6 , 198 2 ,  at the NASA Ames Re search Cente r, MOffett Field, 
Cal ifor n ia, and October 12- 13 , 1982 , at the NASA Lewis Research 
Cente r, Cleveland, Ohio. 

Members of the commi ttee w ish to acknowledge the valuable 
ass i s tance of observer s l isted on pages i i i  and iv.  
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II 
Current and Projected Capabilities of Comrutational 

Fluid Dynamics at the R&D Leve 

I I  - 1 .  STAGES OF DEVELOPMENT 

The h i s tor ical progr ess in computat ional flu id dynamics can be 
cha r acter ized by a ser ies of stages, each represent ing the employment 
of a s uccess ively ref ined approximat ion to the full Navier-stokes 
equat ions that gover n fluid mot ion . Relat ive to a preceeding s tage, 
each new stage i ncorporates add i t ional phys ics, utilizes new numer ical 
algor i thms, requ ires significantly increased computer power, and 
r esult s in an expanded r ange of pr act ical appl icat ion . Pour main 
s tages, w i th two impor tan t subs tages, stand out in the i r  orde r  of 
evolut ion and increased complexi ty: 

I 
I a 

I I  
I I  a 

I I I 

IV 

Approx imat ion 

L i near ized i nvisc id 
L inear ized inviscid plus boundary 

layer 
Nonl inear inv iscid ( Eule r )  
Nonli near i nv i scid plus i nteract ing 

boundary layer 

Reynolds-aver aged Navier-stoke s 

Pull Navier-stokes ( large eddy 
s imulat ions w i th small scale 
turbulence model ing) 

In each stage, computations h istor ically have been made f i rs t  for 
rela t i vely stmple two dimens ional ( 2D)  geometr ies, and subsequently 
developed for mor e complex 3D conf igur at ions . 

The expanded range of pr act ical appl icat ion w i th each new stage i s  
sign i f icant . With the l inear ized Stage I ,  for example, computat ions 
can be made of subson ic l i f t, induced dr ag, and pressure d i str ibut ion 
for at tached flow ( e . g., subson ic c r u ise fl ight) , and also of 
super son ic l if t  and wave dr ag for attached flow around slender bodies 
at small angles-of-attack . With the nonl inear Stage I I , all the above 
compu tat ions can be made for tr anson ic and hyper sonic flow as well, 
and w i thout the re str ict ion of slende r conf igurations . The add i t ion 
of a boundary layer code ( Stages Ia and I I a)  enables skin fr iction 
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drag and improved pressur e d istr ibut ions to be computed . W i th the 
Reynolds-aver aged Navier-Stokes Stage I I I ,  i n  which the t ur bulence 
momen tum and ene rgy transpor t te rms must be modeled in the 
Navier-Stokes equa tions, all the above compu tations can be made p1us 
thos e for separ ated flows, for large angles-of-attack, fpr 
interac t ions of external and eng ine exhaust flows, and for some 
uns teady flows such as a i r foil buffe t and a ile ron buzz. Wi th the fu11 
Navier-Stokes Stage IV, i n  wh ich the dominant tur bulence tr ansport 
te rms are d i rectly computed r a ther than mode led, computat ions of 
phenomena such as aerodynam ic noise, trans it ion, sur face pre ssure 
fluc tuat ions, and tur bulence intens i t ies can be added to the expanded 
l i s t. Thus each new stage, r e la t ive to i ts preceed ing stage, 
repr esents a major advance in the range of prac t ica l ut il ity of 
computat ional ae rodynamics. 

The pr esent status of the a ifferent s tages var ies greatly, main1y 
because of the tremendous va r i at ion in computer power requ i red for 
each stage. S tage I is now e ssent ia lly mature. I t  underwent 
extens ive R&D growth in the 1960s at wh ich t ime computers then 
ava i lable had suffic ient power to per form th is stage of fluid dynamic 
computat ion effect ively . As a result, Stage s  I and Ia have been used 
w ide ly in pr act ical a ircraft des ign tor over a decade . S tage I I, on 
the othe r  hand, i s  not as mature . Present computer s of the Cray I or 
CDC 2 05 class have suffic ient power for thi s  stage; but the automatic 
gene r at ion of gr id systems around complex aircraft configurations has 
not ye t been per fec ted . S tage I I  has been used in pract ical aircraft 
des ign s ince the late 1970s, ana is ant ic ipated to reach matur i ty in 
the 1980s. Cu rr ently, Stage I I I  is in a v igorous r esearch and 
development mode l im i ted ma i nly to relat ively s imple geometr ic 
conf igurations such as a i r fo i ls and bodies of revolut ion at angle-of­
attack. The pr inc ipa l items pac ing introduc tion of S tage II I into the 
aerodynamic des ign process, beyond that of automat ic g r id generation, 
wh ich is cur rently rece iv ing much attent ion, are: 

(1) the deve lopment of improved turbulence models;* 
( 2 ) the development of mor e powerful sc ienti fic supercomputer s, and 
(3)  the deve lopment of more e ffic ient numer ical algorithms . 

These are descr ibed i n  de tail i n  subsec t ions I I-2, I I-3, and II -4 
below. 

W i th  the projec ted development both of new supercomputer s and of 
improved numerical methods, Stage I I I  computat ions should be 
intr oduced in the aerodynamic des ign process to a l imited degree 
dur ing the presen t decaae, and become w ide ly used in the 1990s. I n 
contr ast, S tage IV is now only in an early p ioneering research phase. 
Even for ex tremely s imple flow geome tr ies, such as a straight channel, 
a single r un wi th S tage IV ( which u t i l izes over a million g r id points) 
can take 20- to 40- hour s on the fastest cur rent supe rcomputer s .  The 
long r ange potent ial of Stage IV computations, nevertheless, appears 

*The boundary layer codes for S tages I a  and I I a would also prof i t  from 
the development of improved turbulence models . 
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grea t s ince the wajor problem of Stage I I I, namely that i nvolved i n  
turbulence mode l ing, is  s impl i f ied b y  direc tly comput ing the pr i nc ipal 
turbulence dynam ics for each f low case . I t  i s  ant icipated that stage 
IV w i l l  enter i ts extensive RiD phase later this d�cade, but may not 
be used s igni f icantly i n  prac tica l  appl icat ions even near the end of 
the per iod covered by the present r epor t .  This s tage i s  c learly paced 
by the developmen� of much mor e powe r fu l  computer s than are presently 
ava i lable . I t  i s  also paced by the development of a s u i table model of 
smal l scale turbulence, par t icular ly near the wa ll . 

Both the Un i ted S tates and the major European countries have had 
cons iderable success i n  the pr act ical exploi tation of computat ional 
flu id dynami cs .  I t  has been used in Europe, for example, to develop 
bette r des igns for new transpor t, bus iness jet, and je t tra iner 
a ircr aft . Thi s  capabi l i ty for exploi t ing computational fluid dynamic s 
compare s  f ully with that in the Un i ted S tate s  s ince Europeans have 
both the expert ise i n  numer i cal methods and the mos t powerful u . s .  
computer s (Cyber 205, Cr ay lS ) w i th wh ich to work . Russia, o n  the 
other hand, does not yet appear to have comparably powerful 
computer s .  Th i s  situat ion could change drastically, howeve r, through 
soviet acqu i s ition of the most moder n  Japanese scient if ic 
supe rcomputer s .  

I n  summary, the overall evolution o f  computational f lu ia dynamics 
technology, wh ich has been under way for about 15 year s, i s  ant ic ipated 
to cont inue for at least two decades more . Th is w ill provide 
progress ively increased capab i l i t ie s  for the aerospace industry . 
wor ldwide compe t i t ion for the a ircraft marke t is l ikely to become mor e 
i ntense as these methods are adopted over seas . 

I I-2 . DEVELOPMENT OF TURBULENCE MODELING 

The next major step i n  the advance of computat ional fluid dynam ics 
w i l l  be S tage I I I ,  which uses the Reynolds-averaged Navier-S tokes 
equations . No te rms in tne Nav ie r-S toke s equat ions ar e neglected, but 
those terms represent ing the t ime-aver aged tr ansport of momentum and 
ene rgy by turbulence ar e modeled in a sem i-emp i r ical fash ion . 
Uncer t a i nties ar i s i ng f rom tr ans i t ion and t urbulence modeling form the 
pr imary limi tat ions of th i s  stage of computa tion . 

A var iety of methods for modeling tur bu lence in high speed flows 
have been unde r development ove r  the pas t decade . Although notable 
pr ogr ess has Deen made, improvement is needed. An over all per spect ive 
of the progress i s  provided by a compa r i son of the status of 
turbulence model ing i n  1968 when the fir st internat ional assessment 
was made ( Ref . 1) , w i th that in 1981  when the second such assessment 
was made ( Ref. 2 ) . I n  1968  only 2D i ncompressible-f lows w i th attached 
boundary layer s wer e  computed . I n 1981 computat ions were made of 3D 
compr ess ible flows containing separated regions . Thi s  progress i s  
s ignificant, although many shor tcomings i n  the accuracy o f  turbulence 
mode ling for these complex f lows were r evealed in 1981 . S ince the 
phenomena of fluid turbulence ar e extremely intr icate and var ied, 
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fur the r notable progres s should be made in the coming 10- to 15-
year s, but i t  is  not ant i c ipated that tne problem of turbulence 
mode l i ng will then be fully solved. I t  i s  expec ted that, as computer 
hard ware and numer ical methoas improve, and as automatic grid 
generat ion methods are perfec ted, tne mai n  l im itations of 
computat ional fluid dynamics w i th S tage I I I  w ill ar ise from the 
inacc u r ac ies of tur bulence model ing. These limi tat ions w ill affect 
the breadth and var iety of pr ac t i cal applicat ions to wh ich such 
computat ions can be appl ied w i tn confidence. 

A r ea l i s t ic measure of the pract ical cos t  effec t iveness of 
computat ional fluid dynamic s i s  the cos t per unit of flow i nformation 
per un i t  of conf idence in computed resul ts. I t  i s  in the element of 
conf idence tha t the state of tur bulence model ing i s  so impor tant. 
Computer costs per un i t  of informat ion are now low, and will become 
very low with time .  Bu t confidence in the computed resu lts for 
complex separated flowH, such as those about f ighter aircraft 
ope rat i ng at la rge angle s-of-attack, does not now exi s t . High 
conf idence w i l l  requ ire fur ther improvements in tur bulence models. 
Thi s  futur e aevelopment in model ing tur bu lence can have a major effect 
on the cos t effect iveness of computational aerodynamics, just as c an 
futur e developments in compu ter hardware and numer ical algor i thms. 

I t  is fur ther expec ted that a s ign ificant contr i but ion to the 
development of improved turbulence model s fo r use in Stage I I I  wil l be 
made using guidance provided by research w i th Stage IV turbulence 
s imulations . Flow fields for which results are sens i t ive to the 
loca t ion of tr ans i t ion present add i t ional diffic ult ies. Wh ile 
progress is be ing made in pred ict ing trans i t ion locations for 
•s tandard• fl ight and wind tunnel d i s tur bance environments, fur ther 
developments are requi red to understand the effec ts of arbitrary 
envir onments on trans i ti on location. The same may be said about 
points of separat ion and reattachment. 

II -3. DEVELOPMENT OF COMPUTER HARDWARE 

The advance of computa t ional fluia dynam ics i n  com ing years will be 
paced to a major degree by the r ate at which the speea and memory of 
sc ient ific supercomputer s inc rease. Large supercomputer s, wh ich in 
tne 1950s and 1960s compr i sed the pr imary computer market, and the 
dr i v i ng force for new component technologies, now represent only a 
very small fr act ion of the overall computer mass market. W i th tne 
mar ke t  incent ive greatly reduced, the rate of growth of u.s. 
s upercomputer power has s lowed dur ing the pas t decade. 

From the t ime the elec tronic computer was invented, the Un i ted 
States has c learly led in the manufac ture of supercompu ter s. I n  
1983-84, however , a major new fac tor will emerge when Fuj i ts u  of Japan 
i ntroduces a new scien t ific supercomputer ( FACOM VP200 Vec tor 
Processor ) ant ic ipated to be mor e  powerful than any u.s. computer then 
ava i lable . Another comparable supercomputer from H i tach i i s  expec ted 
to be intr oduced not long thereaf te r .  Thus, major fore ign compet i t ion 
in making supercomputers has now emerged . The rate of growtn of 
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s upe rcompute r speed and memory in coming year s may therefore be 
r e j uvenated to some extent . At the same t ime , the clear s uper ior i ty 
tha t the uni ted S tates  has long had in sc ien t i f i c  supe rcompute r 
capabil ity no longer exists . 

Perhaps of even greater impact in the long term will be a Japanese 
s upe rcomputer projec t  of the Ministry for Internat ional Trade and 
I ndustry (MITI ) . By the end of the pre sent decade the MITI goal is to 
deve lop a super  high performance sc ienti f ic computer , us ing new 
technolog ies s uch as gall i um arsenide semiconduc tors and/or Josephson 
j unc tions . The i r  target for computational speed is the o rder of 
several score to several hundred BPLOPS ( billions of f loating point 
ope r a t ions pe r second) • such speed s are 10 to 10 0 t ime s the des ign 
speed of the NASA Numer ical Ae rodynamic S imula tor ( NAS ) , now planned 
for comple tion in 198 7 .  I f  the MIT I project i s  s uccessful , i t s  impac t 
on f uture computer des ign , and on all maj or computational appl icat ions 
inc lud ing aerodynamics dur ing the 199 0 s ,  could be profound . 

Future computer speed and memory , even with s il icon technology , 
can be increased by a number of orders of magnitude before any 
f undamental phys ical l imi tat ions are encountered . Improvements w i l l  
evolve from progress ive increase s in the dens ity and area o f  s i l icon 
microe lectron ic ch ips . Prom an assessment of the ant ic ipated trends 
i n  microelec tronic technology , and from discuss ions with the major 
s upercomputer manufacturers i n  the Un ited States and Japan , a 
proj ection ( Pig . 1 ) has been formed of the est imated g rowth in 
computer speed during the coming f i fteen year s .  This proj ec t ion is 
based on the expec tat ion of the computer manufac turers that s i l icon 
technology will probably cont inue to be used throughout th i s  per iod . 
The proj ected speed r ises to abou t 10 4 MPLOPS in  the late 1990s . 
Thi s  speed cor responds to an average vec tor processing speed 
repr esentative of the needs of compu tat ional f lu ia dynamics code s .  

T o  a f irst  approx imation , computer memory s i ze has followed 
essentially the same trend as computer speed , w i th the order of 
100 , 0 0 0  words of memory per MPLOP of speed . Futur e  proj ect ions for 
semiconductor memory s i ze are roughly parallel to those for speed , 
reach ing abou t 50 0 Megaword& by 199 5 through use of 1-megabi t memory 
ch ips . 

Fortuna tely , the cost of computers has increased much more s lowly 
than has performance . Past and proj ected trends in monthly rental 
cos t are shown in  Figure 1. Rental costs take into account inf lation , 
and include maintenance and amort i zation costs . The ne t increase i n  
computer cost has not been much greater than the increase due to 
inf lat ion . Between 1955 and 198 5 ,  cos t increases 10 times , whe reas 
speed increases 10 4 t ime s ,  produc ing a net improvement in 
computa t ion cost effec t iveness of 103 due to improvements i n  
computer hardware . cur ing the next 15 year s th i s  cos t effect iveness 
should improve by another factor of about 3 0 .  

I n  view of the ser ious supercomputer R&D effor t now tak ing place 
in Japan , the United States , as noted ear lier , is no longer in a 
unique position a s  the wor ld leader in supe rcomputer  development . 
This r a i ses a quest ion of potent ial national impor tance , and of scope 
beyond that of the presen t s tudy . 
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The potentia! mar ke t does not prov ide enough incentive to ma intain  
u.s. commerc ial leader ship in  the f ield . While computational f luid 
dynamic s ,  in i tself , may not prov ide the j ustif icat ion for u . s . 
�eader ship i n  supercomputer development , the commi t tee i s  concer ned 
abou t the impact of loss of u.s. leader ship and urges that this i ssue 
be addr essed at high levels i n  the gover nment . In thi s  regard , 
a ttent ion is  drawn to the December 1 982 Nat ional Science 
Foundat ion/Department of De fense Repor t of the Panel on Large Scale 
Computing in Sc ience and Eng inee r i ng ,  Pete r D .  Lax , Cha irman , whose 
recommendat ions are endor sed by this  committee . 

I I- 4 . DEVELOPMENT OF NUMERICAL METHODS 

R�solution of the flow f ield about a comple te a ircraf t conf iguration 
by numer ically solv ing the Reynolds-averaged Nav ie r-Stokes equat ions 
of S tage I I I  would r equi r e  about 2 X 106 to 9 X 106 gr id points .  
Appr ox imately 15-3 0 words o f  compute r memory would be needed pe r g r id 
poin t .  Each component of the a ircraf t ( wing ,  body , tai l ,  nacelle s ,  
e tc . ) would be nes ted w i thin its ow n  g r id chosen t o  resolve the 
s ign i f icant viscous effects of turbulent f low . Each component g r id 
would interface w i th an over all exter ior stretched g r id ,  extend ing far 
a way from the a ircraf t ,  chosen to resolve the essentially invisc id 
features of the outer f low . substant ial improvements i n  numer ical 
methods will be requ ired to make such calculations practical for 
a i rc r af t  des ign . 

Much progress has been made in generating three-d imens ional gr ids 
abou t complex body shapes . I n  recent year s some w ing-body-nacelle­
pylon calculat ions have been made using the transonic small­
disturbance and full-potent ial equat ions . Also , w ing-body 
calculations have been made u s ing the f ull S tage I I  Euler equations . 
Stag e  I I I  numer ical f low computat ions with a nested g r id system , 
however , will r equ ire the deve lopment of new boundary cond i t ion 
procedures to couple the solut ions calculated on separate gr ids . such 
procedures are being wor ked on now and should be ready w i thin the next 
few year s .  

S tage I I I  calculat ions using existing impl ic i t  methods presently 
requ ire several thousand iterat ions to converge . Al though the time 
step i ncrement that the solution can be advanced d ur ing each iterat ion 
is now order s of magni tude larger than that used former ly by expl ic i t  
methods , i t  s t i l l  requ ires many s teps for i nformat ion t o  b e  conveyed 
throughout the f low f ield . The t ime steps now chosen for accuracy of 
resolut ion in the f ield near a body are often i nadequately small in 
the far f ield on stretched gr ids . Al though implic i t  me thods are 
continuing to improve , mult igr id procedures now under intense s tudy 
offe r a highe r potential for accelerating convergence . These 
procedures f irst form several coarse subgr ids from an orig inal f ine 
grid , then calculate the solut ion on each us ing t ime steps scaled to 
the coarseness of the subgr i d ,  and f inal ly couple these solut ions to 
the f ine g r id solut ion . In  transon ic f low calculat ions , mul tigr id 
pr ocedures have reduced the n umber of i terat ions requ ired for 
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conve rgence by mor e than an order of magni tude . For the Reynolds­
aver aged Navier-S tokes equat ions these procedures show promise of 
improving the effic iency of numer ica l methods by near ly two orders of 
magn i t ude . 

In about f ive year s ,  using the computers and numer ical methods 
that will  then be available , i t  should be possible to per form a Stage 
I I I  r esearch calculat ion for the f low about a complete aircraf t 
conf iguration at fl ight Reynolds ' number s .  Numer ical methods at the 
research level should then be up to 5 t imes mor e effic ient than at 
present . I t may take another f ive to ten year s ,  however , before th is 
type of calculation can be  used routinely in a ircraft des ign . The 
curve in Figure 2 illustr ate s  the pas t and proj ec ted improvements in 
the e ffic iency of numer ical me thods: and Figure 3 shows the trend in 
relat ive cos t for comput ing a g iven f low with Stage I I I  when the 
proj ected improvements in computer hardware are combinea with the 
improvements in numer ica l me thods . The result ing trend in dec reas ing 
cos t  to compute a g iven f low i s  extr aord inary . 

Although the Un ited S tates  i s  a leader in the deve lopmen t of 
compu tat ional fluid dynamics , we have no monopoly on exper t i se in th i s  
field . Knowledge o f  sophist icated numer ica l algor i thms , a s  wel l  as 
the methods for pract ical exploitation of computat ional f luid 
dynamics , ex is t widely abroad . some of the major technical advance s 
have , in fac t ,  come from other countr ies: for example ,  f in i te e lemen t 
methods fQr complex ai rcraf t conf ig urations ( France) ,  eff ic ient 
numer ical methods for transonic f low ( England ) , effic ient mult i-gr id 
methods for a var iety of f lows ( Israel) , fract ional step me thod s 
( Russ ia) , and p ioneer ing computations w i th S tage IV using the f ull 
Nav ie r-Stokes equations (Ge rmany) . The wester n European countr ies , 
and Russia in  par t icular , have long trad i t ions of excellence in 
appl ied mathematics , and today par t ic ipate f ully in the sc ience of 
numer ical computat ion methods . Th is capability exists also in Japan , 
and i s  growing in  China . 
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Ill 
Cost Considerations in Design: Test Facilities and CFD 

To unders tand the f ac tors determin ing the extent of CFO inf luence or 
tes t fac i l ity usage by the aerospace vehicle deve loper , it is 
necessary to recogn i ze the unique economic forces at wor k with in the 
u.s. aerospace indus try . or . Alexander Flax gave an excellent , and 
s t i l l  topical , survey of the s ituat ion in hi s 1974 W ilbur and or ville 
Wr ight Memor ial Lecture ( Ref . 1 ) . The follow ing paragraphs g ive some 
upda ting of his  data , and d i scuss i ts s ign if icance in proj ecting the 
consequences of CFO development . 

I n  the decade of the 1970 s ,  all the maj or new a ircraft prog rams 
(874 7 , C5A ,  Fl5 , Bl ,  LlOl l , DClO )  r eported wind tunnel occupancy times 
between 10 , 0 00  and 2 0 , 000 hour s .  Three maj or Boe ing transport 
prog r ams in  the las t one and one half decades used between 1 3 , 000  and 
19 , 0 00 hours  each . At an average cost of roughly $1 , 500 per occ upancy 
hour , the total wind tunnel occupancy cos t for each prog r am  ranged 
between $15 M and $30 M .  This is some fif ty t imes g reater than the 
average requ ired for a i rcraf t of the wor ld war I I  era ( Ref . 1 ) . 

or . Flax cor rectly attr ibutes thi s enormous change to the cost 
r is k  enta iled in  the development ef for t .  He points out the feedback 
effect;  as developments have become more and more expens ive , the 
deve lope r  compan ie s and customers have called for more and more 
eng ineer ing analyses , design opt imi zat ions , w ind t unne l and other 
eng ineer ing tests , in an ef for t to insur e aga inst the high f inanc ial 
r i s k s . In turn , these add it ional eng ineering and tes t expenses have 
increased the f inanc ial exposure . The major aircraf t programs of the 
1970s , l isted above , have development costs ( •non-recurr ing program 
costs• ) betwee n $ 1  B and $2 B,  so large that they each place at r is k  
the total assets of th e  ent i r e  corporat ion under taking the 
deve lopment . The entire wind tunnel tes t prog ram cos t represents only 
some two percent of the total amount at r isk . Although or . Flax d id 
not d isc us s it , the major subcontractor s ,  such as eng ine companies , 
are subj ect to equ ivalent r i sk  and have cor respond ing ly increased 
deve lopment costs . 

Th is should not be assumed to imply tha t the developing company is  
not i nte rested i n  economiz ing on tes t fac i l ity costs , or in any other 
par t of the total eng ineer ing costs . Ther e i s ,  however ,  an ove r r i d ing 
requ i r emen t for max imum conf idence in  the des ign . More  spec i f ically , 
the des ign team seeks to establ ish maximum conf idence in the design at  

14 
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the earl iest poss i ble t ime ;  for a s  the proj ec t cont inues , the 
f inanc ial exposure grows r apidly and the cost of recover ing from a ·  
des ign error escala tes . Unde r these c i rcumstances , CFD , as a new 
techn ique for obta ining aerodynamic charac ter istics,  will be assessed 
i n  accordance with the follow ing fou r ques tions , in  orde r of pr ior ity : 

1 .  Does i t  increase conf idence in  the des ign , by g iving tr ue and 
accur ate informa tion on the aerodynamics of the full-scale vehicle 
througnout i ts f light envelope? 

2 .  I s  this informat ion more complete , increasing assur ance that 
there will be no potent ially catas trophic aerodynamic charac te r i st ic 
over looked i n  the des ign? 

3 .  W il l  it offer ear l i er and mor e rapid evaluat ion of the 
aerodynamics of the proposed vehic le , so that needed changes can be 
incorporated at least cost? 

4 .  W ill it reduce the cost of obta ining aerodynamic data? 

In respond ing to the f ir s t  quest ion , the mos t important matter of 
conf idence , it must be recognized that the w ind tunnel and eng ine test 
fac i l ity do not necessar ily g ive true and accurate information 
appl icable to the f light vehicle . Both are subj ect  to undes i rable 
f low d i sturbance s and non-un iformity in the tes t area , and both have 
problems w ith interferences f rom the wal l ,  tne instr umentat ion and the 
supports of  the tes t obj ect . In  add i t ion ,  the small-scale models used 
in w ind tunnel test ing do not r eproduce excrescences and sur face 
cond it ion ( roughness , waviness) , and almos t invar iably the test 
Reynolds ' number i s  s ign i f icantly less than in f light . The aerospace 
community has lived w i th these defects for several decades , however , 
and there i s  a vast amount of information on wind tunnel- f l ight 
d i f ference s and techn iques for cor rect ion . Many expe r ienced 
aerodynamic des igners in industry and gover nment labor ator ies are 
accus tomed to apply ing su i table cor rect ions for miss ing model deta i l s ,  
wal l and support effec t s ,  f low and Reynolds '  number def ic ienc ie s .  The 
bac kground of exper ience of these des igner s g ive s cons iderable 
conf idence in the val idity of the cor rected aerodynamic data . 

As discussed in  Chapte r I I , CFD has now reached the po in t  where i t  
i s  u sed i n  a number o f  des ign appl icat ions , par t icular ly i n  S tages I 
and I I . Nevertheless , the background of  expe r ience , the relat ion of 
CFD data to f l ight charac ter istics , is much too l imited to permit 
conf idence to the level requ ired by the f inanc ia l s takes . A steady 
bui ld-up of conf idence will occur over the nex t one or two decadea ,  as 
CFD and wind tunne l data are accumulated together on the same 
conf igura tions . This should not be regarded as unneces sary 
dupl icat ion ; for while agreemen t betwee n the two techniques will  build 
conf idence in CFD , i t  will also streng then the company ' s  conf idence in  
the new des ign and in  the va l id i ty of the wind tunnel data and 
cor rections . More importantly , a d iscrepancy between the two resul ts 
w i l l  aler t the des igner to poss ible trouble . Thi s er a of 
complementary test �ac il i ty and CFD usage i s  examined in deta i l  i n  
Chapter I V  below , and approx imate t ime tables for d i f ferent f low 
reg imes are estimated . 
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The second ques t ion relates to the comple teness of the information 
pr ovided by wind tunnels or CFD methods . In pr inc iple , there is no 
quest ion tha t computat ional me thods can provide more complete 
information on the aerodynamic f low f ield than the most heavily 
instr umented pract ical w ind tunnel model , since the computer can 
provide all aerodynamic parameter s at every point of its g r id 
networ k .  This  character istic of CFD can be very valuable even at the 
pr esent early s tage , when the w ind tunnel is  the eng ineer ' s  maj or 
tool 1  even now CFD can provide deta iled diagnos i s  of the f low when the 
w ind tunnel results ind icate an unsati sfac tory cond i tion . As 
conf idence in CFD me thods grows , however , the des igner w i l l  need 
me thods of recogn iz ing unsat i sfactory or potentially dangerous f low 
character istics qu ickly from the mass of computed data . 

The third and four th questions are not relevant for the per iod of 
time covered by thi s  s tudy , the nex t f ifteen year s .  As we have seen , 
the test fac i l i ty and CFD techn iques can be expected to co-exist in a 
complementary role dur ing th i s  per iod , there may be some economies in 
the test facility program ,  but these wiil be offset by CFD costs . The 
prototype development schedule will be geared to the fac i l i ty 
schedule , as in the pas t ,  unt il  the �es igner gains suf f ic ient 
conf idence in CFD calculat ions to act upon them w i thout wa i ting for 
expe r i mental conf irmation . 

When th 1 s  point is reached , the cost saving s  implic i t  in the thi rd 
question ar e l ikely to be g reater than those in the four th , the d irect 
compar ison of data acqu i s i t ion costs . To un�ers tand thi s ,  i t  must be 
apprec iated that the present aerodynamic des ign i s  a mult i-step 
process . There is an analyt ical step in which many compromi ses and 
opt imi zat ion processes combine to g ive a conf igurat ion for tests . The 
next step is to build a mode l and test i t .  Almost cer tainly , the 
res ults will call for some change s ;  the model mus t be mod if ied and 
r e- t ested . The eng ineer will  often attempt to shor t-c ircuit this 
process by building his model with alternat ive components where his  
uncertainties are  g reatest--alternative nacelle pos i t ions to  opt imi ze 
inte rference , alternative eng ine i nlets to compromise between 
performance at high and low ang le-of-a ttack , for example--but with 
these exceptions the model ' s  geometry is  f ixed , inflexible . I n  
contras t ,  ver if icat ion o f  des ign by CFD techniques in  the f uture 
offer s the possibil ity of immed iate mod i f ication of the conf igur at ion 
geometry in the computer to cor rect  an inadequacy or r e-optimi ze 
local ly , as long as the s imulated boundary layer , separation , wakes 
and vor tex effects change appropr iately . 

Put simply , the ult imate goal in CFD applicat ion mus t be to merge 
the two processes of aerodynamic conf igurat ion opt imi zat ion and des ign 
ver i f icat ion . This  not only permits a mor e complete optimi zation ; by 
cutting out the delays inherent in model building and r epea ted wind 
tunnel test , i t  reduces g reatly the chance of extens ive--and 
expens ive--des ign modif icat ion at a late stage in prototype 
development . 

The preced ing d iscuss ion impl ies tha t the aer ospace compan ies make 
dec is ions on tes t fac i l ity and{or CFD ut i l i za tion for the i r  proj ects 
based on conf idence in the information rather than on comparative 
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d i r ec t  costs of �enerat ing tne data . Neve r theless , in the course of 

i ts wor k the commi t tee accumulated much information on elements of 
these cost s r  for comple teness , th i s  informat ion has been collected 
together and included in Append ix D . When u sing th i s  data , i t  shoula 

be r emembered tha t the test fac i l ity capab i l i ties and costs ar e for 
1981- 8 2 ,  with computer support l imi ted to that requ ired for test data 
reduct ion . As detai led in Chapter v ,  one of the mos t effect ive ways 

to incr ease the capab il ity and produc t iv i ty of these f ac i l i ties is to 
integr ate with them a CFD capabi l i ty .  When th is is done , the sl ight 

i ncrease in operat ing cos t per hour will oe more than of fset by the 
grea te r  production of useful data . 

REFERENCE 

1 .  Flax , Alexande r B . , •Aeronaut ics--a study i n  technog ical and 
economic growth and form , • 63rd Wilbur and orville wr ight Memor i al 
Lecture , Aeronaut ical Journal , Decembe r 197 4 .  

C o p y r i g h t  ©  N a t i o n a l  A c a d e m y  o f  S c i e n c e s .  A l l  r i g h t s  r e s e r v e d .

I n f l u e n c e  o f  C o m p u t a t i o n a l  F l u i d  D y n a m i c s  o n  E x p e r i m e n t a l  A e r o s p a c e  F a c i l i t i e s :   A  F i f t e e n  Y e a r  P r o j e c t i o n
h t t p : / / w w w . n a p . e d u / c a t a l o g . p h p ? r e c o r d _ i d = 1 9 4 3 8

http://www.nap.edu/catalog.php?record_id=19438


IV 
u� ���� 

The eng ineer ing des igner uses ground testing fac i l i ties and CFD 
methods to a id i n  conf igurat ion des ign of a wide var iety of produc t s . 
For example , convent ional and advanced ( s uper sonic) transpor ts , 
mi l i tary a i rcraft , hel icopter s and other V/STOL types of aircraf t ,  
a ir breathing missiles , and r e-entry type missiles and spacecraf t are 
typ ica l appl ications . The propuls ion systems for these products , 
par t icularly gas turbine eng ines , are add i t ional impor tant areas of 
applica t ion . 

G round tes t ing ( e . g . , w ind tunnel or r ig and eng ine testing )  has 
had an advantage over CFD me thoos in the past in  its abil ity to mode 1 
more of the phy s ics of the f low phenomena .  However , there have been 
sign i f ican t ach ievements in  CFD model ing to the extent that the user 
( the eng inee r i ng des igner ) can conf idently rely upon these methods for 

certain aspec ts of des ign . As the user recog n i zes  the value of CFD 
methods , he demands greater capab i l i t ies . These are the near- term 
chal lenges tha t the CFD method developer s  face . Both the CFD 
ach ievements to date and challenges that are faced today are d iscussed 
i n  Sec t ion 1 below . 

What the user and f und ing organi zations do not a lways real i ze i s  
tha t th e  proce ss o f  prov id ing new CFD methods i s  not l imited to the 
rese arch accompl ished in developing the enabl ing technology . At least 
three major phase s  can be ident i f ied for CFD developmen t ;  these are 
e laborated in Sect ion 2 .  

The aircraft des igner cur rently v iews w ind tunnel testing and CFD 
as complementary i n  the des ign and analysis of a i rcraft . This view is 
attr ibu ted to the fact that the streng th of one tends to supplant the 
weakness of the other in the var ious deta ils of conf ig urat ion des ign . 
Th is aspec t i s  discussed in Sect ion 3 . 

Wha t  the a i rcraf t des igner requ i res for future CFD me thods can be 
d i scerned by studying current w ind tunnel development programs . These 
prog r ams ident ify the conf iguration components cr i t ical for des ign and 
the appl icable flow reg imes ( and hence , the areas where CFD could have 
a favor able impac t) . A d i scuss ion of the F-16 wind tunn�l development 
pr ogr am is provided in Sec t ion 4 to i llustrate these cons iderat ions . 

Those user s des ign ing gas turbine eng ines  are at the cutt ing edge 
of technology in most of the eng ineer ing d isc ipl ines , includ ing 
aerodynamics , combust ion , s tr uctures , mater ial s ,  l i fe management , and 
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con trols .  Thi s cont inuous stre tch ing of exper ience boundaries 
i nvar iably requires an extens ion of CFD capabi l i t ies and an extens ive 
development program to ach ieve the utmos t in eng ine performance , 
d urab i � i ty and re l iabil i ty . The role of CFD i n  eng ine and miss i le 
des ign i s  discussed i n  Sec tions 5 and 6 respectively .  

The full exploi tation of CFD with i n  the r otorcraft f i eld depenas 
upon the successfu l  development of appl ica t ions prog r ams for the very 
compl icated geometr ies and mo tions involved . Therefore , prog ress 
tends to be paced more by appl icat ions program development than by 
basic CFD capabi l i ty .  

I V-1 . CFD ACHIEVEMENTS AND CHALLENGES IN THE DES IGN PROCESS 

Computational aerodynamic s imulation has evolved through an extens ive 
r ange of capabilitie s .  The following tabulat ion summar i zes the 
h is tory of a i rcraf t des ign progr ess ion of CFD capab i l i ty to date f rom 
the user • s  point of view . A parallel ism can be dr awn with the stages 
of deve lopmen t I through IV noted i n  Chapte r I I . 

( a ) Subsonic and s uper sonic f low f ield around s imple 3-D shapes 
( inviscid) . 

( b) S ubsonic and s uper sonic f low f ield around complex 3-D shapes 
( inviscid) . 

(c )  2-D transonic flow f ield analysis ( invisc id) . 
( d )  3-D transonic flow f ield analysis  ( invisc id) . 
( e )  Boundary layer s imulat ion and coupl ing o f  thi s  s imulation 

with above flow f i eld analyses . 
( f )  The representation of  boundary layer separation cr i ter i a  w i th 

the boundary layer operating in  the 3-D flow f ield 
envi ronmen t .  

( g ) 2-D , subsonic , mul t i-element air foil conf igurations 
( h igh- l if t  devices ex tended)  includ ing boundary layer 
s imulation and the confluent and separated wake simulation of 
the mult i-element conf iguration .  

CFD technology i s  now fac ing the challenge of i ntroducing the 
following more advanced computational capabil i ties . 

( h) Extend ing the multi-e lement viscous 2-D subsonic analysis to 
complex 3-D configurat ions , includ ing the effects of 
large-scale flow separation ( i . e . , the pred ic tion of maximum 
l if t) . 

( i )  The more accurate s imulat ions of viscous phenomena through 
the use of Reynolds-averaged Navier-stokes solver s .  

( j )  Analyses o f  flow f ields incorporating strong vor tex f ields 
created by sharp wing lead ing edges , s trakes and certain 
cr i tical surface intersection geometr ies . 
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( k )  The d iff icult problem o f  establ ish ing cond it ions where the 
boundary layer interacting with i tself and/or the external 
flow f ield creates vor tices having a h igh leverage effect 
upon the s ubsequent f low f ield . 

( 1) on bodies , the s imi lar effect of vor tex peel-off due to 
merg ing boundary layers . 

(m)  The complex effects associated with the coupl ing of e lastic 
s tructures with non-steady viscous aerodynamic flows . 

An impor tant cons iderat ion in the computational analysis of 
eng ineer ing conf igurat ions is the representation of complex 
conf iguration geometry . The mathematical r epresentation of complex 
geome try i s  a soph isticated technology in itself . For those 
computational analyses where f low f ield g r id str uc tures a re required , 
the mathemat ics of gr ids can be very sophist icated , part icularly for 
complex aircraft and eng ine shapes . 

IV- 2 .  'l'HE THREE MAJOR PHASES OF CFD DEVELOPMENT 

Th ere are three major phases of the CFD development cycle , each 
con tr ibuting to the total process in an impor tant way . These are 
depicted in Figure 4 .  

The f irst phase i s  the r esearch phase where enabl ing technology is  
provided by indiv idual contr ibutor s .  I t  involves the conceptual 
development of the computat ional scheme , algor i thm development , and 
test ing by means of pioneer ing appl ications . The f irst phase ends 
when there i s  a h igh conf idence that the technique will be 
successful . However , the actual structure of a useful software entity 
that has the potential of really useful appl ications is  at its 
incept ion . The f irst phase i s  normally funded by NASA or other 
government agencies , and i s  implemented by government agencies , 
universities and certain segments of industry . 

The second phase i s  the development phase which involves the 
product ion of a user-or iented method developed i n  a way to adequately 
addr ess the eng ineer ing problems for which i t  was intended . Th is 
phase can be expens ive and t ime consuming . In  the past i t  bas been 
government funded . However , i n  the present atmosphere of reduced 
government budgets , fund ing suppor t for this type of CFD development 
wor k is in ser ious jeopardy . An add itional factor is  that this phase 
has not received the visibil ity i t  warrants according to its potential 
value to a ircraf t des ign . I ndustry , also operating under reduced 
budgets , will not be able to absor b the sharp decrease of the funding 
of s uch wor k .  Th is work is  long term in nature , benef its the entire 
aeronautical commun i ty ,  and is a growing factor i n  defense 
appl ications. Th is phase should also contain bench mar k ver i f ication 
testing which is scr utinized by the community of exper t technolog ists 
necessary to establ ish i ts r eadiness . I t ,  therefore , i s  an 
appropr iate area for federal stimulation and support . 
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The th ird phase i s  th e  usag e  phase . Thi s  i s  the per iod where the 
user learns how to use the capabil ity effectively , where many 
appl icat ions ar e invest igated , wher e  ref inements are introduced based 
on usage , and where a matur ing capabi l i ty results in  a h igh level of 
payof f (high value to a i rcraf t des ign) . Thi s  phase has been and 
should continue to be f unded by the user (pr imar i ly industry) .  
However ,  the success of phase three will hinge di rectly upon 
successful suppor t and implementat ion of phase two . 

IV- 3 . THE ROLE OF CFD IN  AIRCRAFT DESIGN AND ANALYS I S  

How w ind tunnel testing and CFD contr ibute t o  th e  many elements of 
des ig n and a i rcraf t  developmen t are shown in  Table 1 .  The relative 
s tr e ng ths and weaknesses of each are presented along w i th an 
assessment of change by the end of the next 15 years .  De s ign e lement s  
important t o  both commerc ial tr anspor t ana mil i tary tactical a ircraft 
are presented . Thi s  informat ion makes i t  c lear that the roles of wind 
tunnel tes ting and CFD are complementary in the design and analys is o f  
a i rcraft , and these roles evolve as th e  capabi l i t ies o f  the two 
technolog ies develop .  I n cons ider ing the entire p icture , some overal l 
generalizat ions can be made . 

( a )  over at least the per iod of f if teen year s  cons idered in th is 
study , the role s  of CFD and the wind tunnel will be complementa ry , 
r a ther than compe t i t ive , because two ent irely d i f ferent tecnn1ques 
are involved . one is computat ional and the other is exper imental ; 
the ins ignts , s treng ths and weaknesses , and adaptabi l i ty to the 
problem at hand will always be quite different for the two 
pr ocesses .  

( b )  CFD provides detailed insight , par t icular ly i n  very local areas , 
as  to how wel l  the designer i s  meet ing his  obj ectives . Thi s  
provides g uidance for conf igurat ion opt ions t o  be examined i n  the 
wind tunne l .  Also ,  CFD provides diagnost ic help in the 
understanding of problems that surface in wind tunnel testing . 
However , when integratea force s and moments ar e des i red there are 
inherent mathematical inaccurac ies assoc iated with small 
d i f ferences of large numbers . 

(c )  Wind tunnel testing allows a g lobal integration of all the phys ics 
involved in the exper iment . This  means that integrated force and 
moment data ar e obtained d irectly by wind tunnel balance 
measurements .  Although wal l  ef fects , low tes t Reynolds ' number s ,  
and model mounting effects are inf luences w i th which one must 
contend , a carefully run wind tunnel exper iment by an expe r ienced 
eng ineer provides a great deal of meaning ful information . 

( d )  CFD allows a rapid analysis  ite rat ion of conf iguration 
modi f ications , providing a des ign opt imi zation capability .  

( e )  CF D  can provide geometr ica l •design • informat ion ; that i s ,  the 
shape required to provide a des ired pressure d is tr ibut ion .  Th is 
is the inverse of the norma l tas k i n  computa tional wor k ,  a 
capability unique to CFD . 
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TA B L B  1 .  R I LA T I VI S T R I N O TB S  (AND WIAKNISSIS)  OF W I N D  T U N N I L  T I S T I N O  AND CJD 101 AIICIArT DISION 

I SUioiECT 111110 T...a. CFD THE NEXT 15 YEARS 

� COIIF IGURAT IOII DEV£LOI'M£11T - - - - - - - - - -s treng til s-- - - - - -- - - - -- -- - - -- - -s treng tll s- - - - - - - - - - - - - - • · - · - - - - -- -tFD- - - - - - · - · · - - --

0 P�ovl des c o nf l ..-. t t on that desi gn 0 Provides otOre l nfo,...tlon abou t th e  0 � tstlndl ng capabi l i ty  to IIOdel 
0 111 ng Crui se Dts l gn objec tive s we re -e t ,  e . g  • •  drag l eve l . e �t l re  n ow  f i el d ,  and thus , l e ads to .odera te l y  c o., l u  conf f gu�atl ons I n  

drag r i se ,  shock strength and l oc ati on , I proved u nderstand i ng of how & de s i gn t�a n son l c  n ow  whi l e  ac c ount i ng f o r 
de s i red l o ng i tudi na l  stab i l i ty can be l apro ved. vi scou s effects (good resol uti on o n  key 
cheracterfstlcs , end eccepteb l e o ff 0 Anely s f s fl ow  tfae Is fast end cost Is ccaponents a nd .. J o �  pl\ysfcal  phenc.ena 
des i gn perfo..ance a n d  stlbl l f ty l eve l s . l ow  coap�red to wi nd tunnel testi ng . accoun tea fo r I n  stea� f l ow ) . 

0 Unc o vers surpri ses I n  the phy sics  of the 0 Provi des s011e l nfo ,...tl on on f n d1 v l dua l 0 R.el f ab l a  al gorl thas for gr i d  generati on , 
fl ow th a t  o re  l apo ssl b l e  to de tec t  fro. drag ccaponen ts . E u l e r  e q u a t f o R a o 1 v e e a , a n d  
coapute tl onal • Utods due to the 0 Val uabl e as a way to che c k  wi nd tunne l bounda ry l ayer cQde s .  
S I IIP l l ff ea .ode l s  u se d .  1 nterference effects. 0 lapro ve d  re l i ab i l i ty of d r ag c a l c u l at i on 

0 f1 ow v i s u a l i zat i on provi des f o r  0 llo s t  c �l tl c a l  region s of the wf ng c a n  be technl  qu e s .  
di agnos i s o f  g l obal phy s i c a l  s tructure . I denti fied and aodl fied pri o r  to testi ng .  t De vel op-e n t  of affordable lla vl e r  Stokes 

0 Reflects c0111110nent I nterferences . 0 �tstlndl ng ctpabl l l ty to IIOdel c oepl e x  al gor! tt.s th a t  can be u s e d  to l ap ro ve 
0 Large da ti base of etrll e �  wi ng s  te sted conf l g u �atl ons In subsoni c and ' u nderstand i ng  of co.,l ex v i sc ou s  

a nd l a rg e  dati base o f  wi nd tunnel t o  superson i c  fl ov .  I nte racti o n  phe no-ena . 
fl i ght c�arh ons prc.ote confl denc• I n  " Good pre dict i on of shock l ocati on and 
obtal nl ��g  aeanl ngful  l nf oraltl o n .  s tre ng th ,  an d drav l nc re.n t s .  

--------- -aknesses---------- ----------ak•sses- -------- - - -- - - -- - � 1 nd tunnel · · · · · · ··· · 
0 Long l ead u- are requi red for tasti ng 0 SoM llfiYsicat phe-na are not 0 la p roved unde rstandI ng of vi nd tu nnel to 

a - configurati on due to IIOCie l  edequltaly 110del ed o r  not 110del ed a t  fl i ght correl ati on . 
construction and fact t i �  schedul i ng .  a l 'l , e . g . , discrete v ortex e f fects due 0 Ful l sca l e  Reyno l d s  ,.._.,., r wi ll  be 

0 1M vari ous sources of drag ( i nduced , to st�a kel ets o� vanes . a va i l ab l e  at the National Tra n so n i c 
vave , proft t e l  are di fficut t to i solate. 0 berf c a l  a l gorf tlla s a re  not yet Mture Fac l l f  ty ( NTF I . 

t llodet n exlbt t t � .  IIOCiel suppo rt ,  and e nough to be c oiiPletely re l i able.  0 lapro ved tri p pi ng  tec hni ques v l l l  al l ow  
vf nd tu-1 .. l l  effects i nterfere wi tll 0 Dr a g  c a l c ul ati on •Utods art' nel tller bette� sl .. t atlon o f fl i ght v i scous 
now analyst s. vel l es tlbl f shed nor ret h .bl e .  e f feo;; u .  t Model wt ng aeroelastt c representations 0 Al!roo. l a.s t l c  cha rac teri st i c s  a re usual ly 
are of l fllt tad scope due to cost . not re pre sented . 

t lloundll')' t .,er transi tion 1111st Mtch 0 lll ke ao de l l ng I s  I nadequate ;  wt ng-Ut l ·  
ful l scal e appl ication for cr1 ttcat can a rd  I nterfe re nc e  I s  di ff i cu l t  to 
par-tars as c l osely u possi bl e .  p re di c t .  

t Model s detartorata tllrougiiOut tastt ng t Poor pre di c t i on of s h oc k  1 ocati on  and 
due to hlndl f ng ,  confi guretlon changes , strength . 
tri p strt p appl fcatf ons , and n ow " Leading-edge features d i f f i cu l t  to 110del 
vt sual f zatlon (e . g . , ot t fl ows ) . vl tll sup•rsonl c  panel • thod s .  

t Tu-1 configurati on changes di srupt 
repeatlbt l i � .  

t lltynol ds llllllllers are t ow .  
" llf ng  l eadi ng edge 1 1 •  fl dll f �  f s  

occasi onal ty a iMIIIJ• · 

0 Wi ng  lllcet t e  Integration ----------s tre ng tlls- - -------- ----------strengtlls----------- • • • • • •  • ······-tFD·-• • •  - - - - - • •  

0 tonf l ras basic I nstil l ati on  effec t s .  0 Good design capabt l t �  for contours , 0 lilll l  deve l oped ca pabi l f ty  to otOdel 
0 Identi f i e s  probl ea a reu I nvol v i ng tt l t ,  and toe-t n i n  sube:r1 ticat n ow s .  IIOderately c�l ex confl g u�ot l ons I n  

s tro ng yf scous  I nterac t i o n s .  0 Abt l t �  to d i afiiiOse vf nd tun•l and tran soni c f l ow  wh f l e  ac coun tl ng for 

0 Represents I n  1 et and exha u s t  fl ows ve 1 1 .  n t ght resul ts.  vhco u s  e f fec ts (good resol uti on  o n  key 
0 tan detera l n e  drag c011p0nents  separate l y .  C OIIpOnents an d  •'-'or phy sical phenoaena 
0 Local d i sturbances can be analyzed u s i ng accou nted for I n  stea� f l ov ) . 

pressure ta p s  and fl ov v f sua l f zatl o n .  

- ---------aknasses--- -----·- - - - - - · - - - -aknesses· · · · · · · · · · ----------wl nd tun•t ----------
0 Costs are very hi gh for powred tests. 0 Ltal tad capabl l i � in transonic f1 ow. 0 mproved flow dt agnostfc techn�s wi l l  
0 Cal f bratfons and tast techni que 0 ::fi res separate sol uti on for i nternal at t ov better Pto'sfcal understl i ng .  

consi stency requl -ts a re  very a extarnat jet f l ows .  
exectf ng .  0 Corner v1 scous flows and vortex 

0 Of fftcut t to sort out til rust and drag fonaati on not 110del ed. 
contri butors. o Model i ng  o f  configuration f s  c .. p..-i sed 

t Hal f IIOdel tests are naedld for accuract. bY Dlllll SDaCfllll· 

8 7 a b o l  d e D o t e a  a p p l i c a b i l U7 :  o - a l l  a i r c r a f t,  C - c o a a e r c i a l  h a D a p o r t ,  II - a i l i h r 7  t a c t i c a l  a i r c r a f t  
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taprova dlatgn dlttt l a . 
t Df fftcul t to M 1 ntatn qual i ty  of cit••• 

.,. to • 80dl1 Clurt nt  a test . 

c !l !!'�u�� ::...W:..!:-'.=r:. •:-:!:�c� 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 
0 

ProYiclea gutauca on tnctptellt c lllv1 er Stoke s 501 ve rs wi l l  proY1 de a :ff!�tt011 �t\11'11 prtor to tastt 1111 ; better undeNtandt , of the plul s 1 ca1 
a ows l"'lccesf lll for dll .,f llll Mparetfon. phe�na occur1 ng n the n ow .  

c lla v 1 e r  Stokes sol vers u,y enabl e us to 
cl assi fy a su l l  nulber of fl ow pattai'IIS 
and deve l op s 1 1!p l er and cheaper 110clel l· 

- - - - - - - - - -lk nesses------ - - - - ·----···4f lld '-l ·-···-·· 
The COIIPl ex , v1 scous , vortex d011f nated 0 � flow df:C:ttc tacltn�a wf 1 1  
n ow fiel ds cannot now be adequatel y  a batter 1111rs cal  _.." 1111 · 
calcul ated for o ther than the 110st 0 IIDre ..,tr1ca1 COf'ftl atfOII biMell 
s fliP 1 e ge011etr1 e s .  f1 1 SIIIt a 1141  wt 1141  '-' wi l l  b1 obtatllld .  
Me thods d o  n o t  handl e h 1  gil a ng l e  o f  
attac k condi tions wh e re  shock s trengths 
a re  hi gh a nd boundary l ayers separa te .  

·········-strengths··········· - - - - - - - - - - - - - -cFD- · · · ··· - - · · · ·· 

Can 1111lyze IIOelerataly c-.1ax 0 We l l devel oped capab1 1 1 t,y  to IIOCiel 
conftgurattons tn sub1011t c  11141 IIOCierately COIIPl ex c:on f 1 gurat1ons 1 n 
IUPirSOIIfC fl ows. tra n50n 1 c  f l ow  wh11 e accounti ng f o r  
Ptrwtts batter �tiiMif llll Of CIIISI Y1 scous e f fec t s  (good resol uti o n  on key 
a1141 affect l'l l at1onlllf ps for COIIPOMftt COIIPOnent s  a n d  aajor PIIY s 1 ca l  phe�na 
t nteractton. accounted for 1 n steadY f l ov l . 
Can proY1 dl t nstr.:t t nto IIOelel -•1:1 1111 c li n t e r  Stoke s so l ve rs w1 1 1  be u sed to 
a1141 wt1141 �1 ntarferences. ar��l y ze pllen011e na o n  I so l ate d pa rts of 

the conf i gu rati on u s i ng zonal 1 11bedd 1 ng  
techni que s .  

·········---ses--··-····- ·····---�11141 '-l ···-··-· 
Tran1011fc fl ow a111lyst 1 of c-.lex 0 lllpnYM uncle"tllldf llll of wt1141 w-1 to 
conft gurettons not wl l clevelopa4. fl frt correl df OII C.. l ex vt scous t nterectt ons not 0 Ful scale Ra'nol da ntllllblr wt 1 1  Ill 
at•l atld . IYi t l alll e  It TF • 

'llsolute 1 ewh of perforwaiiCI (drag ) 
and stabt l t t1 not rel talll e .  

·········-strengths·--··-··-- ····-·-······4D-·-···-·-··-· 
Provt dls � unde"tiiMifllll of tile 0 S1 g n 1 f1cantly 1 •proveel ge011etry progras 
dltat l ad ow and gut aanca on llow to wi l l  a 1 d the user 1 n  Cle f f n f ng coapl ex 
tl!prove the conft turetton. shapes , 1 nc l ud1 ng 1 ntersect 1ons , a nd 

then 1 n o bta t n 1  ng e.xtract1ons fo� 
analJ'$ 1 $  pro grus . 

c lltv f e r  Stokes solvers wt 1 1  be used to 
an1ly:re pne n0111111 o n  I so l ated p1rts of 
the conf igurati o n  us1 ng zon a l  111beclcl1 ng 
techn1 que a .  

·········-·1111511·········· 
·········�f M  Wtlnll •• •••••••• 

'llaol uta drag l evwh are not reHtblt .  0 ful l ICtlt .. ,1101111 -.r w1 1 1  M 
s.Ject to su.,rt H froa occurrencaa l¥tt 1 1b1 t t\ Tf .  
lllttrt PIIJatcs w re  no \  IIOdl l tcl .  

• •  - . . .. t .. • " _.  t • a • ...  t I - • .. I t  I I W "  - • t I • I • .,  • • .  I ·  t.l - • " - - • • • I • I I • • • • .. ..  • I .  .. - - I  I I I • • • • - - • • - - • - . _ 

N .. 
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\ \ 
TABU 1 .  R I L A T I V .  B T R INOTB8 (AND WIAKNI8818) or WIND TUNNIL TilTING AND CJD JOI AIICIArT Dl8101 

-
Slaii:CT 

� CCWI&IIIIAT IOII DEYELDI'ME:IT (cont. I 
0 

0 Cowl e n d  No z z l e  Des i g n  
( E x te r n a l A e rod1ne• f c s l 0 

0 
0 

0 

0 
0 

0 
0 

0 
0 
0 

l:auiSl STMILITY Alii COIITROL 
0 

0 lisle Crvl n Stabf l l �  

0 

0 Stabf 1 I� at ua- Collldl tfOIIS (llf gll 
a1111 e-of-sttack and Macll ..-.rl 0 

0 

0 

0 
0 
0 

Ill. n..&. 

- - - - - - - - - -s treiiiJtlls-- - - - - ---- -
Ellten s h •  upe�ience and upe�t h e  I •  
til l s  type o f  testi ng .  
Identi fies "re• l "  f l ow  effects 
Cln clettrwl ne d�ag by d l  rec t  force end 
-ntwo defici t •tllods. 
Flow v l sual t Zi tl on 1 s  useful fo� 
dettr111 ni 111J fl ow d i re<:tlon , sepe ra tlld 
f l ow ,  and vomx fon��tt o n .  

• ••••••••-untSMI···-····• 

Low _,_I ds lllllller testl nt 1111 lead to 
c...-..tfw desfgn. 
llowllll ... g testa ere expenaf w ,  
S.eceptlble to errors; requf res • 
atet1atfca1 approach I NPHtabf l f t,r ) .  
lla11 _. 1  parts requf re accurate 
IIICIIfaflt· 
IIMeh are COIIPl U ,  and te1tf 11111 h 
� fffcal t. 
laol etlld Ul4l f aate1 1ed testf lllll requi red 
to .. t a1 1 faterfe- ... g ter111· 
tal fbretf- IIHdld for f nteraa1 drag. 
Dffff� sort Dllt tllnlat and dreg 
COIItri • 

----------stre����tlls·· --------

Adequate clpellf l f  � .  

----- ----UMSMS· --------

S..ftf ve  t1 _,_I ds _..r, support ,  
allld IMNnldarY l&nr traMf tfon ted.t-s. 

····-···-ltNIIIUIS· · ··-····• 

Tile 01111 UMfUl pre-n t gllt tlellnlque I n  
wf de-spread un. 
Prowfdes l nal gllt Into Ute daefnant 
sources of tlobll fl ow cllangea. 

---------�nesses----------
Interpretati on of •asured and 
wf sual f zed resul ts f l  often df fflcul t ,  
since til e  e ffects are ullsteae�r. 
I.NIII e  to wf sual l ze usocletad n ow  
fi el ds . 
-.,nol ds lllllller deflcfencles. 
Ella-11 tiM consuefnt for ful l data 
baM. 

-'fit Till: .:n 1 5  YEMS 

. ··· -···· -ltNIIIIItiiS···- -···· · ·  -------------CFD-----------

0 IIDod exteri or elld fnter1 or -11sh 0 1111 1  devel oped -11sh cejiUf l f t,r  for 
cepebf 1 f � for flo l etlld nece 1 1 11 f n erbf trery MCe1 1 e  ��!apes .... tlld on 
w-t c now. wf ng-IIOq-stl'llt co.ffguretfons f n  

" Supersonfc s f dewlsll/llpwlll cel culetfona tren-fc n ow. 
for f nlet locati on h ,..10111111 e .  

•••···-·-eklleSMS• ··- ·--- -------� na w-1 --------
0 ,._ ... , ... fnedlquete. 0 Fu1 1 scal e -.,nol ds lllllller wf 1 1  be 
0 lneccurete lllock 1 ocetf011 on cowl . enf 1 ell1e at •TF for n -tiii"'OIIIII -adel l. 
0 Di fficu l t  te al•lete nozzl e  effects . 

··-·····-stre����tlla--- --· ·· ------------tFD---------- --

0 IIDod for l f -r der1ntf ws lorbfter on c IIDod separetlld n ow -adel a .  
7471  f n IUIIIOIIf c  a nd  uper1011f c  now. c Tran-fc h wf sc f d  ca1cu1 atfona of 

0 Predfcts s� aeroel utl c effects. der1 watf vea routf • · 

··-··--·-untSMS••·-··--· ---------.wf nd  W..l ----------
0 Faf l s to predict nonl f -r pile- . o Fu1 !

1
::
.
1e  Re1no1e11 llllllller wf 1 1  be 

• ... , e at m. 
-----·-stre����Uis------- - - - · - - • •  --··-CfO·· ·- • • • • • • •• •• 

0 Euler e quati on so l vers coupled wl til 
bollndny J.,er <:ll<:ulltions and 
eepl rt ul sep1 ratl on 110clel s wi l l  prowf de  
a sl gni f l <= t n t  Clpebl l t \)' .  

0 However , no <:lpebl l lt,y to an1lyze 
<=OIIPl t te c;onf l gu ratl o n s  I n  a llavf e� 
Stoke$ sol ver. 

--------.. s--------- - ---------wl llld WNWI ·---------

0 No capebf I f � .  0 Ful l  scale Re1noldl lllllller wf l l be 
enl l elll e  at •TF. 

S 7 a b o l  d e a o h 1  a p p l l c a b i 1 U 7 :  o - a l l  a i r c ra f t , C - c o a a e r c l a l  t r a a 1 p o r & ,  II - a i i U a r J  & a c U c a l  a l re r a U  
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TABU 1 .  B I L A T I V I  8T B I N O T B 8  (AND W I A J: N I8818) or W I N D  T U N N I L  TISTINO A N D  CJD JOB A I B CBArT D I S I O N  

SUB.IEtT 111110 TIIIIIEL CFD THE IIEXT 1 5  YEARS 

CAUISE STABILITY AIID tOIITIOL (cont . ) ----------strengths----------- ----------strengUis----------- --------------e:FD--------------
II Tradt tf01111 tool for tilt s f nfol'llltton .  II 110 approecflble Chllltll fi"'OI tolley . 

0 Dy-f c Stebf l f ty  II Provf4es utf sfactory resul ts.  

- ---------aknesses---------- ----------lknesses---------- ---------wf 11c1 tunnel ----------
II 110 capabf l t ty .  II 11tw rf g f n  the '"ES 1 2  foot tunnel wf l l  

f ncrease Re,ynol ds lllllber a t  subsonf c  
Slleeds. 

0 Control Surface Effactt wness ----------strengths----------- ----------stl'llltltlls----------- --------------CFD--------------
0 lest tool for tllf s  f nfol'llltt on. 0 Prowt clts - l tllf te4 caplbf l f ty .  t llnf er Stokes sol vers wf l l  f nc l u4e  

0 ten account for - stucl1 uroel ntf c aeperetf on effects.  
effects. 

----------lknesses---------- ----------.�tnesses---------- ----------wf IICI tunnel -- --------
0 Re,ynol ds n.-.r effects Ill)' be l arge f n 0 Rasul ts are not always rel flble .  0 Ful l scale llt1nolds lllllber wt l l  be 

�. cases .  naf l abl e at IITF. 
0 Control Surface Hf nge Moeents ----------strengths----------- --- -- -----strengths----------- --------------CFD--------------

0 But tool for tllf s  f nfol'llltt on.  0 Provfclts s- l fllf te4 caplbf l f ty .  
0 Pre4fcts steacl1 uroel astf c effects . 

----------aknesses---------- ----------aknesses---------- ----------wf nd tunnel ----------
0 Re,ynol ds lllllber effects Ill)' be l a rge f n  0 Resul ts are not rel flbl e.  II Occntonel 17 �nt zed due to 

•i�J cases.  subscal e clellonstrator. 

0 Dtvfce Raff -nt (Vortex Generators , - - - - - - - - - -s t.reng th5- - - - - - - - - - - ----------strengths----------- --------------c:FD--------------
Fences , etc . I 0 Thi s 1 s  the best �oetho d fo� de v 1 s t  ng 0 Prowf clts gufdlnCe concerning l ocal fl ow 0 linter Stokes sol wrs wt 1 1  great17 

theH types of f 1Jtes .  df rectfons for cltwf ce al f er-nt. fiiPI"'we pre4fctf ve caplbf l f t7 f n Ulf s 
0 Ve rl f t e s  re a l n ow  effec t s .  0 ten sf., late fl fgllt Ra7110l ds ....,.ra. area. 
0 Good ogre...,nt between wf nd tu n ne l  allcl 

n t ght tes t  hu been de.tnstrated for 
vo�x genera to r  d fects . 

0 More recent f l ow vhual t ut i on 
techniques h a ve  bee n  val 11abl e fo� 
understandi ng e f f ec t s  of dev i c e s .  

----------lknesses---------- ----------unesses---------- ----------wt llcl tunnel ----------
0 llt1nol ds n.-.r constraints •ke proper 0 tennot predfct c01111l ex wt scous plle-ne. 0 lllproYICI plul sfcal uncltrs\Pdfng ,  flow 

4esf gn l abort oua and dt fftcul t. 0 tennot .01 di screte vortex effects t n wf sual f zatf on •tiiOds ,  and flow 
0 Leek of proper Jlllrafcal unclerstellclf ng subaonfc or trensontc fl ow. df a,nosttc tecllllfques wf l l  provf clt the 

allcl f llldlquate fl ow 4tagnoattc tool s  bas s for a • re  efftctent and 
•te tile cut allcl try IPProacll dtfftcul t.  ust.attc 4eafan u-.c:ll. 

8 J • b o l  d e a o h l  a p p l l c a b l l l t J :  o - a l l  a l r e r a f t ,  C - c o •• e r o l a l  t r a a e p o r t ,  II - • l l l t a r J  t a c t i c a l  a i rc r a f t  
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T A B U  1 .  R K L A T I V I  8 T R I N O T B 8  ( A N D  1nAJ:N.S818)  or WIND T U N N I L  TIS TIMO A M D  CJD JOI A I I C IArT D1810M 

SUI.IECT IIIIID TII*L CfD THE IEXT 1 5  YEARS 

latM LIFT SYSTEM DEYELOI'MEIT ----------s trengtlls----------- --------- -s trengtlls-··----·-- --------------CfD--------------

0 

0 

0 

0 
Eaplor.tlon of Tr1dls , 'llrlous Hi gh  Li ft 
Dnlces 0 

0 

0 

0 

0 

0 

0 

0 

0 

Aslls-nt of "ul- Li ft level s ,  
Various F1 1p o.necttons  0 

0 

0 

0 
0 

0 

0 

Aslls-nt of Al rcr.ft Drag 1t Hlgll 
Li ft,  Ytr1ous rl iP Dlflectl ons 0 

0 

0 

0 

0 

0 

The on ly tool eve t l ab l e  for obtalnlll!l 
goao answe r s .  
Large data bne o f  h i gh 1 1 ft �s� 
eva l ua t i o n s  In tunnel s .  
Extensh e x pe r i e nce e n d  eapert l ll  I n  
thi s �pe o f  testi ng .  
O.ta b ase  o f  wl na tu n ne l  to fl ight test 
c�rhons .  

------------Sill---------
It Is di fficult  to I nstal l ICCUrttel.r 
- .adll 111rts • to "-lr -l l shle. 
Ullcertel•tles • to -.,nol ds llllllllr 
effects _, distort tredls. 
IIIQ tilt COIIffiiU"tfOIII IN l'lqiii Nd to 
ICCOIIPl h ll  trades. 
�� ���� �sU. Intlrlerencas lre not 
Wl l Understood, 
lllc11111 of .adll scale , •st of hi

t,' 1 t ft eXCI'ISCeiiCIS (ltld-trHW!It , fx141 
lHdfll!l edge cutGIIts , support 
f1torlere.cts ,  liiUgts, llld uroelutf c  
effects ) ca-t be atudfld ••nf ll!lful l.r . Df:=� fl aw w1 11111 1 utfon •tllocls are 
I na  te. 

The 
·
;;i;

-
;;;�::if!:�;

-
;;;·;;;;;nhlg 

gooo ens rs. 
Good gl obal resul ts c1n be obtefiiiCI 1t 
.. n.r ang l e -o f -tttack and fl ap dlnectlon 
condi tions . 
n ow  v t suel tzatfon by ••ns of tufts c:an 
be he l pful . 
Large dlte bue of confi gurati ons tested . 
Yt l llll!l e  even I f  o�l Y u11d lnc.-ntal ly . 

----------.kntllll----------
C111 ghe llfsllldf lll resul ts at wf lld 
tu-1 Re.rnolds 111111111"· 
DDes 110t prowfdl IIICII gul duce 11 to 
wlllc:ll flow detai l s  l l.t t  aerfo!Wince. 

----------strengtlll-----------
1'111 onl.r tool l'fll l lble  for obtalnl lll 
good •n-rs. 
&ood gl obll resul ts c1n be obtai iiiCI at 
•111 lll!ll e-of-ettac:k alld fl ap dlflec:tlon 
condl tiona. 
Can sl.,llte ground effects. 

_ _ _ _ _ _ _ _ _  _.,.. .. , ________ _ _  

DDes not provi de IIICII guidance u to 
Wlll c:ll fl ow detai l s l l•l t perlo�W�nce. 
llll.r on ... 1 -e��pl rl c:ll •tllods to hel p 
dete,.I M fl i ght pollrl• 
High Reynol ds n.-er testl ll!l l l.t tld by 
c:ost . 

0 Can be utl l t zed to e1 1•1 nate unfl'lll tful 0 lllfiMd process for celcul1tl ng 
ccmft guratl on possl bl l 1 t1es.  re1l l stlc pl tclll ng -ta for tile 

0 li fti ng l i ne •thods are 1 �• 1  f o r  trade hl glll.r whcous nows (tal l on and t11 l  
studl u ;  th ey  s h ow  prt .. ry eero4)'-lc off ) . 
effec t s , ano a re sl•p l e  and cheap to Ull· 

0 Two d 1 Mnsl ona1 M thods are u seful for 
ta f l orf ng section s .  

------------Sill---------- ---------... 1 nd tu-1----------
0 F1 1fs down wl ll!l wake h not 

rea t sttcal l.r .adl1141. 
0 c:c.plex wt scous effects IN not Included. 
0 lllctl le or tllrust effects are gener. l l.r 

110t Included· 

----------ltrell!ltiiS·---------- --------------CfD--------------
0 Cln be utl l l ucl to el l.tnate unfrui tful 0 lllvler Stoku solve" wi l l  be ,.,. 

confl gur.tlon possibi l i ties.  v1l ulbl e f n  I!Mbl l ng us to pin dawn till 
0 Predicts •xf- l i ft u 1 function of pile- l n l tl1tl1111 brllkdowlo Til l s  

-.,nol ds ..-er reaSOIIIbl.r wl l for wi l l  enlble us to do l oc1l tai l ori ng to 
current technology wf ii!IS· l11prove ••1- l i ft. Al so , t11111 

0 A l l .tted desi gn l l ll'flrle l c:apebl l l �  sol vers wi l l  prowl dl l nal gllt Into till 
exi sts . progreulon of stal l Pltterns 1nd enlble 

us  to c:ontrol pltchup. 

--------- -a.•sses---------- ----------wl nd tunnel ----------
0 lllpro-ts IN nuclld I n  •del lng 0 lllproftd f l ow  dl 1gnosttc techni ques wi l l  

tllrll-dl-alonll IIPirltlon , 11 l ow better pfiYslc:ll undlrstalldl ll!l • 
particularly for C:OIIPltx g-trl es. 

---------ltNII!ItiiS·---------- - - - - - - - - - - - - --CfD- - - - --- - - - - - - -

0 Cln be utl l f ucl  to el l•l nate unfrui tful 0 Better I nsl gilt I nto drag c:ontrl butors 
c:onfl guratlon poaal bl l l tles.  wi l l  be possi ble l1lt110ugll total drill 

predlc:tton wi l l  stf l l  be unrel 1 1ble l .  

-------- -knlllll--------- --------... 1 nd tunne 1 ----------
0 C.Pibl l l ttes IN qutte l l•l tld .  

S :r • b o l  d e a o h l  a p p l i e a b l l HJ :  o - d l  a l r e r a l t ,  C - e o • • a r e l a l  t r • a e p o r & ,  II - • l l Ha r J  & a e U e a l  a l re r a t &  
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TABU 1 .  BUATIVB 8 T B B N O T B 8  ( A N D  WBAJ:NB88B8) OW W I N D  T U N NBL TBITI•o A•D CWD WOB AIBCBAWT DBIIO. 

SUioiECT lll• n.&. I:FD TIE IEXT 15 YtMS 
�1111 LIFT SYSTBI Dnti.IIIIEIIT lc011t. ) ----stNftltlls--------- -----sv.t��t��s-------- -----------c:FD----------

0 Prowtdls t ast gllt t .to Ull doiiiMnt 0 filM for t nt ttal dllt gn  .,tcluce , post c lllwt er Stokes soh ers wt l l  prowtdl a 
0 .. ffet .. .,.t ns , Stal l l'lltterns , aed -rces of 11o11a1 fl ow cllule•· dlltgn reft-t, aJid re-dlatgn better lndll"lltaedf .. of Ull J��Wstcal 

Stallt l t t,y  at llt gll Lt ft Lewel l 0 ldlntt ff u real " fl ow effects. .,tcluce for llt gll al!*t l"lltfo wt ngs. ..._ .. occurt ng t a u. fl ow • 
-----------··-------- ------------------ -------1ff llll '-1------

0 ln::fretattoe of MUINCI allll 0 1lle CCIIIplea , wt-•· vortex _, nated . 0 :t:"" fl ow dt:;tt c tecllllt ... s wt l l  
wt- t ad  resul ts are often dt fftcul t ,  flow fteldl cannot - be adlqllltel.r a ow better !lllr s cal lllldll"lltaedf ng .  
lfiiCI tile effKtl a N  Ill-- · calcul ated for oUier tllal Ull •st 

0 INble to wf-l f ze asMCfated fl ow lfllple ..-trtea. 
ffel u. 

0 -.,nol dl llllllber effects are dt fftcul t to 
Ulldlrltaed .  

0 Aeroel asttc effKtl are 110t _...led. 
0 Engf na-out '-rfor��aece AsMs-t ----------stret��t��a---------- ---------stl'llngtlll---------- --------------c:FD---------- ---

0 flllod for drat due to COIItroh , st dlsl t p ,  
allll t nl et ap f l l a  .. .  

0 Caa _...1 engf na wt ndlf l l f ng to -sure 
llf gll lpf l l  ... drat• 

0 Pressure taps and flow ....-retf on llelp 
eatalll f sll areas of cowl ....-retfOII . 

------------····---------- ---------·····-------- -------1ff llll tu-1 ---------
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( f ) Flow visual i zation , o f  sor ts ,  can be obta ined through wind tunnel 
test ing or CFD , but the pract ical techniques and practical 
applicat ion of f low vi sual ization are far more developed and 
usef ul from the wind t unne l .  

(g ) When a n  aerodynamic effect o f  s ign i f icance has been encountered , 
e i ther i n . CFD or w ind tunne l  testing , the ef fec t i s  of ten s tud ied 
from the other per spec tive as well , to gain the most possible 
under s tand ing . . 

(h )  once a wind tunnel model i s  built for a f inal conf igur at ion , the 
collec t ion of •data base• informat ion ( for performance , stability 
and control , and a ir loads)  i s  eff ic iently accompl ished i n  the wind 
tunnel , par t icularly when cons ider ing the large number s of 
cond it ions required (Mach number s ,  angles-of-attack ) .  

( i ) cur ing the nex t 15 year s ,  computation of vor tex and v i scous f lows 
w ill provide a vastly improved theoretical descr iption of the f low 
f ields .  Development of Navier-Stokes solver s will help in 
model ing local reg ions of separated f low . However , the lack of 
adquate model ing of turbulence may stand in the way of a complete 
f low f ield analys is.  

IV-4 . THE DI STRIBUTION OF TYPE OF ANALYSIS 
IN THE DESIGN OF AN AIRCRAFT 

Insight can be gained on a large var iety of requ irements for 
compu tat ional analys is by study ing the distr ibution of work in w ind 
tunnel development programs . The F-16 i s  an examp�e of a product 
wh ich requ ired the study of  a large var iety of  configuration 
components and a large var iety of f low f ield types . 

The F-16 i s  a high- technology , modern f ighte r  a i rcraf t .  · I n  thi s  
progr am ,  a total o f  near ly 1 2 , 0 00 hour s o f  wind tunnel testing was 
accompl i shed over a per iod from 19 7 1  to 198 2 .  The a i rcraf t represents 
a h igh degree of aerodynamic technology for ' this t ime per iod . 
Although f ighter a ircraf t operate normally in a greater var iety of 
f low f ields than do commerc ial transpor ts , this a ircraf t  i s  not 
des igned for STOL capabi l i ty ,  and thus , i t  does not have such other 
complex des ign features as h ighly tuned , h igh- l if t  sys tems and/or 
propuls ive sys tem interac tions for vec tored thr us t  and thrus t  
reve r s ing .  

Figure 5 presents a test summary of the F-16 program broken down 
into major tes t requirements through the evolut ion of the 
conf iguration , and i ts introduction as an operational , f ir st-l ine 
f ighte r . The chart also shows the number of tes t hours in each of the 
categ or ies for the s ubson ic ,  tr anson ic , and super sonic test r eg imes.  
These results show tha t a great deal of emphasis  was placed , dur ing 
the w ind tunnel development , on tr anson ic testing and on high 
angle-of-attac k test ing in the spin ,  stall , and controllabi l i ty 
areas . Th is emphas is is  typical of h igh-performance f ighter a ircraf t .  

An attempt has been made to relate the wind tunne l test ing for the 
F-1 6  progr am ,  as shown in F igure 5 ,  to f low r eg imes with increasing 
degrees of complex i ty .  A summary of thi s  informat ion i s  shown i n  
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Fig ur e 6 . I n  this f ig ure the approx imate wind tunne l  hours  related to 
seven maj or f low categor ies are broken out t or subsonic , transonic , 
and superson ic f low reg ime s .  

I n  F igure 5 the a ttached f low category i s  ind icat ive of c r u i se 
cond i t ions where the f low i s  predominantly attached , the 
ang le-of-a ttack is smal l ,  and the ang le-of-yaw is zero or small.  The 
vor tex f low category is cons idered to be impor tant at mode rate 
ang les-of-attack where the s trake vor tex plays a s ignif icant par t in 
the aerodynamic pe rformance of the a i rcraf t .  The ca tegory of mixed 
vor tex/attached flow ag a in i s  taken at moderate ang les-of-a ttack w i th  
moderate yaw where vor tex interact ions with the attached f low over the 
var iable camber wing become impor tant in the design and evaluation of 
the config uration .  The mixed vortex/separated f low category i s  
ind i cative o f  high ang le-of-a ttack tes ting with s ignif icant yaw where 
large port ions of the flow over the wing may be separated and 
i nteract ing w i th the s trong s trake vor tex . The dynamic flow category 
includes those tes t hour s where s truc tural interac tions w i th a 
separated flow are impor tant , e . g . , flutter and buf fet testing . The 
f inal flow category , labe led complex geometry coupl ing , is ind icative 
of h ighly loaded conf igurat ion with weapons , pylons , pods ,  tanks , 
etc . , wher e the complex ity of the geome try i s  a d r i ving feature of the 
str ong ly inter acting f lowf ields w i th separation and shock i nteract ion s .  

Thi s  breakdown i s ,  o f  course , approx imate but represents an 
est imate of the test ing that was accomplished in the F-16 progr am 
broke n into categor ies tha t can be related to computational methods.  
One point that may be  noted i s  that only about 15 percent of the total 
tes t ing accomplished on the F-16 was in the attached f low category . 
The actual des ign points of maneuver , acceleration ,  e tc . , r equ ire 
des ign to be accomplished unaer cond it ions of  much more complex f low. 

IV- 5 .  THE ROLE OF CFD IN ENGINE DES IGN 

Histor ically , the ques t for enhanced eng ine per formance ha s led to the 
use of more complex eng ine conf igurat ions and more exotic mater ials . 
Eve n though computer usage has increased drama tically , the development 
test hours to ach ieve eng ine matur i ty have rema ined roughly cons tant.  
The ground tes t  prog ram i s  necessary to ver i fy the safety , l ife and 
operat ional charac ter istics as well as the per formance of the eng ine . 
such demonstrat ions s imply requ ire  t ime to accompl ish , and any 
poss ible condensation i s  carefully cons idered in the exist ing 
developmen t proces s .  The h i s tory of eng i ne test ing shows that new 
tests have continued to be added , for example ,  tests for icing ,  water , 
sand and gun-gas ingest ions , alti tude rel ight , inle t  d i s tort ion , 
thermal fatigqe , rapid throt tle movements , alter nate fuels , and 
aeromechan ic s .  Because of the obv ious safety implication s ,  necessary 
tes t fac i l i ties and techniques have been developed and bui l t .  It is  
reasonable to assume tha t the numbe r of eng ine tes t  hour s will not be 
dr amat ically reduced in the next 15 to 20  years ,  progress in des ign 
capabi l i ty will be used to enhance eng ine performance r a ther than 
reduce development time . 
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3 6  

The eng ine des ign proce ss incorporates  a mixture o f  analyt ical 
techn iques , empir ical i nformation , and des igner ' s  exper iences and 
pre j ud ices . The des ign tools are continuously be i ng ref ined and 
improved as new analytical techniques are developed and new 
exper imental data become s ava ilable . A high level of conf idence in 
these new techniques and data i s  requ ired before they become 
i ncorporated into the des ign system . To bu ild the necessary 
conf idence level , it is  necessary to cont inue bench mar k  exper iaents , 
r ig tests and full scale eng ine tests with real istic boundary 
condi tions . However , a shi f t  will occur f rom r ig testing to more 
eng ine testing . Demands will increase for deta iled , and highly 
accura te internal eng ine information . 

Progress i n  the applicat ion of CFD to eng ine components i s  
summar i zed in F igure 7 . Appl icat ion o f  CFD t o  eng ine components bas 
focused on the non-l inear , inv i scid analyses , includ ing boundary 
layer s ,  Reynolds-averaged and Navier-Stokes analys i s .  Only 
two-d imens iona l and s imple three-dimens ional geometr ies have been 
cons idered . 

The contr i but ion of bench mar k experiments,  r ig tests , full scale 
eng ine tests and CFD to the des ign of different eng ine components is 
shown in Table 2;  the r elative s treng ths and weaknesses of each are 
presented along with an assessment of change in the nex t 15 years .  

The application of CFD by S tages I and I I  i s  les s  successful for 
i nte r nal than for exter nal flows because of the increased diff iculty 
of tur bulence modeling and therefore lags by approx imately f ive years .  

IV-6 . THE ROLE OF CFD IN MISSILE DES IGN 

Miss i les operate in all speed r eg imes and at the extremes in  the 
ava i lable fl ight envelope . The general classes of missiles cons idered 
today are ( 1 ) the shor t r ange and h igh per formance a ir-to-air or 
ground-to-ai r  missiles r ( 2 )  the long range cru ise miss ile ; and ( 3 ) the 
s tr ateg ic offens ive system or r e-enry system. 

The shor t range ai r-to-a ir or ground-to-air miss ile operates at 
super sonic speeds over a wide angle of attack r eg ime and has the sa.e 
aerodynamic des ign requ irements as f ighter a i rcraf t .  

The str ateg ic cru i se miss ile operates a t  subsonic to supersoni c 
speed s ,  a t  a low angle of at tack over a long range w i th some form of 
a ir breath ing propulsion system . S ubsonic computat ional problems are 
qu i t e  s imila r  to those i n  the design of transport a i rcraf t .  
Super sonic computational problems a r e  greatly r educed and can be 
reasonably handled by cur rent codes and the i r  log ical extrapolations . 
I n  spi te of th i s ,  there i s  l imited use of CFD in the aes ign of such 
conf igurat ions at the present time .  

S tr ateg ic Offens ive Mi s s i le Sys tems are character i zed by 
hype r sonic flow f ields about relatively s imple conf igurations wh ich 
must cons ider the influences of r eal gas effects and the interac tion 
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Component 

:r n1ets 
( Ex ter nal)  

CFD Capabi l i ty 
i n  Hand 

Stage* II  
s imple 3-D + 8/L 

3 7  

CF D  Capability 
Under Development 

Stage I I ,  3-D + 8/L 
S tage I I I  

:I n1ets 
( I n ternal)  

Stag e  I I ,  2-D + 8/L Stage I I , 3-D + 8/L 
Stage I I I  

Fan s  and Stage I I ,  2-D 
compressors 

Tur b ines Stage I I ,  2-D 

C<XDbustors Stag e I I I ,  2-D 

�a l Flows i n  Stage I 
seals , Cavities,  
E tc .  

unsteady Flows S tage I I  

*Stages are def ined i n  Chapter I I  

Stage I I , 3-D + 8/L 
Stage I I I , 3-D 

Stag e  I I ,  3-D + 8/L 
Stage I I I , 3-D 

Stage I I I ,  S imple 3-D 
complete 3-D 

Stage I I I ,  2-D and 
S imple 3-D 

Stage I I I  

Read iness 
for De s ign 

5 Year s 
10 Year s 

5 Year s  
1 0  Years 

5 Years 
10 Years 

5 Years 
10 Years 

5 Year s  

10 Yea r s  

15  Years 

F ig ur e  7 Appl ication of CFD to the Design of Eng ine Components .  
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T A B L E  2. R E LATIVE STRENGTHS lAND W E A K N ESSES) OF GROUND T E S T I N G  A N D  CFD E N G I N E  D E S I G N  

SUBJECT &1101110 TEST IllS 

JaETS I Interna 1 Aero«b'..t c s )  ·······-··s �ngtlls·········--
0 Provl d u  l n fo .. a tl on on a l l fe a tu,..s of 0 

tile I n terac ti ve flow fiel d ,  s teadY end 
uns teactY .  0 

0 Provf des bnl c perlorwanc e l e vel  
f nfoiWitl o n ,  f nc l udf ng foi"Ce s on the 
surface . 

0 

0 to-pressor l n terec tfons t i n  be f ncl uded. 0 
0 Surpri ses  ca n be I den ti fi e d .  

----------witnesses---------
0 lccuracy of .,dtl tests I s  l ne cltquete .  0 
0 Di fficul t to e xtrepolete resul ts to ful l 

scel e "-Ynol ds n.-ers. 
0 Di fficul t to very confl gurt tl ons. 
0 lne dtquete free strtt• sl.ul etion. 

0 

IIOZnES ----------streng tlls-----------
0 Dptlllf zltl on of cc.pl e x  nozzles f s  .,re 0 

cost-effec ti ve  vf tll .,dtl tests. 
0 Aero...-l c  foi"Ces,  cool f ng fl ows , end 

tctuttton cen be l ncl udtd. 
0 Surprl ses cen be t dentf fled. 

----------wetnesses---------
0 Sttl f ng of .,dtl dttl to ful l sfze needs 

l•pro-nt. 
0 

0 Correction for e xternel flow flel d 
effec ts I s  l ne dequete. 

0 

FAllS tnd COII'R£SSORS ----------s treng tlls-----------
0 New concepts cen be expl ored, e . g .  0 

I nfluence of unstetd)l fl ow effects. 
0 Surpri ses cen be I denti fied. 0 
0 Desi gn I ntent cen be verf ft ed. 
0 Ptrlon��nce vf thl n  tile selec te d  v-tiY 

c t n  bt opti•l zed. 
0 

0 Dff-dtslgn perlon��nce ctn be •nured. 
0 Aero.echtnlctl stlbl l f �  cen be 

tstlbl l shtd. 
0 C:O.ponents cen bt dtvt loped for 

perlonNnct end 41rlbf 1 1 � .  
---------weknesses----------

0 Tes t  costs ere hf gh. 0 
0 Lo:f turneround tl• for htrdwere 0 

., flcetl ons .  
0 There f a  1 1 ttl t fl t xt bf l l t,y  I n  

optl llf z t ng til t  fl ow-pe tll end Jlllysfcal 
ttO.try .  

o �!urecy and qua:!IS.!! I ntimal 0 

CfD 

-------- -s treng tlls----------
Al lows e.rt.trnal fl ow l n terac tfons to be 

. .,dtled. 
Pro vi ells I nl ti tl I nfon��ti on on 
prospecti ve c011p0111nt perlon��nce. 
Al l ows  repl d sorti ng of eff,ec ts of llf nor 
confl guretl on chtnges. : 
Al l ows  eerly l dentl flcttion of crf tl ctl 
ques ti ons.  

---------wetnesses----------
11110' Jlllyslctl phe-n• not now 
tcltquetlly .,dtled, l ncl uclt ng boundlry 
l _,.er control device s ,  unstetd)l effec t s , 
cc.pl l cttld �tries,  tOIIpl'tssor face 
Interac ti on s ,  etc . 
Requi res nonl f netr l nvf sc l d  or Reynol ds-
evereged Mlvl er-Stotes COIIPUtlti on for 
••n1 ngful resul ts.  

--------- -s treng tlls-----------
CFD fs used In the dts1 gn of sll!pl e ,  
non-sepereted nozzles 

----------wttnesses----------

ll!pro-ts t n  .,del f ng fl ows f s  needed 
end •st I nclude:  
- cool i ng  fl ows ,  - seperetion,  
- secondlry fl ows I n  vectored nozzl es. 
Dreg Is not preclt c ted. 

----------streng tlls-----------
CFD I s  used routi nely to design 
two-clt-slonel t l rlol l sec tions 
Dtst gn of 3D pesstges ts bei ng l n t tl t tld 
to optlllf ze Internal �try sel ections.  
Qll  dtnce fro. CFD Is  used to re41ce 
dtvtl QPMnt testi ng 

----------.tnesus----------
Loss ( drey > precltctfon f s  l ntdtquete 
Fl ow ., ... �� Is l nedtquttl to hendl e :  
- stptrtt on I n  cc.pl u �try . 
- l takett fl ows ,  - l artt td«<Y sf•latf on ,  
- onset of flow 1 nstabf 1 1 tf ts .  
,.._. �=

·
of ttro41CIIInfce1 stlbt l t � 

.. fill ttl 

0 

0 

0 
0 

0 

0 

0 

0 

0 
0 

0 

0 

THE 1100 1 5  YEARS 
------------CfD-------------

.-1 1 1 �  to htndl e cc.pl fceted t*lc t 
g-trl es. 
Abfl  I� to do 3D tl .. dependent, 
lleynol ds-evereged,  Mlvl er-Stotes desIgn 
COIIPUtl tl ons for conventl ontl end 
unusuel �tri es. 

--------ground testi ng--------
lle41cti on I n  routi ne perlon��nce testi ng 
IIDre e ttentl on to l octl f zed phe-ne 
end surpri ses .  

-------------CfD--------------
CFD enelysl s vf l l  be e xtended to I nc lude 
nozzl es vf th seperltt d flows . 
�-.�ro-nts v1 1 1  be •de In .,delf ng of 
fl ow I n  ca.pl e x  nozzle s .  

--------ground testi ng- -------

Dependence on nozzle  testi ng vf l l  bt 
re41ced. 
Test cel l s  ., clt ft ed to ll!provt external 
fl ow st•lttlon.  

-------------CfD--------------
311 flow enelysf s vf l l  be used for destgn.  
Loss .,del f ng vf 1 be l•proved. 

--------ground testi ng--------
Rfg testi ng for perlon��nct vf l l  bt 
re 41ttd end repl aced 111 • •nded engi ne 
testi ng for l t ft f•pro.-ent. 
Unobtrusht end eccurttl l ntlrntl 
f ns bWtntltf on wt 1 1  bl dtvtloped. 
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TABLE 2. R E L A T I V E  STRENGTHS ( A N D  W E A K N ESSES) OF G R OU N D  T E S T I N G  AND CFD FOR E N G I N E  DESIGN 

sut.IEtT 
!Nil liES 

,,..,.._.c const dlratf- t nc l ucltd t n  "FMS Md CDIPR£SSORS" IPP11 to turbt nes Md IN liCit repeated ...... . ) 

�·UIQ 

LOCAL FLOIIS and UIISTEADY FLOIIS 

0 
0 
0 
0 

0 
0 

0 
0 
0 

0 

0 
0 
0 

0 
0 
0 

0 

- TI'STIIII: 
-------- -s tNIIftlls----------

Hea t transfer coeffl c:tent t nf-tt on 
can be clt cM: e d .  
Turbi ne c:ool f ng  desi gns c:an be opttllf zed. 
Efflct ency of c oo l e d  turbi nes c:an be .easured.  
Provi des l nfo,..•tlon for durebt l t \)'  
u sesSIM!n t .  

----------ltlltlses----------
Test c:os t  t s  ht gll . 
Exl stt ng  111,...,.. l t llf ts  fl e xl bf l t \Y  for 
opttllfzatt on . 

----------s tNngtlls----------
Dtst gn I ntent c:an be ver1 fted. 
SUrpri ses c:an be t dlntt fted. 
a.-try c:an be opttllfzed for fl ow  
unt fonrtf \Y ,  l ow  ..t sstons and c:o.bustor 
l t ner l t fe .  
Stebt l t \)'  l tllf ts c:an b e  det..t ned. 

---------anesses---------
Ttst c:ost ts llt gll . 
Exl stt ng ... ,...,.. l t llf ts  flexlbt l t \Y  
for � try  opttllfutton. 
���tett on ecc:ureey end quanti \)'  h 
of • 

----------s tNngtlls-----------
Dtst p I ntent c:an be vert fted. 
SUrprise s  c:an be t dlntt fted. 
llodt ftc:attons to lllrdlllrt c:an be 
t dlntt fted to ac:llttvt ell sf gn Intent. 

··-····· --IIISseS•••••••·• · 

Extensive t nstr-tltt on and t nspt re d  
dtltiiiOStf c:  tffort h requ i re d  to 

0 !..��t ty �!!:::·h ..:... ...... , .. 

0 

0 

0 
0 

0 

0 

0 

0 

0 

0 

rl'n 
----------s tNngtlls----------

Pressure dt s trt buttons and boundary 
l _,er fl ows on atrfot l s  and wal l s  are 
predtc:ted to al l ow estt•tes of heat 
transfer c:oefftctents and opttllfza tt on 
of c:ool t ng �try selection.  

----------anesses---------
llodll t ng  of boundary l _,er fl ows ,  
t nc l udt ng trenst tton and l ea di ng edge 
bubble  separation and reattlc:Mtnt, t s  
t nadlqulte. 
llodll t ng  of c:ool t ng t nst dl a t rfot l s  t s  
t nacltqul te . 
Fac: tor of 2 c:orrec tt ons have to be 
appl ted to reconci l e  predtc:ttons wt tll 

----------stNngtlls-----------
1111¥1 er-Stotes , 11e1no1 ds-.veraged 
1n1111f s IN bet ng appl ted to t dlntt fy 
attrac:tt ve conft

r
rattons. 

Gut dlnce f� CF h bet ng used to 
reduce dive 1 o.-nt tes tt Ill • 

-·--------•knesses----------
So.e pllystc:al pile-• are t nedtqultel1 
110c1tled: -
-
-

llf xl ng and co.bustton t nteractton,  
fl ow  wt tll �!!. •nd c:o.bus tt on ,  
c:o.bustor • 

----------s tNngtlls----------
CFD t s  bet ng IPP I t t  d to predt c: t tile 
fl ows t n caY! tt es ,  seal s and otlllr 
parasi tes and to gut de cltst gners . 
Gut dance f� CFD t s used to reduce 
dlvel o.-nt testt ng .  

----------anesses----------
MIJor fiJP"'-nts tn flow 110c111 t ng  are 
requi red to lllndl e separated flows, 
unstea� flows, and fl ow  t nstebt l t tt es. 

THE IIEXT 1 5  YEARS 
------------..CfD------------

0 1111¥1 er-Stoltes , -.,nol ds-averey:d 
anal1st s for transt tt on,  bubb e 
separati on and attlc:'-nt wt l l  be 
dlvel opad for dlstgn. 

0 Dt sc:repanc1 be111Hn Ml t transfer 
predt c: tt on and dati wt l l  be !•proved. 

--------1ff nd tuNMl ----------
0 So.e reduction t n  r1 g  testi ng  t s  

upec ted. 
0 Lt fe testt ng t n  engt nes wt l l  110t change. 

·············CFD--············ 

0 Collbustton rel ated fl ow 110c1tl t ng  wt l l  be 
t•proved end CFD used routt nel1 t 11 
dest gn .  

--------ground testi ng--------
0 Testt n

y 
wt l l  c:ontt nue to be neede d  to 

estebl s11 durabt l t \)' ,  perfonrtance and 
ellf sston s .  

0 �btrust ve t nstr..,ntltton wt l l  be 
devel oped. 

------------..CfD-------------
0 Mljor progress t n  tile appl tc:atton of 

current CFD c:aplbt I t \)'  to till C:OIIPl e x  
� trt es , usoctated wt tll tile 
parast tt c:  fl ows, h e xpected. 

0 li ttl e t •
r.

-nt t n  t•proYi ng fl ow 
110dll t 111 s expected. 

---------1ff nd  tunnel -------·--
0 Testt ng t s  expected to c:ontt .-. 
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of var iable ablat ive surface contour s with the aerodynamics of tbe 
conf igurat ion . Computat ional techn iques are widely used i n  the des ign 
of these conf igurat ions both in the generation of data for des ign and 
i n  the extr apolation of wind tunnel data from the per fect gas g round 
tes t cond it ions to real gas f l ight appl icat ions . 
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v 
Facility Needs 

V-1 .  USING CFD TO ENHANCE GROUND TEST FACILITY PERFORMANCE 

The relat ionship of computers to ground test fac il i t ies seems to be 
one of growing interdependency . Al though neither offer s  per fect 
a nswers to the quest ions of des igner s in  the foreseeable future , each 
has advantages ava ilable for exploitation .  on one hand , the computer 
prom i ses relat ively rapid , inexpens ive CFD solut ions , poss ibly 
i nc lud ing d irect design optimi zation .  on the other , the wind tunnel 
prov ides reasonable s imulation of such complex phenomena as separated 
and vortex f lows , and often is the f ir st to reveal unexpected f low 
behav ior . Des igner s will choose what they deem to be the • bes t• 
approach ( not necessar i ly the cheapest) in each case . Ther e is,  and 
w i l l  cont inue to be ,  a balance between the computer and the wind 
tunnel. 

An important benef it of computers in  general and CFD i n  par t ic ular 
occur s when they are used to enhance the performance of ground tes t 
f ac i l i t ies. one way to appr ec iate th is is to examine how 
computat iona l capabi l ity can help the cr i t ical areas i n  exper imenta l 
aerodynamic fac i l i t ies that c ur r ently need improving . These can be 
g rouped into three genera l categor ies , namely : 

A .  Data qual i ty--our abil i ty to measure true data ( e . g . , l ift , 
drag , thrust)  to a h igh degree of accuracy . 

B .  Operat ional e f f ic iency--the means to control and reduce the 
cos t of r unning major exper imental fac i l i t ie s  despite rapidly 
increasing labor and electr ical energy costs . 

c .  S imulat ion--the deg ree to wh ich the fac i l ity fai thf ully 
r eproduces the des i r ed fl ight  environment. 

The general comments on each of these cr i t ical areas wh ich follow 
below are equally appl icable to wind tunnels and eng ine test fac il i ty 
per formance enhancement . These comments are followed by spec i f i c  
examples from cur rently planned wind tunnel improvements . There are 
par a l le l  developments in eng ine test techniques . 
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V-1- 1 .  GENERAL EXAMPLES 

A .  Data Qua l i ty 

C u r rently , CFD i s  employed dur i ng the pretest s tage i n  order to 
ident ify problems of par t icular concer n and the i r  solut ions . Th is 
includes the selec t ion of model s izes , model suppor t conf ig urat ions , 
and f low cond i t ions of greatest interest . The same calculat ions a r e  
appl ied dur ing and after the testing phase in  order t o  conf irm the 
accuracy of the data , and occas ionally to unrave l  unexpected resul ts 
or explain a iscrepanc ies from model- to-model or fac i l i ty-to-fac i l i ty .  

I n  the f uture , more powerful computer s will make more of these 
capabil i t ies ava ilable in  the r eal-t ime , interact ive mode of 
ope r a t ion , and thereby increase the bene f i t  of the present approach . 
Beyond th i s ,  we can look to CFD to provide the bas is for the improved 
des ign of tes t cell s ,  and more accur ate post-test  cor rect ions for f low 
imper f ec tions and model suppor t systems . 

B .  Oper at ional Eff ic iency 

The amount of test t ime r equ ired to obta in a f i xed quanti ty of 
data has already been greatly reduced via the computer by such d i rec t  
me ans a s  on- l i ne process ing and d isplay ing o f  raw and analyzed data, 
and programmed control of mode l and instr umenta tion att it ude and 
pos i t ion, as well as fac i l i ty cond i t ions . Cost r educ tions have also 
been obta ined by controll ing tes t cond it ions to constant aerodynamic 
parameter s ( e . g . , coeff icient of l i f t) rather than by interpolating 
w i thin an extens ive matr ix.  

The future will see a heavy impact of CFD upon the planning and 
operat ional philosophy of ground test ing . we can ant ic ipate a g r adual 
change in test obj ectives towards only those reg ions where CFD is not 
suff ic iently rel iable . 

Computer s will also be essential to the dynamic operation of such 
faci l i t ies as the Aeropropuls ion System Test Fac il ity (ASTF) , and 
ult imately may allow a spec i f ied amount of data to be obta ined at the 
leas t cost or consuming the least energy . 

c .  S imulat 1on 

Ground testing curr ently employs a number of sophist ica ted , 
computer-based methods in order to improve the accuracy of 
s imu lat ion . Among these are pr e-programmed controls wh ich allow 
a irc r a f t  or eng ine models to be captively • f lown• whi le dynamic data 
is  obta ined , and capt ive traj ectory system testing , i n  wh ich the model 
i s  maneuvered as it would in response to the forces it feels in 
• f l ight . •  The cr i t ical s imu lat ion problems today revolve about 
tr ansonic and very h igh Reynolds ' number f lows . CFD is now used to 
extr apolate ava ilable data up to the cor rec t  Reynolds ' numbe r , as  we ll 
as to compu te f low prope r t ies that are hard to measur e from those that 
ar e eas ier to obta i n .  In the future , CFD will enable the operat ion of 
tr anson ic wind tunnels with walls which actively adapt the ir shape i n  
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order to  el iminate interference completely . CFD will also allow the 
des ign of subs t itute a ircraf t forebod ies which provide tne cor rect 
f low patter n for c losely-coupled eng ine inlets w i thin the nar row 
conf ines of the test fac i l i ty .  

V-1- 2 .  SPECIFIC EXAMPLES 

seve ral of the most impor tant examples c ited above are expanded upon 
below in order · to mor e clearly i lluminate the bene f ic ial relat ionsh ip 
between computer s  and ground testing . 

Computer MOdel Control 

Closed-loop model controls used in wind tunnel testing have been 
signif icantly improved in the pas t 15 years , and improvement is 
cont inu ing . Computer and wind tunne l integrat ion is mostly developed 
i n  the closed- loop control models , and this development has mar kedly 
inf l uenced the integration of tunnel controls as well . The 
produc t ivity of wind t unnels has increased remar kably at no loss i n  
qual ity dur i ng th is per iod and will probably continue t o  increase as 
c losed- loop control of parameter s is  improved in both model and tunnel 
environments . 

I n  add i t ion to computer controlled ang le-of-attack and s idesl ip 
programming , systems such as the Capt ive Ai rcr af t  Departure System 
(CADS) and Capt ive Tr ajectory Systems ( CTS ) repr esent very s ignif icant 
improvements in tunnel productivity . With the CADS the wind tunne l  is 
used as an analog data source for the r equired static aerodynamic data 
and the Euler equations of mot ion for the a i rcraft are solved by an 
onl ine d ig i tal computer . The solution of these equat ions is used to 
control the or ientation of the model in the airstream . The CTS is an 
e lectromechanical s ix degree-of-f reedom model s uppor t used for 
separa t ion simulat ion . I t  prov ides aerodynamic coeff ic ient data for 
onl ine computer generation of the traj ectory ot a body as it  i s  s taged 
or separated from anothe r body . The pr imary reason for d ua l  or 
mul t ibody testing is for s imula t ion of f lowf ield inter ference on both 
pr imary and secondary bod ies . The CTS is also used for computer 
controlled f lowf ield probe surveys and force/moment g r id surveys of 
the secondary body i n  the presence of the f i r st .  These improvements 
prov ide increased produc t iv i ty ,  added capabil ity and improved data 
accu racy . 

Computer i zed Tunnel Control 

W ith the advent of the modern electron 1c computer it has become 
poss ible to automate numerous tunnel as well as model controls . W i th 
the increase i n  complex ity of the a i rcraf t  under development , the 
control r equirements placed upon the wind tunnel are accord ingly 
i ncreased . The free stream cond i t ions must be ma inta ined at prec i se 
and constant values . As sui table comput i ng hardware and sof tware 
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become ava ilable , more of the control features mus t be incorpor ated 
into a computer control system. The need for c losed-loop automat ion 
of tunne l  controls i s  clearly ev ident . 

Computer control of ejector flaps , poros ity ,  wall ang le , dr ive 
speed to ma intain constant pressures , temperatures , pos i t ion ,  dynamic 
pr essure , Mach number and Reynolds ' number are required to insure  test 
repeatabi l ity and reliabil ity and have the added bene f i t  of �roving 
free s tr eam f low qua l i ty .  A more concerted emphas i s

.
needs to be made 

i n  the R•D of closed-loop controls as well  as i n  the appl icat ion o f  
proven closed-loop techniques t o  upgrade exi sting fac i l i ties . 

Tunne l  Inte r ference 

Tunnel wall and f low qua l i ty can have uncertain i nf!uences on 
tunne l measurements . The tr ue tunnel angle-of-attack is unknown 
because of wall interference e ffects , ana the f light ang le-of-attack 
i s  also unknown . Any nume r ical computat ions that are used to 
extr apolate tunnel teat results must include cor rec tions , however 
poor ly under stood , for wall inte r ference f low qual i ty . More research 
needs to be done to determine the inf luence of tunnel walla on flows 
about bodies and to obtain more understand ing of the ef fect of 
Reynolds ' number changes on f lows of aerodynamic interest.  

The adaptive wall will offer an opportun ity to e liminate the large 
uncerta inty due to the wall e f fect .  I t  can improve that quality of 
tea t data by approximati ng • interference-f ree cond i t ions• in a number 
of ways,  among which are : 

Increased f low quality 
Absorpt ion of the shock wave 
Blockage reduct ion (model and wake ) 
I ncr eased model-to-tunnel ratio ( h igher 

Reynolds ' number ) 
Improved model acc ur acy ( resulting from 

larger model )  

These condi t ions a r e  attained using a computational f lu id dynamics 
model to s imulate the far f ie ld . Tunnel wall adj ustments are made on 
the bas is of the d if fe rence between the measured and computer 
par ameter s .  The process is iterated until the tunnel conditions 
converge with those in  the far f ield .  

Advances i n  computat ional aerodynamic s  can prov ide ex ist ing low 
coa t fac i l i t ies with the capability of computationally determining 
tunnel wal l  ef fec ts wi thout chang ing wall  conf igurat ions by measuring 
pressure grad ients at some d i stance from the model.  

Mount ing Systems 

The demand for improved f ull- scale vehicle per formance and 
accur acy of pred ict ion requ ires an effor t  i n  the d i rect ion of 
impr oving test data accuracy from ex isting fac i l i t ies . In add i t ion, 
increase in tunne l coats has emphas i zed the need for improved 
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product ivity with�u t  comprom1s 1ng accur acy . Wind tunne l  fac i l i ty 
improvements in the area of non- i ntr usive mount ing sys tems will have 
to be developed to assure bette r  full-scale representation of the 
models . The eliminat ion or minimization of s upport system 
inte r ference s uggests new mounting systems such as the non- intrusive 
magnetic suspens ion being s uggestea by some researcher s .  Productiv i ty 
improvement s are also requ i red in some ex ist ing fac i l i t ie s  by 
incorporat ing model injection systems . s uch systems currently be ing 
used in such fac i l i t ies as the AEDC von Karman Fac i l ity ( VKF )  Tunnels 
A, B and c permit the model to be inser ted into and r emoved f rom tne 
tes t sect ion without having to shut down the tunne l . The system i s  
computer controlled and allows faster model conf igurat ion changes thus 
increasing tunnel product ivi ty .  

Measurement Sys tems 

The demand for higher  air  veh icle per formance i s  the dr iving force 
beh ind the need for more eff ic iency and increased s imulation accuracy 
in w ind tunnel testing . Thi s  i s  a trend that i s  gaining momentum and 
places a str ain on current  w ind tunnel measurement systems . W i th 
improved techniques be ing developed to improve s imulat ion qual ity ,  the 
need ar ises for new and improved data measurement systems . 
Non-intr us ive instrumentat ion systems will requ ire development , as 
well as f low v isual i zation systems for the investigation of canard 
wakes as they interac t  with wing flowf ields for the investigat ion of 
lead ing edge vor tex f lows , croasflow shock waves and the nature and 
extent of flow separation of f the sur face . Advanced flow 
v isual i zat ion techn iques and e lectro-optical measurement systems such 
as laser velocimeter s ,  holographic inte r ferometry , Moir e  patter n  
r ecogn i t ion and infrared scann ing will be required for quant i fying 
sur face and of f-surface cond i tions i n  a id ing CFD val idat ion . Quality , 
accuracy and r epeatabi l i ty of cur rent i nstr umentation will require 
improvement as futur e a i rcraf t per formance r equ irements become more 
s tr i ngent. 

Data Automat ion 

An operat ing wind tunnel i s  capable of generating large quanti ties 
of r aw data in  a very shor t per iod of t ime .  Systems to collec t ,  
r ed uce , d isplay and analyze thi s  data dur ing wind tunne l operation 
will require continual improvement .  An ineff icient data 
acqu i s i t ion/process ing system generally requires longer-than-necessary 
t unnel testing . Recent decreas ing cost trends of computer systems 
capable of supporting wind tunnel data systems and the increas ing coat 
of e lectr ical energy requir ements for tunnel oper at ion have combined 
to generate a strong economic inducement to increase wind tunnel 
e f f i c iency through the i ncorporat ion of advanced data 
acqu i s i t ion/process ing systems in wind tunnels .  The use of min i 
computer s to per form pre-processing funct ions , data r ed uction , 
ver if icat ion and formatting and micro-processor s to s uppor t ind ividual 
wind tunnel instr uments has proved to be very cost-effect ive i n  
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relieving th e  central computer o f  overly complex sof tware and 
process ing r equ irements . The use of i nter act ive terminals with i n  wind 
tunne l data systems has great potent ial for more product ive testing of 
models . Technology break throughs in recent years have made • smart •  
terminals ava ilable along w i th color CRT ' s (cathode ray tube ) and very 
soph i st icated graph ics software and hardware systems . On l ine data 
analys i s  offer s the potent ial  for fur ther economies by ear ly 
identif ication of areas requ ir ing more deta iled invest igat ion . 

Math mode l val idat ion systems will be requ ired i n  wind tunnels as 
des ign by analys is becomes more commonplace . S tate-o f-the-art 
computer s will be needed at the tunnel test ing s i te to be used for 
math model ver i f ication dur ing tunnel tests . With a 
computer- integrated wind tunnel , both the val idat ion and application 
of a computational code will r esult in a reduction in  the number of 
tunne l entr ies , a decrease in required run t ime ,  and a s ign if icant 
cos t  saving s .  

V- 2 .  NEW FACILITY REQUIREMENTS AS INFLUENCED BY CFD 

V-2- 1 .  TEST FACILITIES AS VERIFICATION OF CFD TECHNIQUES 

I t  is clear from preced ing chapters that for the next 15  years test 
fac i l ity results will be requ ired for establ ishment of conf idence in 
CFD methods of aerodynamic des ign . It is appropr iate to inquire 
whethe r the present fac i l i t ies will be adequate for this task . In 
fact , ver i f icat ion of CFD S tage I I I  methods ( Reynolds-averaged 
Nav ier-Stokes)  depends completely upon accurate representat ion of 
boundary layer cond i t ions at f l ight Reynolds '  numbers and the 
cur rently operat ing wind tunne ls cannot supply thi s  information. 
For tunately , the NASA National Tr ansonic Fac i l i ty (NTF) will soon De 
oper a t ional and for much of the 15-year per iod i t  will provide 
exper imental data at  high Reynolds ' numbe r s  for CFD ver if ication . 

W i th thi s  exception , CFD developments can for the most par t be 
suppor ted by exper imental ver if ication i n  ex isting fac i l i t ies . Ther e 
i s  a requiremen t for instrumentat ion capable of explor ing the complete 
f ield and in part icular the off-surface flow conditions . As d iscussed 
i n  the preceed ing sect ion , thi s  requ irement can be sat i sf ied by the 
advanced f low visuali zat ion techniques now becoming ava i lable . 

V-2- 2 .  NEW DESIGN CONCEPTS AND THEIR FACILITY REQUIREMENTS 

Aircraft 

New a i rcraf t programs w i thin the nex t 15 year s will requ ir e an 
expanded fl ight envelope , par t icular ly in angle-of-attack and yaw.  
Few cur ren t wind tunnels can accommodate thi s  requ irement without 
dr astic decrease in  model s ize and the analytic r epresentat ion of the 
flow by CFD methods will strain the capability of Stage I I I  methods . 
The mod i f ied 80 ' X 120 ' f ull scale tunnel at NASA Ames Research Center 
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w i t h  su itable i nstrumentat ion may alleviate thi s  diff iculty . 
Furthermore , at  higher speeds the NTF may be able to provide data at 
high angle-of-attack s i nce smal l  models can be used w i thout severely 
compromising Reynolds ' number . A s imi lar s ituat ion exi sts in  regard 
to ve rt ica l and shor t takeof f and land ing veh icles ( V/STOL ) test ing 
and the ver i f icat ion of CFD approaches to V/STOL . A ver tical and 
trans i t ional ( vert ical to hor i zontal )  f l ight tes t capabi l i ty i s  
desirable . I t  appear s  nei ther method , CFD nor w ind tunne l s ,  will be 
adequate within the per iod be ing cons ider ed .  

Eng ines 

The eng ines wh ich wi ll requ ire ground test within the nex t 1 5  
years a r e  not commitments but many are c urrently under s tudy . Table 3 
lists these classes of eng ines and the ir  potential feature s .  

TABLE 3 Potent ial Eng ine Requirements t o  Year 2 000 

ENGINE SIZE 
APPLICATION THRUS'l' OR HORSEPOWER 

Tactical F ighter 2 o , ooo- 3 o , ooo  lbs .  

V/flrOL 2 0 , 000-4 0 , 00 0  lbs .  
20 , 0 0G- 2 5 , 000  lbs . 

�ber 3 0 , 000-4 0 , 00 0  lbs.  

Patrol 5 , 000-10 , 00 0  shp . 

Transport/ 
Air l if t  

ec.ae rc ial 
Transport 

C�uter 
Transpor t  

20 , 000-5 0 , 00 0  lbs .  

up t o  70 , 000 lbs . 

10 , 000- 1 5 , 000 shp. 

EHG IHE 
COHPIGURATIOH 

Augmented turbofan 
or turbojet 

Augmented t urboj e t  
Augmented turbofan 

Augmented Turbofan 

Turboprop 

H igh bypass 
tur bofan 

H igh bypass 
tur bofan 

Turboprop 

SPECIAL 
FEATURES 

Hovel a ir fr ame 
installat ions 

Thr ust rever sing 
Thr ust vector ing 

S tealth 

Low speed 
a i rcraf t  

Extreme premi um 
on fuel 
eff ic iency 

Quiet high speed 
subson ic aircraf t 
with up to 1 5  f t . 
d iameter pr o­
peller s  
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small eng ines have been excluded f rom thi s  assessment since they 
are unl i kely to tax the capabi l i t ies of maj or fac il i t ies . 

I t  i s  reasonable to expect that der ivat ives of ex isting eng ines 
wi l l  be developed and that new eng ines will be des 1gned to meet the 
potential requirements . These new eng ine conf igurat ions will require 
spec ial fac i l i ty features to handle the following : 

o tes ting of eng ine/ inlet  combinat ions at nigh angles-of-attack to 
ensure s tability throughout the f light envelope ( enhanced ASTF 
capability )  

o r adically new a irframe conf ig urat ions with demand ing eng ine 
installations 

o thr ust vector ing 
o turboshaft eng ine testing ( a  large dynamometer will be required) 
o evaluation of the interac t ion of the propeller f low with the 

a ircraft .  

Gr ound tes ting of larger and more power f ul eng ines , and the integrated 
pe r formance of eng ine/airframes wil� be poss ible when AEDC ' s  
Aeropropul s ion Systems Test Facility ( ASTF) i s  comple ted and becomes 
ope rat ional . 

S ince , in general , the test programs represented by the above 
requ i r ements combine aerodynamic measurement and ver i f icat ions of the 
l ife , tr ans ient r esponse , and emi ssions aspects of the new concept , i t  
i s  not expected tha t CF D  developments i n  the inte r im w i l l  reduce the 
necess i ty for exper imental f acil ities . 

Possible Decrease in  Fac i l i ty use 

The exper imental laborator ies of the country are continually 
examin ing the capabi lity of the i r  fac i l ities in relat ion to the ir 
future demand in order to assess both the need for new fac ili ties and 
future wor k load . It i s  part icular ly d i f f icult to assess the 
probabi l i ty of d imin ished demand as a result of CFD techniques because 
one cannot readily asses s - the date at wh ich the des igner will proceed 
with conf idence in CFD without ver i f ication by exper imental data . 
Thi s  might be est imated based on user views expressed in Chapter IV. 
For example ,  it appears probable that the hyper son ic reentry vehicle , 
wh ich already depends more than any other f low reg ime on des ign by 
analytical methods to account for the effects of real gas f lows , will 
ar r ive at full CFD appl ication and conf idence at an early s tage . I n  
contr ast , i t  appear s that f ull uti l i zation o f  CFD techniques w i l l  
occur much late r for tact ical a i rcraf t  design and the same holds tr ue 
for eng ine test i ng in genera l .  

Across the board , the spec i f ic t ime in  which independence o f  
exper imental ver if icat ion will occur i s  dependent upon the conf idence 
of the des igner and his abi l i ty to adequately des ign and build the 
produc t without a s ignif icant probability of error . 
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VI 
Conclusion -Acceptance of CFD as a Design Tool 

CFD is already a powerf ul tool and i ts streng th will increase 
sign i f icantly in the next f ive to ten year s to the point where i t  can 
be a very important a ircraf t and eng ine design tool , however , the 
extens ive application of CPD hinges upon two major considerations .  
Fir s t , the designer must have a h igh degree o f  conf idence i n  the 
computat ional methods for aerodynamic des ign . Second , management f rom 
industr y  and gover nment must believe that CFD can permit a quicker , 
mor e economical sys tem development to a g iven leve l of excellence than 
could be ach ieved using exper imental test fac il i t ies . 

Des igner conf idence stems from accumulated exper ience i n  applyi ng 
the CFD methods to spec i f ic des ign problems w ith accurate r esult s .  
Thi s  conf idence can be ga ined in the late r stages of Phase I I  and i n  
Phase I I I  of th e  Development Cycle for Maj or Computational Capabi l i ty 
(Fig ur e  4 of  Chapte r I V) . I n  order  for the des igner to make use of 
the CFD capab ility he must have access to user-fr iendly codes that can 
be r ead i ly applied to the real geometric constr aints of his 
conf igurat ion . Further , the des igner has to be assured that the 
accuracy of the computat iona l results has been proven for his speci f ic 
appl ication . Th is assur ance can only come from caref ul ver i f ication 
of the method by compar ison with deta i led test data f rom w ind tunnel 
and/or flight tests . 

Once the aircraf t des igners are willing to use the computat ional 
capa b i l i ty ,  both industry and government management mus t have 
conf idence i n  the accuracy and utility of CFD as a design tool . 
Management acceptance i s ,  perhaps , the most impor tant factor in 
determining the extent to which computational me thods are appl ied to 
the deta i led des ign of a i rcraft . Management acceptance is frequently 
lack ing at  the present , especially for h igh per formance mil i tary 
aircraf t wher e extreme viscous and vor t ical flow f ields dominate the 
aerodynamic des ign . 

The aircraft industry must behave in a conservative way , because 
it is governed by str ingent performance guarantees on i ts products . 

Management acceptance of new computat ional design tools will only 
result from application of the codes to complex des ign problems ove r a 
long per iod of t ime with par allel experimental testing for ver i f icat ion 
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a t  all levels of the f light spec tr um. Thi s  managemen t conf idence 
bui lding is an impor tant par t of Phase I II of the Development Cycle 
for Major Computational Capability ( see Fig . 4 ,  Chapter IV) . 

As an example ,  one can draw on the exper ience of the commercial 
a i rcraft indus try wher e computat ional capabi l ity for fully-attached 
flow has been deve loped to a h igh degree over the past 15 to 2 0  
year s .  Wh ile computational des ign capabi l i ty has ce� ta inly 
contr i buted measurably to improve the commerc ial a ircraft des igns , 
there is  no evidence of large reduct ions in. wind tunnel test ing in the 
latest generation of aircraf t .  we are , in fac t ,  still at the phase 
wher e s trengthening of conf idence in the CFD result is cons idered 
des ir able . 

Of cour se , the ant ic ipated explos ive advances in computer hardware 
coupled with accelerated development of CFD software to solve more 
complex f low f ields will provide a strong catalyst to speed up des ign 
application . Nevertheless , full management conf idence i n  CFD and 
belief  in i ts capabi l i ty as the pr imary des ign tool will take most , i f  
not all , of the nex t 15 year s .  

The above comments on the need for management conf idence apply 
equally to the acceptance of CFD discussed above in Chapter v, •cpo 
for Wind Tunnel Enhancement . •  In order to make the best use of CFD in  
tes t  fac i l i ties i t  i s  necessary for the fac i l ity management and the 
government or commerc ial agency to which i t  belongs to recogni ze the 
s treng th of CFD techn iques and the i r  value if applied to c ur rent 
fac i l it ies . 
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CoDCerDiD; 

An AIBB St:udy of CaDputa tional Aerodynamics 
Sialula tion 1'eclm01ogy Developaenta 
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5 4  

!at:roduct:ion 

The Na tional Acade� of Sc ience s , through ita Aeronautics and Sp.ce 
Bnqinaaring Board , proposes ta estab l i sh a commi ttee to study 
computationa l  aerodynamic s simulation techno logy deve lopments . 
�his s�uc!y wil l � conducted by a · l O-member committee aelec ted in 
accordance vi� Na tional ae aaarch Counc il procedures . The stac!y 
wil l be conduc ted over a 12-mantb period at an asttm.ted cost of 
$ 123 , 000 . 

Mvanced computer technology , c:OIIb inad vi th lower coa t  and hi4JMr 
capaci ty memory teChnology , l'epl'ea enta a des i rable capabil i ty  for 
obtaininq bo� open and closed for.m solutions of the Ravier-S tokes 
equations for viscous f low in the praaance of moderate pressure 
gradien ts . These technology 4avalopmenta promise to provide 
economica l techniques far analytical and exper imental evaluation 
of environmenta l  effect.a on a tmo spheric fliCJht and propu3.s ion 
sya t•s . They offer �e poss ibil i ty  of acquiring data that are 
fre• of facility interference effec ts , turbulence ,. flow quali ty ,  
byno lc!a number , and other we l l  known error aources . On the other 
band ,  ground tea t  faci li ties will still be required to vel' ify 
the accuracy of compu ter codes or to prove tbe rel iability of 
propulsion anc! aeroc!ynamic ays tema prior to fliqh t .  'l'ha s tudy 
will examine lont tena capabili t.iea of computa tional analys is 
technique s anc! �e coa t trends assoc iated with future capabili ti .. 
an4 compare thea with pro j ec ted developnant facility cos ta  and 
aapabili ties . The Arnold EDC) ineer ing Developaent Center (AEDC) 
an4 the Of f ice of Aeronautics and Space TechnoloCJY (OAS'f) will 
share equally the func!inq of this study . The a tudy will be 
conduc ted as a task under OAST ' a  mas �er agreemen t with the 
AeroD&atica and Space Bnqiueer ing Board of the Rational Research 
Ccnmcil . 

Purpose 

i.rbe obj ec tive of the study will be to determine the impact of 
developments in computational f luid dynamics technology on the 
tradi tional role of conventiona l aeronautical ground development 
facili tie s . Changes in teM tinq p•oqrama and procedures resul ting 
fram advancing computational fluid dynamics tachaology are likely 
to be signif icant in �e coming decade . Timely information ia 
needed by the unc of future impacts of computa tional flui d dy�ica technology aa a basis for deci s ions regarding util i zation , 
'IIOc!ifioa�ions , clos ings , or n.w con.truction of aeroMutical gzauD4 development facili ti .. .  

S tudy hndii!CJ 

The coa t of the s tudy wil l  be shared equa l ly be tween the AEDC and 
OAS� . �e A2DC wi l l  provide i ta aharQ to OAST which will act as 
tha procurement of f ice for the joint study . 
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5 5  
Procur .. ent Po ltcx 

'lh�t study wi l l  be conducted under DS" polic:y , raqulations and 
procedures except where specific s ta tu tory requiruaents of AZDC 
require otherwi se .  '!he s tudy wi ll be a task arrangement unc!er 
the � .. ster a9re ... nt wi th the Aeronautics. and Space 
Eng ineering Board of Cba Rational Research Council . 

!!J!9emeDt Policy 

�e study wi ll be monitored j ointly by des ignated personna l 
represantiag the ABDC an4 O.AS'l' .  Any changes or 1104i fica tiou t:o 
the study will be aut.ually agreeable to both parties , however , 
technical liaison wi� �· ASBB will be the aole respona ibili t,r 
of DSA. 

scope of Study 

o Examine predicted chan9es in computer s torage and proces s ing 
capabi l i �e• and associated coat trends applicable � 
intemal and exuna l aerodynamic f low s imula tions 4w:1ng the 
Mxt 15 years r 

o Interpzoet such trend da ta in terms of approxima te coa t to 
aolv. dea i9n and development problem. ana then compare tb .. 
with the anticipa ted coa t of using 9round developa•nt 
faci li ties to obtain • tmilar results , 

o Identify clas ses of 4eaiqn problems tha t are better handled 
ei ther by computational fluid dynamics or by ground development 
facili tiee r 

o Identify , in par ticular , types of problema that are not likely 
tD be b&Ddl•d adequate ly by computationa l f luid dynamics and 
for which a sat.is fac t:ory vround developmen t capabi l ity does 
DOt exist' &De! 

o Bevi.v the long range plane of the ABDC in 11gb� of the trends 
and problema identified by the commi �tae and empha• 1•1Df tba 
types Of vround developmen t faci li ties uaea at �· Canter . 

I t  is anticipa ted tha t  the s tudy will provi de informa tion that will 
perai t: the ABDC plannin; pe.r soDDel to eva lua te wh ich ground c!evelop­
•"t faai ll ties are likely to aee decreased workloa48 ,  which will 
�:-in •• •entially uchanged 1 and whiob could benefit froa mo4ifi­
cation to ••t the ohallenves and opportuni ties prase ted by 
oaaaputational fluid dynud.ca duri llCJ  the naxt: 15 years . 

!'he s tudy COJIIIli ttae wi l l  cons is t of exper ts in computational 
mechanic• and expert-ental fac i li ties technology , and in the 
underlyiDg sciences as well as the applica tion of the technology . 
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56 

S t:uc:!y Plan 

!he committee will conduct i t:a work in accor4ance vitb � 
folloving tent:&Uve echedule of ac tivit:iea : 

o !'ollowing co�uact approva l ,  approxblat:el:r eight v.eJts will 
be requt.red to comp le te the selection and appoint:aaent of tbe chairman and '1181Dbera of the committee , 4ev•lop a detailed 
work plan and complete arrangemanu for the firs t meat:ingr 

o A 2-cSay Metinv t:.o review pertinent backvround infonsation , 
def ine probl.aas an4 ia auea , and agree on s tudy approach r 

o A 6 -week period to as a�le and examine use and coat cJa ta aftd trenda relevant to !:lo th  computational a iaul.at:ion ancS groUD4 
�at:inq • thoc!a r 

o A 10-week period 4evo ta4 primari ly to ( a )  4raft1Dg of a 
coaaparat:ive analya ia of the two methods iDc:luding 1 in parti ­
cmlar 1 cona ic!era tion o f  the 1a•ue reprdinq proper balaDCe 
iD 11t:ili zing tlle optilmm .aapabill Ues of each taclmology 1 
and (b ) c:ompleting arranqementa for the secon4 Metiagr 

o A 2-day COIIIII&ittae •eting t.o (a ) 4iacu s the analyt:ical. 
aomparisoa of the two .. thoc!a &De! the i.ap1 1cat.iona of the 
fiDdin;a relatiYa tc the purposes 4escribe4 in the above plan 
of action , and (b) develop coordinated rec011111len4at:iou r 

o A 12-veek perio4 t:c ( a )  c!.,elop a draf t of the final report 
&D4 to obtain and incorporate comments from. cosaaittae ... Mrs , 
and (b) -ccmplet:a �&DCJ-nts for thJ.rd -•ting r 

o A 2-c!ay -tiD9 to c!iscu. s and aqree on the substance , conc1u­
aiona 1 aDd reco-.ndationa of the fi.aal reportr and 

o A 12-week perioc! to coaaplete the Academy reDO� t. review process 
prior to report:. 41atribution . 

lfbe Auoaautics an4 Space Bt19ineerin9 Board will aaauae overall 
coqni &&Dt respona ibili ty for � etudy , including review of 
proposed commi ttee _.,t.rahip , atuc!y plana , milestones , and 
coacltta iona and �ecoaaencla tiona 4avalope4 by the coani tt:aa . 

A8 appropria te , the UDC an4 OAS'l' vi ll provic!e t.o the ccaait:.U. 
infor�nation 011 ita relevant plana and programa an4 i t:.ll J:apraau­
tatJ.vea will a available to the commi tt:ee for conaul taUona u4 
briefing-a . Add i tiona l informa t.ion of a s ilailar natura will be 
obtaiDe4 from other activities •• necessary . 
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APPENDIX B 

MICROELECTRONICS AND THE SUPERCOMPUTER INDUSTRY THROUGH 1 9 9 5  

B y  Sidney Fer nbach 

The pr oj ect ions by Dean Chapman ( Ref . l)  r egard ing the development of 
compute r s  as shown in  F igures 1 and 2 can be expected to hold tr ue 
through the 1990s . Even the more opt 1mi stic Japanese make no claim 
for a replacement for s i l icon before the 1990 s .  us ing s i l icon 
tecnnology then, we will have to depend on arch i tectur al des igns for 
major gains in  per formance . In the case of the CRAY- 2 for example , 
there i s  a multiprocessor sys tem with 4 CPUs ,  in  the case of the CDC 
2XX , presumably an e ight-p ipe sys tem , and i f Bur roughs rema ins in the 
pict ure , a 512 processor sys tem . 

Memory s 1 ze will increase s ince we shall ach ieve 1M bit ch ips by 
199 5 .  Even back-up disk memory and archival stor age will show 
s ubstantial improvements now that we real i ze tne potent ial of ver t 1cal 
magnetic as well as opt ical recordi ng . 

Costs of hardware will i ncrease only because we will be ask ing for 
more--more log ic , mor e  memory , and probably more processor s in a 
s ing �e system . cost of software will increase tremendously . We have 
not lear ned to wr ite la rge system in a well structured way or with 
computer aided sof tware des ign . Now tnat we are expect i ng vector and 
mul tiprocess ing systems to prol iferate we should be spend ing ·more time 
and e ffor t s tudying opt imi zat ion techniques than we are . 

· 

The cos t of the sof twar e for the STAR 100 system was roughly · 
$2 0M .  Rough est imates by Cray Research ind ica te expend i tures to date 
on CRAY-1 of $15-25M . Cybe r 20 5 sof twar e costs ar e r unning at about 
$4M per year . Th is is the fourth year and there are more to come . 
The 2XX , as  a complete system , will cost more . 

Ass uming then that we will be cons ider ing only sil icon technology 
unt i l  19� 5 ,  the following sections review what we may expec t unt i l  
then i n  components , computer s ,  per ipherals , sof tware and sys tems . 

COMPONENT TECHNOLOGY 

A s i licon metal ox ide semiconductor (MOS )  memory of l Megab i t  stor age 
conten t  will be introduced in the mid- 1980& , a 4 Megabi t memory , by 
19 9 0 . I t  usually takes abou t 3 years to put these i nto prod uction . 
Equ i valen t s i zed bipolar memories will follow within 3 to 5 year s 
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6 0  

af te r  the MO S  introduc tion ( Fig ure 3 ) .  A compar i son of content trend 
of magnet ic bubble , MOS r andom access memory and bipolar log ic vs . 
introduct ion t imes i s  shown i n  Figure 4 .  By 1995 we should be 
implementing the fol lowing s ing le ch1ps for large scale computer s .  

o 6 4 Megabi t magnet ic bubble memory 
o 4 Megabi t MOS RNM 
o 16 bi t MOS microprocessor/2 46kb memory 
o 10 5 gate bipolar log ic c ircuits 

F ig u r e  5 shows s tor age capac i ty as a funct ion of linewidth for the 
min imum case �hich is phys1ca�ly ach ievable ( but expens ive)  and the 
opt imum case wh ich is most l ikely to predominate . The min imum 
pr ac t ical linewidth is of the orde r of 0 . 7 m1crons . I t  is interest ing 
tha t phase two of the Very H igh Speed Integrated Circu i t  (VHSIC )  
program a ims at  0 . 5 microns by 1987 , but will be sat isf ied w i th 0 . 8  
micron s .  The trends of linewid th with date of introduct ion are shown 
in F igure 6 .  I t  has to be pointea out that these dates would bola 
only i f  the manufacturer a ims a t  the minimum f igure . I f he a ims at 
the optimum f igure instead , there will be a delay in the i ntroduc t �on 
of the smaller linewidths . Along with tne decreas ing l inewidth comes 
a change in  chip areas.  I f  we follow the minimum linewidth curve , the 
c ircuit area should decreas e ;  if not , the chip area will increase . 

As tne state of the art advances , i t  is  expected tnat more complex 
Very Large scale I ntegrat ion ( VLSI ) systems will cons ist  of sever al 
mul t i f unct ion ch ips and eventually of larger monolitnic systems . The 
number of packages per system will decrease , the cost of fabr ication 
per Ch ip will increase slightly w1th the ena result tnat cost per 
aver age system will cont inue to decline . 

Desp 1 te increas ing rel iab i l i ty at  tne component leve l ,  mean- t ime 
to failur e  at c ircu i t  (or system) level  will decrease . This i s  
because the mean- t ime t o  f a i lure at the lead , c ircu i t ,  o r  system level 
w ill show a slight decreas ing trend . This is shown in Fig ur e  7 .  

The smallest l inewidtns that can be ach ievea economically in a 
produc t ion environment w ill leve l of f at about 0 . 7  microns . some 
spec ial c ircu i ts may ach 1eve 0 . 2  microns . Oxide and insulator 
thickness on the order of Spm will  become widespread . Impur ity depths 
of 0 . 1  microns will be the lower l imi t .  The lowest impur i ty dens i ty 
will  have to go to 10 l7cm-3 ( fr om  1015 ) .  Oper at ing voltages may 
go from Sv to lv ( lower voltages be ing impract ical--approach ing noi se 
leve l) . The swi tcning energy per bit wiLl level off a t  l0-4pJ/bit 
as a result of load requirements , but l ine s and other 
interconnections . Chip a rea ( now � lcm2 ) will ult imately increase to 
10 0 c� w i th stor age dens i t ies of 107 bits/cm2 ( 10 
micr ons2jbit)  ( Table 1) . A t  the turn of tne century a monol i tnic 
16Mb s i l icon memory will be introducea . Quadr upl ing thereaf ter will 
take place every decade instead of every 4 years . Gall ium ar senide 
( GaAs ) and bubble memor ies will  assume prominent roles . S i l icon will 
con t inue to be most promis ing semiconduc tor mater ial useful for VLSI 
c irc u i ts .  

C o p y r i g h t  ©  N a t i o n a l  A c a d e m y  o f  S c i e n c e s .  A l l  r i g h t s  r e s e r v e d .

I n f l u e n c e  o f  C o m p u t a t i o n a l  F l u i d  D y n a m i c s  o n  E x p e r i m e n t a l  A e r o s p a c e  F a c i l i t i e s :   A  F i f t e e n  Y e a r  P r o j e c t i o n
h t t p : / / w w w . n a p . e d u / c a t a l o g . p h p ? r e c o r d _ i d = 1 9 4 3 8

http://www.nap.edu/catalog.php?record_id=19438


-;: 
§ 
I-

� a  
- a:  o _  c( O  
� >  
< a:  0 0 w � � w 
a: � 
o a:: � �  

61 

0 Most Probable Date 
of Circuit Introduction 

1o4 '--.-..ill..--&.--'------'------' 
1 970 1 980 1 990 2000 

YEAR 

Pig ur e  3 Mos t Probable Trends of Storage 
Capac it ies of MOS and B ipolar 
Memor ies ( S ilicon) , Defined by 
C ircuit I n troduction T imes . 
(Courtesy of Gnostic Concepts) 

t: 
::::» 0 
a: 
u 
a: 
w � 

� 
z w 
z � 
� 
0 
... 1 06 0 
a: 
w 
ID 
� 1o6 ::::» 
z . 1970 

0 Molt Probable Date 
of Circuit Introduction 

Magnetic Bubble 
Memory 

1 980 1 990 

YEAR 

2000 

Pigure 4 Expected Tr ends of Component Content 
Per VLSI Circuit , Assuming Single 
Funct ion Ch ips . 
(Cour tesy of Gnost ic Concepts ) 

Copyright © National Academy of Sciences. All rights reserved.

Influence of Computational Fluid Dynamics on Experimental Aerospace Facilities:  A Fifteen Year Projection
http://www.nap.edu/catalog.php?record_id=19438

http://www.nap.edu/catalog.php?record_id=19438


62 

LINEWI DTH (lun) 

Pig ur e  5 Relat ionship Between L inewidth an d  Storage 

capac ity in MOS VLSI C ircuits Under 
Opt imum and Min imum Cond i t ions . 
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6 5 
TABLE l Typical �rope r t ies of State of the Ar t VLS I MOS C ircui ts 

CBARAC'l'ERIS'l'IC 19 7 5  1985  UL'l'IMA'l'E 

Lateral Dimens ion ( lJDl) 4 . 0  1 . 0  0 . 5  

Ver t ical Dimens ion ( IJ m) 
DOped Layer 2 . 0  1 . 0 O . l  
I nsulat ing Layer O . l  0 . 02 0 . 0 0 5  

Impur i ty Dens i ty ( cm- 3 ) lo l5 lol6 lo l7 

Oper ating Voltag e  (V) 5 . 0  2 . 5  1 . 0 

Sw i tch ing Energy (pJ/B i t) 10 1o- 1 lo- 4 

Max imum Ch ip Area (mml ) 100 500  10 , 0 00  

Ma x i mum Bit Ar eas (1J m2 ) 104 10 3 10 

Stor age Dens i ty ( Bits/� ) 10 4 lO S 10 7 
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6 6 

The est imate s above were made by Gnostic Concepts several year s 
ago and may be optimi stic . More r ecent ana perhaps mor e real i s t ic 
number s obta ined ear ly i n  1982 snow a lag of 4 to 6 year s in some of 
these developments ( Figures 8 ana 9 ) . I n  Figure 8 ,  ECL stand s  for 
Elec tron Cur r en t  Log ic , �h ich represents tne h ighest level of 
technology for performance . 

Enhanced c ircu i t  complex i ty wil.J.  lead to gener at ions of monol i th ic 
sys tems whose character i s  ma inly dete rmined by changes in software 
rather than changes in  hardware . Because of the substant ial 
inves tments i n  des ign , developmen t and testing , as well as in the 
fabr ication equipment of the large c ircuits and systems , these 
c i rc u i t s  and sys tems will be contemplated only if there is promise of 
a large mar ket to recover the ini tial investment . This will  force the 
development of a few unive r sa l  types tha t can be used regardless of 
appl ica tion and where i nd ividual ity is determ inea by sot tware . Thus , 
the semiconduc tor industry will  undergo a transformation from 
integ r a ted c ircui t to integrated sys tems with a sh if t emphasis f rom 
ha rdware changes to sof tware change s and with fewer , but standard i zed , 
c irc u i t  types . 

De sp i te the e ffor ts of I BM in Josephson J unc t ion ( JJ) technology 
and the Japanese and others in both JJ and GaAs technology , there is 
cont inu ing bel ief that s i l icon technology will be most sui table for 
mos t VLSI c i rcuits through the 1990s . GaAs offer s some promise , 
mainly because of i ts h igner carr ier veloc i ty ,  but its f abr icat �on 
character istics do not allow a cos t eff ic ient manufacturing of VLSI 
c irc u i t s ,  par t ially because of infer ior mechan ical proper t ies and the 
need for depos i ted ox ides . 

I t  is hard to f ind analysts who proj ec t  pr ices out mor e than 5 
year s .  The statement that pr ices of memory are decreasing 2 5  to 3 0  
percent per year unt il the 1M b i t  chip i s  manuf actured seems 
acceptable . An i llus tration of a proj ection on the 64K MOS dynamic 
RAM i s  shown in Figure lO ( a ) . The 25bK chip shoula be coming in 
befor e thi s  cycle i s  completed . The wor ldwide sh ipment of lK , 4K , and 
16K RAMS i s  shown in  lO ( b) , and tne peaking of tne 6 4K towards 1986 i n  
lO ( c ) . A s  ye t  there a r e  no proj ect ions o n  th e  2 56K RAM .  

One must also real i ze that tnese MOS memory chips are not often 
used in supe rcomputer s ,  that they are less expens ive than bipolar 
memory , and they appear on the mar ket a number of years ear l ier than 
b ipolar of equ ivalen t dens ity . See Figures 8 and 9 for comparative 
data . Pr ic ing data is d if f icult to obta in . 

CURRENT AND PLANNED SUPERCOMPUTERS 

The s upercomputer era was beg un in  the 1970s with tne del ivery of 
CDC ' s  STAR 10 0 ,  the Texas I ns tr uments Advanced Sc ientif ic Computer 
( ASC ) , and Bur roughs I l liac IV. Only the CDC l ine of equipment ( along 
with the ensu ing CRAY line)  i s  shown in Fig ure 11  wh ich snows the 
fami ly deve lopments through 1 9 9 0 .  STAR 100 was typical of the thr ee 
• exper imenta l •  mach ines of that day . Both i t  and the ASC were highly 
p ipe l i ned to gain effect �ve speed on .J.ong vec tor s .  Shor t vec tor s and 
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scalar s wer e  not cons1dered important , al though it  was j us t  tha t ,  
along with hardware reliabi l i ty problems ( espec ially in STAR 1 0 0 )  tnat 
gave these systems a poor reputat ion . I ll iac IV,  when proper ly used , 
exceeded the per formance of e ither of the other s ,  but aga in  was r ather  
poor for scalar s .  I t  was a par alle l  processor , in that i t  consi s ted 
of an array of 64 processor s ,  each capable of commun icat ing with i ts 
nea r e s t  neighbor s and operat ing in lock-step w i th each other on 
instr uc tions issued by a central instr uct 1on un1 t .  

These Class V machines are all but gone now , having been 
super seded by the Class VI CRAY-1 , and Cyber 205 . Burroughs nad the 
BSP wh ich i t  later dropped when Bur roughs top management was 
reorgani zed . The BSP was organi zea as a parallel processor , tne 
other s  as pipelined machines . With the depar ture of the BSP , we have 
no commerc ially ava ilable multiprocess ing type of supercomputer . 
oene lcor i s  build ing a 4 processor system for the u.s. Army wh ich will 
be f in i shed by the end of 1982 . Experiences with i t  wil�  help 
dete rmine the futur e  for systems with a large number of processors 
operat ing concur rently . 

Tne CRAY-l ' s  per formance i s  fair ly wel l  e stabi i shed now , w i th 3 9  
( as o f  Apr i l  198 2 )  systems i n  the f ield . As seen i n  Figure 11 , its 
per f ormance range is  r ather w ide , f rom 15 to 160 MPLOPS ( the former 
be ing an expected mi nimum , the latter the peak per formance ) .  

There have been several upgrades of the CRAY-1 .  F i r s t the lK b i t  
memory chip was replaced by a 4K ch ip , allowing th e  memory t o  grow to 
4 Megaword& .  The second upgr ade is the dual processor sna r i ng a 
common memory . The clock was also speeded up to 8 nanoseconds ( ns) 
from the or ig inal 12 . 5ns ( not yet announced , the 8ns could be as much 
as lOns) . 

A CRAY-2 is now under constr uction .  A prel iminary announcement 
ind icated a level of performance 6X the expected minimum and l2X the 
peak of the CRAY-1 .  This is shown in Figure 11 with a 1985 
introduc t ion t ime .  The CRAY- 2 presumably will have 4 processors 
oper ating at a 4ns c lock t ime .  The ent ire system , with 3 2  Megaword& 
and les s than 4 '  x 4 '  in cross-sect ion , will be immer sed in  ch illed 
water for cool ing . Accord ing to Cray , it w i l l  be ava i lable in 1984 . 
Ther e  i s  no information as to when i t  will have sof tware to allow for 
the per formance promised . C r ay also nas plans to upgraae th 1 s  mach ine 
before 199 0 , perhaps by going to mor e processor s .  

CDC and Burroughs competed for the oppor tun i ty of bui ld i ng  the 1 
Gigaf lop machine requ ired by NASA/Ame s for its Numer ical Aerodynamic 
Simula tor fac i l i ty . In previous stud ies Bur roughs had proposea a 512 
processor system and CDC and e ight-pipe system along the l ines of the 
Cybe r  2 0 5 .  

I n  Figu re 1 1 ,  we have shown a Cyber 2 XX  whicn should f a i r ly wel l  
represen t th e  capabi l i ties of th e  CDC proposal . I t  will have t o  have 
a peak rate of close to 8 Gigaflops i n  order to meet the required 
sustained rate of 1 Gigaf lop . Because the advances in  VLSI technology 
will allow a factor of approx imately 2 . 5  improvement in the t ime f r ame 
for construction , the expected minimum r ate i s  shown as 4 0 MFLOPS . 
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Thi s  sy tem also should nave 3 2  Megaworas o f  high speed memory wi th a 
bac k i ng store of appr ox imately 2 5b Megawora s ,  of somewhat lower 
performance . 

The growth of memory s i ze over the per ioa of t ime s ince l9b� is  
shown in Figur e 12 . None of the mach ines  discussed will have more 
than 6 4K bits per chip before 1990 . Most of the mach ines d iscussed 
have had memor ies of the s ize of 10 0 , 00 0  words per Megaf lop of 
per formance . 

The Cyber 2XX , no doubt w i ll be available betore 1990 , but i s  
shown ther e  for simplic ity and because there is no speci f ied date for 
f i r s t  de livery as yet . Project ing into the 1995  t ime frame does not 
ind icate much mor e than a 5 fold improvement to be expected f rom thi s  
tecn nology .  

Other manufacturers who may be competing with thi s  style of 
archi tectur e dur ing the per iod be ing discussed are Fuj itsu and 
H i tach i . Eacn c laims to be constr ucting mach ines more powerful than 
the CRAY- 1 , to be made avai lable w i thi n the next few year s .  Where 
they go from there would be d i f f icult to establ ish at this t ime .  

I n  thi s  country I BM  an d  T r i logy have spoken openly of having 
integr ated array processor s a ttached to the ir h ighest per forming 
machine s .  Thi s  may br ing the sequential processors to a level j ust 
below the a ims of Cray Research and CDC . 

The cost s  for very large systems as f irst introduced are shown in 
Figures 13 and 14 . Al though costs are creeping up , per formance and 
amoun t of memory are cl imbing a t  a much faster r ate . A system such as 
the Cyber 2XX will probably be in tne $30M r ang e ,  depena ing on how 
much memory i s  aaded . Even though the costs of memory are decreasing , 
demands are going up rapidly . A large memory ( 2 5& Megawords) on tn is 
sys tem could be anywher e  between $1M and $10M depend ing on whether it  
is  MOS or  bipolar RAM . 

The competing arch i tecture for n igh per formance i s  that of the 
mul tiprocessor . our exper ience with this architecture is quite 
l imi ted . carneg ie-Mellon un ivers ity has assembled a number of smaller 
computer s into a system called Cm* ( i ts predecessor , C • mmp was not 
very successful) . Much is be ing learned on tni s  system , but of more 
theoret ical than practical use . No large scale appl icat ions have been 
r un on thi s  system . Exper ience with Illiac IV at NASA/Ames ind icated 
that witn careful programming ,  n igh performance could be obtained on 
the 64 processor system . 

Numerous univer sities are a ttempting to build or at least 
expe r iment  with ar rays of small (mostly micros ) processor s .  The 
Lawrence L ivermore Nat ional Laboratory ( LLNL) i s  builaing a system 
( S- l )  for the u . s . Navy , wh ich will init ially be a 4 processor s- 4  
memories-crossbar swi tch sys tem . A s  mentioned above , Denelcor is 
bui lding a 4 processor system for the u . s . Army . 

More exper ience w ith these systems i s  neeaea before we can state 
whe ther thi s  is the direc t ion to take into the 1990s for extremely 
hign per formance . Pr ocessor s are becoming very inexpensive as 
compared w i th memory and we should be able to assemble thousands of 
pr ocessor s in a system if we felt tha t the r e  was a r eal payoff . 
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The CRAY- 2 w i l l  be a multiprocessor that shoula help convince us 
of the mer i ts of mult iprocessing .  S imulatlons in the past have 
ind icated tha t 4 processor s is a maximum for ef fect ive �oduct ion . To 
test this we must bui ld , and exper iment witn ,  a larger system , or at 
leas t s imulate such a system . 

PERIPHERAL EQUIPMENT 

With compute r s  of the performance class proj ected for 1995 , i t  will be 
clearly imposs ible to produce pr inted output in the manner we have in 
the past . The volume would be too hor r endous to contemplate : Novel 
ways must be found to • see • or • hear • the results of problem r uns witn 
min imal hardcopy . Recording on v ideo magnetic or optical med ia 
d i g i tally in real t ime would be the most expedient way to produce 
outpu t . By that time , devices to do thi s  will probably be ava i lable . 
such dev ices a long with sof tscr eens for presentations will De needed 
in  quanti ty . I n  add ition , i t  will be des irable to prov ide video or 
graph ic input .  

Mass stor age units with fairly h igh performance character istics 
will  also be needed . Access times should be in the microsecond range 
wi th  transfer r ates of bill ions of bits per secona and storage 
capac i t ies of lOl5 bits . On- l i ne •d isk• drives may still be 
requ i red for more immed iate back-up storage . These could be s imilar 
or even ident ical to the mass- storage uni t s .  On the other hand , very 
large back-up memor ies ,  us ing low cos t MOS or bubble technology m ight 
be more appropr iate . It i s  bel ieved that the technology to ach1eve 
resu lts s uch as these now exi sts . Appropr i ate incent ives have to be 
prov ided to the manuf acturer s  in order to guarantee that these device s 
will ac tually mater ial i ze . Once feas ibil i ty i s  establ ished , costs of 
replication should not be too h igh . 

SYSTEM HARDWARE AND SOFTWARE COSTS PROJECT IONS 

Pr otocols for systems commun ications are being establ ishea and 
hopef ully standardi zed . I t  may take another f ive year s befor e we 
shall be able to add componen t par ts to networ ks with l ittle 
add i tional cost or effort .  

A t  present , the cost of setting up a networ k system to make a 
la rg e scale computer fac i l i ty readily accessible to user s is high. 
There are a number of areas where costs are concentr atea and these are 
mostly sof twar e related . 

A good example to cons ider i s  the proposed NASA/Ames Numer ical 
Aerodynamics S imulator (NAS )  fac i l i ty .  From there we can project into 
the future to determine costs for r eplacements and add itonal software .  

NAS i s  est imated to cost i n  the neighborhood of $lO OM .  Actually ,  
i f  one included the development costs for the NAS eng ine this number 
would have to be doubled . I n the t ime scale for complet ion of the 
eng ine ,  its cost alone could be $3 0M ,  wnere one- third of th is woula go 
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for the memory . �he sof tware for the mach ine ,  i f  i t  had to be done 
from scr atch ( assuming we know how to wr i te the spec iaii zed sof tware 
for the mach ine) , would cost at least  2 0 0  man year s ,  of  the order of 
$20M . When one adds to it the networ k w ith i ts g r aphic systems , 
termi nals , and communications , ther e  could be an equ i valent amount 
spen t  on the sof tware . The add i tional hardware might be somewhat 
les s ,  depend ing on the number of node s and terminals.  

The unfor tunate situation i s  that the networ k i s  not well 
descr ibed and has had l i t tle systems expert ise to def ine it in such a 
way as to satisfy a mult i tude of concur rent  user s .  

The future a s  we see i t  revolves around the use of gene ral purpose 
intell igent terminals for most user s ,  t iea into a networ k w i th one or 
more NAS ' s . Graphic s  and small data base handl ing can be at the local 
site . A front-end on the NAS can handle the large data base . I f  
indeed i t  i s  believed that the world will move i n  this direc t ion , one 
could implement the system hardware ana sof tware ali ke in a fash ion 
perm i t t i ng tr ivial replacements to enhance per formance as new 
components are developed , e . g . , replac ing a 6 8 , 0 00 by a 6 8 0 , 0 00 and 
add ing anothe r lO OM By te s of memory at each station . Some add it ions 
could not be predic ted and so would have to be made on the bus 
directly , e . g . , an on-l ine movie-mak ing machine us ing a video disk 
recorder . 

I f  one can anticipate l iving w i th i n  a g iven sof tware environment 
for 10  year s ,  the overall cos t for growing would involve the cost of 
hardware alone . 

Seymour Cray bel ieves he can improve the large system performance 
by a fac tor of 4 or 5 every 4 yea r s  or so . Assuming the CRAY-1 
capabi l i ty to be between 15 and 160 MFLOPS ( average scalar and peak 
vector pe rformance)  and ti1e CRAY- 2 9 0  to 2000  (CRAY-1 Ser ial l was 
del i vered in 19 7 6 ,  CRAY-2 Se r ial l probably will be delivered in  
198 5 ) , by  199 0  we  should be a t  4 0 0  to  aoo o MFLOPS and by 19 9 5 , 1600 to 
3 0 , 0 00 .  He never def ined how these improvements wouid be ach ieved . *  
over thi s  t ime span a factor of 10 might be achieved in componen t  
performance , espec ially if  one were to go to Josephson J unct ion 
technology . The remain ing factor of 10 , if we are to achieve i t ,  must 
come from arch i tec tural impr ovements . Perhaps we will learn to use 
mul t i processor s by the n .  Thi s  impl ies a huge investment in 
repr ogr amming , because of incompatibili ties w i th the present wor ld . 

However ,  by proper preparation of the remainder of the networ k ,  
the overall j ob can be reduced by a t  least a factor of two . 

I f  we extrapolate our curves , on the average we should expec t a 
per formance capabi l i ty of 5000  MFLOPS by 19 9 5  with a memory capac i ty 
of 5 0 0  Megawords . We should be within a few year s (�year 2 0 0 0 )  of a 4 

*An upgrade of the CRAY-2 would involve , among other changes ,  an 
increase to 8 processer s .  
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Megab i t  chip which would allow for a 2 0 0 0  Megaword memory on that same 
system. The 500 Mw memory system should cost under $lOM1  the CPU w ill 
cos t approx imately the same amount . 

S i nce the f ig ure i s  an average , depend ing on vector/scalar r at i o ,  
w e  should also mention that the vector per formance could be as high a s  
3 0 0 0 0  MFLOPS and scalar per formance a s  low as 100  MFLOPS . 

These f igures are poss ible , a t  reasonable cos ts , bu t assume that 
e i ther competit ion or recognit ion of the national need will help 
prov ide f unding to cons tr uct the machines . The sof twar e costs could 
be $2 0 , 0 00 , 0 00 or more i f  we cont inue an unstructured course . W ith 
standard i zation , growth in place and adequate research f unds to help 
develop better sof twar e eng ineer ing techniques,  this f igure could be 
reduced substantially . 
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APPENDI X C 

STATUS OF COMPUTATIONAL FLUID DYNAMICS AND 

PROSPECTS FOR IMPROVED NUMERICAL METHODS 

R .  W .  MacCormack 
Department of Aeronautics and Astronautics 

univers ity of wash ing ton 
seattle , washington 

ABSTRACT 

The status of computational f luid aynamics is assessed . P roj ec t ions 
are then made based upon thi s  assessment for the computer requirements 
to n umer ically s imulate flows past comple te a ircraft conf igurat ions at 
flight Reynolds • number s .  Prospects for improved numer ical me thod 
eff i c i ency are cons idered and est imates of computat ional f lu id 
dynamic s capabi l i ty dur ing tne next f ive year s are made . 

7 9  
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INTRODUCTION 

To explain the format ion of the Gr ana Canyon in tne pas t ,  one shoula 
look at the muddy Colorado River  today car ry ing away par t  of the 
canyon f loor . S imilarly to pred ict tne f utur e ,  at least tne near 
f uture , one should look at what is going on today . More than f i f ty 
computat ional fluid dynamic is ts throughout tne un ited S tates ana some 
from Europe were asked to descr ibe the problems they have solved in  
recent year s and those they are now wor k 1ng on,  the equat ions solved , 
the numer ical me thods used , the number of mesh points and compute r 
t ime requ ired for solution , and tne computer used . I n  add i t ion tne 
views of several lead ing sc ient ists on the prospects of computational 
f luid dynamics were obta ined . Although the re is no unanimi ty of 
thought many of the i r  ideas are presented here in.  

The assessments , proj ec t ions , and analys i s  contained in  th is 
repor t are concerned pr imar ily w i th f in ite difference calc ulations 
using gr ids of mesh points to d i scre ti ze tne volume of moving f lu ids . 
The repor t does not concern i tself with pane l ,  f in i te element ,  or 
vor tex tr ack ing calculat ions . Pane l  methods today represent a mature 
technology . Such calculat ions using as many as 3Xl0 3 panels can 
f a i r ly rout inely represen t a l i near invisc id f low about complete 
aircraft conf igurations , includ ing nacelle s ,  tai ls , e tc .  Too l i ttle 
informat ion was rece ived on f in i te e lement calculat ions to be 
d i scussed here in.  The f i n i te element approacn to a large extent 
par allel s and in some cases leads the development of the f in i te 
d if ference approach . Notewor thy calculations , par t icular ly in Pr ance , 
about complete aircraf t are be ing attempted today . I t  is bel ieved 
that  the status and future development prospects of the f in i te element 
approach ar e not too unl i ke tha t of  tne f in ite difference approach to 
be d iscussed . The vor tex trac k i ng approach still appear s to be a very 
young d isc ipline undergoing rapid deve lopment . How qu ickly it will 
mature i s  an open question today . 

The development of computer hardware and arch itec tures , expec ted 
to have perhaps a much la rger effec t  on computat ional fluid dynamics 
than numer ical method development , is  also not aaaressed by thi s  
repor t . Similar ly , th e  prospects o f  turbulence model i ng , a key 
e lement in the s imulation of n igh Reynolas •  number f low by solving tne 
Reynolds averaged Navie r-S toke s equations , is not addressed . 
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Much of the i�format ion and analysis presented within  was 
gener ously prov ided by V. Peterson , NASA/Ames Research Center , 
E .  Murman , Massachusetts I ns t i tute of Technology , J . south , 
NASA/Lang ley Research Center , and T .  Holst ,  NASA/Ames Research Center . 

STATUS 

Mor e than ninety data points ,  each represent ing a calculat ion of a 
fluid f low problem ,  were u sed to obtain the r esults shown in 
Fig ure 1 .  Each shaded reg ion of the f ig ur e  represents the r ange in 
number of gr id points and computer t ime requ ired to solve a g iven 
clas s of problems . Although the computat ional problems were  solved on 
sever al d if ferent computer s ,  each computat ional t ime was conver ted to 
the equivalent t ime requi red i f  the problems were solved on a CDC 7600  
computer . The spread in computer t ime required for a f ixed number of 
grid po ints for a g iven class of problems is caused by d i fferences in 
the types of problems solved , the n umer ical methods used , the number 
of i terations or t ime steps requ i r ed , and to some degree on the 
uncer tainties in the conver s ion factor s used to relate the computer 
timi ng s  on the mach ines actually used to tha t of a CDC 7 60 0 .  
Never theless , the fact that the problem classes seem to form coherent 
str uc tures is remar kable and can be used to asses s the present state 
of c omputational f lu id dynam ics and also to proj ect tr ends in the near 
futu re .  

Tr anson ic Flow 

Probably the greates t success story of the las t decade in 
computat ional f lu id dynam ics i s  that of tr anson ic f low . Two 
dimens ional transonic f low calculat ions , solving e i ther the small 
disturbance or full potent ial f low equations , can pred ict  the f low 
abou t a i r foils in  less than hal f a minute on computer s read ily 
ava i lable in the un ited S tates today ( a ir foi l ,  steady f ull potential 
equa tions , 4 . 5Xl0 3 gr id points , 5-10 seconds on a CDC 7 60 0 , Holst , 
19 7 8 ) . Th is class of problems l ies nearly of f the graph of Figure l 
and expla ins why computat ions have virtually el iminated exper iment in  
airfoi l design . 

I n  three d imens ions these same equations can be numer ically solved 
to predict steady tr ansonic f lows about real istic a ircraf t shapes in  
computer t imes shor t enough for many rout ine eng i neer ing appl icat ions 
(w ing-fuselage , small d isturbance equat ions , lOS g r id points , 2 0  
minutes on a n  IBM 3 0 3 3--approx ima tely half a s  fas t a s  a CDC 7600)  
( Ref .  1 ) . In  general ,  the small d isturbance calculations , which apply 
boundary condi t ions on mean boundary sur faces , are faster and can 
handle more complex geometr ies ( nacelles , pylons , canards ,  winglets , 
and tai l s )  than the full potential calculat ions , wh ich apply boundary 
cond i tions on the actual boundary surfaces . Cons ider able effor t is 
unde r way to generate mesh systems about complex geometr ical bodies 
for full  potent ial calculations (wing-body-nacelle-pylon w i th 
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body f i t ted coord inate s ,  full potent1a! equat ions , 8 . 4Xl0 4 gr id 
points , 38 seconds for g r id generat ion plus 285  seconas for solut ion 
on a Cray l computer--approx imately two to four times the speed of a 
of a CDC 7 60 0 )  ( Ref . 2 ) . Viscous effects can also be included by 
solv ing in add i tion boundary layer equat 1ons . 

The Euler Equat ions 

The Euler equat ions are now r ece iving cons iaerable renewed i nterest 
because of recent advances in  numer ical me thod development and the 
avai lab i l i ty of powerful computer s .  We can see from F igure l that 
these equat ions requ ire roughly an order of magnituae more computer 
t ime for solution than the transonic f low equat ions for s imilar flow 
problems with an equ ivalent numbe r of g r id points . These equat ions 
are , however , far more general and can descr i be inv i sc id f lows that 
are subson ic , transonic , or super son ic . Two d imens ional flow 
solut ions can be obta ined in computer t imes small enough for some 
rout ine engineer ing appl ications . Some recent three d imens ional Euler 
calculations for f lows past w i ng-bod ies nave been made in compu ter 
time s fairly competit ive w i th those us ing the transonic small 
disturbance for f ull potent ial equat ions (wing-body , Euler equat ions , 
2 . 5Xl0 4 gr id points , 4 minute s on a CDC Cyber 203--approximately the 
speed of a Cray l J  w ing-body , Euler equations , 5Xl0 4 gr id points , 4 
to 10  m inutes on a Cray l)  ( Refs . 3 and 4 ) . 

Navier-S tokes 

The shaded reg ion of Figure 1 represent ing the range of two 
d imens ional Reynolds averaged Navier-S tokes calculat ions i s  fair ly 
extensive .  The large spread i n  computer t ime requirea for a f ixed 
number of gr id points is caused pr imar i ly by two r easons . F i r st , some 
problems had unsteady solutions ( buf fet , a i leron bu zz , ana osc i llat i ng 
airfoils)  and were r un for long times compared to f low problems that 
conve rged to steady state solutions . And second , many of the data 
points compos ing thi s reg ion r epr esent tests on propesea tur bulence 
moae l s .  The models rangea f rom s imple algebraic eddy v i scos i ty mode ls 
to complex mult i-d if ferential-equat ion model s .  For some mode ls the 
computer t ime r equ i red to numer ically integr ate the mode l equat ions 
was larger than that for the Reynolas aver aged Navier-Stokes equat ions 
themselve s  and thi s  caused the overall comput ing t imes to be long . 

The shaded reg ion r epresenting three d imens ional Reynolds aver aged 
Navier-stokes calculat ions i s  mor e compact although it does contain 
results from several d if ferent problems at high Reynolds ' number s 
using d i f ferent numer ical me thods ( body of revolut ion at angle of 
attack , Reynolds averaged Navier-S tokes equat i ons , 3 . 2Xl0 4 g r id 
poin t s , 1 . 5 hour s on a CDC 7 60 0  ( Re f . S J J Hemispher e-cyl inder at angle 
of attack , Reynolds averaged Navier-Stoke s  equat ions , l . 9Xl0 4 
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g r i d  points , 3 . 5  hour s o n  a C DC  7 60 0  (Ref . 6 ) ; swept wing in  a 
channel , Reynolds averaged Navier-Stokes equat ions , 3 . 6Xl0 4 gr id 
points , 7 hour s  on a CDC 7 6 0 0  (Ref . 7 ] ) . 

Eday Simulat ions 

The most demanding class of problems of computer resources is eddy 
s imula t ion .  The elongated shaded reg ion repr esenting this class 
cover s almos t two orders of magni tude in  computer memory and t ime 
requ ired for solut ion .  Co�putat ion t ime var ies approx imately l inear ly 
with the number of g r id points used , ind icati�g that differences in 
n ume r 1 cal method and problems solved are minor causes affecting 
ove r al l  comput ing time s .  The problems solved include large eddy 
s imu lat ion of turbulent shear f lows ( 3-D i ncompr ess 1ble Navier-Stokes 
equa tions , 3 . 3 Xl0 4 gr id points , 2 hours on a CDC 7 600 (Ref . 7 ] ) ,  
homogeneous turbulence ( 3-D incompress ible Navie r-stokes equations,  
2 . 3 Xl0 6 gr id point s ,  2 0  hour s on the I � liac 4--approx imately 4 to  5 
t imes faster than a CDC 7 60 0 ,  (Ref . 9 ] ) ,  and boundary layer trans ition 
( 3-D incompress ible Navier-s tokes equat ions , S . 6Xl0 5 gr id points , 12 
hour s on the Ill iac 4 ,  ( Ref . 10 ] ) .  

PROJECTIONS 

using the aata of Figur e  1 representing the present s tatus of 
computational fluid dynamics , i t  is  possible to estimate the computer 
t ime requi red for the solut ion of the Reynolds averaged Navier-Stokes 
equat ions and the Navier-Stokes equations ( eddy s imulation) for f lows 
abou t complete a i rcraft . Figures 2 ( a )  and ( b) show these two 
proj ections . 

The broken line pass ing through the center of tne shaded reg ion 
for the three d imensional Reynolds averaged Navier-stokes equations 
assumes that the computer t ime requ ired to solve these equat ions will 
vary l i near ly with the number of g r id points used . This behav ior was 
observed for the eddy simulation calculations of Figure 1 .  The 
equa t ion for this  l ine is  

T • l0- 4  N 

wher e  N i s  the number of g r id points and T i s  the requi red computation 
t ime in hour s on a computer w i th tne speed of a CDC 7 6 0 0 .  The 
equat ion also assume s  that the computer ' s centra l  memory i s  always 
suf f ic iently large that the data transfer times into and out of it do 
no t add signif icantly to the overall comput ing t ime . The coef f ic ient 
lo- 4 appear ing in the equat ion coula be changed by a fac tor of two 
larger or smaller with the l ine still pass ing through the shaded 
reg ion representing the 3-D Reynolds averaged Navier-Stokes solutions 
of F i gure 1 .  
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Three points are plotted on the broken l ine of F igures 2 ( a )  and 
(b)  cor re spond ing to D .  R .  Chapman ' s  1979  est imates for the number of 
gr id points requ ired. to calculate the flow about a complete a ircraft 
(wing-body-tail  and nacel les) in cruise a t  Reynolds '  number s  10 6 , 
10 7 and 10 8 using the Reynolds aver aged equa t ions ( Re f . 11) . The 
number of gr id points cor respond ing to these three calculat ions are 
2Xl0 6 , 4 Xl0 6 , and 9Xl0 6 respect ively .  The total number of  gr id 
po i nts in j us t  the upper or lower sur face boundary laye r of  the wing 
of chord C and aspect ratio JR. i s  g iven by Nx X Ny X Nz where 
Nx , Ny and Nz are the number of points along the chord , across 
the bOundary layer , and along the span , re spec t ive ly , and are g iven by 

and 

Ny • 2 0  

Nx • 4 . 5 1/Rec 
0 . 2  

N z • 2 . 2 5 At 1/Rec 
0 . 2  

These e s t imates for Nx and N z correspond to gr id points spaced 
approximately one and two boundary laye r thicknesses apar t along the 
chord and space d irect iOns respect ively . Th is spac ing should be 
suff ic ient to resolve the Reynolds averaged Navier-stokes  equations 
with the effec ts of subg r id scale mot ions accounted for by turbulence 
model i ng . S imi lar estimates were made for the fuselage , tail , nacelle 
and pylon surfaces . The total number of g r id points for a complete 
aircraf t was est imated by add ing the totals for each component element 
boundary layer and wake g r i d  plus an overal l gr id w i th spac ings chosen 
to r esolve only the inviscid flow about the a i rcraf t .  

The three d imens ional h igh Reynolds ' number solut ions i n  the 
shaded reg ion at the lower corner of Figure 2 ( a)  are actually th in 
layer approx imations because e i ther the viscous terms in  the s tream 
and spanwise di rect ions were deleted from the govern ing Reynold s 
aver aged equations or the g r id point spac ing was so coar se i n  those 
direct ions that these v i scous terms were  not adequately resolved . I n 
e i ther case the gr id points spac ing s  were much larger than the 
est imates of D .  Chapman , although all of the te rms normally appear ing 
in the Euler and boundary layer equations were re solved . For many 
viscous flows these ar e the only terms requir ing resolut ion . For a 
wing at 1/Rec • 10 6 w i th AR • 4 ,  Chapman ' s  est imates cor respond to 
an upper sur face boundary layer grid  or 7 1  points along the chord ,  20 
across the boundary layer , and 14 1  along the span , or 2Xl0 5 total 
grid points . For thin layer theory , us ing estimates by South and 
Thames ,  with 60 points along the chord ,  20 across the boundary layer , 
and 4 0  across the span , a total of only 5Xl0 4 are r equired , or one 
four th as many as are needed to solve the Reynolds averaged f ull 
Navier-Stokes equations at l/Rec = 10 6 . The th in layer est imates 
do not depend on Reynolds numbe r and assuming that est imates s imi lar 
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to tha t for the wing can be made for the f uselage , tai l  nacelle , and 
pylon surfaces , the total number of gr id points to solve the Reynolds 
aver aged thin layer Navier-S tokes equations 1s NT . L . N . s · ·  SXlOS 

gr id points,  or approximately one fourth the number requ ired to solve 
the Reynolds averaged full Navier-Stokes equations at l/Rec • 
10 6 . Th is data point i s  also plotted on the broken l ine of Figure 
2 ( a) . I n theory a solut ion for the f low about a complete aircraft 
conf iguration could be obta ined in  50  hours ( two days of comput ing ) on 
a mach ine with the speed of a CDC 7 60 0  assuming that 

( a) the thin layer Navier-Stokes suff ic iently desc r i be the f low, 
( b )  a sui table turbulence mode l can b e  devised t o  account for all 

sign i f icant subgr id scale mot ion effects , 
( c )  the topolog ical problems associated with nest ing g r ids about 

aircr aft component elements and interfacing each with an exter ior 
invisc id g r id can be solved , 

( d )  the computer ' s  central memory is  suf f ic iently large so that 
data transfer t ime into and out of i t  does not add signif icantly to 
the comput ing t ime , and 

( e )  the comput ing t ime r equired for solut ion of the three 
d imens ional equations scales l inear ly with the number of g r id points 
used . 

Assumpt ions ( b) and ( c )  are major hurdles that must be leaped before 
rea l istic solutions will be obta ined . For assumpt ion ( d )  Chapman 
est imated the number of words of storage for solving the Reynolds 
aver aged equat ions to be approximately 30 t imes the number of gr id 
points . Th is factor i ncludes the metr ic coe ff ic ients , dependent flow 
var i ables , and turbulence quantities assoc iated w i th each g r id point . 
At the expense of add it ional comput ing , this factor could be reduced . 
The las t  assumpt ion ( e )  is  probably not too far of f the mar k .  
Although the t ime s tep s i ze that a solution can be advanced dur ing 
each step is  still  l imi ted , even with today • s  impl ic i t  numer ical 
methods , and the number of s teps required for a solution is often 
large , the comput ing t ime depends pr imar i ly on the number of gr id 
points used and not , as was former ly true with expl icit methods , on 
such fac tor s as the f inest g r id point spac ing and the largest speeds 
and k inematic viscos i t ies in the f low f ield .  Also , the treatment of 
boundary cond i tions at grid interfaces , though a s ign if icant program 
log ic problem, should not increase the computing t imes s ignif icantly 
over that requ ired for a s i ngle grid calculat ion with an equal number 
of total grid points . The number of boundary points is always 
expected to be smal l compared to the total number of g r id points . 

The projec ted computer t imes required for the solution of the 
Reynold s aver aged full  Navier-stokes equations for f low pas t a 
complete a ircraf t at Reynolds ' numbers l/Rec • 106 , 101 , and 
10 8 are from Figure 2 ( a) 2Xl0 2 , 4Xl02 , and 9Xl02 hour s  
respect ively o n  a computer w i th the speed o f  a C DC  7600 . These 
pro j ec ted t imes depend on assumpt ions (b) , ( c ) , (d ) , and ( e )  of the 
las t paragraph . 
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The sol id line of Figure s 2 ( a)  and (b) represents the proj ection 
of the computing t ime required for the solut ion of the complete 
Nav ier-Stoke s equations on a scale small enough to cor rec tly s imulate 
all s ignif icant turbulent edd ies . This proj ect ion depends only on 
assumpt ions (c ) , ( d) , and ( e) above . The data points plotted along 
the l ine are taken from Chapman ' s  1979 est imates of the number of g r id 
points requ ired for the cor rec t  large eddy s imulat ion of the f low past 
an a ir foil and a complete a i rcraft at  various Reynolds '  numbers . The 
equation of the solid l ine is 

T • 4 . 5Xl0-3 N 

where again N i s  the number of g r id points used and T is the requi red 
computation t ime in hours on a computer with the speed of a CDC 7 60 0 .  
The coefficient 4 . Sxlo-3 is  approx imately half that for the Reynolds 
aver aged equations . Thi s  is  caused pr ima r i ly by the fewer number of 
equat ions solved in the eddy s imulation problems . Most of the 
problems requi red the solut ion of only the incompress ible 
Navi er-stokes equations and o f  cour se there were no turbulence model 
equat ions to be solved . 

PROSPECTS 

In general terms , a numer ical solution for a f luid f low problem i s  
obta ined as follows : 

( l )  The f low f ield i s  d i scret i zed i nto small volumes by a grid 
chosen f ine enough to resolve all characte r i stic leng ths of the f low. 

( 2 ) The gover ning d iffer ential equations and boundary cond it ions 
are approximated at g r id points by algebr aic f in ite d i f ference 
equat ions of sui table accur acy . 

( 3 )  An initial  value for the solution i s  assumed . 
( 4 ) A s trategy or procedure i s  devised to advance the solution i n  

time by discrete t ime steps unti l  th e  solut ion depends only o n  the 
appr oximating d if ference equations and imposed boundary cond i tions and 
no longer on the g uessed ini t ia l  solut ion . At th is t ime the solut ion 
can be e i ther stat ionary or t ime dependent . 

Dur ing the las t decade we have wi tnessed remar kable progress in 
div i s ing effic ient numer ical methods , strateg ies , and procedures . 
Three of these are the development of 

( i )  
( i i )  

( i i i )  

f ully implic i t  methods , 
mult i-g r id procedure s ,  and 
psuedo- t ime s tepping s trateg ies . 

Befor e the above developments , exist ing explic i t  numer ical methods 
could only allow information to travel slowly from one g r id point to 
its neares t ne ighbor ing g r id point . The pace that informat ion could 
tr avel dur i ng a time step was determined from stabil i ty cond i t ions to 
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be the shor tes t distance between any two points of the g r id . Because 
many calculations of eng ineer ing inter est contain h ighly nonuniform 
gr id s ,  many t ime s teps were needed befor e informat ion could travel 
completely to even nearest ne ighbor s in stre tched reg ions of the 
g r id .  Unt i l  informat ion can tr ave l throughout the flow f ield from 
boundary to boundary and back aga in , for some problems many t imes , the 
solut ion cannot in general ar r ive at a state independent of the 
initial  g uess,  hence long computation times were of ten required . 

The development of f ully impl ic i t  me thods in the mid 1970s 
improved numer ical e f f ic iency by order s of  magn itude . T ime s tep s i zes 
were  no longer l imited to the transi t t ime between nearest ne ighbor s 
by s tab i l i ty cond i t ions . They could be chosen more freely , in some 
case s several orders  of magnitude larger , and the t ime requi red to 
solve a g iven problem was r educed to a small fraction of that 
prev iously requ ired . The t ime step s ize i s , however , still  l imi ted . 
Too large a s i ze will result in inaccuracy . This can be i llustrated 
f a i r ly s imply by cons ider ing a diff erence approx imat ion to a f irst  
der ivat ive of a smooth f unct ion . 

• 

f(xtb ) - f( x )  
h 

As the gr id point spac ing h i s  reduced , the approx imation , accord ing 
to the usual r ules of calculus should improve . on a computer with 
f in i te prec is ion , the approx imation will at f ir st improve then will 
grow wor se . A 32 bi t computer word has six or seven s ignif ican t 
f igures , the last one or two of wh ich are h ighly s ubj ect to roundoff 
er ror af te r  a few ar ithme tic oper ations . As h i s  reduced the 
d ifference approximation eventually is determined by error alone . For 
expl i c i t  calculat ions such er ror cons iderat ions are not as impor tant 
because the d ifference terms appear ing in the approx imat ion equations 
are mult ipl ied by a t ime step s i ze � t  of the order of h .  For impl ic i t  
calc ulat ions o f  h igh Reynolds '  number f lows , where h can be as small 
as the order of 1/Rec and � t  an order or two larger than h ,  accuracy 
can be a problem (par t icular ly i f  half  word calculat ions are used in 
order to double the ava i lable memory of the computer ) .  

Multi-gr id procedures can be used to alleviate thi s  problem . To 
gain some understanding of this type of procedure ,  cons ider a three 
d ime ns ional uni form or nonun i form gr id of 128Xl28Xl28 • 2Xl0 6 

points . The total gr id will be called the f ine gr id .  A second g r id 
can be formed by deleting every other gr id point . This second grid 
conta ins 64X64X6 4 points , one eighth as many as the f ine gr id .  we can 
con t i nue in th is manner forming g r ids each w ith one e ighth as many 
points a s  the prev ious one . This can , but need not , be done seven 
t ime s w i th our or ig inal 1283 gr id .  I f  we then advance the solut ion 
on the f ine gr id ,  us ing even perhaps an expl ici t  method , with a small 
t ime s tep, then advance the solut ion on the next f inest gr id using the 
same me thod w ith a t ime s tep twice as large , and so on , we have a 
means of tr ansmitting informat ion across the ent ire f low f ield in  a 
few steps . I nformat ion calculated locally on the f ine g r id can catch 
an express that sk ips every o ther s top, transf er to another express 
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tha t s k ips still mor e stops , etc . , and travel very e f f ic iently about 
the f low f ield . I nformat ion can travel in the oppos i te d irection , 
coar se to f i ne ,  as wel l  because every point of a g iven g r id is  a 
member of each f iner g r id and interpolation procedures can be used to 
dete rmine the values at s k ipped points f rom coar ser g r id 
c alculations . To est imate the amount of wor k  i n  the calculation we 
need only count the number of t ime s the f ine g r id solut ion was 
advanced . Because each gr id conta ins only one e ighth the number of 
poi nts of the previous f iner g r id ,  the calculat ion time spent on all 
g r ids except the f ine g r id is a small percentage of that spent on the 
f ine gr id ,  unless one of the coarse g� id s  was advanced many t ime s  more 
often . F i nally , the error problem d iscussed ear l ier can  be  alleviated 
because the t ime step s i ze used in each g r id can be scaled to the g r id 
point spac ing so that � t/h i s  always of the order of unity .  

For f lows with steady solut ions psuedo-t ime stepping strateg ies 
can be used to advantage . To gain some ins ight of this type of 
strategy we can cons ider a three dimensional nonuni form g r id .  The 
solution is advanced on thi s  g r id at each point using a t ime step 
scaled to the loca l gr id point spac ing . The solut ion is then obtained 
on a warped t ime sur f ace , which is unimpor tant if the solut ion 
converges to a steady state . The time s teps can be chosen so tha t the 
local CFL (Courant-Fredr ichs-Lewy) number is everywhere near unity ,  a 
choice usually assoc iated with smal l numer ica l d i sper s ion and 
diss ipat ion error s .  The local t ime stepaing strategy i s  eas ier to 
implemen t than mul ti-g r id procedure s but informat ion transi t d is tances 
are much more l imi ted , approx imately f rom neighbor to neighbor 
eve rywhere throughou t the f low f ield , though not nearly as l imited as 
convent ional expl ic it methods on h ighly stretched gr ids . 

At  present , to solve the transonic f low equat ions ( small 
disturbance or f ull potent ial) , the Euler equations , and the Reynolds 
aver aged Navier-S tokes equat ions requires roughly 2Xl0 2 , SX10 2 and 
2Xl0 3 i ter at ions respec tively . For some transonic f low 
calculations , f ully impl icit  me thod s and mult i-g r id procedures have 
alr eady reduced the required number of i terat ions to approx imate ly 5 0  
and 2 0 , respect ively , with th e  mult i-g r id procedures using somewhat 
more than twice the computer t ime per i teration . Also ,  r ecent Euler 
calculat ions using both mult i-gr id and psuedo-t ime stepp ing procedures 
have s ign i f icantly r educed the number of i terat ions r equired for 
solut ion . Research is cur rently going on to apply mult i-g r i d  
procedures to the compressible Navier-Stokes equat ions . In the next 
few yea r s  us ing fully implic i t ,  mul t i-g r id and other procedures to be 
dev i sed , it appear s  poss i ble to reduce the number of i terat ions 
requ i red to advance the solut ion of the Navie r-S tokes equations to a 
state independent of the i n i t ial cond i t ion to approx imately 2 0  
ite r a t ions , each requir ing only about twice the computer t ime now used 
per i teration . To cont inue to advance an uns teady solut ion would 
requ i r e  of course more t ime s tep i te r ations . Such a reduc t ion would 
repr e sent a nearly two orders  of magn itude decrease i n  the computer 
time r equi red to solve a g iven viscous compress ible f low problem , a 
shif t  in  the ord inate of Figure 2 ( a)  and ( b) by near ly 10 2 . 
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A poss i ble scena r io for the next f ive year s i s  as follows . Nested 

gr id systems about complete a ircraft are developed and per fected for 
use in solv ing the transonic full potential equat ion . Boundary 
cond i t ion procedures are dev i sed and per fec ted to couple the solut ions 
calculated on separate gr ids at common interfaces . The Euler 
equat ions are then solved us ing the same nested gr id procedures 
deve loped for the full potential equations . Meanwh i le , numer ical 

procedures , perhaps mult i-gr id procedures , are developed that can 
accur ately and rap idly propagate informat ion throughout a single gr id 
for solving the compressible Navier-S tokes equat ions . These numer ical 

procedures are then applied to a nested g r id sys tem abou t a complete 
aircraft conf iguration , using the previously dev ised inter-gr id 
boundary techn ique s  for the Euler equations , to solve the Reynolds 

aver aged th in layer Navier-s tokes equations w i th hopefully improved 
tur bulence models . I f the assumed possible improvement i n  nume r ical 
e f f ic iency is ach ieved , nea r ly a two order s of magn itude increase , the 
above viscous flow calculat ion for a complete aircraft using 5Xl0 5 

g r id po ints would requ ire approximately the same computer t ime that 
three d imens ional Reynolds aver aged thin layer Navier-stokes 
calc ulat ions past s imple body geometr ie s are us ing today . Complete 
a ircraft calculat ions solving the Reynolds aver aged f ull Navier-stokes 

equat ions , at Reynolds ' numbers 1/Rec • 106 , 10 7 , and 108 ( see 
Figur e 2 ( a) ) , however ,  would requ ire the development of advanced fast 

computer s .  

CONCLUDING REMARKS 

The nume r ical techniques be ing wor ked on today of fer the promise of a 

s ign i f icant increase in computat ional fluid dynamics capability .  

These techniques inc lude the development o f  nested g r id systems about 
complex shaped bodies , boundary cond i t ion procedures at gr id 
inte r faces , fully impl ic i t  me thod s for integrat ing the equat ions of 
motion ,  and mult i-g r id procedures to speed conve rgence by r apidly 
communicat ing informat ion throughout the f low field .  These techn iques 

should adapt well to present and foreseeable computer arch itectures 
for solv ing large three d imens ional problems because large data base 
problems should of fer more opportun i t ies to form long vector s , e tc .  
I t  i s  possible in the next f ive years to calculate the compressible 

v i scous flow about complete a ircraft conf igurat ions to the same 
resolut ion and with the same computat ional effor t be ing used today for 
s imple geome tr ical shapes . Improvements in computer hardware and 

tur bulence model ing can fur ther extend thi s  capabi l i ty .  
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APPENDIX D 

TYPICAL COSTS OF AERODYNAMIC DESIGN VERIFICATION 
IN TEST FACILITIES OR BY CFD 

I n  the course of development of a new aerospace vehicle , the proj ect 
teams in industry utilize a var iety of test fac i l i t ies differ ing 
widely i n  s i ze ,  capab i l i ty ,  and cost . The choice i s  d icta ted by 
convenience and economy ; as much as poss ible will be done in in-house 
or at ne ighboring fac i l i t ies at low speed and cost , depending upon a 
f inal check in a nat ional fac i l i ty at higher Mach number or Reynolds ' 
numbe r . Table 1 ,  showing the wind tunnels used by the Boe ing Company 
on the ir last three tr anspor t a ircraft proj ects , is  typical of 
industry practice . 

The wide var iety of poss ible problems r equ i r ing test ( see Table 1 
of  Chapter IV) , .  the diversity of test fac i l ity capab i l i t ies and costs , 
and the d i f ferences in account ing practices at d i f ferent laborator ies,  
all combine to compl icate the cos t picture . Ex isting fac i l i t ies vary 
greatly in the convenience of setting up or chang ing the modei , and i n  
th e  r ap id ity o f  data collect ion . Nevertheless , i t  is  common practice 
to quote costs in dollar s per hour of occupancy . Th is ref lec ts the 
fac t  tha t a large block of costs is incur red whether the a i r  i s  

blow ing o r  not ; l abor , maintenance , overhead , depreciat ion are i n  this 
category.  Since the ratio of •ai r-on• to •occupancy• t ime can vary 
between 2 5  percent and 8 0  percent , costs which are  only incur red when 
r unn ing ar e  separately b illed ; power costs ar e usually the major 
component her e .  F i nally , s ince the degree of automa t ion i n  tne data 
collect ing and reduct ion changes cons iderably the number of data 
points per • a ir-on• per iod ,  some fac i l i t ies make a separate charge for 
data handling , usually around $1 to $3 per data point . The above 
comments apply broadly to the w ind tunnel or the eng ine test fac i l i ty .  

9 4  
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TABLE � Typ i c a l  T r a n spo r t A i r c r a f t Te s t i ng Cos t a  ( � 9 8 �  Ba & e )  

These cos ts are est imated f rom pas t  Boe i ng exper ience and ac tual b i l l i ng s .  

BASIC COST* POWER 'l'OTAL COST 
Per Per DOllars Per 
Occupancy Occupancy Occupancy 

TUNNEL TYPE S I ZE  Hour Hour Hour 

Ames Transonic 14 ' 14 50 4 00  1850  
Atmospher ic 

Ames Tr anson ic 11 ' X 11 ' 1750  850 2 60 0  
Uni tary Pressure 

Boe ing Tr ansonic 8 '  X 12 ' 2 3 5 5  160 2515  
Atmospher ic 

Cal span Transon ic 8 '  X 8 '  2260 340 2 600  
Pressure \D 

Ul 

Ames Low Speed 12 '  1000 4 00  1400  
Pressure 

BOe ing LOW Speed 5 '  X 8 '  4 7 5  10 4 8 5  
Atmospher ic 

Convair Low Speed 8 '  X 12 ' 550 80  6 3 0  
Atmospher ic 

Rockwell Low Speed 7-3/4 ' X 11 ' 550  80 63 0  
Atmospher ic 

Un iver s i ty of Low Speed 8 '  X 12 ' 235  20 2 5 5  
washing ton Atmospher ic 

Ver tol Low Speed 2 0 ' X 2 0 ' 1600  200  1800  
Atmospher ic 

* I ncludes labor , ma intenance , deprec iation ,  computing ,  etc . 
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The industr ial corporation te st ing new designs a t  NASA fac i l i ties 
i s  charged a base cost der ived as follows ( cost f igures are for the 
NASA Ames Un itary Plan Wind Tunnel Fac i l i ty ,  in FY 1981 dollars ) : 

Cost • [! C ivil Service Labor + Travel ! Center Overhead] Hqs.  Overhead] 
( $1 , 2 59 , 3 4 6) + ( $5 , 18 5 )  X ( 1 . 87 )  X 1 . 1  [ Contr act Suppor t Contract Administrat ion ] [ Fac i l i ty Maintenance 

+ ( $1 , 04 8 , 320)  X ( 1 . 87 )  + ($1 , 10 6 , 90 0 )  [ Personal
. 
Prc;>per ty ] [ Real Proper ty Deprec iat ion ] 

+ Deprec1at1on + 
( $3 29 , 7 8 9 )  ( $207 , 0 08)  • $5 , 3 0 1 , 543/year 

Initial  Capita l  Investment is  excluded from real proper ty depreciat ion . TOtal 
chargeable occupancy is est imated on the bas is of ( shi fts per day) X 
chargeable occupancy X ( hours per shi f t  week)  X (operational weeks/year )  • 
total occupancy . Thus , 

( 2 . 7 5) X ( . 81 )  X ( 4 0 )  X ( 44 )  • 3920 . 4  hours/year 

Cos t per occupancy hour • 

Real Proper ty Depreciation + COST-Real Proper ty Deprec iat ion • 
8 760 Est . Chargeable occupancy hr s .  

$20 7 , 0 08 + $5 , 3 01 , 543 - $207 , 0 08 • $1 , 3 23/hour 
8 7 6 0  hrs.  3920 . 4  hrs . 

Addi t ional costs are d ue to energy consumed ( I!! $17 per megawatt hou r )  
and data reduct ion computer usage ( $1 to $3 per data po int) . 

Th is implies an average total cost billed to the corpor ation of 
abou t $2 , 00 0  per occupancy hour , somewhat les s than the f ig ures in 
Table 1--the differ ences are w i th in the uncer ta inty band . Both base 
cos t and power cos t are increasing with t ime as a result of inflation 
and electr ic power rates 7 the total cost increase l ies between 5 
percen t and 10 percen t  per year . 

To these f igures the company must add i ts own costs for models and 
for the salar ie s and tr avel expenses of its eng i�eer s ar rang ing or 
attending the tests . Table 2 ,  aga in from Boeing , shows the r ange 
typical of a number of transpor t a ircraf t model s  requ i red . For the 
ent i r e  ser ies of wind tunnel tests on a new des ign , roughly $10 M i s  
expended o n  models . Add ing this to th e  wind tunne l occupancy and 
power costs,  the present cost of aerodynamic des ign ver if ication in 
wind tunnels (Table 3 )  i s  abou t $30 to $4 0 M for a major c iv i l  
transpor t program .  Gr umman independently c i tes comparable 
expend i tures for m i l i tary f ighter programs ,  with model costs around 
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TABLB 2 Wind Tunne l MOdel Plann ing coats--Tr anspor t Ai rcraft ( 1982  DOlla r s )  

MODEL TYPE 

H IGH SPEED 

Force MOdel 
NO Static Pressures 
1 Base l i ne Conf ig . 

LOads MOael 
1000 Static Pressures 
l Base l1ne Conf ig . 

Force l/ 2 Model 
200 S ta t ic Pressures 
l Base l ine Conf ig . 

LOW SPEED 

Force MOdel 

No Static Pressures 
l aasel 1ne Conf ig . w i th 
4 Seta of Flaps , Slats 

and Spo i ler s 

LOads Model 
1400 Static Pressu re s  
l Basel ine Conf ig . w i th 

4 seta of Flaps , Sla ts 

and Spo i lers 

BASIC MODEL 

RANGE Wing , Body , Ta i l s ,  
DOLLARS Plow Thru Nac . ' Str ut 

Low 
H igh 

Low 
H igh 

Low 
H igh 

LOW 

H igh 

LOw 
H igh 

10 6 , 000 
170 , 00 0  

2 4 0 , 0 0 0  
3 6 0 , 000 

120 , 0 0 0  
180 , 000 

160 , 000 

2 4 2 , 0 0 0  

2 9 6 , 000 
4 4 4 , 000 

NACELLE AND STRUT OPTIONS 
Blow ing Nac . Tu r bo  Powered 
and S t r u t  Nac . and S t r u t  

160 , 0 0 0* 
240 , 000* 

160 , 000* 
24 0 , 000* 

14 0 , 000* 
2 1 0 , 000* 

200 , 000* 

300 , 000* 

200 , 000* 
300 , 000* 

80 , 000* 
120 , 000* 

80 , 000* 
120 , 000* 

64 , 000* 
9 6 , 000* 

160 , 000* 

240 , 000* 

160 , 000* 
240 , 000* 

*Opt ional Cos ta not i ncluded i n  Bas ic Model or TOtal MOdel Costs . 

FLAPS , SLATS 

LANDING GEAR TO'l'AL 
ETC .  MODEL COSTS 

120 , 0 0 0  
180 , 000 

1 6 0 , 0 00 
240 , 000 

2 8 0 , 000 
4 2 2 , 000 

4 5 6 , 000 
6 8 4 , 000 
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TABLE 2 Con t i n ued 

MODEL TYPE 

FLUTTER 

LOw Speed Pu ll Mode l 

1 Base l ine Conf ig . w i th 

3 S e t s  of Payload ana 

Fue l  We ights 

Tr anson ic l/ 2 Mode l  

1 Base l ine Conf ig . w i th 
Remote L iquid Fue l i ng 

Sy s . , 1/2 Hor i z .  Ta i l  

BAS IC MODEL 

RANGE W i ng , Body , Ta i l s ,  

DOLLARS F low T h r u  Nac . & S t r u t  

Low 4 2 0 , 0 0 0  

H igh 6 3 0 , 0 0 0  

Low 3 9 6 , 0 0 0  

H igh 5 9 4 , 0 0 0  

NACELLE AN D  STRUT OPT IONS 

Blow i ng Nac . Tur bo Powe r ed 

and S tr u t  Nac . and S t r u t  

loQ 
CXI 
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$10 M ove r a ten-year per iod . Bear ing in mind the inflationary forces 
and the uncer tainties , these f igures are not out of l ine with the 1974 
est imates of Dr . Flax , g iven in Chapter III of this repor t .  

Turn ing now t o  AEDC f ac i l i t ies , Table 4 g ives approx 1mate f igures 
for the d i rec t  costs of operat ion for the mos t  usual type of 
development program, a ser ies of force and moment tests r equ i r i ng 150 
polar s .  The base costs of d irect labor , mater ial s  and computer for 
the smaller von Karman Fac i l i ty (VKF) wind tunnel s as charged to a 
defense contractor usually th rough his military project off ice , is  in 
l ine with the cost charged by NASA to commerc ial use r s  for their  
uni tary wind tunnels and also with the costs of s imilar wind tunnels 
in Table 1 .  The increase in these costs for the 16-f t .  tunnel is to 
be expected in view of the increased s ize . The mos t surpr ising 
featur e is  the quite excess ive cost of electric power . 

Elec tr ic power costs have increased all over the country in the 
last few years,  the cost of power for the NASA Ames Lab Un i tary Tunnel 
is now about $17 per megawatt hour , over twice the rate for the decade 
of the 1960 s .  In contras t ,  AEDC power cost expe r i ence repor ted to the 
committee reflects a ten- fold r i se as shown in Fig ur e  1 .  

I n  response to an enqui ry by a committee member , a TVA spokesman 
prov ided the following information on power cost increases throughout 
the system , excluding demand charges : 

1970-80 
1980- 90 
Subsequent to 
1990 

8 . 8t per year 
2 . 9t per year 

0 . 4, per year 

These do not explain more than a smal l  fraction of the actual 
increase , imply ing that demand charges have been excessive .  I n  fac t ,  
they were about 6 0  percent o f  the total power cost pr ior t o  recen t 
renegotiations of the contract with TVA . The new contract resulted i n  
s ignif icant reduct ions o f  th e  total cos t of electr ical power at AEDC . 
New contractual def in i t ions of off- and on-peak per iods , r ed uct ion of 
demand levels of power , and development and exploi tation of new 
concepts called • Time of Day Rates • and • prefer red surplus Power • were 
the pr inc ipal factor s in cos t reductions . Ac tual cost of power for 
the last f ive months of FY 1 9 8 2  aver aged about $50 per megawatt hour 
compared to $70-$80 in pr ior months . 

The operat ing engineers i n  AEDC have taken many steps to offset 
thi s h igh power demand cost by increas ing the productivity of the 
f ac i l i ties . They have been able to s tep up the r ate of taking data 
dur ing ai r-on per iods by factor s of two or more . These improvements 
are detailed ,  for the PWT tunnels , in an Amer ican I nstitute of 
Aeronautics and Astronaut ices (AIAA) 1981 paper by R .  Dean Her ron 
( Re f . '1 ) . Unfortunately , the convent ional me thod of def ining user 
costs per occupancy hour , as difcussed earl ier , completely masks this 
exce l lent step in improving the fac i l i tiy • s  output per dollar . 

Thus , the costs of electr ic power in wind tunnels l ie between 
$17-$18 for the Ames Unitary tunnel and $50-61  for AEDC f ac i l i t ies . 
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TABLE 4 AEDC Wind Tunne l Tea t Coa t Breakdown (ApproxiMte )  
( Baaed o n  typical force teat prograa requir ing 1 5 0  polar s ,  
F Y  1982)  

PER PROGIWI : 

Po la r s  Per Air-on Hour 
Ai r-on &our s  

occupancy Boura 
Energy Consumption (MNB) 
Direct Cost* ( 81000 ) 

PER OCCUPANCY BOUR a 

Total Direc t  Coat* ( 8) 

Labor , Mater iala , 
Computer ( 8) 

Power " ) 
Power , Percent of 

Total Direct 

VKP , A , B , C 
SUB­

SUPER-

16 Ft . 16 Ft . 4 F t .  BYPER-

'l'RAIISOIIIC SUPBRSOHIC TRAHSOHIC SOHIC 

6 
25 
50 

4000 

450 

9 000 

3000 
6 000 

6 51 

6 
25 

50 
6 000 

600 

12 000 

3000 
9000 

751 

7 . 5  
20 

33 
925 
150 

4500 

2500 
2000 

451 

15 
10 
21 

950 
120 

3800 

1500 
2300 

60t 

*Di r ect coat includes direct labor ,  mater ial& , ca.puter costs . I t does 
not include capital r ecovery (depreciation and intereat) , repa i r  and 
aa intenance , i�rov .. ent or .aderni zat ion coats . 
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20 

$7 

0 
1960 1966 1970 

YEAR 

F ig ur e  1 ABDC Power Coa t .  

1976 1 980  

$17 

Renegotiated 
$50 May 1982 

• 
$1 7  NASA 

Ames 

1 982 
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Thi s  i s  i llus trated in  Table 5,  wh ich g ive s ac tual power cos ts in  19 81 
f or a number of wind tunnels usually employed by industry in  i ts 
des ign aevelopment . 

The d irect costs of operat ion of the major AEDC propuls ion test 
cell s  are g iven in Table 6 .  They also suffer f rom h igh elec tr ic power 
cos ts ; on the aver age , 3 5  to 4 0  percent of the total is attr ibutable 
to power . 

I n  the near f uture , two new fac i l ities of great interest to the 
aerospace industry will star t operat ions ; the Aeropropuls ion Sys tems 
Te st Fac il i ty (ASTF) at AEDC and the National Tr ansonic Fac i l i ty ( NTF) 
at NASA Langley Lab . Est imates of ope rating cost of the NTF , a 
n i trogren-cooled w ind tunnel offer i ng Reynolds '  numbe r s  up to f l ight 
values ( to 80 X 10 6 ) have already been made by NASA eng i neer s ( Ref . 
2 )  and show that  the cos t of l iquid n i trogen coolant i s  the major 
component ,  r each ing a max imum of $45 per second of opera tion .  For a 
typical proj ec ted tes t  of a transonic transpor t a ircraf t  model , w i th 
14 2 polars ,  the average operating cost i s  roughly $2 , 500  per polar , or 
$6 , 20 0  pe r occupancy hour . Wi thout cool ing , and w i th a stagnation 
pr essure of 1 atmosphere ( for compar i son with Table 1) , the total cost 
would be only 2 0  percent of the f igur es . 

W ind tunnels and CFD methods show a s imi lar charac ter istic of 
increas ing cos t w i th increas ing Reynolds '  number . However , whereas 
w ind tunnel costs are inf la t ing by 5 to 10 percent per year 
( neg lec t ing the anomalous AEDC data) , the cos t of computer operations 
i s  fall ing at the r ate of 2 0  to 3 0  percent per year . As noted in 
Sec t ion I I-3 of thi s  report ,  for CFD applications , these gains in 
computer technology will be invested in higher capability a t  an 
affordable cost , for at leas t the next 1 5  year s ,  w i th stage I I I  
( Reynolds averaged Navier-s tokes) a s  the target for wide ind ustry 
appl icat ion by the end of tha t per iod . Stage s I and I I  are alr eady in 
use i n  industry , and the CFD cost curve in Table 3 i s  a very rough 
estimate of the costs incur red by Boe ing to date , with its probable 
proj ect ion as Stage I I I  is introduced . 

I n  view of the rapidi ty of computer development , the computer will  
probably be rented , and F igure 1 ,  Section I I-3  suggests a monthly 
rental cos t of $300 , 00 0  to $600 , 00 0 .  Thi s  mach ine in the late 19 8 0s 
will probably have a memory of 100 to 200 mill ion words , suf f ic ient to 
map a complete aircraf t ( 2  to 9 mill ion g r id points)  with 2 0  to 3 0  
word s per g r id point . The mos t  d if f icult element in the estimation of 
CFD operat ing cos t i s  the evaluat ion of sof tware requ irements . 
Br anscomb ( Ref . 3 )  states that software costs w i ll u tl imately r ise to 
85  percent of the total . As d iscussed in Sect ion 1 ,  however , the CFD 
f unc t ion merges with the entire task of aerodynamic des ign , and the 
problem is to iden tify and separate those f unctions wh ich are 
spec if ically needed for CFD programming--liaison w i th CFD research 
teams , selec t ion of s u itable progr ams , establishing appropr iate gr id 

sys tems , e tc .  A r ough order-of-magnitude estimate s ugges ts that th i s  
sof tware will be as much as the rental cost , s o  that the maj or 
aerospace company will be spend ing $600 , 0 00 to $1 . 2  M per month for 
its CFD capabi l i ty w i thin 15 year s .  
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TABLE 5 Power Rates and Total Power used for Var ious 
Fac il i t ies in  FY 1981 

AMES 
LANGLEY 
JOHNSON 
LEWIS 
MARSHALL 
GODDARD 
MICHOUD 
KENNEDY 
DOWNEY 
JPL 

$/MEGAWATT-HOUR 

18 . 4  
3 0 . 4  
3 7 . 9  
39 . 0  
4 1 . 4  
4 5 . 2  
4 7 . 5  
48 . 0  
59 . 1  
59 . 7  

6 1 . 0  

1000 MEGAWATT-HOURS USED 

19 5 . 5  
137 . 9  
146 . 4  
161 . 2  

9 6 . 5 
9 1 . 5  
7 9 . 3  

181 . 6  
1 02 . 2  

6 7 . 6 
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TABLE 6 AEDC Propulsion Tes t Costs (FY 1982)  --Direct Labor , Power , 
Fue l ,  and Computer 

TEST CELLS PER ENGINE RUNNING POWER 

Tl ,  '1' 2 , T4 $ 8 , 00 0  - $10 , 00 0  per eng ine hour 

Jl , J 2  $12 , 0 00 - $15 , 0 00 per eng ine hour 

TS $ 5 , 00 0  - $ 7 , 000 per eng ine hour 

ASTF Comparable to J l ,  J2 
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