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Preface 

In 1982 the Office of Science and Technol­
ogy Policy (OSTP) asked the National Acad­
emy complex1 to develop a series of briefings 
aimed at identifying research areas of un­
usual scientific opportunity within specific 
fields of science. The first set of briefings cov­
ered seven fields, and were presented in 
both oral and written form to senior officials 
of OSTP and the National Science Founda­
tion (NSF) in late 1982. The briefings were 
presented subsequently to senior officials of 
other interested federal departments and 
agencies, and published as a collection by 
the National Academy Press. Responsibility 
for developing the briefings was given to the 
Committee on Science, Engineering, and 
Public Policy (COSEPUP), a joint unit of the 
National Academies of Sciences and Engi­
neering and the Institute of Medicine. 

T hus began the program of annual re­
search briefings that with the publication of 
this volume will have completed four rounds 
and covered 28 topics. Topic names and defi­
nitions for 1985 are listed below, along with a 
listing of topics in previous years. 

1Together, the National Academies of Sciences and En­
gineering and the Institute of Medicine are known as 
the National Academy complex. 

v 

19852 

1. Pain and Pain Management: Research di­
rected toward enhanced understanding of 
the basic biological and behavioral phenom­
ena, and their interactions, that underlie 
pain and analgesia and that lend �ight for 
improved clinical management of pam. 

2. Biotechnology in Agriculture: Research 
directed toward increasing the productivity 
and efficiency of American agriculture using 
the techniques of modem biotechnolo� .. 3. Computer Vision and Pattern Recogmtron: 
Mathematical and other research directed to­
ward enhanced capabilities for recognition 
of objects and geographical locations 
through comparison of sensor-generated 
data and stored image information. 

4. Weather Prediction Technologies: Exami­
nation and evaluation of the impact on short­
and long-term weather prediction of new 

ZJ>resentation of briefings on seven topics in 1985 does. 
not imply that other topics not presented are consid­
ered to be less important to the progress of U. 5. science 
and technology. No priority setting among fields is im­
plied. The list of 1985 topics reflects the fact that only a 
limited number of timely topics can be covered in a 
given year. 
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technological developments for collection 
and processing (including mathematical 
modeling) of meteorological data. 

5. Remote Sensing of the Earth: Research di­
rected toward enhanced capabilities in all 
spectral regions for study of the earth from 
satellite-borne instruments, including ob­
servation of land and water surfaces and the 
atmosphere. 

6 .  Ceramics and Ceramic Composites: Re­
search directed toward enhanced under­
standing of the relationships between micro­
scopic behavior and macroscopic properties 
of ceramics and ceramic composites, taking 
into account structure composition and 
processing history plus environmental con­
ditions to which these materials are exposed. 
The ultimate goal is to understand these rela­
tionships such that ceramic materials can be 
produced with controlled reproducible 
properties and their performance under in­
service conditions predicted. 

7. Scientific Frontiers and the Superconduct­
ing Super Collider: Examination and evalua­
tion of the scientific opportunities presented 
by the availability of the proposed supercon­
ducting super collider, including opportuni­
ties in elementary particle physics and im­
pact on other frontier fields of science. 

19843 

1 .  Computer Architecture 
2. Information Technology in Precollege 

Education 
3. Chemical and Process Engineering for 

Biotechnology 
4. High-Performance Polymer Compos­

ites 
5. Biology of Oncogenes 
6.  Interactions Between Blood and Blood 

Vessels (Including the Biology of Ather­
osclerosis) 

3Published as Research Briefings 1984, Washington, 
D.C.: National Academy Press, 1984. 

vi 

7. Biology of Parasitism 
8. Solar-Terrestrial Plasma Physics 
9. Selected Opportunities in Physics 

19834 
1. Selected Opportunities in Chemistry 
2. Cognitive Science and Artificial 

Intelligence 
3. Immunology 
4. Solid Earth Sciences 
5. Computers in Design and 

Manufacturing 

1. Mathematics 
2. Atmospheric Sciences 
3. Astronomy and Astrophysics 
4. Agricultural Research 
5. Neuroscience 
6. Materials Science 
7. Human Health Effects of Hazardous 

Chemical Exposures 

Topics are generally selected by Dr. 
George Keyworth, Science Advisor to the 
President, after consultation with represen­
tatives of NSF and COSEPUP. The ceramics 
topic in 1985 was specifically identified by 
the NSF as one of timely interest. Each brief­
ing is developed by a panel of experts 
charged with assessing the status of their 
field and identifying those research areas 
within the field likely to return the highest 
scientific dividends as a result of additional 
near-term federal investment. Prior to oral 
delivery of the briefings and their publica­
tion they are carefully reviewed by COS­
EPUP. Financial support for all four rounds 
of briefings has been provided by NSF. 

In its brief history the research briefing ac­
tivity has become an important channel for 

4Published as Restarch Briefings 1983, Washington, 
D.C.: National Academy Press, 1983. 
5Published as Research Briefings, Washington, D.C.: 
National Academy Press, 1983. 
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PREFACE 

communication between the U.S. research 
community and those responsible for federal 
funding of research and development. In the 
words of Dr. Keyworth, 6 "The impacts . . . 
have been in reinforcing perceptions, in 
strengthening resolve, and in clarifying the 
often confusing multiplicity of inputs . . . " 
converging on the federal agencies. Dr. Key­
worth has also pointed out that one of the 
briefings7 " • • •  led almost directly and 
quickly to an important new program of En­
gineering Research Centers in the National 

6 New Pathways in Science and Technology. Collected Re­
search Briefings 1982-84, New York: Random House, 
Inc.,1985. 
7"Computers in Design and Manufacturing,"1983. 

vii 

Science Foundation. " Overall, it is his per­
ception that " . . .  the briefings have become 
increasingly helpful in formulating science 
policy. " 

Needless to say, the briefings could not 
have been prepared without the voluntary 
contributions of the hundreds of scientists 
and engineers who gave generously of their 
time. COSEPUP is extremely grateful to 
those who have served on the briefing pan­
els and helped to develop an important new 
means of informing government officials. 

Leon T. Silver, Chairman 
Committee on Science, Engineering, 
and Public Policy 
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Report of the 
Research Briefing Panel on 

Remote Sensing of the Earth 
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Report of the 
Research Briefing Panel on 

Remote Sensing of the Earth 

SUMMARY OF RECOMMENDATIONS 

Until the flight of satellites, there were no 
techniques for long-term, global, synoptic 
measurements of processes in the atmo­
sphere, oceans, and solid earth. Now we are 
on the verge of establishing a system of re­
mote sensing instruments and earth-based 
calibration and validation programs that 
could provide such a data set. With the con­
current development of numerical models 
that can run on supercomputers, we have 
the potential of achieving significant ad­
vances in understanding the state of the 
earth, its changes, feedbacks, interactions, 
and global trends on time scales ranging 
from days to centuries. To reach this poten­
tial, this panel recommends that: 

For new missions and new instruments: 
High priority be given to the TOPEX mis­

sion and the Ocean Color Imager for new 
starts in FY 1987 and to GRM for a new start 
in FY 1988, so that simultaneous observa­
tions of major processes on the earth will be 
available by the early 1990s; 

Immediate and adequate funding be given 
to the development of techniques based on 

3 

satellite remote sensing for the accurate and 
global measurement of precipitation; 

Funds be made available for the develop­
ment and flight of improved surface imaging 
spectrometers and tropospheric chemical 
sensors; 

Space be made available on operational 
missions and Explorer-type earth science 
missions for testing of new techniques and 
instruments, and continued and adequate 
support be provided for the development of 
an expanded space-based earth observation 
effort for the 1990s and beyond. 

For operational satellite measurements: 
The United States as a matter of high prior­

ity maintain and continue to upgrade the ex­
isting system of civilian operational weather 
measurements from two polar-orbiting and 
two geostationary satellites; 

Intercalibration of instruments to be used 
on successive missions that could yield long­
term records be an integral part of opera­
tional mission planning. 

For access of data: 
The establishment and maintenance on a 

continuing basis of adequate, long-term 
global data bases and correlative observa-

Copyright © National Academy of Sciences. All rights reserved.

Research Briefings, 1985
http://www.nap.edu/catalog.php?record_id=19257

http://www.nap.edu/catalog.php?record_id=19257


tions on specific environmental parameters 
required to assess both natural variability 
and human impact on the environment be 
recognized as a high national priority; 

NOAA, NASA, and other appropriate 
agencies be funded now to adequately de­
velop their data bases and to make them ac­
cessible to researchers and other users (This 
includes archiving the existing satellite data 
from both U.S. and non-U.S. missions in a 
form convenient for outside users, and giv­
ing proper attention to documenting, stor­
ing, reducing, and distributing these data 
sets); 

High priority be given to identifying those 
data sets of particular importance to long­
term changes on the earth, for example, 
early LANDSAT data, and providing funds 
to preserve and make available these data to 
researchers and other users; 

Data management be addressed as an inte­
gral part of any space mission, and that the 
views of the interested scientific community 
be sought in this process to establish require­
ments for handling, processing, and storing 
the significant quantities of data expected 
from future U.S. and non-U.S. missions. 

For required complementary measurements 
and analyses: 

The panel emphasizes the importance of a 
complementary program of earth-based cali­
bration and validation studies, and the criti­
cal need for sustaining an overall and coordi­
nated program of space- and earth-based 
studies together with computer-based mod­
eling. If we are to achieve our goal of under­
standing the earth system, neither space­
nor earth-based measurements can stand 
alone; the two must be developed simulta­
neously and tied together with models . 

For agency roles and development of a broader 
community: 

The space-based earth science programs of 
the involved agencies be jointly reviewed 
and coordinated at the interagency level; 

The National Research Council be consid-

4 

ered as a channel to provide advice on such a 
program through the appropriate board and 
committees; 

Basic research funds and facilities be made 
available as required on a peer-reviewed ba­
sis; 

Faculty development awards and institu­
tional graduate student support be made 
available for the development of an ade­
quately trained community. 

INTRODUCTION-REMOTE SENSING 
OF GLOBAL CHANGE 

Twenty-five years ago the new meteoro­
logical satellites gave atmospheric scientists 
their first global view of atmospheric pro­
cesses. Thirteen years ago the first imaging 
instruments for land processes were flown, 
and just seven years ago the first ocean satel­
lite provided three months of information on 
ocean processes and the shape of the geoid. 
Today satellite remote sensing technology 
for the earth extends to a wide band of elec­
tromagnetic radiation ranging in wave­
lengths from the microwave to the ultravio­
let (see Figure 1) . 

The emerging global view of the earth and 
its processes has led us to the verge of dra­
matic new understanding of the state of 
planet Earth and its changes on time scales 
varying from hours and days to months, 
years, centuries, and millennia. With this 
new understanding, and with a growing 
data base on earth processes, we will be able 
to address the critical questions of predict­
ability and to identify the feedbacks and in­
teractions in the system that give rise to 
global change. At the same time we will be 
able to establish the natural variability of the 
system that is the context for interpretation 
of developing trends. 

Short-term predictability has been treated 
in other reviews from the Committee on Sci­
ence, Engineering, and Public Policy: under­
standing the processes that cause earth­
quakes by the Research Briefing Panel on 
Solid Earth Sciences in 1983, and under-
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REMOTE SENSING OF THE EAR TH 

GMS (Japan) 
140° E 

FIGURE 1 Operational Civil Earth Observation Sat­
ellites: Polar-orbiting and geostationary satellites 
monitor weather and surface conditions over the en-

standing the physics of weather prediction 
on time scales of hours to weeks by the Re­
search Briefing Panel on Weather Prediction 
Technologies this year. This report identifies 
special opportunities for advances in under­
standing global environmental change in 
time periods ranging from days to centuries. 
Global change, once it becomes obvious, is 
likely to be irreversible on human time 
scales. The ability to diagnose what is hap­
pening at the earliest possible stage and to 
perceive the synergism between seemingly 
unrelated events may be critical in helping 
the peoples of the world adjust to changing 
circumstances and to far-reaching environ­
mental constraints. 

The magnitude of global change has only 
recently become apparent through new re­
mote sensing technology. For example, we 

5 

tire globe. SOURCE: NOAA, National Environmental 
Satellite, Data, and Information Service. 

now know that the tropical oceans interact 
with the global atmosphere to cause the El 
Nino climate anomaly. Ejections of material 
from volcanoes can lead to global cooling, 
whereas the increased concentration of 
gases such as carbon dioxide, methane, and 
chlorofluoromethanes in the atmosphere 
can lead to global temperature change . 
Long-term decreases in upper atmospheric 
ozone caused by increases in oxides of nitro­
gen and chlorine can cause increased pene­
tration of ultraviolet radiation, leading to 
greater incidence of skin cancer, also a global 
effect . The loss of forests and desertification 
can be destabilizing, causing climatic anom­
alies, soil erosion, and consequent loss of ag­
ricultural productivity. The cycles of life­
supporting elements-carbon, sulfur, phos­
phorus, nitrogen, and water-are all affected 
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by storage and transfer between the atmo­
sphere, the ocean, the biota, and the solid 
earth. 

To advance our understanding of the 
causes and effects of global change, we need 
new observations of the earth. These mea­
surements must be global and synoptic, they 
must be long-term, and different processes 
such as atmospheric winds, ocean currents, 
and biological productivity must be mea­
sured simultaneously. We have learned that 
major advances in earth sciences have come 
from syntheses of new ideas drawn from 
such global synoptic observations. The syn­
thesis of plate tectonics from large-scale data 
is a major step in understanding how the 
solid earth works; the understanding of the 
dynamics of large-scale circulation of the at­
mosphere that comes from global observa­
tions has permitted a significant increase in 
the accuracy of weather prediction. Now we 
must take the next steps. 

Long-term continuity is also crucial. A 20-
year time series of the crucial variables 
would provide a significant improvement in 
our understanding. Twenty years cover two 
solar sunspot cycles; it is the period over 
which we can expect the temperature 
change due to radiatively active gases to be 
larger than the natural system noise; it en­
compasses the eruptions of 5 to 10 volcanoes 
and the occurrence of 2 to 5 El Niftos; and it is 
the period over which we can expect to see 
the major effects of deforestation. Finally, we 
note the need for simultaneity. If we are to 
make progress in understanding the earth as 
a system it is essential that we make physi­
cal, chemical, and biological observations all 
at the same time since the physics, chemis­
try, and biology are all interrelated. 

Until the advent of satellites, we had no 
techniques that could satisfy the needs for 
long-term, global, synoptic measurements 
of different processes on the earth. Now we 
are on the verge of establishing a global sys­
tem of remote sensing instruments and 
earth-based calibration and validation pro­
grams. Together, these space- and earth-

6 

based measurements can provide the neces­
sary data. With the concurrent development 
of numerical models that can run on super­
computers, we have the potential of achiev­
ing significant advances in understanding 
the state of the earth, its changes, feedbacks, 
interactions, and global trends on time scales 
of years to centuries. 

NEW MISSIONS AND NEW 
INSTRUMEN TS 

It is crucial that data records contain the 
proper parameters as well as provide long­
term continuity. Thus, in addition to the con­
tinuance and improvement of the opera­
tional weather programs (see below), we 
need a continuing series of research mis­
sions to test new instruments and to mea­
sure processes that cannot be defined with 
data from the limited operational satellite 
system. The support of a continuing series of 
research missions is essential to the develop­
ment of an adequate data set for understand­
ing the earth. The long intervals between 
launches of research satellites in the earth 
sciences in the past has not allowed a proper 
follow-up of earlier developments and has 
broken the chain of continuous measure­
ments. 

With the heritage of the past decade, we 
now have flight-proven instruments for 
making global measurements never before 
undertaken and we can identify areas of de­
velopment that will make a major change in 
our understanding of the state of the earth. It 
is essential that there be a long-term national 
commitment to satellite missions that will 
carry the instruments that are now ready, 
and we must now begin to develop the nec­
essary new instruments and techniques. 

New missions identified as high priority 
are the Ocean Topography Experiment (TO­
PEX) and the Geopotential Research Mission 
(GRM). An important new instrument ready 
for flight is the Ocean Color Imager. Areas of 
development include spectral imaging in­
struments for land biology and geology and 

Copyright © National Academy of Sciences. All rights reserved.

Research Briefings, 1985
http://www.nap.edu/catalog.php?record_id=19257

http://www.nap.edu/catalog.php?record_id=19257


REMOTE SENSING OF THE EAR TH 

for tropospheric gases, particularly carbon 
monoxide, and new techniques for measure­
ment of precipitation. In addition, the panel 
sees important opportunities for Explorer­
type missions for earth science; two of par­
ticular interest are the measurements of the 
large-scale magnetic field and the test of 
tropical precipitation and tropospheric car­
bon monoxide measurement techniques. 

THE OCEAN TOPOGRAPHY EXPERIMENT 
(lDPEX) 

The short-lived SEASAT mission showed 
the oceanographic community that a techno­
logical revolution in ocean observation was 
finally possible. For more than 100 years, 
oceanography has had to rely upon ships 
and isolated, short-duration instruments to 
gain information about a global, turbulent 
fluid. Until the advent of the sensors on 
SEASAT, the density of observations possi­
ble over and within the ocean necessarily 
failed by several orders of magnitude to meet 
even the most rudimentary of the known 
sampling requirements of a turbulent fluid, 
one where all scales of motion were known 
to be important. 

SEASAT showed that modern microwave 
electronics could provide global, continuous 
measurements of surface atmospheric wind 
stress, the most important field of forcing of 
the ocean, and of the dynamical response of 
the ocean through the movements of its up­
per surface. Plans are now in place for the 
Navy Remote Ocean Sensing System 
(NROSS) and the European Space Agency's 
ERS-t to provide the wind stress measure­
ments beginning in 1990; the precision ocean 
topography measurements needed for 
ocean currents will be provided by the pro­
posed NASA mission TOPEX. 

The U.S. and world oceanographic com­
munities have spent the past five years con­
structing an orderly approach to getting the 
new observational technologies into place. 
Much of the planning has taken place in the 
context of the World Climate Research Pro-

7 

gram, which includes the Tropical Ocean­
Global Atmosphere Program (TOGA) and 
the World Ocean Circulation Experiment 
(WOCE). WOCE planning, which includes 
global satellite and in situ programs of ocean 
measurements, has led to an orderly se­
quence for the proposed launch of the requi­
site spacecraft (NROSS, TOPEX [in its most 
desirable form, as the U.S./French mission 
TOPEX/POSEIDO N], GRM [see below], 
and ERS-1). The flight of these spacecraft, 
phased approximately over the period 1990 
to 1996, would be accompanied by the inter­
national application of all the modern physi­
cal and chemical oceanographic techniques 
on a global scale. 

Figure 2 shows the dramatic improvement 
in the estimate of the meridional heat flux in 
the ocean anticipated with the application of 
the combination of TOPEX altimetry and 
WOCE tropical carbon-14 tracer data. 

THE GEOPOTENTIAL RESEARCH MISSION 
(GRM) 

The Geopotential Research Mission is de­
signed to measure variations in the gravity 
and magnetic field over the entire earth to a 
resolution of 2 milligals and 2 nanotesla for 
100-km half wavelengths. Because it will 
provide a much improved geoid, to which 
sea surface heights are referred, the GRM is 
needed to allow full realization of the results 
of the contemporary TOPEX mission. GRM 
is proposed to fly during the NROSS/TO­
PEX flight period. 

Gravity measurements from GRM are ex­
pected to reveal, for the first time, the pat­
tern of underlying mantle circulation. This 
information will show how the smaller 
scales of mantle convection interact with the 
large-scale plate structure of the lithosphere. 
Tantalizing patterns of mantle circulation be­
neath the oceans have been discerned from 
SEASAT altimetry, and seismic tomography 
is beginning to reveal the deeper structure of 
the mantle. As the global digital seismic net­
work (GSN) becomes operational, the data 
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FIGURE 2 Expected improvement of estimate of 
ocean heat flux with new data sets: A-A' is the esti­
mated uncertainty for the annual average meridional 
heat flux in the North Atlantic using existing data; 8-B' 
is the uncertainty expected with the application of sat­
ellite altimetry and in situ carbon-14 tracer data. 
SOURCE: C. Wunsch, Massachusetts Institute of 
Technology. 

sets from GRM, SEASAT, and GSN can be 
combined to reveal for the first time the rela­
tion between plate motion and the underly­
ing mantle circulation. 

Gravity fields measured from GRM will 
uniquely illuminate the mass distribution 
under the Himalayas, Tibet, and neighbor­
ing areas of Asia where the collision of India 
with Eurasia is currently being accommo­
dated by the elevation of the world's highest 
mountains and by the extrusion of China to­
ward the Pacific Ocean. Collisions of this 
kind have been a major element in the evolu­
tion of the continents over the last four bil-
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lion years; acquisition of the GRM gravity 
field is essential to full description and un­
derstanding of this complicated process. A 
complementary data set will be acquired by 
GRM over the high Andean chain where cal­
culated mass distributions can be used to es­
tablish how active subduction and volcan­
ism operate. 

The 160-km altitude orbit, essential for the 
GRM gravity measurements, also provides 
an unprecedented opportunity to fly a mag­
netometer in very low earth orbit. This in­
strument will not only measure the large­
scale magnetic field, but will also establish 
the distribution of anomalies in the field at 
the 100-km scale that are attributable to ferro­
magnetic minerals in the continental crust. 
Over much of the continents this informa­
tion is otherwise unattainable; thus acquisi­
tion of the GRM magnetic field represents an 
essential element in establishing earth his­
tory. A magnetic field explorer mission, at 
higher altitudes, will measure the large-scale 
magnetic field for studies of its generation 
and changes. 

THE OCEAN COLOR IMAGER 

A major concern for earth science in the 
next decade and beyond is an understanding 
of biogeochemical cycles; at decadal time 
scales the cycles play a major part in critical 
processes such as the carbon, nitrogen, and 
sulphur exchanges. The oceans' role in these 
cycles is known qualitatively and operates in 
part through vertical exchanges: there is 
strong and rapid coupling between surface 
and deep water through particle fluxes that 
carry organic matter. Large-scale connec­
tions were recently seen in the changes in at­
mospheric carbon dioxide occurring at the 
time of the 1982-1983 El Nino, which pro­
duced massive changes in physical, chemi­
cal, and biological properties in the Pacific. 

Investigations of these vertical fluxes are 
under way through studies of chemical dis-
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tributions in the ocean; by direct measure­
ments of particle transports and the rates of 
transformation between particulate and sol­
uble phases; and through modeling of the 
combined physical, chemical, and biological 
dynamics. These studies depend on a 
knowledge of the primary production of or­
ganic matter in the upper layer of the ocean. 
We have methods to determine these rates 
by shipboard experiments at discrete loca­
tions, but we require a global perspective of 
this process and its variability in space and 
time. 

Satellite measurements of ocean color can 
provide this synoptic view. The Coastal 
Zone Color Scanner (CZCS) was intended 
for regional (and fisheries) studies, but has 
also proved capable of use for open ocean 
study. Algorithms have been developed to 
relate the remotely sensed data to chloro­
phyll, the primary pigment for photosynthe­
sis. In turn, these estimates can be correlated 
with measurements of primary production. 
The proposed Ocean Color Imager (OCI), 
with more spectral channels, will provide 
more accurate measurements of chloro­
phyll. The new data will yield a better under­
standing of the essential links between phys­
ical changes in the ocean, biological produc­
tion (including fisheries), and chemical 
fluxes to deep water. The integration of these 
processes using satellite data is essential for 
furthering our understanding of general bio­
geochemical cycles. It will be possible to test 
hypotheses about the role of these cycles, 
not only in their coupling with ocean dy­
namics but also in controlling the overall 
planetary system, including feedback to at­
mospheric and terrestrial components. 

These concepts and the necessary technol­
ogies are now being formulated into a plan 
for a Global Ocean Flux Study, which can 
provide the links between physical oceanog­
raphy programs and the corresponding 
long-term atmospheric and terrestrial pro­
grams. The studies on basic production are 
relevant to a further initiative on recruitment 
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processes, and the OCI is an essential and 
central element in these overall plans. 

MEASUREMENT OF PRECIPITATION AND 
EVAPORATION 

Accurate measurements of the rates of pre­
cipitation, evaporation, and evapotranspira­
tion over the global land and ocean surfaces 
are essential for understanding the coupled 
earth-land-ocean-atmosphere system. 
Evaporation is closely tied to temperature, 
wind stress, and humidity. Strong efforts are 
being made to improve these measurements 
from remote instruments. Unfortunately, 
precipitation is highly variable and poorly 
measured especially over the ocean; we lack 
a reliable technique for this measurement. 

There are two problems in obtaining the 
global coverage of rainfall desired for cli­
matic studies: sampling and measurement. 
The traditional source of rain data, a rain 
gauge network, is unavailable over the 
oceans. Because of the convective nature of 
the rainfall, island stations are not represen­
tative of the surrounding ocean, and ship 
station rainfall observations are sparse as 
well as notoriously unrepresentative and 
unreliable. 

During the Atlantic Tropical Experiment of 
the Global Atmospheric Research Program it 
was shown that satellite microwave data 
were highly correlated with calibrated ship 
radar when both were observing the same 
area. Unfortunately the satellite systems 
were turned on only every other orbit and 
had a swath width less than the interorbit 
gap. Thus, while microwave multifrequency 
radiometers on polar-orbiting satellites ap­
pear to meet the measurement accuracy cri­
teria, they fail on adequate sampling. 

Geostationary satellites sample much of 
the earth continuously and the tropical belt 
completely. They provide information on 
where it is raining, but not on how much. 
Several rain estimation schemes have been 
devised; for example, there is good evidence 
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that the cloud height as measured by geosta­
tionary satellites is closely related to rain rate 
for convective rain. Unfortunately, the er­
rors in this technique are too large. 

There are a number of promising tech­
niques that need support for development 
now. Such techniques follow two schemes, 
scattering or absorption. The scattering 
scheme, useful at the higher microwave fre­
quencies, is largely empirical. On the other 
hand, the theory of microwave attenuation 
due to rainfall is in much better order. Here 
the key uncertainties remaining are the 
thickness of the rain layer and the presence 
or absence of the ice phase. A satellite 
equipped with a suitable radar can remove 
this uncertainty and greatly improve the ac­
curacy of microwave observations. Ade­
quate sampling from a polar orbiting satellite 
would still be a problem. 

In summary, the requirements for accurate 
rainfall measurement are demanding, but 
we believe that satellite platforms now in or­
bit could be equipped to test and improve 
our measurement capability. The develop­
ment and flight of precipitation measure­
ment techniques on operational satellites 
and on Explorer-type missions is of high pri­
ority for any earth sciences program. 

MEASUREMENTS WITH IMPROVED IMAGING 
SPECTROMETERS 

The most broadly useful instrument for ge­
ology and biology among the new capabili­
ties envisioned for Earth observation in the 
1990s is a moderate-resolution imaging spec­
trometer (MODIS). The spatial resolution 
would be similar to that presently available 
(about 1 km), but the focus would be on 
greatly increasing the spectral information. 
We now know that important information 
about the earth and its biology can be found 
by observing precisely and simultaneously 
in many parts of the visible and infrared 
spectrum. For example, vegetative stress, in­
cluding chemical imbalances induced from 
acid rain, can be detected as can the subtle 
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composition of minerals through the spectra 
of hydrous compounds. 

The MODIS instrument would also offer a 
major enhancement to ocean color measure­
ments begun by the Coastal Zone Color 
Scanner and to be extended by the Ocean 
Color Imager, and it would greatly expand 
the capabilities offered by the current opera­
tional radiometers. The new technique is 
now available and ready for development for 
use in space. As part of this development 
there is a need for experimental use of the 
spectral techniques over test areas. 

These techniques promise a new dimen­
sion for remote sensing from space for geo­
logic structure and geomorphology that has 
been successful since the time of the first 
LANDSAT mission (1972) . Continuing im­
provements in technique (e. g., stereo im­
ages, nonnadir look angles, higher spectral 
resolution, imaging at a variety of times of 
day) are likely to lead to increasing demand 
for the use of these tools and also of related 
spacebome photography (e. g. , large-format 
camera products). 

TROPOSPHERIC CHEMICAL SENSORS 

We now know that the chemistry of the 
troposphere is controlled to a considerable 
extent by biological and human processes 
and hence is not static but changing. Satel­
lites have played important roles in the 
study of upper atmosphere chemistry and 
will continue this role with the launch of the 
Upper Atmosphere Research Satellite 
(UARS) in 1988. In contrast, satellites have 
not yet played a major role in tropospheric 
chemistry because of difficulties in remote 
sensing of many tropospheric species. How­
ever, carbon monoxide, which is one of the 
most important species controlling the oxi­
dation state of the global atmosphere, is de­
tectable from space. We urgently need to 
know the global distribution and trend of 
carbon monoxide, but this gas is so variable 
in space and time that satellites appear to 
provide the only practical way of meeting 
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this need. An exploratory sensor has been 
flown on the space shuttle, which shows the 
feasibility of CO measurements from space. 
A more sophisticated sensor capable of mea­
suring the vertical profile of CO over the 
globe and flown on a polar orbiter would 
provide data of crucial importance to our un­
derstanding of global tropospheric chemis­
try. 

The panel notes the importance both of the 
new research missions and of the develop­
ment of new techniques and instruments to 
build a base for an expanded space-based 
earth observation effort for the 1990s and be­
yond. Specifically, the panel recommends 
that: 

• High priority be given to the TOPEX mis­
sion and the Ocean Color Imager for new starts in 
FY 1987 and to GRM for a new start in FY 1988, 
so that simultaneous observations of major pro­
cesses on the earth will be available by the early 
1990s. 

• Immediate and adequate funding be given to 
the development of techniques based on satellite 
remote sensing for the accurate and global mea­
surement of precipitation. 

• Funds be made available for the development 
and flight of improved surface imaging spectrome­
ters and tropospheric chemical sensors. 

• Space be made available on operational mis­
sions and Explorer-type earth science missions for 
test of new techniques and instruments, and con­
tinued and adequate support be provided for the 
development of an expanded space-based earth ob­
servation effort for the 1990s and beyond. 

OPERATIONAL WEATHER AND ICE 
MEASUREMENTS-THE RESEARCH 

BASE 

The U.S. civil operational earth-observing 
satellite systems, together with their earth­
based calibration and validation programs, 
provide a global data base for meteorology, 
oceanography, solid-earth geophysics, and 
solar-terrestrial science. From these sources, 
federal agencies provide operational ser-
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vices critical to the protection of life and 
property, the national economy, energy de­
velopment and distribution, and global food 
supplies. 

At the same time, this data base is funda­
mental to research on the state of the earth 
and its predictability. Thus, it is essential that 
the operational satellite measurement sys­
tem be continued and improved to provide 
homogeneous, accurate, and timely data. 
The panel notes that its recommendations, 
as well as those from the Panel on Weather 
Prediction Technologies, are based on the as­
sumption that the operational systems now 
in place will continue. 

Today, two U. S. polar-orbiting weather 
satellites and two U.S. geostationary satel­
lites monitor weather and surface conditions 
all over the globe. Two U.S. earth resources 
satellites (LANDSATs) are also in polar orbit. 
These U.S. systems are complemented by a 
number of foreign Earth-observing satel­
lites, and more foreign satellites will be 
launched in the latter half of the 1980s. 

The polar-orbiting weather satellites pro­
vide operational coverage of the entire earth 
four times per day, measuring temperature 
and humidity in the Earth's atmosphere, 
surface temperature, cloud cover, water-ice 
boundaries, and proton and electron flux 
near the earth. They receive, process, and 
distribute data from stations distributed 
globally. Derived polar satellite products in­
clude information on ice, vegetation, snow, 
and tropical cyclones. 

Improvements needed for future polar-or­
biting satellites include additional channels 
in the sounding units and added capability 
in the radiometers for better atmospheric 
moisture measurements, better estimation 
of worldwide vegetation levels, and opera­
tional measurement of solar and terrestrial 
radiation levels. 

The geostationary satellites provide syn­
optic hemispheric coverage that extends 
well into the southern hemisphere. Their 
sounding/imaging instruments make day 
and night observations of weather in the cov-
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erage area and relay data from surface collec­
tion points to processing centers. The geo­
stationary sounders provide a complemen­
tary measurement to the polar-orbiters with 
their synoptic vantage point, and also moni­
tor the magnetic field of the earth, the ener­
getic particle flux, and gamma ray emissions 
from the sun. 

Improvements in the next generation of 
geostationary satellites include replacement 
of the current sounding/imaging instrument 
with separate instruments. A stabilized 
spacecraft would increase the available scan­
ning time, and detector arrays rather than 
single-point detectors could scan swaths of 
the earth and so reduce the time for complete 
area coverage while retaining the same size 
field of view and multichannel spectral data 
input. 

Lack of conventional observational sta­
tions in the polar regions still represents a 
major data gap. The synoptic observations 
required are only possible with satellite re­
mote sensing. Present satellite systems have 
already contributed significantly to im­
proved observations even though sensors in 
the visible and infrared are limited by clouds 
and darkness. The most useful remote sens­
ing system for sea ice studies currently de­
ployed is a passive microwave imager which 
provides all-weather, low-resolution imag­
ery. However, an adequate validation of the 
algorithm, or transfer function, used to cal­
culate ice conditions from this data is still 
lacking. 

The next step in ice-observing capabilities 
will come with the launching of an improved 
passive microwave system on a U. S. De­
fense Meteorological Satellite in 1986. Then 
we look to the flight of synthetic aperture ra­
dar systems on European, Canadian, and 
Japanese satellites during 1989 to 1995. For 
the United States to receive maximum bene­
fit from the radar systems, it will be neces­
sary to establish ground truth observations 
during shuttle test missions in 1987 and 1988 
to validate the interpretation of this imagery 
over ice-covered oceans. In addition, the 
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schedule for establishment of receiving sta­
tions for the non-U. S. satellites must be 
maintained. The high resolution of synthetic 
aperture radar (tens of meters) makes it valu­
able also for open ocean and land surface 
studies. 

The need for all these operational mea­
surements has been firmly emphasized in­
ternationally. At the seventh meeting of the 
Economic Summit of Industrialized Nations 
the heads of state established a Working 
Group on Technology, Growth, and Em­
ployment; remote sensing from space is the 
topic of a panel chaired by the United States. 
The summit panel has already emphasized 
the importance of long-term continuity of 
operational meteorological satellite data. 

In view of the fundamental importance of 
the data that is collected by the operational 
weather satellites to the research commu­
nity, the panel recommends: 

• That the United States as a matter of high 
priority maintain and continue to upgrade the ex­
isting system of civilian operational weather mea­
surements from two polar-orbiting and two geo­
stationary satellites. 

In addition, to ensure that long-term data 
records are as homogeneous as possible, the 
panel recommends that: 

• Intercalibration of instruments to be used on 
successive missions that could yield long-term 
records be an integral part of operational mission 
planning. 

ACCESSING THE DATA 

Over the next 10 to 15 years we expect to 
see a major increase in data volume from the 
operational remote sensing systems and the 
new research satellite programs, coming 
largely from requirements for higher spatial 
and spectral resolution, repetitive measure­
ments, long-term data sets, and global pro­
cesses. At the same time, we find now that 
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access to existing remotely sensed data is not 
adequate for research purposes. Thus a ma­
jor high-leverage investment could be made 
now in the improvement of the data manage­
ment, archiving, and distribution of opera­
tional satellite data for research users. 

The effective management of large data 
bases is a general problem in space science, 
and has been addressed in a number of re­
ports. In essence, it has proved almost im­
possible for the researcher to "drink from 
the firehose" of satellite data streams. It will 
be far more difficult to digest data from a 
number of different sources. In the panel's 
view, the scientific exploitation of Earth ob­
servations are likely to be limited as much by 
the inability to manipulate and distribute ef­
ficiently large and diverse data sets as by sen­
sor technology. The challenge lies in infor­
mation development and distribution; a 
challenge that can be met with new high­
technology computing and communication 
techniques if adequate funds are made avail­
able. The several planning efforts now under 
way for high-speed data networks to link su­
percomputers, data centers, and university 
research laboratories need continued sup­
port. 

The panel's recommendations for data 
management are in two parts: one on cur­
rent data, and one on data that will come 
from satellites that will fly in the next decade. 
In terms of current data, the panel recom­
mends that: 

• The establishment and maintenance on a 
continuing basis of adequate, long-term global 
data bases and correlative observations on specific 
environmental parameters that are required to as­
sess both natural variability and human impact on 
the environment be recognized as a high national 
priority; 

• NOAA, NASA, and other appropriate agen­
cies be funded now to develop their data bases ade­
quately and to make them accessible to researchers 
and other users (This includes archiving the exist­
ing satellite data [from both U.S. and non-U.S. 
missions] in a form convenient for outside users, 
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and giving proper attention to documenting, stor­
ing, reducing, and distributing these data sets); 

• High priority be given to identifying those 
data sets of particular importance to long-term 
changes on the earth, for example, early LAND­
SAT data, and providing funds to preserve and 
make available these data to researchers and other 
users. 

Looking ahead, the panel supports the rec­
ommendations of the Space Science Board's 
Committees on Earth Sciences and on Data 
Management and Computation that: 

• Data management be addressed as an inte­
gral part of any space mission, and that the views 
of the interested scientific community be sought in 
this process to establish requirements for han­
dling, processing, and storing the significant 
quantities of data expected from future U.S. and 
non-U.S. missions. 

Specific developments that need funding 
in the next two years include high-speed par­
allel processors and other large computa­
tional machines that will be required for the 
large data sets to come, and the development 
of communications networks linking data 
centers, supercomputers, and university re­
search laboratories. 

REQUIRED COMPLEMENTARY 
MEASUREMENTS AND ANALYSES 

The measurements obtained from satel­
lites must be complemented by measure­
ments in the field to reliably calibrate, vali­
date, and interpret the satellite data. In addi­
tion, many of the important scientific 
problems that can be addressed using satel­
lite measurements also require measure­
ments taken on the surface of the earth or 
from aircraft. It is essential that the program 
for remote sensing of the earth from space in­
clude such complementary field measure­
ments. 

In the atmosphere, measurements of basic 
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meteorological variables (temperature, pres­
sure , humidity) from balloons have long 
been recognized as essential to the accurate 
interpretation of satellite data. In addition, 
while satellite data are useful for the study of 
storms, ground-based and airborne mea­
surements provide data on variables such as 
wind velocities at levels of accuracy that can­
not be attained from satellites. 

Also in the atmosphere, many chemically 
important trace species are not measurable 
from space with current techniques. How­
ever, the concentrations of these species can 
be obtained through current ground-based 
or airborne techniques. Such information is 
essential to understanding the chemistry of 
species such as stratospheric ozone and tro­
pospheric carbon monoxide, which are de­
tectable from satellites. Trends of very long­
lived gases are usually best measured at the 
surface. In addition, surface vegetation and 
soil and oceanic microorganisms are domi­
nant sources of many chemically and ra­
diatively important trace gases, and field 
measurements are the only way to detect 
and quantify these emissions. 

In the ocean, data from acoustic sounders, 
in situ measurements of the vertical profiles 
of temperature and salinity, and velocity and 
other data from buoys are critical comple­
ments to satellite data on sea surface topog­
raphy and temperatures for the study of oce­
anic heat and momentum fluxes. In addi­
tion, in s i tu  measurements of primary 
production, nutrient concentrations, and 
downward fluxes of organic material are es­
sential for quantitative interpretation of sat­
ellite measurements of ocean color and pro­
vide the necessary data to examine the very 
significant role of the oceans in the global 
carbon cycle. 

For the land surface, intensive field studies 
of major vegetative groupings (biomes) will 
be necessary to define the water, carbon, ni­
trogen, phosphorus, and sulfur cycles 
within these biomes. Such information is es­
sential for interpreting remotely sensed data 
on areal extent and vegetative density in 
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terms of the global hydrologic and biogeo­
chemical cycles. 

Finally, the satellite data on geopotential 
fields will prove most useful when they are 
combined with other, land-based geophysi­
cal data to decipher deep earth structure and 
global tectonic processes. 

In situ observations for calibration and en­
vironmental characterization are equally im­
portant in the polar regions. However, be­
cause of the hostile nature of the environ­
ment as well as the isolation, continued 
manned measurements are both difficult to 
arrange and expensive. One answer to this 
problem is the deployment of extensive data 
buoy arrays on the drifting ice. In addition to 
improved measurements of standard ocean­
ographic and atmospheric parameters, ob­
servations should also be possible of internal 
ice stress, ambient underwater sound, water 
mass movements, and water column prop­
erties. Such an expansion in data collection 
abilities would clearly have to be accompa­
nied by an associated expansion in satellite 
data transmission capabilities. 

The panel emphasizes the importance of a com­
plementary program of earth-based calibration 
and validation studies and the critical need for 
sustaining an overall and coordinated program of 
space- and earth-based studies together with com­
puter-based modeling. If we are to achieve our goal 
of understanding the earth system, neither space­
nor earth-based measurements can stand alone; 
the two must be developed simultaneously and 
tied together with models. 

AGENCY ROLES AND THE BROADER 
COMMUNITY 

It can be said that remote sensing is no 
more than a tool; yet it is a revolutionary tool 
for the earth sciences, offering global, con­
tinuous, and long-term data gathered with 
the same instruments over all the oceans and 
all the continents. The panel emphasizes 
that this tool has yet to be fully exploited and 
notes that this will take decades of future ef-
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fort by leading researchers . The now-tradi­
tional in situ techniques required a similar 
sustained effort from previous generations. 

Ease of transition from technological inno­
vation to use, both operationally and in sup­
port of fundamental research, requires that 
the process be treated as a whole, a require­
ment not well suited to the division of re­
sponsibility existing among the federal agen­
cies . Sensor development is usually NASA's 
responsibility, long-term data collection that 
of NOAA and DOD, while fundamental re­
search into global systems lies closest fo the 
mission of NSF. 

AGE NCY RoLES 

The lack of a unified approach to remote 
sensing among the federal agencies is a long­
standing issue . To resolve this problem the 
panel proposes that review and oversight at 
the interagency level be provided for the pro­
grams and budgets for space-based earth 
measurements of all the agencies involved. 
This review and oversight activity, following 
precedents such as the National Climate Pro­
gram and the National Acid Precipitation 
Assessment Program, should continue for a 
decade, have a wide scope, and involve a 
broader scientific community than that 
which exists within the government. 

There are many concerns about the proper 
use of remote sensing that could profit from 
interagency oversight : coordination of 
agency activities and budgets; use of opera­
tional satellites for research; impacts of clas­
sification; coordination with surface and in 
situ measurements; data distribution and 
use; involvement of the nongovernmental 
science community; and international col­
laboration. 

Our preference is to allow the characteris­
tics of the oversight to evolve from continu­
ous discussions between agencies and the 
science community rather than to attempt 
rigid definitions of agency roles . But all agen­
cies, in particular, NSF, must be involved in 
the oversight process, in recognition of the 
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growing importance of remote sensing to 
many earth science activities .  

The research community also must  be 
strongly represented, even perhaps in a ma­
jority; the National Research Council could 
be an effective channel . We recommend that 
such a channel be developed. 

THE BROADER SCIENTIFIC COMMUNITY 

Remote sensing cannot achieve its poten­
tial as a research tool until it has been thor­
oughly used to explore at the frontiers of 
earth science. Remotely sensed parameters 
do not arrive at the desk of a research scien­
tist as if they were tables of lengths, masses, 
or temperatures . Instead, an established sci­
entist is likely to be faced with a long period 
of self-education during which he or she may 
achieve few tangible results . Many have 
faced this choice and decided that it involves 
too great a risk for their career prospects, 
even though they are convinced that the use 
of space data is of great benefit to the subject . 
Federal agencies can ease this situation. 

Specific examples of such support include 
faculty development awards to allow senior 
faculty and staff to carry out special study 
and to go on leave, and to provide promising 
young faculty with the opportunity to de­
velop facility in the use of the new tech­
niques and data sets . Institutional grants for 
training of graduate students would also en­
able the United States to provide the person­
nel needed to capitalize on this new technol­
ogy. 

In terms of basic research support, we pro­
pose that NASA, NOAA, DOD, and NSF 
work together to set aside funds to support 
research in areas with a large remote-sensing 
component and that they signal their inten­
tion by periodic announcements of opportu­
nity. Two matters are of primary concern: 
that funded proposals be of high quality 
measured against those of the parent com­
munity, not merely a subcommunity ad­
dressing remote sensing; and that the conti­
nuity of funding be ensured. 
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RESTRICTIONS ON DATA USE 

From time to time, especially as data about 
the earth become more and more accurate 
and detailed, there are pressures from both 
national security interests and from the in­
dustrial  community to res trict various 
classes of  information. The panel notes the 
need for the United States to map and make 
available data on the new resource of the Ex­
clusive Economic Zone, and to provide satel­
lite techniques like the Global Positioning 
System, which has enormous promise for al­
lowing measurements of location and rates 
of crustal movements that we previously 
have only been able to infer. At the same 
time, the panel recognizes the need to re­
strict data for national security reasons . We 
urge that such restriction be imposed only af­
ter careful thought as to the exact mode of re­
striction, and that scientists who are familiar 
with the research needs of the earth sciences 
community be involved in such decisions . It 
would be a great national loss if the U .S .  re­
search community were to surrender its 
world leadership for arbitrary reasons of 
classification. 

In summary, the panel recommends that:  

• The space-based earth science programs of 
the involved agencies be jointly reviewed and coor­
dinated at the interagency level, 

• The National Research Council be considered 
as a channel to provide advice on such a program 
through the appropriate board and committees, 

• Basic research funds and facilities be made 
available as required on a peer-reviewed basis, 

• Faculty development awards and institu­
tional graduate student support be made available 
for the development of an adequately trained com­
munity. 

CONCLUSIONS 

Knowledge of the earth is fundamental to 
humanity's survival . Satellite-borne instru­
mentation has provided scientific data that, 
when used in conjunction with in situ mea-
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surements and theoretical models, has given 
us a glimpse of the knowledge that could be 
gained with full application of these tech­
niques. Thus we are now ready to measure, 
on a long-term basis, the essential processes 
that govern the state of the earth and its 
changes over periods of years to centuries . 

The first step in this process is the flight of 
research missions with proven technology to 
measure those processes not now covered 
by operational missions, such as ocean phys­
ical and biological processes and the global 
gravity and magnetic field . Together with 
these research missions we need to build a 
base for an expanded earth observation ef­
fort for the 1990s and beyond. In particular, 
we need to develop an accurate global tech­
nique for measuring rainfall, to provide an 
imaging spectrometer that will reveal new 
features of geology and biology, and to de­
velop tropospheric chemical sensors . In ad­
dition, we need to continue the existing op­
erational weather satellites, to make the ex­
isting data available in a useful form to 
researchers, and to save our treasure of older 
data that is now being lost . With all this in 
place, we will have established the begin­
ning of a global earth measuring system. 

The space missions and new instruments 
are not enough in themselves, however. Ad­
equate data systems must be in place that use 
state-of-the-art technology for archiving, 
storage, and accessibility. Major programs of 
in situ measurements including both calibra­
tion and validation and process studies will 
be required; these must be funded at the 
same time . The data systems and the theo­
retical models that use the data both will call 
for the most powerful supercomputers; thus 
the earth science community adds its voice 
to that need . 

Finally, the panel notes the importance of 
interagency cooperation in earth science . 
Collection of data, calibration and valida­
tion, archiving and dissemination, and sup­
port of basic research cut across many agen­
cies in the federal government . Moreover, 
the industrial and national defense commu-

Copyright © National Academy of Sciences. All rights reserved.

Research Briefings, 1985
http://www.nap.edu/catalog.php?record_id=19257

http://www.nap.edu/catalog.php?record_id=19257


REMOTE SENSING OF THE EARTH 

nities have a real and long-term interest in 
much of this information.  As a consequence, 
if the United States is to keep its lead in this 
area of major importance close interagency 
cooperation is required. The panel recom­
mends that the appropriate oversight be pro­
vided at the interagency level. 
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Report of the 
Research Briefing Panel on 

Pain and Pain Management 

INTRODUCTION 

What is pain? This question has troubled 
philosophers and scientists s ince before 
Aristotle's time. Pain has attributes of a sen­
sation, yet the regularity with which it makes 
us suffer or feel uncomfortable distinguishes 
it from touch and other sensations of the 
body. Is it then an emotion? This uncertainty 
about the exact nature of pain is reflected in 
our language. We use the term "pain" for 
the feeling produced when we are physically 
injured and also for our emotional reaction 
when we suffer as a consequence of unkind 
words or loss of a loved one . Confusion 
about meaning has contributed to difficulties 
in research and treatment. 

Pain after bodily injury is a physiological 
phenomenon, the perceptual part of the nor­
mal response to a variety of stimuli that are 
physically threatening to the integrity of tis­
sues, i .e .  noxious. Because of the aversive 
feature of discomfort or suffering, pain as a 
sensory experience has evident protective 
value. 

Pain develops another dimension when it 
persists or occurs repeatedly. The discomfort 
and suffering associated with it disturb the 
quality of life and can produce complex and 
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profound alterations in behavior. As a conse­
quence, pain is a major health problem. It is 
the single most common complaint causing 
people to seek health care . People world­
wide take enormous quantities of drugs be­
cause of pain. Low back pain alone accounts 
for well over 10 million physician visits an­
nually in the United States . All of this makes 
pain a formidable social and economic prob­
lem. 

THE TWO SIDES OF RESEARCH 
ON PAIN 

Research on pain and its mechanisms has 
two somewhat different but complementary 
aims . One seeks to understand the basic ner­
vous mechanisms underlying pain, includ­
ing their link to behavior and other neurally 
mediated phenomena . The other investi­
gates the control and management of pain in 
pathological and clinical situations. 

Research on the neural mechanisms of 
pain has contributed new ideas about how 
the brain works . For example, the traditional 
concept has been that the operation of com­
plex nervous systems could be understood 
largely in terms of the connections or "wir­
ing" of the constituent cells activated by the 
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circulation of brief electrochemical events . 
Through study of pain mechanisms, it is 
now known that nerve cells employ chemi­
cals to mediate signals other than those tradi­
tionally associated with such function . 
Study of the newly discovered agents has 
shown that long-term, chemically mediated 
interactions between nerve cells are part of 
the process by which neural actions are pro­
duced.  Complex control mechanisms by 
which sensory information is modulated 
and channeled have also been brought to 
light. 

Improvements in the management of pain 
have also come about as a consequence of 
better understanding of its neural basis . 
O ther  c h a n g e s  i n  t h e  therapeut ic  a p ­
proaches have resulted from enlightened ap­
preciation of the link between pain and com­
plex behavioral factors . New strategies for 
pain management include, for example, de­
liberate stimulation of nervous pathways 
that are part of the control system for pain 
mechanisms. Means for controlling pain by 
drugs while reducing risk of addiction and 
new categories of drugs useful in such con­
trol have been proposed based upon the 
emerging understanding of the chemical 
messenger systems in the brain. Also, be­
havioral testing and behavioral manage­
ment of patients with chronic pain has be­
come a recognized part of clinical strategy. 

Nevertheless, these developments in un­
derstanding pain mechanisms and pain con­
trol represent only a beginning. The work to 
date is probably most significant in that it has 
opened the door to future developments 
rather than provided definitive answers to 
the basic scientific questions or to clinical 
problems. 

THE SHAPE OF NEW KNOWLEDGE 
ON THE NEURAL BASIS OF PAIN 

Discoveries about the neural substrates for 
pain have reshaped our thinking about it as a 
sensation and altered the direction research 
in the field will take . Special sense organs for 
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pain have been found and they have been 
shown to feed more or less dedicated neural 
pathways . These dedicated networks are 
paralleled by less specific neural systems 
whose activity combines input from the pain 
receptors with other messages from the 
body's tissues . The neural networks acti­
vated by pain-producing stimulation have 
been found to use a diverse set of chemical 
messengers to transmit activity and modu­
late the sensitivity of the nerve cells making 
up the network. These chemical mediators 
produce their effects by binding to selective 
receptor molecules on the surface of target 
neurons . Moreover, researchers have un­
covered a modulatory system whereby the 
brain alters the flow of activity through the 
neural networks transmitting pain-related 
signals . 

The practical importance of these discov­
eries is substantial .  Knowledge about spe­
cific neural networks for pain has provided a 
focus for work on pain control . As previ­
ously stated, alternate clinical strategies 
based upon deliberate manipulation of the 
neural control systems for the networks re­
lated to pain are being explored, and infor­
mation on the neural chemical mediators 
and the receptor molecules on which they act 
provides new opportunities for the develop­
ment of drugs to better control pain while 
minimizing undesirable effects such as ha­
bituation and addiction . This report com­
ments on the general nature of pain as a sen­
sation, the peripheral and central nervous 
system mechanisms for pain, related behav­
ioral factors, and clinical considerations . 

THE SENSE ORGANS FOR PAIN 
AND CHEMICAL INTERMEDIARIES 

There are certain common features in neu­
ral arrangements for the various sensations 
in human beings and other mammals. The 
starting point is a feature or modification of 
the environment-a stimulus, e . g . ,  light, 
sound, tissue swelling. The stimulus must 
be transduced into nervous system mes-
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PAIN AND PAIN MANAGEMENT 

sages . The sense organ where this transduc­
tion takes place is more or less specialized to 
respond to a particular subset of physical 
and chemical changes . 

Sense organs usually are located some dis­
tance from the central nervous system. Like 
most other nerve cells, those leading from 
the sense organs to the central nervous sys­
tem have an elongated extension, a fiber, 
over which the nerve cell activity must be 
transmitted. In human beings the distance 
the activity must travel along the fiber can be 
from fractions of a millimeter to more than a 
meter. The information represented by the 
activity also must be conveyed from one 
nerve cell to the next . 

Nerve cells transmit activity across them­
selves to distant parts by a brief electrochem­
ical event, the nerve impulse . The repetition 
interval between successive nerve impulses 
represents the code for information about 
the activity. 

Activity is transmitted between cells at 
special junctions called synapses, where the 
membranes of two cells come into close ap­
position . Commonly, a chemical mediator 
released by the presynaptic cell (sending 
cell) diffuses across the tiny gap (about 200 
angstroms) to affect the postsynaptic cell (re­
ceiving cell) by combining with a receptor 
specialized to bind a particular chemical con­
figuration. The impulse code and transfer at 
synapses is how activity generated by the 
sense organ is conveyed across the various 
neural elements of the network. 

For all of the perceptual reactions accepted 
as sensations, activity initiated by the sense 
organ(s) passes through a series of more or 
less dedicated groups of neurons at a succes­
sion of stations in the brain to the level of the 
brain's cerebral cortex. Ultimately, the activ­
ity of these specialized neural networks is 
translated into conscious experience with its 
concomitants of discrimination, feature de­
tection, and quantitative recognition. 

Until relatively recently, direct evidence 
for this kind of organization did not exist for 
pain. The nature of the sense organ, i .e . ,  the 
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transducer, was not understood, although it 
was known that conduction by a subpopula­
tion of the nerve fibers in peripheral nerves 
was necessary for pain to be provoked by the 
usual stimuli . It was also understood that a 
particular bundle of nerve fibers in the spinal 
cord, a pathway called the spinothalamic 
tract, was essential for transmitting informa­
tion to the brain about pain-causing stimuli.  
However, knowledge about the origin of this 
pathway, the signaling characteristics of the 
neurons that formed it, and the nerve net 
with which it articulated at higher centers in 
the brain was sketchy and in dispute . 

Sense organs for pain Whether or not there 
were specific sense organs for pain was a ma­
jor controversy for over a century, a contro­
versy that dominated theories about the ba­
sis of pain . During the past 15 years, a set of 
sense organs whose activity produces pain 
has been documented. Earlier difficulties in 
establishing their existence was largely due 
to technical problems related to the small 
size of the neurons involved . In general, 
pain receptors have thin fibers in peripheral 
nerves. This special set of sense organs in the 
body has substantially higher thresholds (re­
quires more intense stimulation) for activa­
tion than other sense organs in the same tis­
sues responsive to mechanical, tempera­
ture, or other non painful stimuli. 

Because of their high thresholds, the 
weakest stimuli exciting the sense organs for 
pain approach or exceed the intensity that 
can damage tissue . Thus, sense organs for 
pain can be considered noxious stimulation 
receptors or "nociceptors . "  Skin, muscle, 
and several other tissues have at least two 
different types of nociceptors; typically, the 
nerve fiber of one type is ensheathed by a 
thin fatty layer called myelin, and one or 
more others have fibers that lack the myelin 
sheath . 

Nociceptors have been linked to human 
pain by a convincing experiment. Microelec­
trodes can be inserted through a human sub­
ject's skin into a peripheral nerve and ma­
nipulated to record the activity and initiate 
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signals from a single sensory nerve fiber. 
When the nerve fibers of nociceptors are ex­
cited, pain is evoked. When the nerve fibers 
of other types of sense organs are excited, 
other sensations are produced, but pain 
never results . 

Much human pain associated with disease 
derives from subcutaneous tissues such as 
bone or viscera such as the heart . Relatively 
little has yet been learned about the relation­
ship between pain and activity of the sense 
organs of the viscera . Although skin and 
muscle nociceptors have been soundly docu­
mented, the existence of visceral nociceptors 
has not . Existing information on the cutane­
ous and muscle nociceptors provides the ba­
sis for development of pain-controlling 
drugs; comparable knowledge about the ori­
gins of visceral pain is clearly needed for the 
heart, intestine, blood vessels, etc . 

Peripheral chemical in termedia ries The 
events typically causing pain have as a com­
mon basis tissue injury or, in pathological 
circumstances, changes in tissue of the type 
produced by the inflammation associated 
with infection.  Inflammation is a complex 
event involving increases in blood flow, in­
creases in the permeability of blood vessels, 
and the interaction of certain blood cells with 
invading organisms or injured tissue . Many 
chemical substances are known or suspected 
to be intermediaries in the inflammatory 
process . These chemicals include amines, 
peptides, and derivatives of lipids . 

Partly because pain is such a frequent con­
comitant of inflammation and partly from in­
dependent evidence, chemical substances 
have long been suspected to be intermediary 
between tissue events and activation of the 
sense organs that evoke pain. A connection 
probably exists between the kind of chemical 
events associated with the inflammatory 
process and either activation of the sense or­
gans for pain or modification of their respon­
siveness . 

For example, arachidonic acid, a break­
down product of a lipid cell constituent, and 
its metabolites, the prostaglandins and the 
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leukotrienes, appear to play parts in inflam­
mation and allergic reactions . Arachidonic 
acid and some of its derivatives excite the no­
ciceptors . Furthermore, certain anti-inflam­
matory agents, such as aspirin, act at least in 
part by inhibiting the metabolism of arachi­
donic acid to prostaglandins . Aspirin-like 
drugs are effective against pain only when 
inflammation or vascular changes (e . g . ,  
headache) are present. Thus, it is possible 
that prostaglandins are mediators for noci­
ceptor activation only in the presence of in­
flammation and that other, as yet unidenti­
fied, chemical intermediaries are involved in 
noninflammatory pain. 

Testing by chemical agents has revealed 
important functional differences between 
the different types of pain receptors in a 
given tissue . For instance, one type is readily 
excited by chemical substances that evoke 
pain (e .g . ,  bradykinin and capsaicin), while 
another type is unresponsive to the same 
agents . Such differences imply variations in 
either the transduction process or accessibil­
ity of the sensory terminals to various nox­
ious stimuli . Another functional difference 
appears after certain kinds of tissue injury or 
in the presence of inflammation; the sensi­
tivity of some nociceptors may be markedly 
enhanced while others are relatively unaf­
fected. In fact, once excited, some nocicep­
tors tend to produce persistent activity even 
though no further stimuli are evident; others 
do not . 

Drug development The recent definitive 
establishment of nociceptors and the proof 
of their relationship to pain sensation have 
provided a far better focus for studies of drug 
action than has been available in the past . 
The fact that nociceptors of different types 
exist and that they have differing chemical 
sensitivities help explain some of the prob­
lems that have existed in drug therapy aimed 
at peripheral causes of pain . 

Pain of peripheral origin, such as that asso­
ciated with rheumatoid arthritis, is a major 
health problem. Heretofore, major pharma­
ceutical efforts to control pain in the periph-
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ery have been directed at developing non­
steroidal agents that interfere with prosta­
glandin formation from arachidonic acid . 
However, neither traditional drugs such as 
aspirin nor more recently developed nonste­
roidal anti-inflammatory drugs that act on 
arachidonic acid metabolism are universally 
effective in suppressing pain of peripheral 
origin. 

There is groundwork now for better­
focused research on the basic molecular 
processes involved in activation of the noci­
ceptors and their relationship to inflamma­
tory damage. Investigation in this direction 
offers exciting new possibilities for devel­
oping drugs of either broader or special 
effectiveness for refractory clinical pain . 

THE PERIPHERAL TRANSMISSION OF 
PAIN ACTMTY 

Peripheral nerves are composed of the 
many nerve cell fibers that convey impulses 
to and from the central nervous system. The 
nerve impulses are the result of a sequential 
opening and closing of channels spaced 
along the membrane that delimits each 
nerve fiber. When open, the channels allow 
ions to pass rapidly across the otherwise rel­
atively impermeable membrane; this ion 
passage is part of the electrochemical event 
that makes up the impulse . The channels are 
complex entities consisting of protein and 
other organic components inserted into the 
lipid structure of the cell membrane. Block­
ing the channels blocks conduction in the 
nerve fiber and effectively disrupts commu­
nication. In the case of peripheral nerves, 
blocking the sensory (or afferent) fibers 
would cause anesthesia of the part of the 
body served by the nerve . 

One proven diagnostic and therapeutic 
maneuver in treating certain types of periph­
eral pain consists of blocking particular 
nerve trunks with a local anesthetic, such as 
procaine. Local anesthetics generally work 
by blocking membrane channels . It has be­
come apparent in recent years that the chan-
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nels for different classes of sensory fibers 
may not be the same . Specifically, a number 
of the thin fibers of the type associated with 
nociceptors appear to have structurally dif­
ferent channels from those associated with 
the larger diameter sensory fibers . (The lat­
ter conduct the impulses producing bodily 
sensations of touch, pressure, vibration, and 
position . )  Selective long-term blocking of 
the thin sensory fibers associated with pain 
would be an important therapeutic tool for 
the abnormal pain states often seen after pe­
ripheral nerve damage . It would enable 
other sensations from that part of the body 
while halting pain . The emerging knowl­
edge about membrane channels and their 
molecular configuration offers promise for 
development of agents producing selective 
and persisting block of nerve conduction. 

THE CHEMICAL MESSAGES AT NERVE 
JUNCTIONS 

Study of the chemical transmission be­
tween nerve cells is one of the most active ar­
eas of neurobiological research. New work 
has shown that chemical interactions are 
part of the underlying organizational ar­
rangements in the brain. Much research has 
been directed at determining how the activ­
ity in the periphery is transmitted to the cells 
of the spinal cord and brain and how it is 
modified by chemical agents impinging 
upon neurons of the pain pathways . Drugs 
working on the nervous system commonly 
act at neural synapses. This action usually 
consists of either synergy with a natural syn­
aptic mediator or antagonism of its action. 
Thus the new knowledge of synaptic media­
tors and the characteristics of postsynaptic 
receptors has provided major opportunities 
not only for understanding the neural mech­
anisms basic to pain but also for targeting the 
development of specific drugs. 

For example, there has been an explosion 
of information about neurally active peptide 
mediators (neuropeptides) and the existence 
of different, specialized receptor molecules 
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on postsynaptic cells as the crucial link in 
their action . The neuropeptide story began 
as a general question about chemical media­
tors between sensory fibers and central neu­
rons . It quickly shifted in emphasis when 
high concentrations of neuropeptides were 
found in the small cells associated with fine 
sensory fibers and in a particular gelatinous 
part of the spinal cord (substantia gelatinosa) .  
The latter had long been suspected to be the 
termination point for the fine primary affer­
ent fibers and to be related in some way to 
pain. 

Some commentators and current text­
books erroneously imply that when a neuro­
peptide is present in a neuron it represents 
the synaptic mediator used by that neuron. 
An extension of this idea is that a primary af­
ferent neuron that contained a particular 
neuropeptide employed the peptide for syn­
aptic transfer to neurons of the central ner­
vous system. On this basis and other indirect 
evidence, the peptide "substance P" was 
hailed by some a few years ago as the synap­
tic mediator for at least some pain afferent fi­
bers . This interpretation began to change 
when it was found that other chemical medi­
ators apparently were present in many neu­
rons that contained neuropeptides. Further­
more, the experimental application of sub­
stance P and other neuropeptides produced 
slower-to-occur and longer-lasting effects 
than expected for the usual synaptic action. 

Reconsideration of peptide action at syn­
aptic junctions has produced a new and im­
portant concept .  It is now proposed that 
some peptides with excitatory action func­
tion as long-term modulators of neuronal ex­
citability and that the short-term signaling is 
done by a different chemical transmitter (co­
transmitter) liberated by the same synaptic 
terminal. Several of the neuropeptides also 
act as hormones, that is, serve as messengers 
delivered by the bloodstream . Hormonal 
action fits with the idea of neuropeptides 
causing longer-term changes in neuronal ac­
tivity. 

Still another aspect of this story is the pos-
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sible peripheral action of peptides. The sen­
sory neurons with peptides in their central 
terminals also contain them in their periph­
eral fibers . Some of the neuropeptides dis­
covered at central synaptic terminals have 
potent effects on peripheral tissue, including 
changes of the type seen with inflammation. 
The part that peptides released by sensory 
nerve cells play in the inflammation seen af­
ter tissue damage or infection needs to be es­
tablished. 

What has been learned about synaptic me­
diators, the peptides, and their possible co­
transmitters is only a first step. We have yet 
to define the specific actions of many of the 
peptides and to determine how the receptor 
molecules they bind to then produce altera­
tions in postsynaptic cells.  If peptides are a 
source of the long-lasting effects produced in 
the central nervous system in association 
with pain, modulating their actions with 
drugs that block the peptide receptors is an­
other avenue to new and crucially needed 
therapies . 

Capsaicin, the substance that makes red pep­
pers hot Part of the peptide history is linked 
to the ingredient of red peppers (capsaicin) 
that gives them their irritant qualities . In­
jected capsaicin both causes pain and, when 
repeated, has a remarkable desensitizing ef­
fect upon cutaneous inflammation and pain­
like reactions in animals.  A few years ago, it 
was discovered that capsaicin acts more or 
less selectively upon sensory neurons with 
unmyelinated peripheral fibers, one class of 
which are nociceptors . When capsaicin is in­
jected into young animals it causes perma­
nent loss of many unmyelinated fibers in pe­
ripheral nerves and a reduction in the num­
ber of neurons containing neuropeptides . 

The mechanism by which capsaicin pro­
duces these toxic and desensitizing effects is 
not known.  However, there is reason to be­
l ieve that it will be possible to dissociate 
them through alterations in capsaicin's mo­
lecular structure . If this is done, the activity 
of at least one set of sense organs responsible 
for pain possibly could be eliminated on a 
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more or less permanent basis . This is still an­
other place where targeted drug develop­
ment with important clinical use would be 
possible from further knowledge of the 
chemical interplay between neurons . 

OPIATES AND OPIATE RECEPTORS 

Opiates have been used by people for mil­
lenia . They have profound effects upon 
physiologic states mediated by the nervous 
system, including changes in conscious­
ness, perception, the sense of well-being, 
respiration, and upon various visceral func­
tions . The most widely appreciated medical 
credentials of opiates are for controlling 
pain . The potential for abuse and addiction 
also is common knowledge. Addiction and 
habituation (loss of effectiveness upon re­
peated use) are major limitations in the med­
ical use of opiates for alleviating pain. None 
of the available opiates that are particularly 
effective for the control of pain is free of the 
curses of addiction and habituation . How­
ever, synthetic manipulation of opiate mole­
cules has shown that some dissociation is 
possible between the various effects of opi­
ates on different neural mechanisms. 

Opiates, their synergists, and antagonists 
bind selectively and specifically to a special 
class of receptors on cell membranes . Sev­
eral types of opiate receptors have been de­
fined in the central nervous system. Differ­
ing affinities for structural variants of opiates 
suggest differences for the different opiate 
receptors although their definitive architec­
ture must still be determined. Studies using 
the binding of chemically defined opiate an­
alogues have demonstrated that opiate re­
ceptors are differentially distributed in the 
brain . In some regions, such as the dorsal 
hom of the spinal cord and certain parts of 
the brain stem, opiate-related activity has 
been implicated in the modulation of pain 
pathways . 

Uncovering the class of chemical media­
tors for which the opiate receptors are spe­
cialized was a major discovery. These natu-
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ral opiate-like compounds, or endorphins, 
are proteins and peptide fragments of pro­
teins and thus are chemically very different 
from the opiate alkaloids, a surprising obser­
vation when considering the apparent speci­
ficity of the receptors . Endorphins have dif­
fering distributions in the brain, and the sev­
eral kinds of opiate receptors have different 
affinities for the various endorphins . 

The means by which activation of opiate 
receptors produces biological effects has 
been only partially worked out. Opiates and 
their kin in many situations have suppres­
sive or inhibitory actions .  Certain endor­
phins appear to be the naturally occurring in­
hibitory synaptic mediators in certain neural 
pathways . 1  Opiate receptors are present in 
the membranes of certain of the primary sen­
sory neurons, and opiates can block the re­
lease of excitatory transmitters from these 
neurons . The process underlying opiate 
action includes blocking the ion flux that is 
required for release of transmitters . In addi­
tion to membrane ionic mechanisms, opiates 
act upon cellular energy systems . 

I t  is common dictum that opiates are 
analgesics, although many clinicians are 
aware that the usual doses of opiates do not 
abolish pain. Recent studies linking work on 
the sensory component of pain to opiate 
action have provided a partial explanation.  
Opiates such as morphine increase the pain 
threshold for certain kinds of stimuli but not 
for others . An increased threshold appears 
for stimuli that preferentially activate a sub­
set of nociceptors with unmyelinated fibers 
but not for stimuli exciting myelinated fiber 

1The sensory nerve fibers from the periphery only 
make excitatory synapses with central cells; that is, 
their chemical messages tend to make the postsynaptic 
cell more active. In the central nervous system there 
are inhibitory synapses as well, in which the activity of 
one cell suppresses that in another. Inhibitory syn­
apses differ structurally from excitatory ones. They too 
are usually chemical in nature, with the chemical 
agents and the postsynaptic receptors different from 
those for the excitatory junctions. 
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nociceptors . These observations give insight 
into why opiate or other drug management 
of pain has been so difficult.  Because several 
types of nociceptors are capable of initiating 
pain, each possibly using a different chemi­
cal synaptic mechanism, a particular agent 
(e .g . ,  morphine) will act only on a subset of 
nociceptor-activated neural pathways . 

The work on opiate receptors, in addition 
to providing some outstanding scientific ad­
vances, has also led to new therapies. An ex­
ample is a method of opiate use for pain con­
trol in terminal conditions of metastatic can­
cer. The discovery of opiate receptors in the 
spinal cord in association with the central 
terminations of the primary sensory fibers 
suggested direct application of opiates to the 
spinal region. In some cases, opiates now are 
infused through catheters placed into the 
spinal canal to provide relief from pain pro­
duced by cancerous growth below the level 
of infusion. This is accomplished without 
the usual deleterious effects upon respira­
tion and consciousness because the drug is 
not reaching the upper spinal cord and 
brain . 

Molecular chemistry and the research opportu­
nities New knowledge of the molecular 
chemistry associated with nervous system 
action and the neural apparatus for pain con­
stitutes great advances . But, once again, 
what has been learned is only an introduc­
tion. Activation of some and possibly all pain 
receptors by the peripheral events that cause 
pain involves a chemical interplay. The full 
scope of the chemical agents and just how 
each acts upon the transducer terminals 
needs to be learned . New classes of com­
pounds that mediate nervous system action 
have been found, and there is evidence that 
some of them are associated with the transfer 
of information between the peripheral sense 
organs and central neurons . Yet to come is 
the linking of specific transmitter agents, 
such as a given peptide, to the nociceptor 
system and then the determination of the 
nature of the receptor molecules to which 
they bind. The opiate receptors are a subset 

28 

of  such molecules ,  and what  has  been 
learned about them gives promise that better 
analogues and antagonists can be devel­
oped. Thus, appreciation of the molecular 
chemistry of the nervous system elements 
associated with pain has opened the door for 
a new and more effective pharmacology. 
Needed at this juncture are additional basic 
biological study of the chemical compounds 
and their actions and definition of their re­
ceptors . In this work there is hope not only 
for pain control but also for effective strate­
gies in managing drug addiction . 

THE BRAIN PATHWAYS IN PAIN 

Although it is has been known for over a 
century that a particular pathway in the spi­
nal cord was crucial for pain to be felt upon 
peripheral stimulation, the origin and termi­
nations of the pathway are recent discov­
eries . It also turns out that this pathway is 
only one part of the central connections from 
the peripheral nociceptors . Additional im­
portant progress in defining the neural sub­
strate for pain has come from studying the 
brain regions to which the nociceptors send 
their signals .  

A rough outline now exists of the neural 
circuitry for the transmission of information 
from the nociceptors . Neurons making up 
part of this system include those in the dorsal 
horn of the spinal cord, a part of the brain 
called the thalamus (a major subcortical cen­
ter for sensory messages) and a particular re­
gion of the cerebral cortex. Severing the tract 
leading from the spinal cord to the thalamic 
region blocks perception of pain (and tem­
perature) and has been one surgical inter­
vention used to treat persisting pain . How­
ever, such chordotomies, when effective, of­
ten lose efficacy with time . The reason for 
this change is not known; it may involve pre­
viously unsuspected alterations of connec­
tions within the injured nervous system. 
Now that the importance of the cerebral cor­
tex in pain perception has been established, 
the basis and significance of interactions be-
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tween such regions and other brain areas are 
a fruitful field both for further basic investi­
gation and for study of therapeutic possibili­
ties . 

The discovery of specific pain receptors, 
and of specific pathways within the central 
nervous system to convey the information 
they provide, represents a crucial develop­
ment for understanding pain . With this 
framework, even with limited details, it is 
now possible to direct further studies on the 
workings of the neural networks, their 
chemical features, and the pharmacology of 
their manipulation. Until this specific neural 
machinery was established and some of its 
features were determined, a systematic ap­
proach to pain management was not possi­
ble . 

Pain modulation by in ternal circuits of the 
brain Sensory systems in all mammals are 
organized so that inputs from different 
sources interact . A given central neuron has 
hundreds to thousands of synaptic contacts 
upon it from other neurons . Reinforcement 
or inhibition of one input by another can oc­
cur. These interactions are the basis of fea­
ture detection in vision and tonal recognition 
in audition. They occur for pain at the spinal 
and higher levels . Much of the underlying 
neural connectivity for the interactions and 
the functional significance of the different el­
ements remains to be worked out . Again, 
these interactions and the integrations that 
they represent depend upon chemical medi­
ators, membrane receptors for them, and the 
activation of intracellular messengers . 

A series of pathways descending from 
higher regions in the brain terminate at 
points where transfer of information takes 
place in sensory systems. These descending 
pathways originate at several levels in the 
brain and can profoundly influence the 
transmission of activity related to pain and 
other sensory modalities .  In both experi­
mental animals and human beings, localized 
artificial activation of certain regions of the 
brain can abolish pain or pain-related behav­
ior. In part these modulatory actions are pro-
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duced through the release of particular 
chemical agents (peptides and other com­
pounds) . One site of such action is at the first 
synapse between the primary sensory neu­
rons and neurons of the spinal cord. Some of 
the inhibitory effects are actually presynap­
tic, i .e . ,  they occur on the primary fiber ter­
mination itself. One amazing feature of this 
arrangement is that such a descending inhib­
itory connection to pain pathways can be ac­
tivated by opiates acting centrally. These de­
scending modulatory connections are part of 
the organization that permits a definitive re­
action in the face of more than one demand 
upon behavior. They undoubtedly underlie 
conscious as well as subconscious control of 
reactions other than perception and would 
seem to be a factor operating in manipula­
tions such as biofeedback effects upon mus­
cle contraction. 

The circumstances under which the de­
scending pathways are activated in normal 
life and the implications of the various chem­
ical messengers they employ are not clear at 
this time. Nonetheless, knowledge of their 
existence offers another access to control of 
pain signals through the administration of 
selective pharmacological agents . What is 
clearly needed to realize these possibilities is 
a further unraveling of the neural circuitry, 
the specific roles of various chemical agents 
and their receptors, and the way these com­
bine to produce suppression of activity. 

Interaction between sensory inputs has 
been used to control pain by deliberately ac­
tivating sensory sources and pathways . 
Electrical stimulation of the skin, nerves, 
and pathways of the spinal cord have been 
used with varying success in controlling and 
modulating persisting pain. Acupuncture is 
one of the more widely employed proce­
dures involving interactions between sen­
sory inputs, but continuing experience with 
acupuncture for pain has dampened an early 
enthusiasm for it as a specific treatment 
method . Whatever its true value may be, 
acupuncture is frequently misused as a 
means of therapy. Proper evaluation of acu-
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puncture and other techniques of sensory in­
teraction in the treatment of pain have been 
hampered by poor protocols in basic re­
search and by inadequate measurements in 
clinical investigations and trials . This impor­
tant area needs rigorous research in the fu­
ture . 

PAIN AS A BEHAVIOR 

Pain is a form of behavior. Its report will be 
influenced by all of the factors that modify 
behavior. We learn that human beings have 
pain only if they report it. Information from 
animals is even less direct. Thus, in contrast 
to studying neural reactions to noxious stim­
ulation, investigating the perception of pain, 
particularly in a clinical setting, becomes a 
study of behavior. However simple this con­
cept may seem, recognition of it was slow to 
come and represents a major source of en­
lightenment in clinical management. 

A patient's expectations-that is, anticipa­
tion or bias-greatly influences the report or 
reaction. In the clinical situation, curing or 
healing of the event initially leading to pain 
does not necessarily end the complaint 
about i t .  Persistence of the complaint in 
these situations does not necessarily mean 
that the patient is malingering. 

Some reports of pain after healing may 
originate from behavior or other central ner­
vous system activities, but this kind of pain 
may also have a peripheral basis . An injured 
tissue can heal in terms of gross repair of 
damage and disappearance of evident in­
flammatory reactions; however, pain may 
persist, perhaps in a modified fashion, be­
cause of changes in the sense organs and the 
central systems they engage. For example, 
the injury and its repair may alter the physi­
cal arrangements of the nerve terminals in 
tissue and make nociceptors easier to acti­
vate than in preinjury circumstances . This 
could cause pain as if noxious events were 
taking place even though stimuli or circum­
stances were innocuous . Objective ways of 
evaluating such situations are not available 
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and need to be devised . Low back injury and 
longstanding pain thereafter in the face of 
apparent healing is a troublesome and im­
portant case in point . 

Recent attention to mental factors that 
modify patient behavior in instances of per­
sistent or repeated pain has led to the recog­
nition of special behavioral patterns . "Pain 
behavior" is a common clinical observation 
and may profoundly alter the lives of indi­
viduals .  Unfortunately, evaluation of the 
mental contribution to the clinical complaint 
of pain is rarely systematic, and even when 
done it relies upon imperfect tools . It is 
known that the issue is important, but proto­
cols for proper evaluation and management 
are not commonly available . For example, 
preventive measures such as proper coun­
seling at the time of first contact with the 
health delivery system could decrease or 
eliminate many adverse behavioral patterns 
associated with persistent pain. Systematic 
implementation of such procedures have not 
been evaluated to a degree appropriate to the 
great economic and social burden created by 
the many persons with "chronic" pain . 

THE DILEMMA OF CLINICAL 
KNOWLEDGE 

Information from human experience has 
been a considerable source of increased un­
derstanding of pain and its mechanisms. But 
there are major shortcomings in the avail­
ability and use of such information, partly 
because of inadequacies in the careful evalu­
ation of the human sensory status . The tradi­
tional procedures for clinical sensory testing 
are time-consuming and poorly quantified . 
Human sensory evaluation in most clinics is 
still done using intruments of the nineteenth 
century. Knowledge from the laboratory on 
effective means for such evaluations is sel­
dom implemented at the clinical level . 

Physicians have had greater concern for 
loss of human motor function and the obvi­
ous incapacities it produces than for losses of 
sensory capacity. However, many of the 
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most distressing syndromes associated with 
pain involve sensory deficits, and full infor­
mation is often missing because of the lack of 
systematic documentation of the nature of 
the defects. Protocols and instruments for ef­
ficient, effective evaluation of the human 
sensory status are seriously needed. Insular­
ity of the clinicians and investigators has also 
contributed to this lack of adequate clinical 
knowledge; those primarily concerned with 
neurological aspects or with behavioral 
problems often give short shrift to each oth­
ers' domains. Collaboration between those 
analyzing the neural and the behavioral fea­
tures in future research is of first importance. 

Clinical evaluation of pain management 
demands careful, controlled trials. Clinical 
studies of pain therapies rarely are under­
taken with appropriate experimental de­
signs and methods of evaluation. In the type 
of cases represented by back pain, prospec­
tive studies are needed to determine the cir­
cumstances under which an acute problem 
of pain in certain patients becomes chronic, 
persistent, and intractable. 

SUMMARY 

Research over the past decade or so has 
provided major new insights on the neural 
basis of pain and, as a consequence, on cer­
tain principles of functional organization in 
the brain. Now there is a solid basis for wei� 
targeted approaches to further questions on 
the neural organization and how it may be 
manipulated to provide effective clinical 
management of a complaint that represents 
a major economic and social problem. In par­
ticular, the groundwork has been laid for the 
development of new classes of drugs to con­
trol or modify pain when it becomes a health 
problem. Also, it is now understood that 
particularly intense or persistent or recur­
ring pain can of itself produce important be­
havioral and psychic changes. These in turn 
complicate its management. Progress in un­
derstanding and evolving therapeutic ap-
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proaches to such behavioral and psychic as­
sociations with pain have lagged far behind 
advances in the biological sphere. 

RECOMMENDATIONS 

The major progress in understanding the 
biology of pain has come from basic investi­
gations in neurobiology and molecular biol­
ogy. The classical methods of neurobiology, 
electrophysiology, and neurohistology have 
provided a framework. The marriage of 
these techniques and knowledge with the 
methods of molecular biology to probe the 
presence and interactions of complex mole­
cules has been responsible for some of the 
more dramatic new insights. The advances 
have come not so much from support dedi­
cated to uncovering the neurology of pain as 
from general support for research on the or­
ganization and functioning of nervous sys­
tems. The panel believes that the best way to 
learn more about the neural basis of pain is to 
continue to support basic neurobiological re­
search as it has been supported for the past 
decade. Special encouragement should be 
given to those interdisciplinary approaches 
that join the potent tools of modern molecu­
lar biotogy to modern neurohistology and 
neurophysiology. 

There is an important caveat in this recom­
mendation. The operation of the nervous 
system and such reactions as pain are based 
not only on the activity of the individual ele­
ments and their chemistry but also on a cir­
cuitry that consists of the interconnections 
between a multitude of cells. We are far from 
understanding all essentials of the circuitry 
or even the nature of all of the elements mak­
ing up the circuits. Such information cannot 
be obtained by working in vitro, that is, with 
isolated tissue or cultured cells . Investigat­
ing brain mechanisms requires living ani­
mals or viable fragments of the brains of ani­
mals. Furthermore, there are major differ­
ences in the organization of the nervous 
system related to pain in different species, 
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and some of these are of crucial importance 
in extrapolating information to human be­
ings from experiments in animals . In other 
words, certain essential answers can only 
come from experiments on mammals, and 
for some matters only from work on carni­
vores and primates . Certain other types of 
experiments on general features of the activ­
ity of individual nerve cells and the effects of 
chemicals upon a general class of neurons 
may be possible in vitro on cultured nerve 
cells . Clearly, both kinds of research must be 
fostered with the choice of the species or tis­
sue dependent upon the nature of the ques­
tion. 

The situation for the clinical approach to 
pain management is less satisfactory than 
that for research on basic mechanisms. Al­
though advances in the management of pain 
have taken place, and a better understand­
ing of the approaches necessary has been 
gained, there are major shortcomings in the 
use of clinical material for gaining new 
knowledge about disorders of pain and in 
applying present understanding to pain 
management . Overall, the quality of clinical 
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investigation directed at problems of pain is 
not adequate . 

We feel clinical data gathering, clinical 
management, and evaluation of therapeutic 
procedures could most effectively be im­
proved by providing clear demonstrations of 
the appropriate approaches . These could be 
generated in a limited number of places in 
this country where clinicians and investiga­
tors with the necessary skills and insights 
happen to coexist. One way to encourage 
such centers, to focus their energy upon the 
development of better clinical tools for test­
ing and evaluation, and to improve clinical 
trials of surgical, pharmacological, and be­
havioral interventions would be to provide 
funds dedicated to operating '' demonstra­
tion centers" for pain research . Five such 
units at appropriate academic centers across 
the country would provide a reasonable base 
for developing appropriate approaches and 
as sites for training. Good models for diag­
nostic evaluation and clinical testing of ther­
apies and preventive strategies will be im­
portant steps in translating what is known 
into better care at lower cost . 
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Report of the 
Research Briefing Panel on 

Biotechnology in Agriculture 

SUMMARY 

The accumulated knowledge of science 
and its application to agriculture have re­
sulted in high-quality agricultural products 
in the United States and the lowest food 
costs to consumers of any country in the 
world . With the advent of biotechnology 
and the ability to study and manipulate the 
genes of organisms at the molecular level, 
limitless opportunities now exist to recom­
bine genes directly and to dramatically in­
crease the efficiency of agricultural produc­
tion. 

The biochemistry, physiology, develop­
ment, and behavior of animals, plants, mi­
crobes, and pest organisms and the genes 
that control these traits are now more easily 
manipulated for the benefit of agriculture . 
Biotechnology enables scientists to study the 
properties of resistance to disease and to 
move resistance traits across current re­
productive barriers into agriculturally im­
portant species .  New and highly sensitive 
diagnostics and improved vaccines can be 
produced. 

The rate of advance in accumulating new 
information about the basic life processes of 
organisms, however, is not keeping pace 
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with the rate of refinement of the tools of bio­
technology. The ability to study and manip­
ulate organisms using the tools of biotech­
nology requires broad fundamental infor­
mation about specific organisms. Much of 
this fundamental information is currently 
lacking. Acquisition of new knowledge will 
depend on an integration of technologies 
from a number of biological disciplines as 
well as increased interaction between biol­
ogy and other sciences .  The role of U .S .  agri­
culture as a major positive component in the 
U.S . -world trade balance hinges on the abil­
ity to continue to increase the efficiency of 
agricultural production and remain competi­
tive in international markets . 

Advances in biotechnology that will lead to 
application and commercialization in agricul­
ture can be greatly enhanced by strengthening 
basic scientific programs for the study of agri­
culturally relevant organisms and infusing 
these programs with the powerful molecular 
biological techniques that are now available. 
Special attention must be given to (1) funding 
and structure of programs, (2) attraction of 
high-quality investigators to agricultural re­
search problems, (3) flexibility in the regula­
tion of science, and (4) technical resources nec­
essary to conduct high-quality research. 
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INTEGRATION 

Biotechnology is science in transition. It is 
supported by the relatively rapid develop­
ment of new techniques that in turn are be­
ing used to increase the rate of advance in 
many areas of science, notably in agricul­
ture . However, the gears of progress in bio­
technology have not yet meshed; the rate of 
advance in fundamental scientific under­
standing and that of technical capability are 
not yet equal . The transition to application 
and commercial development of products 
derived through biotechnology will be com­
plete when scientists are no longer limited by 
a lack of fundamental knowledge in the basic 
biological sciences . 

Biotechnology makes use of combined 
knowledge in basic sciences such as bio­
chemistry, cell biology, immunology, and 
physiology that is enhanced by an improved 
understanding of genetics at the molecular 
level . It is the ability to manipulate cells or 
whole organisms-through techniques 
based in molecular biology and genetic engi­
neering-toward a product or application .  
The use of molecular biological techniques 
not only evolves from basic knowledge but 
will further contribute to that knowledge . 

In the excitement that has enveloped these 
newer techniques, many decision makers 
and scientists have focused on the compo­
nents of biotechnology rather than on the 
science as a whole . In separating the tech­
niques from the basic science, emphasis has 
fallen on the techniques, the tools of molecu­
lar biology that allow scientists to isolate a 
single gene from thousands and then trans­
fer it to a new host. But the power of such 
techniques provides little advantage for ap­
plication and commercial development if the 
basic biochemistry, biology, and genetics are 
not complete . The tools to isolate a gene can 
be employed only after a particular gene has 
been identified and characterized biochem­
ically or genetically. Without the fundamen­
tal information on the biochemistry, biology, 
and genetics of an organism, there is little 
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foundation for biotechnology. There is noth­
ing to manipulate . 

The constraint to further progress in bio­
technology and its resulting economic bene­
fits is lack of integration .  The sophistication 
of the molecular biology component of bio­
technology has outstripped the component 
defined by a knowledge of specific organ­
isms. To effectively integrate biotechnology 
as a whole, interdisciplinary research that 
combines organismal and molecular biology 
must be encouraged. 

The techniques of biotechnology should 
not be isolated in the organization of re­
search laboratories, in the structure or fund­
ing of competitive grants or special pro­
grams, or in the minds of decision makers or 
scientists . The encouragement of interdisci­
plinary groups that combine the expertise of 
researchers in basic and applied science with 
that of molecular biologists is an effective 
mechanism to bring about integration of bio­
technology with the rest of biological re­
search. 

Integration promises two important bene­
fits : 

1 .  The quality of biological research will be 
enhanced through contributions made by 
classical and molecular techniques, and 

2.  The rate of discovery will increase, re­
sulting in an expansion of knowledge in the 
biological sciences and the more rapid devel­
opment of innovative commercial applica­
tions to agriculture and to other segments of 
the U.S .  economy. 

RESEARCH OPPORTUNITIES 

Molecular biology is becoming success­
fully integrated with biochemical, physio­
logical, and genetic studies in a few notable 
research areas . Integration and,  subse­
quently, advances toward practical applica­
tion in agriculture are developing in these 
few areas only because the basic knowledge 
is more complete and permits ready applica­
tion of the tools of biotechnology. In many 
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research areas directly related to the life 
processes of agriculturally important spe­
cies, biotechnology is severely limited by a 
lack of detailed basic information in bio­
chemistry, physiology, and genetics . 

One measure of the rate of progress in the 
science of molecular genetics is the number 
of genes that have been sequenced in the 
past two years . An earlier briefing report1 
noted that fewer than 10 plant genes had 
beer sequenced by 1982 . In mid-1984 the 
DNA sequences for 86 plant genes and over 
1, 100 mammalian genes were known. Re­
searchers can now test for correlations be­
tween biological properties described at the 
molecular level and traits desired by the 
plant or animal breeder for enhanced food 
production.  Significant correlations of DNA 
sequences with selected traits will lead to an 
increased use of molecular biological meth­
ods in breeding. 

The following discussion covers two areas: 
(1)  improvement of production efficiency 
and quality of crops, food animals, and agri­
cultural products; and (2)  protection of 
plants and animals from biological stress 
caused by pathogens, parasites, and arthro­
pod pests. Examples illustrate some areas of 
recent progress, and highlight the potential 
for improvement and application in many 
areas of research . 

QUALITY AND EFFICIENCY OF FOOD 

PRODUCTION 

In crop production and forestry, plants can 
be made more efficient primary producers in 
ways ranging from net improvements in 
capturing sunlight for use in the synthesis of 
carbohydrates, lipids, and proteins to im­
provements in the quality and balance of 
these food reserves for animal and, ulti­
mately, human nutrition .  Increased effi­
ciency in animal agriculture will come from 
an improved ability to regulate reproduc-

1 Report of the Research Briefing Panel on Agricultural 
R es earch . Wa shington ,  D . C . : National Acad emy 
Press, 1983. 
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tion, growth, and development toward bet­
ter feed utilization and increased meat, milk, 
egg, or wool production. The opportunities 
to manipulate microbes as symbionts in ni­
trogen and mineral uptake by plants or as 
fermenters in the animal digestive tract are 
great.  Engineered microbes are a source of 
enzymes used to make food products, for ex­
ample, rennin for making cheese . Microbes 
can also be used to add value and quality to 
agricultural by-products .  

Agricultural Organisms 

Plants Rapid advances have occurred in 
areas supported by a more complete funda­
mental knowledge of plant processes such as 
photosynthesis . For example, the molecular 
properties of the plant chloroplast are now 
beginning to be defined. This self-replicating 
organelle contains many of its own genes; 
the cell nucleus contains the remaining 
genes coding for the chloroplast . Thus, pho­
tosynthesis and other chloroplastic func­
tions, including carbohydrate storage and 
mobilization, are under both nuclear and 
chloroplastic control . Gene transfer tech­
niques are providing new opportunities for 
gaining an understanding of the organism 
and the development of key biological pro­
cesses including photosynthesis and control 
of plant growth and development . 

For example, the DNA sequences that reg­
ulate expression of photosynthetic genes are 
currently being studied . Researchers have 
successfully transferred a gene encoding the 
small subunit of the photosynthetic enzyme 
ribulose-1,5-bisphosphate carboxylase-oxy­
genase between unrelated plant species .  
Genes for the enzyme, transferred from peas 
into tobacco and petunia, are stably inher­
ited and, very importantly, retain their nor­
mal patterns of regulation, by light, and ex­
pression in green leaves . Success with the 
ribulose-1 , 5 -bisphosphate carboxylase­
oxygenase gene demonstrates that transfer 
of genes for important traits between plant 
species is feasible . 
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A recent, related development is the clon­
ing of the gene that codes for phytochrome, 
the major photoreceptor controlling plant 
growth and development . Phytochrome 
functions as a switch controlling gene ex­
pression in response to light, as in the con­
trol of the ribulose-1,5-bisphosphate carbox­
ylase-oxygenase gene. Access to the phy­
tochrome gene will provide opportunities to 
study the range of plant developmental 
steps from cell enlargement to flowering by 
manipulation of this central control switch . 

Additional opportunities to improve the 
quality and efficiency of crop plants are 
evolving from the study of genes coding for 
seed storage proteins . Goals are to obtain in­
creased levels of essential amino acids such 
as methionine in soybean and lysine in corn 
and to eliminate antinutritional peptides 
such as trypsin inhibitor and lectin in soy­
bean. The practicality of engineering seed 
storage proteins was recently substantiated 
with the transfer of a bean seed protein gene 
into tobacco . Modified tobacco plants con­
tained more than 2 percent bean protein as 
part of the tobacco seed storage proteins . 

Animals Genetic engineering techniques 
can be applied to enhance many traits in food 
animals .  Daily administration of mamma­
lian growth hormones, called somatotro­
pins, that are produced by genetically engi­
neered bacteria are being used to study 
growth in sheep, swine, cattle, and poultry. 
In dairy cattle the administration of bovine 
somatotropin increases milk production by 
15 to 40 percent and increases the efficiency 
of feed conversion to milk. This product of 
biotechnology is being developed for com­
mercial use. 

Copies of growth hormone genes have 
been inserted into swine; the effects are cur- · 

rently being evaluated .  Fecundity genes 
have been isolated in sheep and offer a 
method to improve reproduction and reduce 
production costs by increasing the number 
of offspring in domesticated animals .  Two 
genes regulating the synthesis of enzymes 
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for wool production are being cloned and 
studied in Australia . Sheep carrying these 
introduced genes are expected to produce 
about 25 percent more wool, with little addi­
tional energy or cost to production.  

Microbes Microbes can be genetically en­
gineered to produce animal growth regula­
tors,  diagnostics,  and therapeutic sub­
stances such as interleukins, interferons, 
and vaccines . Improvements in food pro­
duction and processing can be made using 
genetically engineered microbes .  For exam­
ple, the increased and improved digestion of 
cellulose and lignin by microbes in the ru­
men and intestines of domestic animals 
would permit use of fibrous waste materials, 
including brush or wood pulp,  as fee d .  
Thus, meat and milk might b e  produced 
more efficiently, and in areas that are limited 
in availability of grains . More effective pro­
duction of essential amino acids and vita­
mins by the intestinal flora in food animals 
can lead to more nutritionally balanced and 
economical diets . 

Limitations 

The examples cited above demonstrate the 
power and potential of biotechnology. Prac­
tical improvements, however, will depend 
on a more complete understanding of the bi­
ology of major crops and food animals.  In 
plants, few of the enzymes important in 
plant growth and development have been 
isolated and characterized . Cell culture and 
regeneration techniques that support gene 
transfer methods have not been fully devel­
oped for many major crops, particularly 
corn, wheat, soybeans, and rice . The ability 
to manipulate agriculturally important plant 
traits is limited by lack of understanding of 
the molecular mechanisms underlying these 
traits and by inadequate molecular biological 
techniques for gene transfer and plant re­
generation. 

For animals, further research needed to 
bring potentially productive results from 
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biotechnology into commercial use includes 
(1) in vitro culture and development of em­
bryos from the one-cell stage, appropriate 
for gene transfer, to the multicellular stage, 
appropriate for implantation in surrogate 
mother animals; (2) regulation and enhance­
ment of gene expression; and (3) adaptation 
of safe viral vector systems to transfer desir­
able animal genes into multicellular em­
bryos. 

Use of genetic engineering techniques in 
microbes is currently feasible, but requires 
continued research in gene isolation, trans­
fer, and testing for efficacy. Further basic re­
search is needed on those agriculturally use­
ful microbes that differ significantly from the 
well-studied bacterium Escherichia coli. 

PROTECTION AGAINST PEST ORGANISMS 

Diseases caused by bacteria, viruses, or 
fungi, and damage caused by insects and 
nematodes are major factors limiting agricul­
tural production .  Understanding the rela­
tionships between the plant or animal host 
and these pests can lead to control and treat­
ment. Great advances have been made in the 
last few years by the application of molecular 
biological techniques to disease diagnosis 
and control . However, further research is 
needed on the basic interactions between 
host and pest before the newer technologies 
can be practically applied to protect crops 
and food animals . 

Agricultural Organisms 

Animals Hybridoma technology is a dra­
matic example of the application of biotech­
nology to disease detection and treatment. 
The technology permits the production of 
large quantities of pure, specific antibody 
from B cells in the immune system against 
virtually any antigenic substance . Such a 
monoclonal antibody is already being mar­
keted as an oral prophylactic for calf scours, 
an enteric disease caused by the bacterium E. 
coli. This common and often fatal infection is 
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responsible for livestock losses of $50 million 
annually. Monoclonal antibody treatments 
should be developed to prevent enteric dis­
eases of viral, bacterial, and parasitic etiol­
ogy in other domesticated species. 

In addition, hybridoma technology ap­
plied to T cells in the immune system is being 
used to prepare lymphokines such as inter­
leukins and interferons that increase the im­
mune response of an animal against disease . 
Lymphokines might provide a method to en­
hance the immune response of the neonate, 
the stage of highest susceptibility to infec­
tious diseases and, thus, of greatest eco­
nomic loss . Monoclonal antibodies or geneti­
cally engineered interferons and inter­
leukins should also be developed to control 
respiratory diseases such as shipping fever, 
which in cattle alone cause losses in excess of 
$250 million annually. 

Diagnostic tests based on monoclonal anti­
bodies are already on the market for infec­
tious diseases of companion and food-pro­
ducing animals . Similar specific and highly 
sensitive diagnostic methods based on 
monoclonal antibodies or  RNA-DNA hy­
bridization are being extended to disease de­
tection and will most likely become routine 
ways of monitoring for infectious agents as 
well as for contaminants in meat and milk 
supplies. 

Although studies of the mouse and human 
systems contribute to an understanding of 
animal immunology, direct application of 
hybridoma technology-based diagnosis and 
prevention techniques to food animals re­
quires a detailed understanding of the basic 
biology, biochemistry, immunology, and ge­
netics of these animals. To exploit the poten­
tial for biotechnology in disease prevention, 
detection, and treatment, basic biological re­
search on agricultural species and their 
unique pathogens must be increased. 

Plants The opportunities to apply genetic 
engineering techniques in combating dis­
eases in crop plants are enormous. However, 
few products are on the verge of commercial 
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application. A significant effort in research 
on specific interactions between host and 
pathogen is required before detailed disease 
control schemes can be designed and devel­
oped. 

Studies on the mechanism of action of 
herbicides and of genes specifying resistance 
to herbicides will increase the options for 
protecting crops .  Genes for resistance to 
commercial herbicides such as glyphosate, 
sulfonylureas, and atrazine should soon ex­
tend the number of crops that can be pro­
tected against  susceptible ,  competing 
weeds . 

Likewise, plant genes that confer resis­
tance to pathogens and other pests can be 
characterized and ultimately transferred be­
tween plant species. Some resistance genes 
are quickly and easily overcome by patho­
gens; others have remained effective for 
more than 60 years . With an understanding 
of the molecular mechanisms of resistance, 
scientists will be able to select hardier resis­
tance traits . 

Pest Organisms 

Biotechnology has been successfully ap­
plied to the study and control of viruses and 
pest organisms. For example, a simple, effi­
cient, and extremely sensitive RNA-DNA 
hybridization test is now available to identify 
viroid-free plant material for propagation. 
Viroids, which consist solely of a small RNA 
molecule, are responsible for major losses in 
agricultural crops including potatoes . Sev­
eral other viral detection systems have been 
developed using this technique . 

Pathogenic bacteria, fungi, nematodes, 
and protozoan and metozoan parasites can 
be detected by this technique or a related 
technique using monoclonal antibodies . 
Furthermore, recombinant DNA procedures 
promise to go beyond detection to preven­
tion or cure of crop diseases . For example, 
RNA sequences complementary to vital 
messenger RNAs inactivate these messen­
ger RNAs through RNA-RNA hybridiza-
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tion. This strategy could be used to disrupt 
gene expression in pathogens . 

The convergence and exploitation of  
knowledge from plant pathology and molec­
ular biology is illustrated by the study of the 
bacterial plant pathogen Agrobacterium tume­
faciens. Pathogenesis is mediated by a tumor­
inducing (Ti) plasmid from A. tumefaciens 
that is transferred into the genome of host 
plant cells to direct the synthesis of special 
metabolites needed by the bacteria . Re­
searchers have now adapted this Ti plasmid 
as a vector for transferring other genes into 
plants . 

As additional molecular mechanisms of 
pathogenesis become known, prediction of 
measures that would interfere with many 
disease processes should be possible . Fur­
ther research, however, at both the molecu­
lar and organismal level of host-pathogen in­
teractions is required.  At present, only a few 
laboratories in the United States are commit­
ted to research on the molecular biology of 
microbial plant pathogens . There is a pro­
nounced deficiency of information on fungi, 
the major cause of disease in plants, and mo­
lecular nematology. 

The lack of information on pathogenic 
nematodes illustrates the importance of inte­
grating basic biological research develop­
ments with agricultural research applica­
tions . The life cycle, genetics, and develop­
mental biology of the nonparasitic nematode 
Caenorhabditis elegans are being described in 
extensive molecular detail by several groups 
that use the organism as a model system to 
study cell differentiation . The biological in­
formation and genetic probes developed for 
C. elegans provide a foundation for studying 
pathogenic nematodes, which are responsi­
ble for $10 billion annual damage to all crops 
in the United States . 

Opportunities to apply genetic engineer­
ing approaches to develop new, effective 
and environmentally safe insect control 
strategies are promising . Potential  ad­
vances, however, not only await the devel­
opment of gene transfer techniques for pest 
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and beneficial insects but also depend upon 
a better understanding of general insect biol­
ogy, including sterilization, pheromones, 
neurobiology, behavior, and insecticide re­
sistance . 

For example, the problem of insecticide re­
sistance, which has plagued insect control 
programs, can be turned to an advantage . 
Single genes known to confer insecticide re­
sistance, if introduced into mass-reared ster­
ile insects or insect predators such as the 
wasp Trichograma, can permit concurrent use 
of biological control methods with chemical 
control programs. 

A better understanding of insect neurobi­
ology-its chemistry, metabolism, genetics, 
molecular biology, and impact on insect de­
velopment and behavioral patterns-is 
needed. Effective biotechnological strategies 
based on more complete neurobiological in­
formation could then be designed. 

For example, evidence indicates that insect 
selection of a host plant or animal can be al­
tered by a single gene mutation. Further, di­
rect genetic manipulation of insect behavior 
should alter courtship and mating activities. 
In the laboratory the female corn earworm 
can be induced to produce the pheromone, 
or chemical sex attractant, of a related spe­
cies, the tobacco budworm. This manipula­
tion is based upon the known biochemistry 
of each insect's sex attractant and results in 
fruitless mating attempts . Additionally, a 
new brain peptide that regulates the produc­
tion of pheromones in these and other spe­
cies has been discovered . Further investiga­
tions of specific enzymes and neural pep­
tides can lead to strategies for blocking 
reproduction by disrupting sexual recogni­
tion. 

The ability to transfer genes into a variety 
of insect species will be extremely valuable 
for pursuing pest control strategies . Gene 
transfer in the laboratory fruit fly Drosophila 
melanogaster via the P-element vector, a DNA 
segment that can insert itself into the fly's  
genome, has been extremely successful . 
However, this technique, developed for the 
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Drosoph ila laboratory model, has not yet 
been extended to other insect species of ag­
ronomic importance . The Caribbean fruit fly, 
for example, an agricultural pest indigenous 
to the southeastern United States, can be 
used as a model to assess gene transfer tech­
niques developed for Drosophila. Techniques 
developed for control of the Caribbean fruit 
fly would be directly applicable to future out­
breaks of the Mediterranean or Oriental fruit 
fly. Such an approach could be extended to 
other insect pest species and genera . 

Limitations 

Two major factors currently limit the appli­
cation of biotechnology to disease diagnosis 
and treatment and control of insect pests in 
agriculture . First, basic scientific knowledge 
is lacking on many important biological and 
molecular mechanisms of disease causation 
in both animals and plants, and on the mo­
lecular biology of plant and animal patho­
gens and insect pests . Second, biotech­
nological techniques for gene transfer and 
expression have not been developed for 
many pathogenic organisms and are incom­
plete or suboptimal for others . 

These limitations can be addressed by an 
integrated approach to agricultural science 
that builds upon the fundamental intercon­
nections between biology and biotechnol­
ogy. New findings about the biochemical, 
physiological, and molecular genetic pro­
cesses of organisms will provide fundamen­
tal knowledge that can be applied to improve 
agricultural productivity. This knowledge is 
needed to improve the molecular biological 
techniques essential in improving plant and 
animal systems in agriculture . In turn, these 
techniques can be used to advance funda­
mental research. 

ENHANCING PROGRESS IN 
BIOTECHNOLOGY 

The scientific opportunities in agricultural 
biotechnology are great.  Research in several 
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areas-particularly disease diagnostics for 
plants and animals and therapeutics and 
vaccines for animal health-has carried basic 
science into commercialization. In most ar­
eas, however, biotechnology must first con­
tribute to expanding the basic understand­
ing of agricultural organisms and their life 
processes . Combined with this knowledge, 
use of the tools of molecular biology and ge­
netic engineering can lead to more efficient 
agricultural production through develop­
ment of more effective methods and im­
proved varieties of plants and animals . Re­
search advances can further result in spin-off 
technologies with applications in research 
and medicine . 

Special attention to (1) funding and struc­
ture of programs, (2) attraction of high-qual­
ity investigators to agricultural research 
problems, (3) flexibility in the regulation of 
science, and (4) technical resources neces­
sary to conduct high-quality research is 
needed to overcome many of the barriers 
that have slowed progress in agricultural 
biotechnology. 

FUNDING AND STRUCTURE 

Funding for biological research applicable 
to agriculture comes from programs in a 
number of federal agencies in addition to the 
U . S .  Department of Agriculture (USDA) .  
Major resources include programs in  biologi­
cal sciences at the National Science Founda­
tion (NSF), general medicine at the National 
Institutes of Health (NIH), and biological en­
ergy at the Department of Energy (DOE) . 
Current funding levels and patterns, how­
ever, are only modestly promoting the inte­
gration of newer molecular biotechnologies 
with basic biological research in agriculture . 

Research programs in the basic sciences 
should be structured to encourage diversity 
in science and to support interdisciplinary 
work for the integration of organismal biol­
ogy with molecular biology. The funding of 
this research by several agencies, each with a 
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different focus, should be encouraged and 
expanded. 

Diversity 

Industry has been increasing its support of 
basic science through special grant and con­
tract relationships with universities. How­
ever, it is likely that private support for uni­
versity research has reached its peak . Most 
companies are now building their own inter­
nal basic research programs rather than di­
verting further funds outside to support uni­
versity research . 

Efforts are being made in the intramural re­
search programs of the USDA Agricultural 
Research Service to foster interdisciplinary 
research that includes use of the molecular 
tools of biotechology. A recent National Re­
search Council report2 discusses these re­
search approaches in detail . 

The level of support for extramural basic 
research that applies to the agricultural sci­
ences varies throughout the federal granting 
agencies . The size of grants awarded also 
varies . If one assumes an indirect cost rate of 
about 40 percent, a grant from NIH pays 
twice as much per year as the average grant 
from NSF or DOE and four times as much as 
the average grant awarded by the USDA 
competitive grants program .  In addition, 
NIH awards grants for up to five years; the 
other agencies typically award grants for 
only two or three years . 

Agriculturally important research com­
petes successfully for funding in grant pro­
grams outside USDA . However, much of the 
research needed to advance biotechnology 
in agriculture falls beyond the mandate of 
these other agencies. The possibility of con­
tinued growth of the USDA competitive 
grants program is encouraging. But, if these 
increases are accompanied by a shift in other 

2 New Directions for Biosciences Research in Agricul­
ture: High Reward Opportunities . Board on Agricul­
ture. National Research Council . Washington, D.C. : 
National Academy Press, 1985 . 

Copyright © National Academy of Sciences. All rights reserved.

Research Briefings, 1985
http://www.nap.edu/catalog.php?record_id=19257

http://www.nap.edu/catalog.php?record_id=19257


BIOTECHNOLOGY IN AGRICULTURE 

agencies away from funding basic research 
with agricultural significance, the effect 
could damage current advances in biotech­
nology in agriculture . 

Support for basic biology should continue 
throughout all federal agencies . This struc­
ture assures that high-quality research will 
be conducted from a variety of perspectives . 

Special Initiative 

Competitive grants are currently the most 
effective method avai lable to a s sure­
through peer review-that high-quality re­
search is being conducted in high-oppor­
tunity areas . The current size of grants 
awarded, however, is not effective for en­
couraging interdisciplinary work that com­
bines basic and applied agricultural biology 
with molecular techniques. 

A special short-term initiative for 5 to 10 
years is needed to provide the initial momen­
tum for integrating molecular techniques 
into research programs in various biological 
disciplines. Special program grants should 
be awarded at an attractive funding level to 
interdisciplinary groups of three to five prin­
cipal investigators whose efforts encompass 
the fundamental biology of agricultural or­
ganisms and molecular biology. This special 
initiative in basic biological and agricultural 
research could be structured through NSF 
and USDA. 

Such an initiative, in addition to current 
programs throughout a number of agencies, 
could increase in a relatively short time the 
acquisition of fundamental knowledge and 
accelerate the application of biotechnology 
to basic agricultural problems . 

Setting Priorities 

The application of the tools of biotechnol­
ogy to agriculture is at an early stage . During 
this period of research and discovery, it is ex­
tremely difficult to predict those areas that 
might readily yield new and valuable infor­
mation when challenged with new tech-
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niques . Because high-return areas for bio­
technology in agriculture cannot currently 
be predicted ,  efforts  must  be made to 
broadly support research of  the highest cali­
ber. High-quality research will lead to more 
rapid advance in the biological sciences. 

Peer review is the best mechanism avail­
able for selection of high-quality research . 
Grants  should continue to be awarded 
through this mechanism; thus, priorities are 
established by quality rather than by prede­
termined category. 

To reinforce the continuity and focus of bi­
ological research in agriculture, a full-time 
position should be established for a science 
director within the USDA Office of Grants 
and Program Systems . Dynamic scientific 
leadership is needed to establish an inte­
grated research focus for this growing grants 
program and to ensure that emerging tech­
nologies will be used in research on agricul­
turally important organisms. 

HUMAN RESOURCES 

Advances in agricultural biotechnology 
depend primarily on the quality and number 
of trained scientists drawn to a career in this 
area of science . Progress will depend upon 
attracting superior researchers to agricul­
tural research problems. Scientific education 
should be directed toward establishing a 
solid foundation in the basic sciences related 
to agriculture, coupled with an understand­
ing of the power of molecular techniques . 
This foundation will be critical in establish­
ing strong, competitive programs in U .S .  ag­
ricultural production and support industries 
that will successfully meet the increasing 
challenges of world agriculture . 

Training Grants 

Training grants and fellowships, awarded 
on a competitive basis by NIH and NSF, have 
been effective in enhancing and sustaining 
research excellence in selected areas of sci­
ence . The USDA, however, has not placed 
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major emphasis on training young scien­
tists . A study3 of plant biology personnel and 
training conducted by the American Council 
on Education reported that land grant insti­
tutions train 70 percent of the postdoctorates 
and 80 percent of the graduate students in 
the plant sciences .  The 210 universities sur­
veyed also reported a major need for new 
faculty positions in molecular biology. 

Predoctoral and postdoctoral programs in 
agricultural sciences that offer an integrated 
approach to training in molecular biology 
and basic sciences including biochemistry, 
physiology, and genetics should be ex­
panded . 

To equip young scientists with the exper­
tise necessary to advance biotechnology in 
agriculture, five-year training grants that 
emphasize the integration of basic science 
and molecular techniques should be admin­
istered by USDA or another agency such as 
NSF. 

Career Development 

Outstanding young investigators can be 
attracted to research that bridges organismal 
and molecular biology through the availabil­
ity of career development awards . Such 
awards would support an individual in an 
academic research and teaching position for 
five years at an attractive funding level . Ca­
reer development awards could be fully 
funded through USDA, or similarly to the 
Presidential Young Investigator awards, 
through matching support by industry or 
private foundations . 

REGULATION 

Along with the excitement of scientific de­
velopment and application in biotechnology 

3 Andersen, C.J .  Plant Biology Personnel and Training 
at Doctorate-Granting Institutions. Higher Education 
Panel Reports Number 62. Washington, D.C. : Ameri­
can Council on Education, 1984. 
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comes the responsibility of assuring safety 
and efficacy. In regulation-as in all areas of 
biotechnology discussed in this report-the 
barrier to progress in research and applica­
tion is lack of sufficient understanding of the 
organisms and their interrelationships. 

Basic Research 

Regulation can be a barrier to the develop­
ment of industrial application, because the 
rules and requirements of regulation have 
not advanced as quickly as the technology. 
The opportunities created by biotechnology 
are accompanied by the need for fundamen­
tal research to define guidelines and im­
prove risk assessment . Genetically engi­
neered innovations for agriculture must 
compete in the marketplace against many 
cost-effective, established technologies .  The 
required submission of an environmental 
impact statement prior to each field test-at 
an average cost to the innovator of approxi­
mately $300,000-inhibits application and 
development . 

Targeting new funds toward basic re­
search that provides necessary answers to 
regulatory questions would be cost-effective 
over time in advancing technology and pro­
tecting the environment . 

Reassessment 

The Cabinet Council Working Group on 
Biotechnology organized by the Office of 
Science and Technology Policy is coordinat­
ing the policies of the agencies involved in 
regulating biotechnology. The interagency 
working group has stated that current laws 
are adequate to regulate biotechnology and 
no new legislation is needed at this time . The 
working group has also recommended that a 
scientific advisory panel coordinate the eval­
uation of scientific methods that support 
regulatory decisions involving biotechnol­
ogy. 

It is important that regulatory agencies be 
encouraged to review guidelines and reg-
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ulations frequently-as often as every 12 
months-to ensure that they are compatible 
with the increasingly rapid advance of the 
sciences. Regulations that are not at a scien­
tific level comparable with current knowl­
edge and industrial development and that 
delay testing for relatively long periods 
could slow research progress in industry and 
academia and raise development costs to 
prohibitive levels .  

RESOURCES 

The impressive power and sophistication 
of molecular genetic techniques are often 
matched by the cost of equipment necessary 
to carry out these techniques . Other re­
sources may be abundant but require assess­
ment or management . These include an ar­
ray of genetic collections and information on 
the genes they contain . 

Equipment and Facilities 

The cost of furnishing a laboratory to carry 
out high-caliber biotechnology research is 
approximately $300,000 to $500,000. Equip­
ment such as protein sequencers and DNA 
synthesizers is expensive but essential . It is 
also essential that research teams through­
out the country maintain well-equipped lab­
oratories to conduct integrated research . 
Consolidation of efforts in a center of excel­
lence is not necessarily a guarantee of su­
perior research . The award of grants for 
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equipment might be the most effective way 
to provide for quality research from a variety 
of groups . 

Germ Plasm Maintenance 

Biotechnological methods combine ge­
netic resources with molecular analysis . 
There is an increasing need for access to the 
fundamental and irreplaceable genetic infor­
mation that exists in collections housed at 
universities and state, federal, and interna­
tional institutions . 

As new techniques have emerged for map­
ping genes, including isozyme mapping and 
restriction fragment length polymorphisms, 
the problem of interpretation and coordina­
tion of data has become more complex . The 
present ad hoc efforts to map and coordinate 
the cataloging of genes in agriculturally im­
portant species leaves researchers with in­
complete data bases and no mechanism for 
uniting all available genetic and biochemical 
data . 

Existing resources should be evaluated 
and organized so that the valuable informa­
tion they contain can be easily accessed by 
researchers and used to coordinate research 
on characterizing the genes of an organism. 
In addition, management of  collections 
should be reviewed, and the quality of pres­
ervation and storage methods should be as­
sessed. If the genetic information of certain 
plants and animals is lost or destroyed, the 
opportunity to improve a species by genetic 
manipulation will also be lost . 
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Report of the 
Research Briefing Panel on 

Weather Prediction Technologies 

SUMMARY AND RECOMMENDATIONS 

The time is right for a coordinated national 
effort to improve our scientific understand­
ing and prediction of weather on time scales 
ranging from less than an hour to more than 
a month . There is a high level of interest in 
the United States and other countries in the 
many exciting scientific questions, such as 
the generation and decay of convective phe­
nomena including thunderstorms, squall 
lines and tornadoes, and the interactions of 
these mesoscale phenomena with both larger 
and smaller scales . The tools-new instru­
ments for remote sensing from the ground 
and space, powerful computers, and sophis­
ticated theoretical models-exist now and 
will continue to advance . In addition to an­
swering some of the most challenging ques­
tions facing science, this effort will produce 
large and immediate benefits to society at a 
low incremental cost, creating especially 
great potential for high-leverage invest­
ments . 

To take advantage of the scientific oppor­
tunities afforded by the advances in technol­
ogy, we recommend: 

• High-resolu tion data sets and the accompa­
nying research to use these data effectively in so­
phisticated numerical models of the atmosphere 
for advances in the understanding and pre-
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diction of mesoscale atmospheric systems . 
Three types of data sets are required : 

Continuous Doppler radar data from a network of ra­
dars, eventually covering the United States to 
provide quantitative data of severe convective 
storms and wind measurements in most pre­
cipitation-free planetary boundary layers. 
These measurements will improve our under­
standing of energy transports in the atmo­
sphere prior to storm developments and the in­
teractions among various scales of atmospheric 
motion, information essential to improvement 
of models and forecasts. 
Continuous upper-air wind data from an array of 
wind profilers (Doppler radar wind measure­
ment systems), also eventually covering the 
United States. T his system will produce obser­
vations, nearly continuous in time and up to a 
height of about 15 km, of the wind, the most 
important single parameter for numerical 
weather prediction, and enable major ad­
vances in the understanding of atmospheric 
dynamics and thermodynamics. 
Special high-resolution data sets from field pro­
grams, such as those to be acquired in the Na­
tional STORM Program. 1  T hese research data 

1 The National STORM (Stormscale Operational and 
Research Meteorology) Program, a proposed major 
program to improve our ability both to understand and 
to predict mesoscale weather events, is outlined in The 
NatioMl STORM Program-A Call to Action, University 
Corporation for Atmospheric Research, Boulder, Colo­
rado, 34 pp. 

Copyright © National Academy of Sciences. Al l  r ights reserved.

Research Brief ings, 1985
http:/ /www.nap.edu/catalog.php?record_id=19257

http://www.nap.edu/catalog.php?record_id=19257


sets are necessary for advancing scientific un­
derstanding of mesoscale atmospheric phe­
nomena . This better understanding will lead to 
improved treatment of physical processes 
(such as surface fluxes of heat and water vapor, 
and interaction between clouds and radiation) 
in both mesoscale models used for short-range 
weather prediction and global-scale numerical 
models used for medium-range weather pre­
diction. 

• A focused research effort toward studies of 
several known sources of e"ors in global forecast 
models . These include the tendency for 
models to develop systematic errors that 
lead to a model climate different from the 
real climate, inaccurate forecasting of slowly 
varying long waves, and inadequate mathe­
matical approximations of such physical 
processes as radiation and condensation.  
The necessary research should consist of  an 
integrated effort involving experts in radia­
tion theory, cloud physics and dynamics, 
boundary layer theory, and applied mathe­
matics. 

• Continued access to advanced supercompu­
ters for both operational prediction and research . 
Such computers are essential in extending 
our theoretical understanding of complex 
phe nomena such a s  tornadic  thunder­
storms, to process the enormous volume of 
meteorological data obtained by remote 
sensing systems and to run global and meso­
scale models of increasing resolution and 
complexity. 

MODERN WEATHER PREDICTION 

The atmosphere is a turbulent fluid whose 
changes encompass an infinite spectrum of 
temporal and spatial scales . These changes 
are governed by physical laws, a fact recog­
nized more than 80 years ago when the pre­
diction of atmospheric motion was first for­
mulated as an initial value problem. Since 
then, weather prediction has evolved from 
an art into a science, with the quest for im­
proved prediction on all scales of time and 
space centering on the development of im-
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proved numerical models based on an in­
creasing understanding of the physical and 
dynamical processes governing atmospheric 
behavior. Continuation of this evolutionary 
process depends crucially on the availability 
of two types of data : global observations that 
are the basis for operational weather fore­
casting and observations obtained from spe­
cial field efforts for research purposes . Addi­
tional advances in weather prediction re­
quire a balanced program of fundamental 
research that encompasses theory, develop­
ment, and testing of numerical models, spe­
cially designed field programs, and im­
provement in operational observing, data 
processing, and communication systems. 

Because of the nature of the prediction 
problem, it is customary to divide forecasts 
into different types according to time range . 
We identify four types:  nowcasting (zero to 
six hours), short-range (six hours to two 
days),  medium-range (two days to two 
weeks) ,  and extended-range and climate 
(beyond two weeks) . Each type has some­
what different requirements; for example, 
nowcasting (which includes warnings of se­
vere weather) relies primarily on regional 
observations and extrapolation, while nu­
merical models and global observations of 
the atmosphere, oceans, and land surfaces 
play a dominant role in predictions over the 
longer time ranges. Advances in satellite and 
computer technology and better under­
standing of atmospheric dynamics have 
made it possible to explore the feasibility of 
extended-range prediction using dynamical 
models, and some efforts are under way in 
this direction. This briefing emphasizes op­
portunities in nowcasting and short- and 
medium-range predictions, recognizing that 
progress on these time scales will also con­
tribute to the scientific basis for extended­
range and climate prediction.  

IMPACT OF IMPROVED WEATHER PREDICTION 

Advances in prediction of weather on time 
scales ranging from less than an hour to 
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WEATHER PREDICTION TECHNOLOGIES 

more than two weeks are possible, and 
would provide immediate benefits to the na­
tion. On the shortest time scales, for exam­
ple, use of a Doppler radar at Denver's  Sta­
pleton International Airport during an eight­
week experiment in the summer of 1984 
conclusively demonstrated the capability to 
save fuel, property, and life . Aviation au­
thorities determined that the fuel saved due 
to timely short-range forecasts of low-level 
winds and attendant adjustments in runway 
assignments amortized the total cost of the 
experiment in only two weeks . Even more 
significant, at least one potentially fatal air 
crash was avoided as a direct consequence of 
a microburst wind-shear warning. 

The economic and societal impact of se­
vere thunderstorms that carry destructive 
winds, hail, lightning, tornadoes, and flash 
floods to all parts of the United States is well 
known. Some 908 tornadoes occurred dur­
ing 1984 in 44 of the contiguous United 
States, causing property damage of at least 
several billion dollars . In one day, March 28, 
1984, an outbreak of more than 30 devastat­
ing tornadoes struck North and South Caro­
lina, killing 57 and injuring more than 1,200 
people, and causing hundreds of millions of 
dollars in property damage . 

Convective storms are but one manifesta­
tion of nature's extremes over the United 
States . On November 10, 1975, the Great 
Lakes freighter, the Edmund Fitzgerald, fell 
victim to hurricane-force winds spinning 
into a rapidly deepening cyclone . This low­
pressure area had moved away from the 
mountains as a relatively benign storm, but 
then, unexpectedly and spectacularly, inten­
sified as it approached the Great Lakes . Sim­
ilar cyclonic storms, spawned over the Pa­
cific, in the lee of the Rockies, or off the At­
lantic coast, often grow to hurricane-like 
intensities . Virtually all economic activities, 
including agriculture, power, transportation, 
shipping, state and local government functions, 
and general commerce, are adversely affected 
by these events, which bring heavy rains, 
flooding, drifting snows, ice storms, high 
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TABLE 1 Scientific Issues in Mesoscale 
Meteorology 

Predictability 
Scale Interactions 
Forced Circulations 
Instabilities 
Waves 
Boundary Layer and Surface Processes 
Air-Sea Interactions 
Regional Climate and Climate Change 
Severe Weather 
Cloud Dynamics and Microphysics 
Cloud-Radiation Interactions 
Fronts 
Atmospheric Chemistry and Air Quality 

winds, and intense thunderstorms nearly si­
multaneously to different parts of the United 
States. 

On even larger scales, seasonal droughts, 
heat waves, unusually wet seasons, general 
basin floods, and early and late freezes pro­
duce widespread adverse effects almost 
every year through portions of the United 
States . Operational temperature guidance 
forecasts during the extremely cold period of 
the winter of 1983-1984 were frequently 20 to 
30 degrees too warm over large portions of 
the southern Plains . These poor forecasts 
had enormously adverse effects on the strat­
egies for operating natural gas pipelines . 

The atmospheric science community is 
ready to undertake intensive studies of the 
physics of mesoscale phenomena-which 
are important to all scales of atmospheric 
motion-focused initially on the central 
United States ,  as part  of  the National  
STORM Program. The scientific issues to  be 
investigated in the STORM Program are ex­
tremely broad, as indicated in Table 1 .  Re­
search based on new technology will un­
doubtedly lead to improved understanding 
of the relationships between mesoscale at­
mospheric systems and their larger- and 
smaller-scale environments . Better under­
standing of the physics of mesoscale phe­
nomena and the "scale interactions" is re­
quired if we are to improve weather forecast­
ing on all four time ranges . 
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PREDICTION 

Development of mathematical models of 
the atmosphere began in the late 1940s and 
has advanced in parallel with the develop­
ment of digital computers . Because of limita­
tions in computer capacity and in the ability 
to model complex physical processes, the 
first primitive models dealt with only the 
larger space scales and neglected the effects 
of energy sources and sinks . Even so, these 
early models showed skill comparable to or 
slightly better than subjective forecasting 
methods for periods of one to two days . 
Since then, improved observations, coupled 
with enormous advances in computer capa­
bility, have allowed a variety of physical 
processes to be incorporated in modern 
models . As a result, the range of useful  
global forecasts has improved to at  least six 
days. 

Scientists are now developing sophisti­
cated models of much smaller scale atmo­
spheric phenomena . These models are pro­
viding new insights into the physical pro­
cesses that govern such phenomena, laying 
the foundation for operational weather pre­
diction on these smaller scales . 

Medium-Range Prediction 

The atmosphere is the prototypical chaotic 
nonlinear system. This was shown by the 
simplest atmospheric model, devised by Lo­
renz over 20 years ago, the starting point for 
modern mathematical studies of such sys­
tems. Because the atmosphere is chaotic, at­
mospheric models are sensitive to small vari­
ations in initial conditions and possess an in­
herent growth of error. These properties 
impose a theoretical limit on the range of de­
terministic predictions of large-scale flow 
patterns of about two weeks . 

Prediction of the global atmosphere by the 
best computer models is currently accurate 
enough to be useful for a period of about a 
week, half the theoretical limit . A decade 
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ago, the useful period was about a third of 
the theoretical limit . The improvement has 
come from a better understanding of atmo­
spheric dynamics, models of higher resolu­
tion and accuracy, and better techniques for 
using meteorological data, especially satel­
lite data . These advances, in turn, were 
made possible by faster computers with 
larger memories and by the accomplish­
ments of the Global Atmospheric Research 
Program. 

The improve ment  in mediu m-range 
weather predictions over the past decades is 
best exemplified by the experience at the Eu­
ropean Centre for Medium Range Weather 
Forecasts (ECMWF), currently regarded as 
providing the most accurate medium-range 
weather forecasts . E CMWF ' s  success is 
based on (1) having a very well-focused goal 
of improving medium-range forecasts, (2) 
access to the most advanced scientific com­
puters, (3) emphasis on the scientific basis 
for numerical weather prediction, and (4) an 
effort to incorporate the best ideas and di­
rectly involve leading scientists from many 
countries, including the United States . 

Short-Range Prediction 

The interaction of all scales in the atmo­
sphere is uncontested .  While it is impos­
sible, even with today' s supercomputers, for 
a single model to resolve energetically active 
mesoscale circulations while simultaneously 
covering the global atmosphere, there is an 
increasingly important synergistic relation­
ship between high-resolution mesoscale 
models that cover limited regions and lower­
resolution models that cover the entire 
earth . The mesoscale models provide impor­
tant guidance for time periods of about two 
days into the representation of small-scale 
physical effects (such as convective clouds) 
in the global models . Conversely, the global 
models provide essential meteorological in­
formation for the boundaries of the meso­
scale, limited-area models . 

Further advances in both global and me-
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soscale models have the potential to improve 
predictive skill significantly on all scales over 
the next decade . These advances require en­
hancements in quality and resolution of data to­
gether with more accurate represen tation of 
physical processes such as clouds, coupled 
with radiation, surface friction, and orogra­
phy in numerical models . 

Nowcasting 

Predictions over the shortest time scale of 
zero to six hours include warnings of immi­
nent severe weather and hence have great 
value in saving lives and averting property 
loss . Forecasts on this time scale are based on 
detailed observations and extrapolation of 
existing weather phenomena, rather than 
numerical models . Crucial to improved pre­
dictions and warnings are better observa­
tions from advanced radars and geosta­
tionary satellites .  These systems provide 
temporally and spatially continuous obser­
vations of severe weather phenomena that 
almost always are missed by the conven­
tional surface and upper-air observational 
network. 

Although detailed observations from ra­
dars and satellites are necessary for signifi­
cant advances in the prediction of atmo­
spheric systems on short time scales, they 
are not sufficient . Advanced computers and 
broad-band communication systems are re­
quired to collect, process, and assimilate the 
data . In addition, further basic understand­
ing of the structure and life cycle of meso­
scale systems is required to enable scientists 
to interpret the wealth of complex informa­
tion provided by the remote-sensing sys­
tems. 

CURRENT LIMITATIONS TO SKILL IN 
WEATHER PREDICITON 

Progress in medium-range prediction is 
limited by major gaps in the global data base, 
particularly over the oceans; short-range 
prediction of mesoscale weather over the 
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United States is limited by the inadequate 
spatial and temporal resolution of the opera­
tional observing system. Prediction over all 
time ranges is limited by inaccurate and in­
complete treatment of physical processes in 
numerical models . 

DEFICIENCIES IN DATA 

In spite of modern meteorological satel­
l i tes,  the atmosphere over the worl d ' s  
oceans is still inadequately observed. Fore­
casts over the United States beyond about a 
day are adversely affected by errors in the 
observations made over the oceans . More­
over, data deficiencies are an important 
cause of the repeated failure of numerical 
models to predict rapidly developing intense 
ocean storms that pose a hazard to marine 
transportation and to coastal installations 
and activities. 

Present oceanic data consist mainly of sur­
face observations from ships and buoys, 
high-level observations from commercial 
aircraft, low- and high-level winds estimated 
from satellite tracking of cloud motions, and 
low-resolution vertical soundings derived 
from satellite measurements of outgoing ra­
diation . These components of the ocean ob­
serving system fail to provide adequate hori­
zontal coverage and provide almost no data 
at middle levels in the atmosphere . 

Substantial improvement in ocean obser­
vations can be made both by expanding the 
capabilities of current systems and by fur­
ther development of satellite technologies 
that have shown promise in preliminary 
testing. Routine ship and aircraft observa­
tions can be increased. Automated balloon­
borne instruments, launched from commer­
cial ships and dropsondes from aircraft, can 
provide needed thermodynamic and wind 
data . This low-cost concept has already been 
demonstrated in the North Pacific on Japa­
nese car-carrying ships in cooperation with 
the Canadian Meteorological Service . Buoys 
that sense temperature, pressure, and winds 
can be deployed in data-sparse areas . 
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The SEASAT satellite, which operated 
briefly in late 1979, demonstrated the possi­
bility for important advances in observation 
and analysis over oceanic regions . Particu­
larly impressive were surface wind analyses 
based on scatterometer data . In one in­
stance, the scatterometer winds (unfortu­
nately not obtained in real time) revealed the 
existence of an unpredicted, intense storm 
that battered the liner Queen Elizabeth II and 
sank the dragger O:zptain Cosmos . In addition 
to wind observations, the SEASAT yielded 
passive microwave measurements from 
which water vapor, cloud water, and precipi­
tation in oceanic storms were determined. 
These variables add a new and promising di­
mension to ocean analysis . 

The required expansion of ship, buoy, air­
craft, and satellite observations over the 
oceans can be achieved only through the co­
operative efforts and mutual contributions 
of the meteorologically advanced nations . 
By pushing ahead vigorously with its own 
efforts, the United States can provide impor­
tant international leadership in developing a 
substantially improved observational sys­
tem. 

Although the observational network over 
the continental United States is sufficient for 
medium-range global weather prediction, it 
is inadequate in both time and space for de­
tection and prediction of mesoscale weather 
events . Upper-air data (pressure, tempera­
ture, humidity, and winds) are gathered 
only every 12 hours at spacings of 400 to 500 
km (Figure 1) . A staggering range of impor­
tant weather phenomena, from individual 
tomadic thunderstorms to narrow bands of 
freezing rain, cannot be detected, much less 
resolved, by such widely spaced observa­
tions . 

Until recently, it has been impossible to ob­
tain observations, even over densely popu­
lated land areas, with the horizontal and 
temporal resolution necessary to detect and 
resolve mesoscale weather phenomena . 
And even if sufficient observations were 
available, limitations in communications 
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and in computer power have prevented ef­
fective interpretation of the data and their 
use in mesoscale numerical models . Now, 
however, with the availability of remote 
sensing instrumentation, especially satel­
lites and radars, together with the emer­
gence of satellite communications systems 
and supercomputers, these technical barri­
ers no longer exist, and the science of meso­
scale weather prediction is poised for major 
advances. 

DEFICIENCIES IN MODEL PHYSICS 

Inadequate treatment of physical pro­
cesses (such as clouds, radiation, and energy 
transformations at the earth's surface) in nu­
merical models is a major source of forecast 
error. Several aspects of these model physics 
appear particularly important, including cli­
mate drift, energy transfers at the earth 's surface, 
and the dynamics of long waves and blocking pat­
terns . 

Since global models start from observa­
tions of the real atmosphere, averages com­
puted over many initial states reproduce 
well the real climate . But if averages are com­
puted over many 10-day forecasts, one finds 
instead a model climate differing signifi­
cantly from the real one . For example, many 
models develop average temperatures in 
high latitudes that are lower than observed, 
leading to a cold bias which results in jet 
streams that are too fast . This drift of models 
from the climate of the atmosphere is a 
source of error in all present-day model pre­
dictions . 

Prediction models produce incorrect cli­
mates because they are missing or misrepre­
senting important physical forcing mecha­
nisms . Leading components requiring im­
provement are the treatment of precipitation 
and associated latent heat release, the inter­
action of the flow with mountain ranges and 
the interactions of clouds and radiation. If 
the climate drift could be removed, then the 
range of useful large-scale forecasts would 
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Figure 1 This satellite photograph, taken on 7 June 
1982, at 6 a.m. Central Standard Time, depicts a meso­
scale complex of thunderstorms covering parts of Mis­
souri, Iowa, and Illinois (the dark, nearly circular cloud 
pattern over this region). This mesoscale system 
caused more than 100 million dollars in wind damage. 
Another mesoscale convective system, a line of thun­
derstorms, is visible as an elongated dark band over 

be extended by about one day, an improve­
ment of about 20 percent. 

There is increasing evidence of the impor­
tance of fluxes of heat and water vapor at the 
earth's surface in modulating atmospheric 
circulations on all time and space scales, and 
in particular, in medium-range weather pre­
diction models . These fluxes depend in a 
complex way on the characteristics of the 
surface, including the surface reflectivity 
and roughness, amount and type of vegeta­
tion, and most importantly, the availability 
of surface moisture . Better model treatment 
of these surface processes would undoubtedly 
lead to better medium-range predictions, 
and might well be the key to skillful ex­
tended-range predictions of temperature 
and precipitation anomalies . 

Another major source of medium-range 
forecast error is the inaccurate prediction of 
the slowly changing atmospheric long waves 
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northwest Texas and parts of Oklahoma and Kansas. 
These common mesoscale systems are inadequately 
observed by the operational radiosonde network, indi­
cated on the figure by cross marks. The 440 km indi­
cates the distance between the Boothville, Louisiana, 
and the Apalachicola, Florida, radiosonde sites. 
SOURCE: National Oceanic and Atmospheric Admin­
istration. 

and the development, persistence, and 
breakdown of  blocking patterns- cyclonic and 
anticyclonic circulations that persist for a 
week or more and play major roles in deter­
mining temperature and precipi tat ion 
anomalies . The forecast errors in  these large­
scale waves are not easily explained, despite 
the fact that simple theories suggest that the 
longest waves should have the greatest pre­
dictability. Recent theoretical studies sug­
gest that we are close to understanding the 
mechanisms that determine the evolution of 
these waves and may be able to improve 
their treatment in numerical models . 

HIGH-LEVERAGE OPPORTUNITIES 

Several scientific and technological ad­
vances are now converging, stimulating a 
growing emphasis on mesoscale weather re­
search and forecasting. New remote sensing 
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systems permit observations of the motion 
of the atmosphere and its heat and water va­
por content at much higher spatial and tem­
poral n•solutions and with far greater accura­
cil'H than previously possible. Advances in 
computing al low us to consider mathemati­
cal model ing of mesoscale weather phenom­
ena for research and operational prediction . 
Rapid ly  esca la t ing capabil it ies in broad­
bclnd communications technology (includ­
ing, as a simple example, the transmission of 
wt•ather forecasts and warnings via cable tel­
e v i s ion) , i n  add it ion to advances in data 
processing and display, facilitate the com­
munication of critical data to users . 

I M I'I . I\ M f. NTATION OF NEW TECHNOLOGY 

c,,,,,,;,g has progressed in three impor­
t.mt .lspt•cts . Large , fast mainframes permit 
thl' l'Xt'cution of numerical models that more 
nt•,uly s imu late the physics of the atmo­
sphl'fl' .  Microprocessor technology permits 
cost-dft.>t'tive, high ly distributed interactive 
computing t•sst•nti&ll to the acquisition and 
n•,ll-t imt• pnx't.'ssing of complex and diverse 
d,,t,l st•ts . Nt.>tworking of various computers, 
t h rough h i g h - spt•t•d dig ita l communica­
t ions, allows distribution of data and analy­
St'S for t'lllltwl of large field experiments as 
wl'll .\s physic.ll interpret.ltion of model out­
put .  Rt'St'•lrch on both global and mesoscale 
nunwrk.ll mtldels �1uires aC\.-ess to the lat­
t•st . mtl.'\t ptlwt•rful l·omputers. 

rl,\'t rVmll_'\flf'ht' rt'rPhlfc' S.:Usiug from sate l­
l i h .•s  .md from .l irborne , shipborne .  and 
�f\,und-b.lst•d pl.lt forms permits four-di­
nwnsi''"·'l ''b.."'t'n·,,t ions on time and SpdCe 
�-.,It-s •'PPf\'Pri.llt' for both short- and me­
tiium-r.m�· prt'\.iil..-ti,,ns . Tht.'St.' ob�n·ations 
SJ'"' tht.• l'lt,"tf\lfll,\�nt.'ti( Spt.''trum from op­
t i�..-.ll "' r.ldi,, w.wt.'lt·n�ths. The remote sen­
s,,� ll\1..\Sl n'.h.iy t\'r .lpplk.lti,,n to predil"tion 
.ln' l\.'l''l''lt•r mkt\,w,we r.ld.us and 0\_,ppler 
l' H F  \' H F  r.1d.1� f,,r the me.lsurement of 
win .. h .lt .1 1 1  lt•\'t'IS  ,,f tht• tn.'f"-'Spht:-re . As 
sth•w n m F(�un• �.  tht• l' l tF \'HF r,h.i.u wind 
J'fl'ti.k� pnwidt• \'t'rtk.\1 SI..'Undin�S \lf tht:-

horizontal wind every hour, more than 10 
t imes the frequency of  operat ional  ra­
diosonde releases . Passive satellite radiome­
try at infrared and microwave wavelengths 
will continue to play a vital role for medium­
and long-term predictions particularly over 
data-sparse oceanic regions, as demon­
strated by SEASAT. Combined active and 
passive microwave sensors aboard satellites 
will greatly enhance our ability to define pat­
terns of moisture, temperature, and surface 
winds over the ocean. 

Some important observing system re­
quirements cannot yet be met by means of 
remote sensing. Temperature and humidity 
soundings with high vertical resolution 
present particular challenges, but even here 
solutions are in sight .  Highly automated, 
balloon-borne sensing systems utilizing 
Omega and Loran-e navigation aids can 
provide thermodynamic and wind profiles 
in real time over land and sea. The Global Po­
sitioning System, a worldwide navigation 
system based on satellites, promises even 
greater capabilities by permitting high-reso­
lution profiles anywhere in the world . A still 
broader array of ground-based observing 
systems, complemented by research aircraft 
equipped with airborne Doppler radar, will 
be required as part of the next mesoscale 
field programs. 

fiELD PROGRAMS TO PROVIDE SPECIAL, 

HIG H-RESOLUTION DATA SETS 

Special, high-resolution research data sets 
are urgently needed to document the life cy­
cle of mesoscale weather systems and to ini­
tialize and verifv new mesoscale research 
models .  While many potential sources of 
data have been identified as part of the Na­
tional STORM Program, a few are of particu­
larly high priority because they offer the op­
ptlrtunity to function not only as state-of­
tht'-clrt re�arch tools but also as permanent 
''�St.>n·in� systems in the "'perational predic­
ti"'n and warning sen;(·e. 

A UHF \ "HF f\'rr:a <ci,r.i pr-,,ii:,..,. nrt-u.vrt, 
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WEATHER PREDICTION TECHNOLOGIES 
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Figure 2 This figure depicts horizontal wind speeds 
above Lay Creek, Colorado during a 14-hour period in 
June 1983, as detected by a radar wind profiler. The line 
at midnight (0 hours) indicates the data provided by 
the one operational radiosonde launch that would nor­
mally occur in this time period . The observational de-

57 

tail provided by the profiler system far exceeds that of 
the radiosonde. Each symbol, representing one obser­
vation, gives wind speed and direction . Note that the 
jet maximum of 45ms - t  ( - 90 mph) would not have 
been observed at all by the radiosonde.  SOURCE : 
National Atmospheric and Oceanic Administration . 

iii 
:z: 

Copyright © National Academy of Sciences. All rights reserved.

Research Briefings, 1985
http://www.nap.edu/catalog.php?record_id=19257

http://www.nap.edu/catalog.php?record_id=19257


deployed over a large region of the central 
United States, would provide continuous 
observations from 1 to 15 km altitude of the 
wind, the single most important parameter 
needed for small-scale weather prediction 
(Figure 2) . 

A microwave Doppler radar network, initially 
deployed over the central United States, 
would measure low-level (0 to 1 km) winds 
in most circumstances, the complete wind 
field within precipitation regions of storms, 
and precipitation rates, thereby providing 
immediate operational benefits in the form 
of  re l iable ,  t imely w arnings of severe 
weather including flash floods and torna­
does. In addition, Doppler radars, located at 
airports, would detect low-level wind-shear 
hazards faced by military, commercial, and 
general aviation. These radar data would 
also contribute to the initialization and verifi­
cation of mesoscale models for scientific re­
search. 

It is essential to build a high level of perfor­
mance into the U.S .  Doppler radar network. 
Highly sensitive 10-cm Doppler systems 
with polarization diversity and intelligent 
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signal-processing capabilities would ensure 
quantitative estimates of precipitation in 
flash flood situations, hail detection, and the 
crucial measurement of low-level winds in 
the clear atmosphere . The NEXRAD design 
specifications, which have been carefully de­
veloped over the past decade, meet all of 
these requirements, with the exception of 
polarization diversity, which can be added to 
the system at a later date at a small incremen­
tal cost. 

CONCLUDING REMARKS 

The time is right for a coordinated national 
effort to improve weather prediction on all 
time scales, and particularly on the meso­
scale . The interest in the United States and 
other countries in the exciting scientific 
questions is high. The tools-new observa­
tional technologies, powerful computers, 
and sophisticated models-exist now and 
will continue to advance . The potential eco­
nomic benefit is high, the incremental cost 
low. 
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Report of the 
Research Briefing Panel on 

Ceramics and Ceramic Composites 

EXECUTIVE SUMMARY 

Advanced or high-performance ceramics, 
now entering commercial use, are inorganic, 
nonmetallic materials having combinations 
of fine-scale microstructures, purity, com­
plex compositions and crystal structures, 
and accurately controlled additives . Such 
materials require a level of processing sci­
ence and engineering far beyond that used in 
making conventional ceramics . This is true 
for both areas of primary focus in this report : 
electronic ceramics and structural ceramics. 

Our awareness of the tremendous poten­
tial that such materials can play in the U .S .  
economy and defense has been strongly re­
inforced by the work that has been carried 
out by other countries, notably Japan. Suc­
cessful competition by U . S .  industry de­
pends upon economic factors and main­
taining leadership in ceramics technology. 
Promising high-priority research opportuni­
ties can be grouped into four broad areas, 
each of which would support development 
in both electronic and structural ceramics : 

1 .  New thin films and layer structures 
with improved properties . 

2. Exploration of completely new, multi-

61 

component ceramic crystal structures and 
composites .  

3 .  The mechanical behavior of  ceramics 
and tough composites. 

4 .  Ceramic processing of large parts and 
assemblies . 

To maintain leadership in ceramics tech­
nology  t h e  U n i t e d  S t a t e s  n e e d s  to  
strengthen engineering research on ce­
ramics and to increase the number of prop­
erly trained scientific and engineering per­
sonnel for current and future work. Critical­
m a s s  e fforts  focu s e d  o n  cera mics  b u t  
drawing upon advances i n  other disciplines, 
in advanced instrumentation, and upon 
computer-assisted modeling are needed. 

Such efforts should be centered on ce­
ramics, not dispersed in a variety of scientific 
and engineering disciplines . Still, other dis­
ciplines including chemistry, physics, chem­
ical engineering, and electrical engineering 
need to be involved . Research should be 
done in teams of sufficient size and should 
have a common focus on major themes . This 
should augment, not displace, existing sin­
gle-investigator programs in ceramics . The 
groups should have as a major goal the pro­
duction of trained personnel . Industrial in-
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volvement is essential . However, these 
group efforts should not be an attempt to 
perform industrial development or to substi­
tute for necessary, ongoing research and de­
velopment activity in the industrial sector. 

To achieve critical-mass efforts on ceramic 
research three mechanisms are recom­
mended : 

1 .  A modest number-a minimum of 
five-ceramic science and engineering pro­
grams should be established at universities 
over the next few years . Each such program 
should have a focus on aspects of ceramics in 
keeping with the base of faculty capability on 
which it is built, but the focus should not be 
too narrow, and there might be overlap be­
tween programs. 

2. A summer institute program should be 
established to bring together leading ce­
ramics researchers . 

3 .  The feasibility of establishing at least 
one large interdisciplinary ceramics center 
be studied. Such a center could be equipped 
to carry out research on the basic science and 
engineering of ceramic processing and the 
application of ceramics on a practical scale . It 
could be viewed as a national facility for in­
terdisciplinary experimental and theoretical 
work on high-performance ceramics . 

INTRODUCTION 

Ceramics and ceramic composites are a 
rapidly evolving category of materials capa­
ble of being tailored to have unique combina­
tions of electrical, optical, mechanical, and 
chemical properties that make them essen­
tial and irreplaceable in many engineering 
applications . Conventional ceramics have 
both enabled and enhanced many important 
aspects of our modern technological society; 
the next generation of ceramics will play a 
further enabling role for still higher perfor­
mance devices .  

The utility of  high-performance ceramics 
in a variety of electronic, optical, and struc­
tural applications is based on their strong 
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chemical bonds and the mixed ionic-cova­
lent character of the bonds . This bond char­
acter provides an electrical insulating and 
semiconducting behavior; optical transpar­
ency; ferroelectric, ferromagnetic, piezo­
electric and pyroelectric behavior; high 
hardness and strength; and good corrosion 
and oxidation resistance . 

The utility of advanced ceramics is based 
also on their ability to play both functional 
and structural roles, sometimes in combina­
tion and often under conditions of high tem­
peratures and severe chemical environ­
ments . Functional roles include passive and 
active components in semiconductor de­
vices, optical devices, motors, transducers, 
and sensors . Structural roles include appli­
cations in which high specific strength, high 
specific elastic moduli, high wear resistance, 
and high corrosion resistance or a combina­
tion of these properties are needed . Ad­
vanced ceramics are also finding increasing 
use in information processing (electronic 
and optical), in automation (input-output 
systems and computer components), in ma­
terials processing (including dies and cutting 
tools), and in engines . 

Ceramics are an enabling technology. The 
competitive performance of many devices 
and large systems depends on ceramic com­
ponents that currently make up a small but 
vital part of the total package . The competi­
tive economic leverage of superior ceramic 
components is large . These superior compo­
nents depend, however, on carrying the sci­
entifically demonstrated performance of 
new ceramics into engineering realization as 
well as on pursuing the science of still better 
ceramics . The challenge of realization is a 
continuum of problems in advancing the sci­
ence and engineering of ceramic processing 
to levels of purity, perfection, and scale not 
previously achieved.  

Advanced ceramics is  a critical arena of in­
tense international competition. The United 
States at present is strong in the basic science 
of ceramics but appears to be increasingly 
threatened in the extension of this knowl-
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CERAMICS AND CERAMIC COMPOSITES 

edge into the engineering and commerciali­
zation of advanced ceramics. Japan, in par­
ticular, has a 10-year program in high-per­
formance ceramics with extensive industrial 
participation and commitment.  Japanese 
firms already control 70 percent of the free­
world market for electronic substrates and 
appear likely to dominate much of the rest of 
the market for advanced ceramics in the near 
future unless the United States responds im­
mediately in a more effective manner. Recent 
events in Europe indicate that similar strong 
competition founded on excellent technical 
capabilities is also developing there. 

The size of such overseas efforts, their co­
ordinated approach by industry, university, 
and government, and the close coupling of 
research and development to applications all 
underscore the seriousness of the competi­
tive race faced by the United States . Many 
U.S .  firms not previously active in ceramics 
have identified this as a promising area and 
have started new programs in ceramics; 
many firms with existing ceramics programs 
have strengthened these and expanded their 
scope. Over 50 firms have joined university­
industry programs in ceramics in the last 
three years . There is a strong commitment to 
succeed, but also an urgent need to expand 
the ceramics manpower base if these new 
initiatives are to prosper and bear fruit . 
Thus, the time is opportune for government, 
university, and industrial cooperation in 
high-technology ceramics. 

The key issue discussed in this brief report 
is the urgent requirement for an increase in 
U.S .  basic science and engineering research 
for high-performance ceramics . Further 
technological improvements will result rap­
idly from the proper application of resources 
aimed at strengthening and broadening vari­
ous aspects of basic and applied research in 
the field .  The application of such resources 
includes not only funding of candidate 
projects and programs but also directions to 
ensure a supply of trained professional sci­
entists and engineers necessary to advance 
the technology. 
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Designers and manufacturers of advanced 
engineering systems in the electronics, 
transportation, computer, manufacturing, 
and communication fields are becoming in­
creasingly aware that ceramic components 
offer improved system performance or func­
tion. The report focuses on two general cate­
gories in which opportunities and growth 
are expected: electronic ceramics and high-per­
formance structural ceramics. 

ELEcrRONIC CERAMICS 

At present, electronic applications domi­
nate the world market for high-technology 
ceramics . Electronic ceramics are essential to 
the electronics industry, the base of Ameri­
ca's current industrial strength. Major appli­
cations include low-loss optical fibers, which 
are causing a revolution in broad-band infor­
mation transfer; multilayer ceramic-to-metal 
interconnecting and mounting packages for 
critical silicon semiconductor integrated cir­
cuits; ceramic multilayer chip capacitors 
(MLCs) of exceptional volumetric efficiency, 
required to decouple integrated circuits; pi­
ezoelectric ceramic transducers for sonar 
and medical ultrasonic tomography equip­
ment; and chemical, mechanical, and ther­
mal sensors for automobiles and automated 
manufacture and control . 

Ceramics for electronic applications are 
high-band-gap, largely insulating ceramics 
and glasses in which a broad range of dielec­
tric, elastic, optical, thermal, electrical con­
ductivity, piezoelectric, and pyroelectric ten­
sor properties can be manipulated and 
controlled to close tolerances .  In  most appli­
cations the ceramic does not stand alone but 
is bonded to a metal (for electrodes and con­
ductors) or polymer, which requires precise 
control and understanding of the interface . 
Often the metal and ceramic parts are in 
closely spaced lamellar structures, as for 
multilayer interconnection packages or mul­
tilayer capacitors, and must be coprocessed 
through the whole ceramic forming and fir-
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ing process to yield defect-free monolithic 
hermetic packages. 

For integrated circuit (IC) packaging, 
glass-bonded alumina ceramics are widely 
used. The green ceramic is usually tape-cast 
with a suitable organic vehicle, and molyb­
denum metallization inks are screen-printed 
for the interconnection wiring . Automation 
is extensively used in inspection, punching, 
printing, and lamination.  Precise control of 
shrinkage on firing is essential for the more 
complex packages . A high degree of perfec­
tion has been achieved in this technology. 
Future-generation IC packages will require 
ceramics with higher thermal conductivity 
as the size of the package shrinks to increase 
computation speed. 

Ceramics with lower permittivity are ur­
gently required for advanced electronics . 
One of the simplest ways of lowering the 
permittivity in a ceramic or glass is to intro­
duce a void space with a relative permittivity 
of unity. There is a real need for new pro­
cesses and design methodologies to intro­
duce such void networks without serious 
deleterious effects on mechanical strength . 

Current technology, with the exception of 
optical fibers, is generally an extension of 
standard ceramic technology-i.e . ,  powders 
pressed or formed with binders and sintered 
to densify ceramics . Results of recent re­
search on solution processing have im­
proved the purity and size distribution of 
powders and have refined the microstruc­
tural control required to attain desirable elec­
trical and mechanical properties .  However, 
the present technology is crude relative to 
that used to process semiconductors . 

Major processing advances should also 
center on developing the underlying science 
and technology to make lower-temperature 
pinhole-free films in the 1 to 25 micrometers 
thickness range . These are essential for the 
evolution of the next generation of multi­
layer packaging and multilayer capacitors . 
An evolutionary change to ceramic process­
ing for packages using organically derived 

64 

ceramic films has started . An intense inter­
disciplinary effort involving organic chem­
ists, ceramists, metallurgists, and physicists 
is needed to understand and exploit this 
emerging technology. At present, existing 
ceramic systems (e .g . ,  Ah03) are being ex­
plored, but to meet requirements for low di­
electric constant, high thermal conductivity, 
high strength, and matched thermal expan­
sion to the semiconductor, new materials 
must be developed.  

A revolutionary change in  electronic ce­
ramic processing will occur when semicon­
ductor processing is applied to the ceramic 
components . Approaches to control the 
physical properties of ceramics on or near a 
chip, such as selective area ion implantation 
and laser-induced recrystallization, will 
greatly enhance packaging capabilities . Re­
lated studies to improve the crystalline per­
fection of thin-film structures will make pos­
sible the fabrication of high-permittivity fer­
roelectric and pinhole-free thin films for 
capacitor applications . 

Barium titanate (BaTi03) is the dielectric in 
most current multilayer ceramic capacitors . 
Lead and bismuth borate glasses are fre­
quently used to lower firing temperatures 
and to permit the use of less expensive silver 
and palladium alloys for internal electrodes. 
Tape-casting is widely used for green-form­
ing. Precise processing is required because 
commercial dielectric bodies must often be 
fired to a specific nonequilibrium phase as­
semblage to achieve the permittivity and 
temperature characteristics required for ap­
plication. 

Electrically active ceramics (e .g . ,  ferroelec­
trics and varistors) require precise control of 
microstructures and chemistry to attain suit­
able properties .  Although the physics of 
varistor and ferroelectric behavior is not fully 
understood, performance has been signifi­
cantly improved through process control . 
For example, the switching field for varistors 
can be increased to 120 k VI em from the 5 k VI 
em found in commercial devices by using ce-
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ramie precursors derived from solutions to 
control grain size and maintain a very fine­
grained structure . 

In sensor applications, electronic ceramics 
fulfill many different roles that make use of 
the unusual property combinations achiev­
able . For force, stress, and vibration sensors, 
the polarized piezoelectric ceramics in the 
lead zirconate titanate (PZT) and related 
families and the newer electrostrictive mate­
rials in the lead magnesium niobate relaxer 
compositions are currently of major interest . 
In a range of chemical sensing applications, 
the semiconductor ceramics in the zirconia 
and titania material families and zinc oxide 
currently are very important . For oxygen­
sensing and pressure control,  zirconia 
(Zr02) and titania (Ti02) are useful . Further­
more, in the titania- and zinc oxide-based 
systems, specificity to a number of hydrocar­
bon gases can be controlled . New advances 
and their integration with semiconductor 
technology ensures a bright, expanding fu­
ture for these systems. 

Sensors based on ceramic systems are in a 
dynamic research and engineering phase . 
The balance between sensitivity and selec­
tivity needs to be addressed through funda­
mental studies in such areas as catalysis, as 
well as through clever engineering designs 
to build in film sensors of varying sensitivity 
or selectivity on one chip . The number of 
sensors in the automobile, medical, and 
home market will grow markedly, and many 
will be ceramic-based because of the inher­
ent stability of this class of materials . 

Current optical fibers are silicate glasses that 
contain only parts per billion levels of impu­
rity. Precise control of the refractive index 
profile is achieved by the addition of germa­
nia in the preform. Processing, in this in­
stance, has kept pace with theoretical devel­
opment . Absorption coefficients are near 
their theoretical limits for silicate fibers, but 
research on longer-wavelength fluoride­
base glass fiber is in its very early stages . Flu­
oride glass fibers are predicted to give an or-
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der of magnitude improvement in perfor­
mance, but the knowledge base of fluoride 
glasses is still limited . 

It has been suggested that the new ability 
to use optical fibers for high-density, high­
bandwidth communication must eventually 
force a change from electronic to photonic 
signal processing . In this revolution, elec­
tronic ceramics may play a vital role in pro­
viding the materials base for the simpler hy­
brid technology that will be required before 
full integration is accomplished in gallium 
arsenide and related semiconductors . Re­
search is needed to develop existing families 
of perovskite, tungsten-bronze, and lithium 
niobate electrooptic materials to the level 
where deposited or in diffused optical guid­
ing structures can be reproducibly fabri­
cated. 

In a more sophisticated area, holographic 
signal processing can be achieved, using the 
photorefractive effect, in electronic ceramics 
such as LiNb03, KNb03, and BaTi03• This 
effect has application in interconnection con­
trol as well as more unusual possibilities in 
nonlinear coupling for two- and four-wave 
mixing and signal up-and-down frequency 
conversion.  

The future promises continued dynamic 
growth in these areas, together with bur­
geoning new families of applications in hy­
brid optoelectronics that use ceramic compo­
nents in optical waveguides; in electrooptic 
and acoustooptic modulators and switches; 
and in sophisticated nonlinear optical con­
figurations for four-wave mixing, phase con­
jugation, and optical frequency multiplica­
tion . However, to realize the potential in 
these new areas it  will  be necessary to 
broaden the base of ferroelectric single crys­
tals that can be made available in highly per­
fect single domain state . To move to more 
complex compositions so that properties can 
be adjusted to desired values one must learn 
new techniques for the growth of new per­
fect crystals in new solid solution composi­
tions . 
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STRUCTURAL CERAMICS 

High-performance structural ceramics 
uniquely combine high strength, strength 
retention at high temperatures, high hard­
ness, dimensional stability, good corrosion 
and erosion behavior, low coefficient of fric­
tion, high elastic modulus, and low mass 
density. Structural ceramics are used as coat­
ing, monolithic, and composite compo­
nents . Major applications include tooling for 
metal working; wear components in a vari­
ety of abrasive environments; bioceramics 
for bone or tooth replacement; and military 
ceramics for radomes and armor. 

Major efforts are under way to apply struc­
tural ceramics to automotive reciprocating 
engines for wear components, turbocharg­
ers, and a variety of diesel engine compo­
nents; gas turbines for regenerators, recu­
perators, and stationary and rotary compo­
nents; and ceramic bearings for both rotary 
and stationary elements . Success in any of 
these future applications will dynamically 
affect market growth, improve energy effi­
ciency and the balance of trade, and reduce 
dependency on critical metals . The combina­
tion of cleaner burning by gas turbines and 
greater fuel efficiency for any heat engine us­
ing ceramics would improve environmental 
air quality. 

Monolithic structural ceramics are currently 
based on silicon nitride, silicon carbide, par­
tially stabilized zirconium oxide, or alumina 
systems . Processing and microstructural ad­
vances have made significant strides in im­
proving mechanical properties and relia­
bility. Considerable research effort is still 
needed to refine further these parameters 
before there is wide-scale utilization of such 
systems in structural ceramics .  The ambient 
temperature brittle fracture behavior is well 
understood from a fracture mechanics per­
spective . The strength-limiting flaws have 
been identified, and work is under way to ei­
ther shrink their size or eliminate them 
through improved processing; this work 
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must continue in order to enhance reliability. 
Improvements are needed in powder syn­
thesis, powder properties, near-net-shape 
fabrication methods, microstructure control, 
mechanical properties, and nondestructive 
testing methods. High-temperature fast and 
slow failure mechanisms due both to me­
chanical and to chemical environments must 
be understood and controlled. It is possible 
that new alloys of existing matrix materials 
with improved properties can be developed. 
Major efforts are required to realize the full 
potential in long-term high-temperature ap­
plications. 

The existing structural ceramics for high 
temperatures are very useful but offer a lim­
ited range of choices . At intermediate tem­
peratures the range of choices is significantly 
broadened by the availability not only of 
other binary compounds but also of a variety 
of ternary and higher compounds . These lat­
ter are almost exclusively compounds of sil­
ica with various lighter metal oxides such as 
MgO or Ah03• For thermal structural appli­
cations, lower stiffness and especially ther­
mal expansion are key parameters to control 
for wider applicability. The extensive use of 
these silicates stems from the existence of 
most of them in nature but is also based on 
one or more properties or a combination of 
properties giving superior performance over 
binary oxides . This superiority stems from 
the greater range and complexity of crystal 
structures that commonly accompany a 
greater number and diversity of atomic con­
stituents . The diversity of structures and re­
sultant properties is not limited to thermal 
structural applications but may also find ap­
plications based on unique properties . New 
refractory oxynitride and oxycarbide glasses 
are under study, and these may broaden the 
range of properties available for monolithic 
glasses or as additions to existing materials 
for liquid-phase sintering. 

The basic research components for identi­
fying new, more complex ceramics are pre­
dictions of phase relations, crystal struc­
tures, and key properties of interest . The 
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greatest need for estimation and guidance is 
in areas such as thermal expansion and high­
temperature solid-to-solid phase transi­
tions . Important criteria are identification of 
materials having (a) low expansion (e . g . ,  car­
bosilicides and nitroborides) for improved 
thermal shock-stress resistance; (b) high ex­
pansion for coatings more compatible with 
metal substrate expansion; (c) high thermal 
expansion anisotropy for use in composites; 
(d) phase transformations useful for phase 
transformation tough e n i n g ;  ( e )  easi ly 
sheared structures for lubricity; (f) natural fi­
brous structures for toughness (e . g . ,  more 
refractory analogs of jade); and (g) more re­
fractory glasses for sintering aids, bonding, 
fibers, and bulk glass applications . 

Structural ceramics for wear and bearing ap­
plications depend on an understanding of 
their fundamental tribological properties .  
Some measurements of adhesion, friction, 
and wear behavior primarily of monolithic 
ceramics have been conducted, and limited 
studies have been made of the effect of envi­
ronmental constituents on tribological be­
havior. Surface studies have examined some 
interfacial phenomena for ceramics in solid 
state contact with other ceramics, with 
metals, and to a limited extent with poly­
mers. 

The fundamental tribological properties of 
ceramics must be related to other physical, 
mechanical, and chemical properties to pro­
vide a basis for material performance . Inter­
face studies of ceramics in contact with them­
selves and other materials need to be ex­
panded so that theoretical models can be 
developed to predict interfacial behavior. 

There is little understanding of conven­
tional fluids for the lubrication of ceramics. 
Liquid lubrication technology has been de­
veloped primarily and nearly exclusively for 
metallic systems. The mechanism of lubrica­
tion of ceramics must be examined.  

Coatings, ion plating, sputter deposition, 
and chemical vapor deposition should be in­
vestigated for improving the tribological per­
formance of ceramics . The interface between 
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coating and substrate is critical because, un­
der the high contact stresses encountered in 
mechanical components, failure at this site 
limits coating life . Surface treatment of 
monolithic parts or coatings by ion implanta­
tion, laser glazing, and electron-beam treat­
ment should be investigated to improve the 
tribological performance of ceramics. 

Thermal barrier coatings for applications 
such as adiabatic diesel and gas turbines are 
important and warrant further research and 
engineering to optimize long-term perfor­
mance . New processes may be required to 
fabricate these coatings economically with 
the required microstructural perfection for 
long life . Little is known, for example, about 
the effect of microstructure and interfacial 
properties on high-temperature environ­
mental and mechanical fatigue. 

Ceramic matrices combined with particu­
lates, whiskers, or fibers of a different ce­
ramic compound or metal for enhanced per­
formance have yielded composites with five 
times the resistance to fracture (toughness) 
of monolithic ceramics . While ceramic ma­
trix composite research is embryonic, it has a 
bright, but uncharted, future . Composites 
could find application in lightweight, stiff, 
dimensionally stable space structural mem­
bers, as key building blocks for new high­
temperature rockets, or in many of the appli­
cations discussed earlier. 

Ceramic matrix composites toughen by in­
creasing the fracture energy of the material 
system over what can be achieved in mono­
lithic ceramics . Toughening is achieved 
through crack deflection around the fiber 
(whisker or particulate), the increased stress 
necessary to break the fiber, or the energy re­
quired to pull the fiber from the surrounding 
matrix. Typically, a well-designed composite 
will fail noncatastrophically under the high­
est loads . The interfacial strength of the ma­
trix-reinforcement phase is a key parameter 
to adjust for optimal toughening. Significant 
advancements in recrystallized glass rein­
forced with silicon carbide or carbon fibers 
have been made by controlling the interfacial 
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bond strength . A number of other parame­
ters are crucial in this field, such as thermo­
dynamic stability, thermal expansion mis­
match, relative elastic moduli, processing 
protocols, and microstructure . 

New research is needed on quantifying the 
improved mechanical properties for com­
posites,  particularly fracture energy or 
toughness, as the fracture mechanics rou­
tines for monolithic ceramics are invalid . Lit­
erally thousands of combinations of matrix 
and reinforcement phase are possible . An 
empirical approach has  produced some 
promising candidates, but this is not recom­
mended as a sufficient approach for the fu­
ture . Instead, a judicious selection of sys­
tems should be based on sound scientific 
principles, including thermodynamics, and 
relevant physical properties . It may be nec­
essary to collect fundamental thermody­
namic and phase diagram knowledge before 
selecting a high-temperature-compatible re­
inforcement phase . Once chosen, new fibers 
and/or whiskers may be required . Interfacial 
properties between phases need to be inves­
tigated and perhaps modified through coat­
ings to adjust for the desired level of bond­
ing . Processing composites to form dense, 
flaw-free, uniaxially aligned and,  alter­
nately, orthogonally aligned composite 
structures requires major science and engi­
neering efforts . Quantitative microstructure 
characterization and iterative feedback 
through the synthesis,  processing, and 
properties loop will lead to optimized struc­
tures that might revolutionize such systems 
as the gas turbine, rocket nozzle, or radome 
technologies . 

DESIGNING FOR CERAMICS 

Ceramics present special requirements for 
successful application under high stress . 
They characteristically undergo brittle fail­
ure and may show creep or slow crack propa­
gation at high temperatures or under reac­
tive conditions at stresses somewhat below 
the fracture stress . Stress concentrations can 
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cause catastrophic failure . A new field of de­
signing from brittle materials, including ce­
ramics, is taking shape .  Aspects include 
computer-assisted analysis of the stress dis­
tribution in great detail, probabilistic design 
based on statistics such as the Weibull statis­
tics of failure, and time-dependence of me­
chanical properties of materials under load. 
Design should also take into account the ca­
pability of processing large and complex 
shapes and the impact on properties of scal­
ing up to large sizes . Joining of ceramic parts 
into assemblies also presents special prob­
lems for both design and processing. 

PROC ESSING OF CERAMICS 

The theme of ceramic processing runs 
through the discussion of both electronic 
and structural ceramics . Improvement in 
performance requires improvement in the 
science and engineering of ceramic process­
ing . Promising directions include the use of 
ultrafine powders and the use of chemical 
routes that supplement or bypass some of 
the powder processing stages . Special pro­
cessing requirements include the processing 
of fine-scale layer structures, processing of 
ceramic composites ,  joining of ceramic 
parts, and processing of large and complex 
parts to near net shape to reduce final ma­
chining requirements . Fundamental pro­
cessing studies would greatly benefit from a 
connection with the engineering processing 
of large parts. Several mechanisms can occur 
in parallel in ceramic processing and may 
obey different scaling laws . In addition, 
large parts frequently have thin sections so 
that modeling and optimization of process­
ing based on small-part fundamental studies 
need the test of comparison with experi­
ments on large, complex, and costly parts . 

Ceramic processing technology is rela­
tively attractive from the point of view of raw 
materials supply and hazard control . Most of 
the required raw materials are domestically 
abundant . Solid ceramics in finished form 
are among the least hazardous materials . 
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Hazards associated with some powder, fi­
bers, and vapors occurring during process­
ing are regularly addressed by industrial 
safety engineers . Studies show such hazards 
can be controlled by proper process design. 

EDUCATIONAL CONSIDERATIONS 

Ceramic science and engineering as aca­
demic disciplines are concerned with the un­
derstanding of structure, properties, pro­
cessing, and applications . Thus, ceramics is 
multidisciplinary learning from the princi­
ples provided by physics and chemistry, and 
the principles of chemical engineering, me­
chanical engineering, electrical engineering, 
etc . These principles are invoked through 
the continuum of ceramics processing, struc­
ture, and properties, with the chemical sci­
ences playing a larger role in the processing 
and structure relationship and with physics 
and the other disciplines being more impor­
tant in relating structure and properties . 

There are 12 institutions certified by the 
Accreditation Board for Engineering and 
Technology that grant B . S .  degrees in ce­
ramics or ceramic engineering. There are 15 
schools that offer formal advanced degrees 
in the field; many more schools granting de­
grees in "materials science" or "materials 
engineering' '  have faculty performing re­
search on ceramics . Approximately 300 B . S . ,  
90 M.S . ,  and 35 Ph .D .  degrees are awarded 
annually in ceramics or ceramic engineering. 

At present, a large fraction of the B . S .  
graduates enter the more traditional areas of 
the ceramics industry such as glass and re­
fractories .  An increasingly larger fraction of 
the B .S .  graduates, perhaps 40 percent, cur­
rently enter the electronics field .  On the 
other hand, virtually all the M.S .  and Ph .D 
graduates are filling positions related to 
high-technology electronic and structural 
ceramics . The demand for advanced-degree 
graduates, particularly Ph . D . s, is far greater 
than the supply. As a result, many positions 
that could and should be filled by ceramics 
graduates are being filled by graduates from 
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related fields, such as metallurgy, geology, 
and chemistry, who are being retrained dur­
ing their first few years of industrial experi­
ence . 

As high-technology ceramic production 
expands, the demand for B . S .  graduates will 
increase . By 1990, most B . S .  graduates will 
be entering the high-technology industries . 
At present, probably more than half of those 
entering graduate ceramics education have 
an undergraduate degree in the field . Thus, 
the number of B . S .  graduates must grow to 
meet the needs of both expanding industry 
and expanding graduate research . 

The livelihood of many of the undergradu­
ate programs depends critically on the coex­
istence of a strong externally funded gradu­
ate program within the same department. A 
significant fraction of any new external sup­
port should be invested in those schools hav­
ing both strong undergraduate and graduate 
programs to ensure that a continuous supply 
of high-quality B . S .  graduates is available for 
both industry and graduate study. 

Attracting new faculty and more students 
of high quality into ceramics programs in 
universities requires strengthening of these 
programs . Critical new efforts that permit 
the student to be a part of a balanced pro­
gram supported by involvement of other dis­
ciplines and the use of modern equipment 
would be most important . 

CONCLUSIONS AND 
RECOMMENDATIONS 

The general conclusions reached in this 
study are : 

• High-performance ceramics represent a 
class of materials that are essential for many 
electronic, optical, and structural applica­
tions in industry and defense . Such materi­
als, which include monolithic ceramics, ce­
ramic composites, and coatings, will find an 
expanded future use in such applications . 

• The United States has led in basic re­
search and development of products in high-
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performance ceramics . However, this posi­
tion is shifting because of the strong chal­
lenge to the United States from Japan and, to 
a lesser extent, from Europe . The primary as­
pect of this challenge is their ability to trans­
fer fundamental research in high-perfor­
mance ceramics to engineering practice and 
commercialization rather than their super­
iority over this country in basic research . 

• Engineering research as well as basic re­
search on high-performance ceramics must 
be strengthened and given needed impetus 
to ensure U .S .  scientific, technological, and 
engineering leadership in the field . This calls 
for a large and appropriately coordinated ef­
fort on the part of universities, industry, and 
the federal and perhaps state governments . 

• Preparation technology for improved 
thin films and layer structures designed for 
electronic and optical applications (e .g . ,  sub­
strates or capacitors), mechanical applica­
tions (e .g . ,  friction and wear reduction), and 
chemical and thermal protection could 
greatly benefit from advances in ceramic 
processing and property science . The prepa­
ration science of layered ceramics and the 
study of surfaces, interfaces, and joints re­
quire interdisciplinary efforts by ceramists 
with other scientists and engineers . 

• Completely new, multicomponent ce­
ramic systems offer the potential of higher 
levels of performance as electronic or struc­
tural ceramics . Advances in chemistry, in­
cluding chemical modeling and computa­
tion, offer improved predictive power as 
well as the ability to handle complex sys­
tems. 

• The mechanical behavior of ceramics 
and tough composites for both electronic 
and structural use, including the behavior of 
ceramic fibers and interfaces, is an area of 
rapid progress . The identification of flaws as 
well as other high-temperature failure mech­
anisms needs further study, quantification, 
and the development of means to eliminate 
or control them. Toughness characteriza­
tion, life prediction, testing, reliability assur-
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ance, and design with brittle materials must 
be improved. 

• Interdisciplinary research offers major 
strategic gains on the complex problems of 
advanced ceramic processing and applica­
tion, which must be solved as a materials 
system to supplement  the  knowle dge 
gained by study of  the isolated components . 
The components range from raw materials 
preparation, forming, sintering, joining, 
and fabrication to nondestructive evalua­
tion, and include all aspects of design for cur­
rent and future high-performance require­
ments for both electronic and structural ce­
ramics applications . Novel chemical routes 
that combine or bypass stages of conven­
tional ceramic processing also need in depth 
study. 

No single university, government labora­
tory, or industrial organization has all the el­
ements of what is foreseen as the necessary 
critical mass of multidisciplinary personnel 
to undertake the required programs . There 
are indeed several establishments that have 
such a grouping of talented personnel, and a 
very small number of others are in the early 
stages of development . However, neither 
any single U . S .  organization nor the total of 
all pertinent U . S .  organizations in these sub­
jects currently has the dedication and focus 
of the Japanese efforts in these fields . 

The following recommendations are of­
fered for consideration: 

• The United States should establish an 
initiative based on various programs de­
signed to expand ceramic science and engi­
neering research at universities .  Such pro­
grams would be so configured as to ensure a 
reservoir of more trained graduate students, 
as well as a greater number of critical-mass 
size groups involved in ceramics research at 
universities . The bulk of the support for 
these programs could be provided by the Na­
tional Science Foundation (NSF) and other 
federal agencies with the remainder (say 40 
percent) coming from industrial, university, 
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state, and other matching sources . A sub­
stantial portion of the funding in the early 
years should be for major equipment items. 
Several of these programs should be estab­
l ished to strengthen the ceramic education 
infrastructure at universities that already 
have existing strong undergraduate and 
graduate programs in ceramic science and 
engineering. 

• A "summer institute" program should 
be established . In this program a number of 
leading ceramic researchers could gather for 
about a month and discuss their work, set 
priorities, make recommendations to NSF 
and other agencies for future funding, and 
coordinate efforts . Different groups con­
cerned with different aspects of ceramics 
could rotate annually, with perhaps a core 
group of individuals.  University, industry, 
and materials laboratory personnel would be 
included . 

• The establishment of at least one large 
interdisciplinary ceramic center should also 
be  c o n s idere d . T h i s  c e n ter  c o u l d  be 
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equipped to carry out research on the basic 
science and engineering of ceramic process­
ing and the application of ceramics on a prac­
tical scale, including the relation of process­
ing variables to specific model parts . For ex­
a m p l e ,  i t  c o u l d  i n c l u d e  e x p e r i m e n t a l  
capabilities for detailed in-process studies of 
flows and reactions occurring during pro­
cessing and with computer support (per­
haps including access to a supercomputer) to 
permit detailed modeling of processing . Vis­
its from scientists and engineers could be en­
couraged and provided for in the budget . 
The center could be viewed as a national fa­
cility for interdisciplinary experimental and 
theoretical work in electronic and structural 
advanced ceramics . It would contain an in­
ternationally recognized strong nucleus of 
permanent staff who would attract on a tem­
porary basis individuals from industry, uni­
versities, and the national laboratories .  Such 
a center would require funding, which could 
be jointly provided by federal agencies, in­
dustry, and perhaps state governments . 
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Report of the 
Research Briefing Panel on Scientific Frontiers 

and the Superconducting Super Collider 

INTRODUCTION 

Elementary-particle physics, the science of 
the ultimate constituents of matter and their 
interactions, has undergone a remarkable 
development during the past two decades . 
A host of experimental results made accessi­
ble by the present generation of particle ac­
celerators and the accompanying rapid con­
vergence of theoretical ideas has brought to 
the subject an unprecedented coherence . 
This activity has raised fresh possibilities 
and set new goals for understanding nature . 
The progress in particle physics has been 
more dramatic and more thoroughgoing 
than could have been imagined only a dozen 
years ago . Many of the deep issues then cur­
rent have been addressed, and many of the 
opportunities then foreseen have been real­
ized . This progress has brought us to an in­
tellectual turning point comparable to the 
synthesis of classical physics that preceded 
the discovery of relativity and quantum me­
chanics in the late nineteenth century. We 
are thus compelled by these special develop­
ments in science to build an unprecedented 
facility to provide the experimental basis for 
further progress in our understanding of the 
most basic forces of nature . 
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Experimental investigation of some of the 
fundamental questions in elementary-parti­
cle physics requires energies higher than 
those provided by any accelerators now in 
operation or under construction anywhere 
in the world. For this reason, the U . S .  ele­
mentary-particle physics community is now 
preparing a proposal for a very high energy 
superconducting proton-proton collider, the 
Superconducting Super Collider (SSC) . This 
major new accelerator complex would be 
based on the accelerator principles and tech­
nology that were developed in connection 
with the construction of the Fermilab Teva­
tron and on extensive work on supercon­
ducting magnets in the United States over 
the past 20 years . The proposed super colli­
der would have an effective energy range 
about 60 times higher than any collider now 
in operation and 20 times the energy of the 
Tevatron collider now nearing completion. 
The SSC is needed to answer some of the 
pressing questions in elementary-particle 
physics . In addition, the new energy range 
that would become accessible with the super 
collider represents new and uncharted terri­
tory, the exploration of which can be ex­
pected to bring about a number of important 
consequences. 
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In what follows, we summarize our cur­
rent understanding in this field .  We describe 
recent successes, both theoretical and exper­
imental, and we review the questions raised 
by the standard model . The super collider 
complex is subsequently briefly described .  
The main part of  this report treats specific ex­
amples of experiments that could be per­
formed with the super collider that may elu­
cidate current questions in particle physics 
and cosmology. 

HISTORICAL BACKGROUND 

Elementary-particle physics is the study of 
the basic nature of matter, energy, space, 
and time . Elementary-particle physicists 
seek to understand the fundamental constit­
uents of matter and the forces that govern 
their behavior. In common with all physi­
cists, they search for the unifying principles 
and physical laws that determine the nature 
of the material world around us.  

The goals of particle physicists are a natu­
ral continuation of a perpetual human quest 
to understand the world . The belief that the 
universe is rational, that matter is composed 
of relatively few simple constituents, and 
that the laws governing them are fundamen­
tally simple and comprehensible to the hu­
man mind has pervaded the history of sci­
ence in the western world. These ideas were 
confirmed by the theoretical and experimen­
tal advances achieved by scientists in the 
nineteenth century. The periodic table of 
Mendeleev, a systematic organization of the 
information obtained up to that time on the 
nature of matter, is in some sense a summary 
of their achievement . The modern phase of 
physics began at about the same time with 
the study of atomic emission and absorption 
lines in the visible spectrum and the discov­
ery of the electron. 

The atom, the atomic nucleus, and the ele­
mentary particles of which they are com­
posed are too small to see or study directly. 
Throughout this century, physicists have de­
vised ever more sophisticated detection de-
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vices to observe the traces of these particles 
and their constituents, and they have cre­
ated increasingly energetic beams of parti­
cles to probe more deeply into the structure 
of matter. Early examples are the use of x rays 
to probe the electronic structure of the atom 
and the use of radioactive sources to study 
the atomic nucleus . 

A fundamental law of quantum mechanics 
is that increasing the energy of probing parti­
cles allows us to probe matter on a finer scale . 
The progression to ever-smaller distance 
scales achieved in this century from atoms to 
nuclei to nucleons (protons and neutrons) 
and finally today to quarks and leptons 
depended on the attainment of ever-higher 
energies . Thus particle physics today is the 
natural descendant of the atomic physics 
and nuclear physics of yesterday. 

To achieve the ability to probe smaller dis­
tances, it was necessary to go beyond the 
naturally occurring sources of energetic pro­
jectiles from radioactive sources . Utilizing 
the fact that protons and electrons (the con­
stituents of ordinary matter) are electrically 
charged and experience forces in the pres­
ence of electric and magnetic fields, scien­
tists have devised increasingly sophisticated 
methods of accelerating them to high-ener­
gies . The colliding of high-energy particles 
and the analysis of collision products is at the 
heart of experimental particle physics . For 
this reason, the field is often called high­
energy physics . 

There are analogies between the situation 
in particle physics today and that in chemis­
try at the end of the nineteenth century. Ele­
mentary constituents (quarks and leptons), 
playing the role once played by the ele­
ments, have been identified, and the many 
regularities observed among them have 
been systematized . There was no funda­
mental understanding in the nineteenth cen­
tury of the structure of the periodic table; 
similarly, we lack today an understanding of 
the laws that determine the observed pattern 
among the quarks and leptons . Revolution­
ary new ideas (quantum mechanics) were 
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required to elucidate the reasons for the reg­
ularity of Mendeleev' s table . Only time and 
further experimental data will tell us if 
equal ly dramatic new insights wil l  be 
needed to explain present particle-physics 
puzzles . Before addressing those questions, 
it would be useful to summarize our present 
understanding in more detail . 

THE REVOLUTION IN PARTICLE 
PHYSICS 

Forty years ago, ordinary matter was 
thought to consist of protons, neutrons, and 
electrons .  Experiments probed the structure 
of these particles and explored the forces 
that bind them together into nuclei and at­
oms . In the course of these experiments, 
physicists discovered more than a hundred 
new particles, called hadrons, which had 
many similarities to protons and neutrons . 
None of these particles seemed more ele­
mentary than any other, and there was little 
understanding of the mechanisms by which 
they interacted. 

Since that time, a radically new and simple 
picture has emerged as a result of many cru­
cial experimental discoveries and theoretical 
insights . It is now clear that the proton, neu­
tron, and other hadrons are not elementary. 
Rather, they are composite systems made of 
much smaller particles called quarks, much 
as an atom is a composite system made up of 
electrons and a nucleus .  The existence of five 
kinds of quark has been established, and ini­
tial experimental evidence for a sixth species 
has been reported . 

Unlike our view of the proton and neu­
tron, our view of the electron as an ele­
mentary constituent of matter that is struc­
tureless and indivisible has survived the rev­
olution intact . However, we now know that 
there are six kinds of electronlike particles 
called leptons. Both quarks and leptons ap­
pear to be grouped in three families of two 
members each . According to our present un­
derstanding, then, ordinary matter is com­
posed of quarks and leptons . 
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The world around us is made of just three 
of those fundamental particles-the two 
lightest quarks and the electron . The other 
elementary constituents of matter are cre­
ated under extreme conditions such as may 
exist in collisions of energetic particles either 
in cosmic rays, accelerator beams, or the in­
teriors of exotic stars . They were also pre­
sumably present in abundance some 15 bil­
lion years ago in the early stages of the crea­
tion of the universe . 

Nature contrives enormous complexity of 
structure and dynamics from the six quarks 
and six leptons now thought to be the funda­
mental constituents of matter. Physics seeks 
to simplify the description of nature by find­
ing the underlying causes of natural occur­
rences and by relating apparently distinct 
phenomena . The result of this effort has 
been to show that all natural processes may 
be understood as manifestations of a small 
number of fundamental interactions . For 
half a century, physicists have recognized 
four basic forces :  gravitation, electromagne­
tism, the weak interaction responsible for 
certain radioactive decays, and the strong 
force that binds atomic nuclei .  An important 
difference between quarks and leptons is 
that one of these four interactions, the strong 
force that binds quarks together to form ha­
drons, does not affect leptons . Both quarks 
and leptons are acted on by the three other 
fundamental forces .  

Over the past two decades, great progress 
has been made in understanding the nature 
of the strong, weak, and electromagnetic 
forces .  The weak and electromagnetic forces 
have been unified by a theory whose predic­
tions have been verified by many inventive 
experiments, the culmination of which was 
the discovery of the W and Z particles in 
1983. These carriers of the weak force are an­
alogs of the photon, the carrier of the electro­
magnetic interaction, whose existence was 
postulated early in this century and estab­
lished experimentally by the middle 1920s . 
In addition, there is indirect but persuasive 
evidence for particles called gluons, the car-
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riers of the strong force . The strong, weak, 
and electromagnetic interactions are all de­
scribed by similar mathematical theories 
called gauge theories . At present, the role 
played by the gravitational force in elemen­
tary-particle physics is unclear. The effect of 
gravity on the behavior of elementary parti­
cles is so small that it usually can be ignored . 

The experimental measurements and dis­
coveries that shaped the revolution in parti­
cle physics were made possible by harness­
ing new accelerator and detector technolo­
gies that permitted the exploration of new 
energy domains in novel and incisive ways . 
Accelerator advances included the exploita­
tion of the strong-focusing principle in syn­
chrotrons; the creation of intense high­
energy beams of neutrinos; the invention of 
colliding-beam accelerators (colliders) in 
which counterro ta ting beams of  high­
energy particles collide head on; the devel­
opment of bright sources of nearly mo­
noenergetic antiprotons; and the introduc­
t i o n  of l a r ge - s c a l e ,  e n ergy-eff ic i e n t ,  
high-field superconducting accelerator mag­
nets . Among the advances in observational 
techniques were the utilization of the bubble 
chamber for the observation of reaction 
products and the parallel development of a 
series of ever more capable electronic detec­
tors; the mastery of fast digital electronics for 
data acquisition and processing; the evolu· 
tion of methods for managing and analyzing 
vast quantities of data; and the construction 
of large, complex detector systems exploit­
ing the capabilities of a variety of individual 
devices . Each sortie into a new energy re­
gime, each improvement in our ability to 
search for rare processes, and each increase 
in sensitivity for their detection has led to 
new insights and, often, to the discovery of 
unexpected and revealing phenomena. 

With the identification of quarks and lep­
tons as elementary particles and the emer­
gence of gauge theories as descriptions of the 
fundamental interactions, we possess today 
a coherent point of view and a single lan­
guage appropriate for the description of all 
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subnuclear phenomena . This development 
has made particle physics a much more uni­
fied subject, and it has also helped us to 
perceive common interests with other spe­
cialties . One important by-product of recent 
developments in elementary-particle phys­
ics has been a recognition of the close con­
nection between this field and the study of 
the early evolution of the universe from its 
beginning in a tremendously energetic pri­
mordial explosion called the big bang. Parti­
cle physics provides important insights into 
the processes and conditions that prevailed 
in the early universe . Deductions from the 
current state of the universe can, in turn, 
give us information about particle processes 
at energies that are too high to be produced 
in the laboratory-energies that existed only 
in the first instants after the primordial ex­
plosion. 

WHAT WE WANT TO KNOW 

Developments in elementary-particle 
physics during the past decade have brought 
us to a new level of understanding of physi­
cal laws . This new level of understanding is 
often called the standard model of elemen­
tary-particle physics . As usual, the attain­
ment of a new level of understanding refo­
cuses attention on old problems that have 
refused to go away and raises new questions 
that could not have been asked before . The 
quark model of hadrons and the gauge theo­
ries of the strong, weak, and electromagnetic 
interactions organize our present knowl­
edge and provide a setting for going beyond 
what we now know. A useful analogy can be 
made between our present-day understand­
ing of elementary-particle physics and the 
situation in atomic physics in the early twen­
tieth century or in the beta-decay studies in 
the 1930s. 

The Bohr model of the hydrogen atom was 
a radical idea that initiated a revolution not 
only in the field of atomic physics but also in 
our whole philosophical approach to phys­
ics . By incorporating into one theory a new 
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concept of quantization of angular momen­
tum together with the classical ideas of elec­
trodynamics, Bohr succeeded in creating a 
formalism that was remarkably successful in 
explaining the observed spectral lines of hy­
drogen. But the model had obvious difficul­
ties . Not only did it fail to predict the spectra 
of more complicated atoms, but it also left 
unresolved the fundamental question of 
why the electron does not fall into the center 
of the atom by radiating away all its energy. 
Nevertheless, on the basis of its partial suc­
cess, scientists believed that the ultimately 
correct theory would almost certainly con­
tain some of the ideas embodied in the Bohr 
theory. 

A similar situation existed in the case of 
Ferm i ' s weak  interac t ion  theory .  The  
scheme was invented to  explain the phe­
nomena in the million-electron-volt (MeV) 
energy domain that characterize the sponta­
neously occurring beta-decay processes . Its 
extrapolation to higher energies was remark­
ably fruitful, since it successively provided 
the appropriate framework to describe 
muon decay and capture, strange-particle 
decays, and, finally, neutrino interactions at 
energies of billions of electron volts (GeV) . 
The accuracies of the experimental agree­
ments were startling because it was apparent 
that the theory was only a low-energy ap­
proximation that broke down when taken to 
the domain of hundreds of GeV. Because of 
its successes, however, one was confident 
that elements of the Fermi theory would 
eventually become part of a more complete 
description . 

Particle physics may be in a similar situa­
tion today. Although the standard model 
provides a framework for describing ele­
mentary particles and their interactions, its 
success prompts us to seek a more compre­
hensive understanding. For example, we do 
not know what determines such basic prop­
erties of quarks and leptons as their masses . 
Nor do we understand fully the origin of the 
differences between the massless electro­
magnetic force carrier (the photon) and the 
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massive carriers of the weak force (the W and 
Z particles) . Existing methods for dealing 
with these questions involve the introduc­
tion of many unexplained numerical con­
stants into the theory-a situation that many 
physicists find arbitrary and thus unsatis­
fying. Physicists are actively seeking more 
complete and fundamental answers to these 
questions . 

Another set of questions goes beyond the 
existing synthesis . For example, how many 
kinds of quark and lepton are there? How are 
the quarks and leptons related, if they are re­
lated? How can the strong force be unified 
with the already unified electromagnetic and 
weak forces? 

Then there are questions related to our 
overview of elementary-particle physics . 
Are the quarks and leptons really elemen­
tary? Are there yet other types of forces and 
elementary particles? Can gravitation be 
treated quantum mechanically as are the 
other forces, and can it be unified with them? 
More generally, will quantum mechanics 
continue to apply as we probe smaller and 
smaller distances? Do we understand the ba­
sic nature of space and time? 

Given this list of questions, it is not sur­
prising that there are many directions of the­
oretical speculation departing from the cur­
rent paradigm. Many of these speculations 
imply important phenomena at energies that 
are at present beyond our reach . Although 
theoretical speculation and synthesis are 
valuable and necessary, particle physics can­
not advance without new observations . In 
the recent past, crucial observations have 
come from a variety of sources, including ex­
periments at accelerators and nuclear reac­
tors, nonaccelerator experiments (cosmic­
ray studies and the search for proton decay), 
and deductions from astrophysical measure­
ments . All our current ideas, embodied in 
the standard model, point to one trillion elec­
tron volts (1 TeV is an energy equivalent to 
approximately 1,000 proton masses) as the 
energy scale on which new phenomena can 
be expected. But a diversity of experimental 
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initiatives will have to be mounted in order 
to explore thoroughly the new regime of en­
ergy and distance . A detailed examination of 
a great variety of conjectured extensions of 
the standard model shows that the super col­
lider, with the wealth of different experi­
ments that it would support, is the instru­
ment of choice for exploring this new do­
main . At the same time, these extensions of 
the standard model set the parameters for 
the new accelerator. 

The super collider will not foreclose all the 
other investigations in the field of particle 
physics .  The accelerators currently under 
construction (like the electron-positron colli­
ders at the Stanford Linear Accelerator Cen­
ter [SLAC] and the European Organization 
for Nuclear Research [CERN], and the Teva­
tron proton-antiproton collider at Fermi Na­
tional Accelerator Laboratory) will provide 
detailed quantitative tests of the standard 
model and its relation to cosmology. More 
sensitive proton decay experiments, better 
neutrino mass measurements, improved 
searches for monopoles in cosmic rays, and 
more precise searches for forbidden decay 
processes are examples of other important 
lines of non-SSC investigations that will con­
tinue to be pursued. However, according to 
our present knowledge of elementary-parti­
cle physics, our physical intuition, and our 
past experience, most clues and information 
will come from experiments at the highest­
energy accelerators . 

DESCRIPTION OF THE SUPER 
COLLIDER 

The super collider would have two coun­
terrotating beams of protons guided by su­
perconducting magnets . Each beam would 
be accelerated to 20 TeV and the two beams 
would be allowed to collide . Six different col­
lision points around the circumference of the 
main ring are proposed in current designs . 
Sophisticated detectors would be installed at 
the interaction regions, or collision points . 
Many crucial experimental tests have al-
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ready been framed, and conceptual designs 
of several complementary detectors have 
been carried out . 

We must note that it is not the collisions of 
protons on protons as such that are of pri­
mary interest .  As discussed previously, pro­
tons are composi te  systems formed of  
quarks and gluons, the latter providing the 
binding force that holds the proton together. 
It is these "hard" collisions of a constituent 
of one proton with a constituent of the other 
that provide us with information about the 
fundamental interactions .  Very roughly, 
each constituent carries about one tenth of 
the proton's total energy and thus colliding 
beams of 20-Te V protons are required to pro­
duce numerous constituent-constituent col­
lisions at a few TeV. The ease with which the 
relatively rare hard scatterings of constitu­
ents have been observed in proton-antipro­
ton collisions at the CERN collider (with a 
beam energy of about 0 .3  TeV) gives us confi­
dence that important physics results can be 
derived from the complex collisions that 
would occur in a super collider. 

The proposed accelerator scheme makes 
use first of an injector system consisting of a 
linear accelerator followed by two circular 
accelerators . This system accelerates pro­
tons to about 1 TeV, at which point they are 
injected into the main ring for the final accel­
eration phase . The diameter of the main ring 
will be somewhere between 30 and 50 km, 
depending on the strength of the magnetic 
field in the magnets chosen for the super col­
lider. Several different magnet styles are cur­
rently under consideration . The eventual 
choice of the magnet style will be made with 
the objective of minimizing the construction 
and operating costs of the machine and max­
imizing its reliability. 

All the magnets under consideration use 
the superconducting technology and cryo­
genic systems first successfully employed on 
a large scale at the recently completed Teva­
tron ring at the Fermi National Accelerator 
Laboratory.  Su perco nducting magnets 
make the super collider feasible by signifi-
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cantly reducing the required power con­
sumption and e nabling one to achieve 
higher field strengths than are offered by the 
conventional room-temperature magnets . 

Current super-collider designs use proven 
technology on a vast scale . The linear dimen­
sions of the super collider would be at least 
15 times larger than those of the Tevatron 
and 3 to 5 times larger than those of the colli­
der (LEP) currently under construction by 
CERN. While the Tevatron requires about 
1,000 superconducting magnets, the super 
collider would employ perhaps as many as 
14,000 . This very large scale presents ex­
tremely challenging problems in such areas 
as manufacturing techniques, quality con­
trol, reliability, civil engineering, instrumen­
tation and controls, communications, and 
installation and repair logistics . The magni­
tude of these problems is rather new to accel­
erator science and technology but manage­
able by an appropriate extension of present 
skills and experience . Creative solution of 
these problems calls for a new partnership 
between the basic research community and 
industry, which may bring important ad­
vances in technology of practical value . The 
detectors provide another great challenge to 
the experimentalists . Only a tiny fraction of 
the lOS interactions occurring every second 
will be of interest. The techniques necessary 
to identify and record these interesting 
events in a small fraction of a second will ad­
vance the frontiers of electronics and com­
puter technology. 

SCIENTIFIC QUESTIONS FOR THE 
SUPER COLLIDER 

A major accelerator facility is not con­
structed to carry out a single experiment or 
measurement but rather to make possible a 
great diversity of investigations over the ac­
celerator's  lifetime, which is measured in de­
cades . The evolution of the experimental 
program is guided by results of early experi­
ments, by improvements in detector and ac­
celerator technology, and by theoretical in-
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sights . Because of this, we cannot describe in 
advance the full scope of the research pro­
gram for a super collider. We indicate, how­
ever, some of the issues to be addressed in 
the first round of experiments . These are 
representative of the questions that form the 
basis for the scientific justification for con­
structing a super collider and of the opportu­
nities that a super collider would present. 

THE ORIGIN OF MASS 

Imagine a universe pervaded everywhere 
by a uniform magnetic field. In such a uni­
verse, the motion of charged particles would 
appear to be rather complicated, because the 
particles' motions would be influenced by 
the universal magnetic field as well as by 
specifically applied forces .  Eventually, as 
physics developed, some genius would real­
ize that a simple law of motion (namely New­
ton's) is really the basic one and that all the 
complicated spiralings observed in his uni­
verse are caused by a pervasive background 
field . 

The current standard model of the weak 
interactions suggests that a similar situation 
is realized in our universe . The field involved 
is not a magnetic field but rather what is 
called a Higgs field .  The equations describ­
ing the weak interactions would take a sim­
pler and more symmetrical form if there 
were no background Higgs field . One sim­
plificat ion that  would occur is that  the 
masses of the W and Z bosons and of many 
other particles would vanish . This simplifi­
cation evidently goes too far for the real 
world.  The best we can do is to postulate that 
the basic model operates in a world per­
vaded by a background Higgs field that par­
tially hides its full symmetry and simplicity. 
The standard model, with this standard as­
sumption, accurately describes a wide vari­
ety of observations-including the existence 
and mass of the W and Z bosons recently 
found at CERN-but requires the existence 
of one or more scalar particles associated 
with this background field. 
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Certainly one main area that we can hope 
to clarify with the super collider is the exact 
nature of the Higgs field and its interactions 
with other matter. Why is the super collider 
likely to be an appropriate tool? To see the 
answer, consider the reason that the Higgs 
field pervades our universe . It must be be­
cause the total energy density is minimized 
by having this field present . To change the 
magnitude of the field significantly, or make 
manifest one of its particles, we must supply 
enough energy density to overcome the nat­
ural tendency of the field to revert to its nor­
mal universal background value . We esti­
mate that the energies that would be avail­
able at the super collider are almost certainly 
sufficient to do so . 

Our present theoretical understanding of 
Higgs fields is primitive . There must be at 
least one such field, but there may well be 
many, each associated with its own particle . 
The super collider will open a window on 
this now dimly perceived sector of elemen­
tary-particle theory and help us to under­
stand the reason for the apparently chaotic 
pattern of elementary-part ic le  masses ,  
caused, according to  the present theory, by 
the interactions with the Higgs field or fields. 

FAMILIES 

The recent discovery of the third family of 
quarks and leptons has sharpened the prob­
lem of understanding the replication of par­
ticles in families . Three families of elemen­
tary particles are known that have, within a 
very well-defined sense, identical strong, 
electromagnetic, and weak interactions but 
different masses . Why does nature repeat it­
self in this way? Are there still more families? 
Do Higgs particles come in families? Are 
there other particles that do not fit into the 
same repetitious pattern? There are many 
such questions; they will only be answered 
by experiments at higher energies than those 
that we can now attain . 

One theoretical approach to understand­
ing the existence of families postulates the 
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existence of symmetries under which the dif­
ferent families are interchanged. Given such 
symmetries, the existence of one family nec­
essarily implies the existence of others . A 
particularly appealing version of this idea in­
volves combining the family symmetry and 
the gauge symmetries of the strong, weak, 
and electromagnetic interactions into one gi­
gantic, all-encompassing symmetry, hidden 
by the presence of suitable background 
Higgs fields . Implementing such symme­
tries could lead one to expect a new class of 
family interactions mediated by heavier ana­
logs of the W and Z bosons that might be cre­
ated at super-collider energies . 

CH IRALITY 

There is a peculiar asymmetry in the weak 
interactions of the observed quarks and lep­
tons . Simply put, the Wbosons prefer to cou­
ple to these particles if they appear to be 
spinning clockwise, as viewed by an ob­
server that they are approaching . We say 
that the weak interactions mediated by W 
bosons couple to left-handed quarks and 
leptons . It turns out that they couple to right­
handed antiparticles (e . g . ,  antiquarks or 
positrons) . Many people have speculated 
that this asymmetry arises by a mechanism 
analogous to the one that causes the asym­
metry between electromagnetic and weak 
in teract ions to appear  i n  the  s tandard 
model . According to  this view, there will be 
either W' bosons that couple preferentially to 
right-handed rather than left-handed quarks 
and leptons, or new sets of quarks and lep­
tons with right-handed couplings to the fa­
miliar W boson .  In many models, the sym­
metry between left and right is broken by the 
same Higgs fields that spoil the fundamen­
tal  weak-interaction symmetry. I n  such 
models, the masses of the W'  and Z' bosons 
involved, or of the right-handed quarks and 
leptons, cannot be much larger than the 
known mass of the W and Z-which would 
make them observable at super-collider 
energies .  
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SuPERSYMMETRY 

Recently there have been many theoretical 
investigations of the physical consequences 
of a radically new kind of symmetry called 
supersymmetry that implies the existence of 
integral-spin replicas or partners of particles 
of half-integral spin and vice versa . If it is rel­
evant to physics at all, supersymmetry must 
be a broken symmetry-for example, there is 
definitely no particle having the mass and 
charge of the spin-1/2 electron that has inte­
gral spin . Such a particle would have been 
observed long ago if it existed . 

There may be significant advantages to the 
view that supersymmetry is not too badly 
broken, so that many supersymmetry part­
ners of known particles could be produced at 
super-collider energies . These advantages 
include resolution of the mathematical in­
consistencies arising in the calculation of 
many physical quantities-specifically the 
masses of the Higgs particles . 

The conjectured supersymmetry would 
lead to a Higgs boson mass less than 1 Te V /c2 
and yield supersymmetric particles with 
masses also less than about 1 TeV/c2 • Up to 
the present, there is no conclusive experi­
mental evidence for these superpartners, 
even though there have been attempts to in­
terpret some unusual events observed at 
CERN with large amounts of energy radi­
ated in an invisible form in terms of super­
symmetric models .  

Significant progress has been made re­
cently in building unified field theories that 
include gravity. These ambitious theories, 
which incorporate supersymmetry in a fun­
damental way, involve objects called super­
strings; they will be confirmed, significantly 
constrained, or ruled out by experiments 
that elucidate the possible role of supersym­
metry at super-collider energies . 

DYNAMICAL SYM METRY BREAKING 

A second possible solution to the Higgs 
problem assumes that the Higgs boson is not 
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an elementary particle at all but a composite 
object made of elementary constituents anal­
ogous to quarks and leptons . Although they 
would resemble the usual quarks and lep­
tons, these new constituents would be sub­
ject to a new kind of strong interaction that 
would confine them within about 10- 17 em. 
Such new forces could yield new phenom­
ena as rich and diverse as the conventional 
strong interactions, but on an energy scale a 
thousand times greater-around 1 TeV. The 
new phenomena would include a rich spec­
trum of new bound states akin to the spec­
trum of known hadrons . Again, there is no 
evidence yet for these new particles . 

CoMPOSITENEss 

Violent collisions among quarks also pro­
vide a window on the possible internal struc­
ture of quarks . Some physicists feel that the 
known quarks and leptons are too numerous 
to be the ultimate elementary particles . If 
quarks are themselves composite, it should 
be possible to excite their internal structure 
in violent collisions . One sign of this kind of 
internal excitation would be spectacular 
multijet events quite unlike those antici­
pated in the standard model . The absence of 
such events and the agreement of the ob­
served quark-quark scattering cross section 
with the standard-model predictions imply 
upper limits on the size of quarks . It will be 
possible with the super collider to look for 
quark substructure down to a distance of 
about 10- 18 em. 

In summary, both general arguments and 
specific conjectures for resolutions of the 
Higgs problem imply 1 TeV as an energy 
scale on which new phenomena crucial to 
our understanding of the fundamental inter­
actions must occur. The origin of electro­
weak symmetry breaking is only one of the 
important issues that define the frontier of 
elementary-particle physics . However, be­
cause of its immediate and fundamental sig­
nificance it must guide our planning for fu­
ture facilities .  
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Over the past few years, cosmology and 
particle physics have become increasingly 
interwoven. To understand the physics that 
took place in the high-temperature, high­
density early universe, one is forced to look 
at the physics of elementary particles . Simi­
larly, the unified theories of elementary-par­
ticle physics have striking consequences at 
extremely high temperatures and energies. 
The only laboratory available to check these 
extrapolations of unified theories is the first 
instants after the big bang when extraordi­
narily high temperatures and densities were 
reached . In some ways, the two fields have 
become symbiotic . The super collider will be 
operating at energies far beyond those previ­
ously achievable in a laboratory and will sim­
ulate the conditions that prevailed when the 
temperature of the universe was about 1017 
K. These conditions occurred about l0 - 15 
second after the primordial explosion . Direct 
observations by optical telescopes are lim­
ited to events that occurred roughly 300,000 
years after the big bang because the universe 
was opaque to photons at earlier times . 

To reconstruct what occurred in the early 
universe, it is necessary to know the nature 
of fundamental interactions at high energies 
and the complete spectrum of elementary 
particles . In particular, the relics left over 
from those early times are of fundamental 
importance to cosmology. Any long-lived 
particle produced in the primordial explo­
sion would survive and be an ingredient in 
the present-day universe . 

One of the major issues in cosmology is to 
find the dark matter of the universe . Studies 
of the motion of stars within galaxies and of 
galaxies within clusters have established 
that these systems must contain a great deal 
of matter in addition to what is visible in the 
stars . This nonluminous matter may in fact 
account for the bulk of the mass in the uni­
verse . The properties that we impute to the 
dark matter depend on the character of the 
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small density fluctuations in the early uni­
verse that grew into the galaxies and clusters 
observed today. According to current ideas 
on galaxy formation, the dark matter may be 
quite different from the ordinary (baryonic) 
matter of which we are made . Particle phys­
ics yields a mechanism for generating the 
primordial density fluctuations and pro­
vides candidates for the dark matter as well . 
Experimentation at the super collider will al­
low broad searches for new particles that 
may play the role of the dark matter. 

In addition to the possibility of illuminat­
ing the question of dark matter of the uni­
verse, the super collider will clarify the struc­
ture and symmetry of the fundamental inter­
actions and allow us to extrapolate with 
greater confidence back to early times . One 
of the most interesting recent developments 
in cosmology has been the suggestion that 
the homogeneity and isotropy of the uni­
verse were established in an early phase 
transition. According to this scenario, the 
universe began in a highly symmetric phase 
in which all the fundamental interactions 
were equivalent and evolved to the present 
low-symmetry phase in which different 
forces have different manifestations . 

Another problem in astrophysics concerns 
unusual events produced in the infrequent 
collisions of very high energy cosmic rays 
with the Earth's atmosphere . Some of these 
events indicate unexpected phenomena oc­
curring in the range of energies that can be 
explored systematically by the super colli­
der. Such an exploration would make possi­
ble unambiguous interpretation of the hints 
provided by ultra high energy cosmic-ray 
events . 

CONCLUSION 

The advances of the past decade have 
brought us tantalizingly close to a profound 
new understanding of the fundamental con­
stituents of nature and their interactions . 
The standard model based on quarks and 
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SCJENTIFJC FRONTIERS AND THE SUPERCONDUCTING SUPER COLLIDER 

leptons organizes our current knowledge 
and defines the frontier of particle physics at 
constituent energies of about 1 TeV and the 
frontier of cosmology at times of about 10- ts 
second . There we await new discoveries 
about the unification of the forces of nature, 
the patterns of the fundamental constituents 
of matter, and the origin of the universe . 
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Report of the 
Research Briefing Panel on 

Computer Vision and Pattern Recognition 

1 .  INTRODUCTION 

Computer vision is the process of deriving 
information about a scene by computer anal­
ysis of images of the scene . The images are 
obtained by a sensor, such as a television 
camera, and are converted to digital form for 
processing by a computer. The goal is usu­
ally the recognition of objects that appear in 
the scene . The analysis makes use, in part, 
of techniques from fields such as image pro­
cessing, pattern recognition or classification, 
and artificial intelligence . 

The field of computer vision is over 30 
years old . As far back as the 1950s work was 
being done on such tasks as reading printed 
characters, counting blood cells, and recog­
nizing military targets by analyzing digitized 
images . By the 1960s character reading had 
become a commercially successful applica­
tion, and by the 1970s systems for medical 
applications such as blood counting had be­
come commercially available.  Research on 
military applications continued to be sup­
ported throughout this period, leading to 
successful demonstrations in areas such as 
tactical target detection and recognition and 
to practical use in terminal missile guidance . 
The late 1960s saw the beginnings of re­
search on robot vision systems as well as on 
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other industrial applications such as product 
inspection. By the late 1970s such applica­
tions began to reach the factory floor, and to­
day there are more than 100 companies mar­
keting industrial computer vision systems 
and devices. 

As these examples indicate, computer vi­
sion has had many practical successes, but 
there are still limits on its capabilities . Some 
of these limits are due to inadequate com­
puter power, but others are of a more funda­
mental nature . It has been estimated that ad­
equate computer analysis of some types of 
complex, real-word scenes will require on 
the order of billions of computer operations 
per image . The computer power required to 
do this at television rates (30 images per sec­
ond) is several orders of magnitude beyond 
what is available today at reasonable cost . 
The algorithms that will be needed for such 
complex analyses are not yet well under­
stood-in part, because of the high computa­
tional cost of experimenting with such al­
gorithms . More fundamentally, there is as 
yet insufficient theoretical basis for design­
ing algorithms that can handle complex 
scenes; not enough i s  known about the 
mathematical description or modeling of 
classes of scenes . 

The recent rapid advances in computer 
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hardware technology have made it possible 
to design special-purpose, massively paral­
lel computer architectures suitable for the 
fast implementation of vision algorithms . 
The advent of VLSI (Very Large Scale Inte­
gration of digital circuits) and related hard­
ware developments will greatly alleviate to­
day's computer power limitations on vision 
systems . Efforts now need to be undertaken 
to alleviate the algorithmic and theoretical 
limitations . A significant research program 
is needed to stimulate advances in vision al­
gorithms and in the theoretical foundations 
that underlie them. As successful algorithms 
are developed, it will be possible to design 
architectures that are matched to their com­
putational requirements . Conversely, the 
availability of new architectures will make it 
possible to conduct significant experiments 
with complex vision algorithms and to learn 
more about their properties and about how 
to design them. The opportunities for major 
advances in computer vision over the next 
decade are exciting and challenging. 

Section 2 of this report describes repre­
sentative computer vision techniques de­
signed for tasks of various degrees of com­
plexity, and indicates the limitations on 
these techniques .  Section 3 summarizes the 
state of the art in several major application 
areas, including remote sensing, cartogra­
phy, reconnaissance, navigation, robotics, 
industrial inspection, and document under­
standing, and lists what appear to be the nec­
essary conditions for successful applications 
of computer vision using today' s technol­
ogy. Section 4 outlines a set of research and 
development needs aimed at expanding the 
range of feasible applications . Finally, Sec­
tion 5 discusses possible strategies for maxi­
mizing the payoff resulting from such a re­
search program. 

2 .  COMPUTER VISION TECHNIQUES 

Before describing some typical computer 
vision techniques, we introduce some basic 
terminology. A computer vision system 
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deals with images obtained from a sensor that 
views or scans the scene . In order to process 
these images by digital computer, they must 
first be converted into digital form, i .e . ,  into 
arrays of numbers . Such an array is called a 
digital image, and its elements are called pixels 
(short for "picture elements") .  The value of 
a pixel represents the brightness of the image 
in the neighborhood of a given point . This 
brightness, in turn, results from the radia­
tion received by the sensor from the scene 
along a given direction . The number of pixels 
should be sufficient to adequately represent 
the resolution of the sensor. Conventional 
television images are usually digitized into 
arrays of about 500 by 500 pixels . 

2 . 1  PIXEL CLASSIFICATION 

In remote sensing of the earth's surface or 
the atmosphere from satellite altitudes, a 
single pixel represents a significant area, 
usually tens of meters in diameter, on the 
earth's  surface . Typically, the sensor pro­
duces a number of images using different 
spectral bands in the visible and near infra­
red . When these images are digitized, we 
thus have a set of values associated with each 
pixel . 

Such multispectral images have been ex­
tensively used for terrain or crop classifica­
tion . The standard approach is to assign each 
pixel to a class on the basis of its set of spec­
tral measurements, using statistical decision 
techniques . 

The accuracy with which this type of classi­
fication can be carried out depends on how 
accurately we model the problem domain . If 
we simply characterize the classes by their 
spectral measurements, we find that these 
measurements are highly variable . As a 
result, classification based on statistical deci­
sion methods will have a high inherent error 
rate . The error rate is further increased by the 
fact that the ground area corresponding to a 
pixel may contain a mixture of classes . Im­
proved results can be obtained by using 
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models that incorporate physical informa­
tion about the scene . 

2 .2  Two-DIMENSIONAL OBJECT 

RECOGNITION 

In most applications of computer vision, 
the objects to be recognized are much bigger 
than a single pixel . We consider first the situ­
ation where the scene is essentially two-di­
mensional, for example, where the objects 
are characters on a document, lines on a 
drawing, or connectors on a circuit board . In 
this situation, any objects present in the 
scene should be ful ly visible on the image . 

If the objects to be recognized are exactly 
known-for example, if they are characters 
from a known typeface-a straightforward 
"template matching" process can be used to 
recognize them. The main limitations on rec­
ognition accuracy are the precision with 
which the object shapes are known and the 
fidelity with which the image represents the 
scene; accuracy decreases if the image is de­
graded (has low contrast, is noisy or blurred) 
or if the objects themselves are imperfect 
(e .g . ,  badly printed characters) .  We can opti­
mize system performance if we have good 
models for both the object and the degrada­
tion processes . 

In most situations, object shapes are not 
known exactly, and recognition accuracy is 
limited not only by image degradations but 
also by how well we can define (i . e . ,  model) 
the shapes belonging to a given object class . 
A classical approach is to characterize the ob­
jects by a set of geometrical measurements or 
features (e .g . ,  area, perimeter, number of 
holes) and to use statistical decision meth­
ods . If the classes to be recognized are suffi­
ciently dissimilar, this approach can yield ac­
ceptable levels of recognition. Of course, its 
success depends on our ability to extract 
( "segment") the objects from their back­
ground so that the features can be measured 
correctly. Successful segmentation depends 
in turn on being able to characterize (i . e . ,  
model) how the objects differ from the back-
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ground (e .g . ,  characters are usually darker 
than the surface on which they appear) . 

For complex objects, the feature-based ap­
proach is usually not adequate to capture the 
subtle differences that  distinguish the 
classes . Rather, it becomes necessary to 
model the objects in greater detail, e .g . ,  as 
composed of parts that have given features 
and that are arranged in given configura­
tions . (For example, we can model charac­
ters as composed of strokes that have speci­
fied shapes and are combined in particular 
ways . )  To apply this "structural"  approach, 
it is necessary to extract the parts from the 
image, measure their features, and deter­
mine what relationships hold among them. 
This information can be represented by a 
graph structure, and recognition can be 
achieved by matching this structure with 
stored graph structures representing the 
models for the given classes of objects . (Note 
that graph matching may involve searching 
through a very l arge space of possible 
matches . )  This approach is  much more flexi­
ble than feature-based techniques, but it 
may require models that are complex and 
difficult to specify adequately. 

2 .3 THREE-DIMENSIONAL 0BJEC1 

RECOGN ITION 

Computer vision becomes much more dif­
ficult when it is necessary to deal with truly 
three-dimensional scenes-for example, 
when a robot has to recogni�e mechanical 
parts in a pile, or plan a path across a clut­
tered factory floor. Two factors make such 
three-dimensional tasks more difficult : 

a .  The image shows only a two-dimen­
sional projection of the scene; the visible sur­
face points in the scene lie at different dis­
tances from the sensor, but the position of a 
point in the image tells us only along what 
direction in the scene the corresponding sur­
face point lies, not how far away it is . 

b .  Even if we knew the distances, we 
would only have information about the sur-
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faces that are visible from the sensor; we can­
not see the hidden sides of objects, or the 
parts of objects that are hidden by other ob­
jects . 

A class of techniques has been developed 
over the past 15 years to deal with the first 
problem; these techniques are known collec­
tively as "shape from . . .  " methods . They 
infer information about the three-dimen­
sional shapes of the visible surfaces in the 
scene from a variety of dues present in the 
image : brightness variations ( "shading") ,  
changes in the sizes and spacings of local 
patterns ("texture"), etc . ,  by making use of 
assumptions about (i . e . ,  models for) the 
shapes and surface properties of objects and 
the sources of illumination . The ultimate 
goal of these techniques is to determine the 
illumination, reflectivity, and spatial orienta­
tion of each visible surface point; these are 
the factors that give rise to the brightness of 
the corresponding image point . In effect, we 
are attempting to solve the "inverse optics" 
problem; if we know the values of these fac­
tors over the scene, it is easy to compute the 
image brightness, but the reverse is much 
harder. If we can estimate the values of these 
factors at each pixel, we now have a set of 
values, rather than a single value (bright­
ness) associated with the pixel . In other 
words, we have replaced the original image 
by a set of images . These are known as "in­
trinsic" images, since each of them repre­
sents an intrinsic physical property com­
puted at each visible point of the scene . The 
process of estimating the intrinsic image in­
formation is known as "recovery" (short for 
"recovery of intrinsic scene characteristics 
from an image") .  

Extraction of  objects from an image of  a 
three-dimensional scene becomes much eas­
ier if intrinsic image information is available. 
An object and its background may not be 
easily distinguishable on the basis of their 
brightnesses in the image; even if they have 
different reflectivities, variations in illumina­
tion and surface orientation may cause their 
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brightness ranges to overlap .  However, if we 
know the illumination and orientation, we 
can correct for their effects .  

Even i f  we have intrinsic image informa­
tion, recognition of three-dimensional ob­
jects is still difficult, since an object may be 
partially hidden by other objects . Even if it is 
not hidden, it may occur in the scene in 
many different orientations, so that its pro­
jection in the image may have many different 
shapes. One approach to recognizing objects 
in arbitrary orientations is to use a large set of 
two-dimensional shape models,  one for 
" every" orientation .  A more flexible ap­
proach makes use of a set of three-dimen­
sional models for object parts and is based on 
an " inverse projective geometry " tech­
nique. Given a region in the image, not all of 
the possible three-dimensional object parts 
can project into it, and for those that can, not 
all orientations are possible . Suppose we 
find a set of regions all of which could be the 
projections of parts of the same three-dimen­
sional object, all oriented consistently; then 
we have strong evidence for the recognition 
of that object . 

2 .4 OTHER TECHNIQUES 

In this section we briefly mention some as­
pects of computer vision that were omitted 
from the previous sections for the sake of 
simplicity. 

Local feature detection A region in an image 
may have a wide range of brightnesses, but it 
may still be distinguishable from its back­
ground because there is a sharp brightness 
discontinuity along its border. Many tech­
niques  for  detec t ing  s u c h  b r i g h t n e s s  
"edges" i n  images have been developed, 
based on models for various types of physi­
cal discontinuities in the scene . There are 
also techniques for detecting special types of 
local image features involving brightness 
discontinuities-for example, thin lines or 
curves that contrast locally with their back­
grounds . 
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Texture analysis A region in an image is 
sometimes distinguishable from its back­
ground because it has a characteristic pattern 
of brightnesses or local features . Many tech­
niques have been developed for modeling 
and discriminating among such patterns, or 
"visual textures, "  and using them as a basis 
for segmenting an image . As mentioned ear­
lier, texture variations across a region in an 
image can also be a useful clue to the three­
dimensional orientation of the correspond­
ing surface in the scene . 

Stereo If two images of a scene taken from 
different (known) positions are available, 
and we can identify corresponding points 
(arising from the same scene point) in the 
two images, we can determine the three-di­
mensional location of the scene point by tri­
angulation . The images are called a ste­
reopair, and the triangulation process is 
called stereoplotting. The difficult problems 
are (1)  reliably identifying corresponding 
pairs of points and (2) interpolating plausible 
three-dimensional  surfaces based on a 
sparse set of point correspondences . 

Motion Given a sequence of images of a 
scene taken at closely spaced times from a 
moving sensor, by comparing successive im­
ages we can derive information about the 
three-dimensional structure of the scene . 
Many techniques have been developed for 
measuring the "optical flow" of intensities 
in a time sequence of images and for infer­
ring scene structure from the flow field .  

Controlled illumination Control of  illumi­
nation can make computer vision tasks eas­
ier in a variety of ways . It can be used to im­
prove the contrast between an object and its 
background, e .g . ,  by silhouetting the object . 
Three-dimensional information about a sur­
face can be unambiguously derived by com­
paring the intensity variations across the 
surface when it is illuminated from several 
known directions; this method is called 
' 'photometric stereo . ' '  Patterned illumina-
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tion can also provide three-dimensional sur­
face information with the aid of triangulation 
techniques; this is known as "structured 
light" range measurement. 

3. APPLICATION AREAS 

3 . 1  REMOTE SENSING 

Pixel classification based on spectral mea­
surements, as described in Section 2. 1,  has 
been extensively used for crop classification 
and crop acreage estimation . The discussion 
here deals primarily with measurements ob­
tained by satellite-borne multispectral scan­
ners, but there are other applications that 
make use of color aerial photography. An im­
portant extension is to use several multispec­
tral images taken at different times during 
the growing season. 

Characterizing crop classes by their spec­
tral measurements is not entirely adequate, 
since these measurements are sensitive to 
variations in soil background and planting 
data, as well as to atmospheric effects . Typi­
cal accuracies obtained, e .g . ,  for discriminat­
ing com from soybeans or winter grains from 
other crops, are only about 70 percent . Better 
results, with accuracies of about 85 percent, 
are obtained by introducing models for the 
growth cycle of the crops. We now represent 
the data by a set of estimated model parame­
ters at each pixel; this transformation of the 
data often makes the classification problem 
easier by emphasizing parameters that best 
discriminate crops and ignoring other fac­
tors . 

Further improvement should be achiev­
able by introducing more detailed models 
that take into account the physical structure 
of the ground cover. One can model the scat­
tering of radiation from vegetation in terms 
of parameters such as leaf angle distribution, 
leaf transmittance, and leaf reflectance, as 
well  as the geometric placement of the 
plants . Of course, such models are quite 
complex,  and extensive studies  wi l l  be 
needed to define them quantitatively for a 
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given class of crop scenes . The observed 
measurements often result from a mixture of 
several models, and it will also be necessary 
to develop general methods of handling 
such mixtures . 

3.2 CARTOGRAPHY AND RECONNAISSANCE 

Map makers use stereopairs of aerial pho­
tographs as a primary source of information 
about the earth 's  surface, including both 
measurement of terrain height and recogni­
tion of surface features . Systems proposed 
for operational use may incorporate some 
degree of automated stereoplotting, but are 
still highly dependent on interaction with 
human operators . By the 1990s, operational 
systems may incorporate computer vision 
capabilities for automated extraction and 
recognition of various feature types, such as 
hydrological features, vegetation, roads, 
and certain types of structures . In relatively 
flat terrain viewed from high above, feature 
recognition is essentially a two-dimensional 
problem, and can usually be handled by the 
methods described in Section 2 .2 .  

Airborne reconnaissance is  conducted in 
two modes : searching and monitoring. In 
the searching mode, targets can occur any­
where and the task is to detect and recognize 
them. The monitoring mode involves peri­
odic examination of a known area to check 
on its operational status. In both modes, to­
day's  systems can provide computer assis­
tance to a human operator. Selected types of 
targets, e .g . ,  vehicles in infrared images, can 
be searched for, detected, and their positions 
signaled to the operator (which is known as 
" target cueing" ) .  Systems now in the re­
search and development stage are expected 
to achieve reliable target recognition capabil­
ities through the use of contextual informa­
tion . 

3 .3 .  NAVIGATION 

Terminal homing is the process of guiding 
a missile to a target by correcting its path 
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with the aid of computer vision techniques . 
This generally involves matching a stored 
template of the target with a sensor image . 
Such techniques are used in the Pershing 
missile system. A proposed improvement 
will make use of a set of templates corre­
sponding to different target ranges . 

Mid-course guidance is the process of de­
termining the location of a missile in order to 
correct its course . Present cruise missiles do 
this by matching a stored pattern of terrain 
elevations with radar altimeter data . A more 
robust approach would match stored tem­
plates with a high-resolution sensor image; 
this should be feasible now or in the near fu­
ture . 

There has been recent interest in the devel­
opment of an autonomous land vehicle capa­
ble of traversing a road network, and ulti­
mately of navigating across various types of 
terrain . Such a vehicle will make extensive 
use of computer vision capabilities for road 
detection and following, obstacle detection 
and avoidance, and detection of landmarks 
for navigation purposes . The Defense Ad­
vanced Research Projects Agency (DARPA) 
has initiated work on such a system under its 
Strategic Computing Program .  Autono­
mous land vehicles, or mobile robots, will 
have many nonmilitary uses in areas such as 
construction, shipbuilding, and agriculture . 

3.4 INDUSTRIAL INSPECTION AND ROBOT 
VISION 

Most of today' s industrial computer vision 
systems are designed to perform inspection 
tasks . Such tasks can be reliably automated, 
using today' s technology, if the following 
conditions hold : 

a .  The object to be inspected has a regular 
or known shape, having sharply defined, 
high-contrast features; 

b .  Obj ects  d o  not  overl a p ,  a n d  have 
known orientations; 

c. The lighting is controlled and uniform; 
d. Defects are large and clear cut . 
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An example of an application area for which 
many working systems have been devel­
oped is printed circuit inspection . 

Another important industrial application 
of computer vision is in robot vision systems. 
Most systems in current commercial use em­
ploy very simple techniques in highly con­
strained situations . A typical application is 
seam tracking in robot welding, using struc­
tured light triangulation techniques . Other 
systems operate on high-contrast images by 
first segmenting them into objects and back­
ground; this enables the system to deal with 
one-bit pixel arrays in which 1' s are object 
pixels and O's are background pixels . If the 
segmentation can be done reliably, perhaps 
with the aid of controlled lighting, such "bi­
nary" vision systems can operate at high 
speeds. One application for such systems is 
the lifting of objects from a conveyor belt, 
where the objects can have only a few stable 
positions . Picking objects out of a bin is a 
much more difficult task, since the objects 
can be in arbitrary three-dimensional orien­
tations and the lighting inside a bin cannot 
be completely controlled . 

Robot vision will find its greatest use in sit­
uations where the timing, placement, orien­
tation, and identity of arriving objects are not 
completely constrained . Ultimately, robots 
will need to recognize and locate specific ob­
jects in piles of mixed objects . Techniques 
have been developed that can handle such 
tasks, but they are still computationally 
costly and slow. 

3 .5 .  DOCUMENT UNDERSTANDING 

Document understanding started with 
typewritten optical character recognition 
and has been expanded to include recogni­
tion of typeset copy, engineering drawings, 
maps, and other graphical information . 
While there is no "universal"  machine for 
reading arbitrary documents, there have 
been many partial successes . 

The main factor influencing success in this 
area has been control of the input. Chrono-
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logically, the problems solved were specially 
shaped numerals on checks; bar codes; 
monospaced, single-font readers; readers 
for a limited number of fonts; and reading of 
carefully formed hand-printed letters and 
numerals within boxes . 

A second factor has been the use of prior 
knowledge or context . For example,  in 
postal sorting of outgoing mail the postal 
code is compared with the city and state and 
a decision is made only if both agree . Simi­
larly, in scanning line drawings of logic cir­
cuits, the graphic input is checked against 
circuit constraints . 

Areas ripe for near-term development in­
clude multifont typeset text, typeset text in­
terspersed with graphics, and graphics la­
beled with typeset text . An important point 
in general document processing is that it is 
not sufficient to classify the symbols .  It is 
also essential to represent the geometric rela­
tions between them, since these too convey 
meaning. 

3 .6 .  CHARACTERISTICS OF SUCCESSFUL 
APPLICATIONS 

In each of the domains discussed above, 
many tasks can be successfully carried out 
using today' s computer vision technology, 
but many other tasks still present research 
challenges . The following are some of the cri­
teria that characterize today' s successful ap­
plications : 

a .  Computer vision is easier in a restricted 
scene domain, in which the class of scenes 
can be modeled with sufficient accuracy. The 
domain can sometimes be simplified by con­
trolling the scene environment, for example, 
by controlling the lighting . 

b .  Two-dimensional scenes are easier to 
deal with than three-dimensional scenes . 

c .  There is a trade-off between the time 
available to carry out a task and the computer 
power required . If a task must be performed 
under very tight time constraints, its imple-
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mentation may require impractical amounts 
of computation. 

An example of a task that is extremely diffi­
cult in terms of all these criteria is autono­
mous vehicle navigation. Here the scene do­
main is potentially unrestricted; the environ­
ment is uncontrolled; the scene is strongly 
three-dimensional; and the vehicle must 
navigate in real time . 

In order to extend computer vision capa­
bilities to domains that do not satisfy the 
above criteria, a substantial research and de­
velopment effort will be necessary, as dis­
cussed in the next section . 

4 .  RESEARCH AND DEVELOPMENT 
NEEDS 

4 . 1 .  SENSORS 

Most of the discussion in previous sections 
has assumed that the sensor is some type of 
television camera, but many other types of 
sensors have been used in computer vision 
systems . The airborne and satellite-borne 
scanners used in remote sensing detect radi­
ation in a set of spectral bands in the visible 
and near infrared.  Thermal infrared imaging 
sensors that provide temperature informa­
tion are often used in target detection appli­
cations . Sensors that operate in other spec­
tral bands can also be used; for example, ex­
tensive research has been done on the 
application of computer vision techniques to 
x-ray images, both for medical purposes (for 
example, analysis of heart shape or detection 
of tumors) and for industrial inspection . One 
can also work with sensors that make use of 
nonelectromagnetic energy; for example, ul­
trasonic arrays are used for obstacle detec­
tion in various applications . 

An important class of sensors provides 
three-dimensional information about  a 
scene, rather than just intensity information. 
Radar sensors directly measure the range to 
every visible scene point, as well as provid­
ing information about the dielectric proper-
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ties of surfaces .  Conventional radars use mi­
crowave radiation, but systems using visible 
light have also been developed . The use of 
such sensors greatly reduces the difficulty of 
handling three-dimensional scenes, but it 
still does not provide information about hid­
den parts of objects . Under the proper cir­
cumstances, complete three-dimensional in­
formation about the scene can be obtained 
using tomographic reconstruction tech­
niques, which yield a three-dimensional ar­
ray of "pixels" representing "density" in­
formation at each point of a three-dimen­
sional volume. Some work has been done on 
extending computer vision techniques to 
handle such three-dimensional arrays of 
data . 

As we have seen, successful design of a 
computer vision system depends on ade­
quately modeling the scene, the objects 
present in it, and the process by which the 
images are obtained .  Most existing com­
puter vision techniques were designed for 
images obtained by optical or near-infrared 
sensors . For sensors that make use of other 
types of radiation, such as x rays or ultra­
sound, the imaging process is quite differ­
ent, and the computer vision techniques 
used should be based on different models . 
These remarks apply even more strongly to 
sensors that provide direct range informa­
tion or complete three-dimensional informa­
tion . As such sensors begin to be used in 
computer vision systems, new techniques 
will have to be developed based on the ap­
propriate models.  

In many situations, more than one sensor 
will be needed in order to carry out a given 
task, since different sensors will provide dif­
ferent types of information . This leads to the 
need to develop techniques for integration 
or "fusion" of information from different 
sensors . Registering the data obtained by 
different types of sensors is a nontrivial task, 
since the sensors generally have different 
resolutions and often have different imaging 
geometries .  

Even when conventional sensors are used, 
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the choice of sensor parameters may signifi­
cantly affect the difficulty of computer vision 
tasks . There is an important engineering 
trade-off between sensor cost and computa­
tional cost. In some applications, for exam­
ple in the document processing area, it has 
been shown that a moderate increase in sen­
sor resolution and linearity made it possible 
to avoid a massive increase in computation. 

4.2. CoMPUTERS 

Digi ta l  images  c o n t a i n  v o l u mino u s  
amounts o f  data-typically, hundreds of 
thousands of pixels . Typical computer vision 
tasks may require hundreds of computer op­
erations per pixel, for a total of tens or hun­
dreds of millions of operations per image . If 
images need to be processed at television 
rates (30 per second), conventional com­
puters are not fast enough . 

The solution to this problem lies in the use 
of massive multiprocessing. The match be­
tween the computational needs of computer 
vision and the emerging computational ca­
pabilities of multiprocessing systems ap­
pears to be excellent . Computer vision tasks 
often involve the performance of identical 
computations, or sequences of computa­
tions, at every point in an image . Multi­
processing makes it possible to carry out 
such tasks in parallel by assigning different 
regions of the image to different processors . 
These processors can operate relatively inde­
pendently; for many operations, only local 
communication between neighboring pro­
cessors is needed . Long sequences of com­
putations can be carried out by "pipelined" 
multiprocessors, with each processor oper­
ating on the output produced by the preced­
ing one . 

Major research and development efforts 
are under way worldwide to build multipro­
cessor systems for computer vision and im­
age processing . Dozens of such systems 
have been designed and built in the United 
States, Japan, and Western Europe . Experi­
ments with these systems will provide us 
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with useful information about the types of 
multiprocessor architectures that will be 
most useful for computer vision. 

The recent advances in VLSI make it possi­
ble to produce powerful special-purpose 
processors in quantity. A wide variety of dif­
ferent processor architectures can be used to 
speed up computer vision processes .  It is 
now possible to design and fabricate chips 
that implement specific image processing, 
pattern recognition, and computer vision 
techniques, for example, template match­
ing. By combining such chips very fast vision 
computers could be produced. 

Since computer vision systems usually 
employ optical sensors, some types of initial 
processing of the sensor data can be done at 
very high speeds, in parallel, using optical 
filtering techniques . Optical and hybrid opti­
cal-digital methods can be used to perform a 
variety of useful operations on images . 

4 .3 MODELS 

We have empha sized ear l ier  that  to  
achieve high levels of  performance, com­
puter vision systems should make use of 
good models for the imaging process and for 
the classes of scenes to be analyzed. Many 
types of scene models are highly specialized 
(e .g . ,  models for crop/leaf canopies), while 
others are of a more general nature (e . g . ,  
Markov models for textures, fractal models 
for surfaces, reflectivity models) . In some ar­
eas, good modeling techniques do not as yet 
exist; better methods are needed for model­
ing classes of complex object shapes (in two 
or three dimensions) or spatial relations be­
tween objects . More intensive work is 
needed on developing a n d  improving 
models for commonly analyzed classes of 
scenes . 

Models can provide a theoretical basis for 
designing computer vision systems .  They 
make it possible to design optimal tech­
niques for such problems as image segmen­
tation, local feature detection, texture dis­
crimination or recovery of intrinsic scene 
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information, optimal sets of features for two­
or three-dimensional shape recognition, and 
so on, and to predict the performance of 
these techniques . It should be pointed out 
that many of these problems are undercon­
strained or " ill-posed, " and can be solved 
only if some type of model for the scene do­
main is specified . 

In nearly all existing computer vision sys­
tems, models are used implicitly as a basis 
for designing the analysis techniques used 
by the system.  An important current re­
search area is the design of "expert" com­
puter vision systems in which the models 
( i . e . ,  the system ' s  knowledge about the 
scene, the sensor, and other factors) is repre­
sented explicitly. By making this information 
explicit, it becomes possible to design the 
system to evaluate its own performance, de­
termine the possible causes of errors, and 
take appropriate action. The addition of such 
capabilities to computer vis ion systems 
would lead to substantial improvements in 
their performance . 

4.4.  COMPUTATIONAL AND ALGORITHMIC 
TOOLS 

Computer vision systems make use of 
many computational techniques and tools 
that are also used in other areas of pattern 
recognition, artificial intelligence, and com­
puter science . Improvements in these tools 
would be of great benefit to computer vision 
research . The following are some examples 
of techniques that are of particular potential 
importance : 

a .  Pattern matching techniques, includ­
ing matching of images and of graph struc­
tures derived from images; 

b .  Methods of combining evidence ob­
tained from multiple sources and of resolv­
ing conflicts; 

c. Methods of effectively using context in 
decision making and recognition; 

d .  Techniques for controlling potential 
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"combinatorial explosions" in the size of 
search spaces; 

e. "Indexing" techniques for rapidly se­
lecting, from a large data base, the models 
that are relevant to the current task; 

f. Methods of partitioning problems into 
coherent components that can be analyzed 
independently; 

g. Methods of communicating informa­
tion between processes that are operating in 
parallel; 

h. Knowledge acquisition techniques for 
building and organizing models or knowl­
edge bases for given problems; 

i. Techniques for effective human-ma­
chine communication to discuss iconic and 
spatial data . 

4.5 .  THEORETICAL FOUNDATIONS 

Many of the specific processes used in vi­
sion systems have well-developed theories; 
for example, the techniques for recovering 
intrinsic scene properties from an image 
have a well-understood mathematical basis . 
In many parts of the field, however, ad hoc 
techniques are still extensively used. The de­
velopment of theoretical foundations in 
other parts of the field would provide a basis 
for designing optimal algorithms, conduct­
ing controlled experiments, determining 
their statistical validity, and evaluating their 
results . 

A more challenging task would be that of 
developing a general theory of the overall 
computer vision (or pattern recognition) 
process . A possible basis for such a theory 
lies in the concept of complexity. Kolmo­
gorov has defined the complexity of an ob­
ject as the length of the shortest computer 
program for describing that object . This no­
tion of complexity turns out to be indepen­
dent of the particular computational model 
that is used; it is a universal notion. The goal 
of image description is to derive just such 
concise descriptions for a given image. More 
precisely, given a language in which such de­
scriptions can be formulated-i . e . ,  a Ian-
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guage for describing the given c lass  of 
scenes-the goal is  to find "good" or "suffi­
cient" descriptions, in that language, for a 
particular image . This formulation is concep­
tually important even though, in real-world 
cases, it may be computationally impractical 
to realize. (The computation time required to 
find the shortest description of an object is, 
in general, unbounded . )  Nevertheless, it 
would be desirable to assess the current ad 
hoc techniques in relation to the domain of 
theoretically achievable techniques-in par­
ticular, to assess how far away they are from 
the theoretical optimum. 

In general, the field of computer vision can 
benefit from research in other related areas, 
including artificial intelligence, automatic 
inference, computational complexity, non­
parametric modeling, and statistical pattern 
recognition . Computer vision researchers 
can also benefit from reviewing what is 
known about biological visual systems, since 
these systems constitute an existence proof 
that complex visual tasks can be carried out 
rapidly and reliably. The brain 's  ability to 
recognize objects in complex scenes in a frac­
tion of a second demonstrates the power of 
massively para l le l  computat io n .  Con­
versely, the design of  special computer ar­
chitectures for real-time computer vision 
may provide clues about the structure of the 
brain, and computer vision algorithms may 
suggest models for biological visual pro­
cesses . 

5 .  RESEARCH STRATEGIES 

In this section we discuss some alternative 
strategies for supporting the research that 
will be needed to achieve substantial ad­
vances in computer vision . Such support 
will have to come primarily from federal 
sources, since it represents a long-term in­
vestment . Computer vision activities in the 
private sector have been confined almost ex­
clusively to short-term product develop­
ments having predictable payoffs and in­
volving relatively simple applications, in ar-
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eas  such a s  character  recognit ion a n d  
two-dimensional industrial inspection.  

The conventional approach to the support 
of basic research in a given area has been to 
fund a number of relatively small individual 
grants addressing specific aspects of the sub­
ject . This is the approach followed by the Na­
tional Science Foundation, for example . As 
applied to computer vision, it has produced, 
and will continue to produce, important ad­
vances in the underlying theory, paradigms, 
principles, and techniques . 

DARPA has adopted a different strategy in 
connection with its Strategic Computing 
Program. It has defined a number of major 
application goals, the achievement of which 
will require substantial advances on many 
fronts . In the area of computer vision, the ap­
plication is embodied in the Autonomous 
Land Vehicle project, which will accomplish 
a series of milestone demonstrations involv­
ing road following, obstacle avoidance, and 
route planning over the coming years . The 
general strategy of this approach is to pick an 
application that is beyond today' s state of 
the art, but that requires well-defined, speci­
fiable advances . Other computer vision ap­
plications could be defined that would serve 
similar purposes; examples are extraction of 
cartographic features from aerial imagery, 
robot vision for outdoor construction tasks, 
and reading of unconstrained cursive hand­
writing. 

Computer vision systems are made up of 
many components; they make use of image 
processing algorithms, data structures, and 
knowledge representations of many differ­
ent types . Creating a computer vision sys­
tem to perform a complex task such as vehi­
cle navigation or extraction of cartographic 
features requires an extensive programming 
effort involving a team of researchers over a 
period of months or even years . It also re­
quires major efforts in system integration, an 
area in which there is little past experience . 
The level of effort increases still further if the 
systems must be implemented on a new 
computer architecture for which a software 
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environment for program development 
does not yet exist . Building complete vision 
systems of such advanced types thus can be 
done only by large research groups and re­
quires substantial funding. 

System building efforts can also be under­
taken by cooperation among smaller re­
search groups, but there are practical diffi­
culties with this approach . It is often difficult 
to get researchers to agree on standards for 
software compatibility, for communication 
between processes, or even for data formats . 
Some attention should be given to develop­
ing mechanisms that would facilitate and en­
courage joint cooperative efforts . Competi­
tions between teams of researchers taking 
different approaches to the same problems 
would also provide an incentive to produce 
high-quality results . The competition con­
cept can be applied not only at the level of 
complete vision systems, but also in connec­
tion with smaller research efforts involving 
specific components of a vision system. 

The most effective way to create large ex­
perimental vision systems is at a large, well­
established research center. Most of the ex­
isting centers are associated with universi­
ties, but there are several government and 
corporate laboratories that are also well qual­
ified in this area . It would be desirable to ere-
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ate additional centers of excellence in com­
puter vision, so that experimental system 
building efforts in a number of different ap­
plication areas could be pursued . Such cen­
ters could also serve as resources for smaller 
groups . This is particularly important for ac­
cess to experimental computer systems; or­
dinarily only a few copies of such systems 
will exist, and it would be desirable to allow 
many groups to have access to them. 

Computer vision researchers are much 
sought after by recruiters who want to use 
their expertise in state-of-the-art applica­
tions . It is important to provide incentives 
that will allow many of these researchers to 
remain in an academic environment, where 
they can be free to pursue long-term research 
goals and where they can also help in the 
training of the next generation of research­
ers . 

The United States is still at the forefront of 
computer vision research, but other coun­
tries are not far behind . Japan has funded a 
series of major projects that have had signifi­
cant impact in the areas of computer vision 
and pattern recognition . It is important that 
the United States take similar steps to main­
tain its lead in the vision field, which has po­
tential payoffs in so many different areas of 
advanced automation. 

Copyright © National Academy of Sciences. All rights reserved.

Research Briefings, 1985
http://www.nap.edu/catalog.php?record_id=19257

http://www.nap.edu/catalog.php?record_id=19257

	Front Matter
	Report of the Research Briefing Panel on Remote Sensing of the Earth
	Report of the Research Briefing Panel on Pain and Pain Management
	Report of the Research Briefing Panel on Biotechnology in Agriculture
	Report of the Research Briefing Panel on Weather Prediction Technologies
	Report of the Research Briefing Panel on Ceramics and Ceramic Composites
	Report of the Research Briefing Panel on Scientific Frontiers and the Superconducting Super Collider
	Report of the Research Briefing Panel on Computer Vision and Pattern Recognition

