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The nuclear industry and the staff of the U.S. Nuclear
Regulatory Commission (USNRC) have worked for several
years on how best to safely introduce digital instrumentation
and control systems into nuclear power plants. But together
they have failed to reach consensus. This lack of consensus
led the USNRC to request the National Research Council,
through its Board on Energy and Environmental Systems of
the Commission on Engineering and Technical Systems, to
conduct the study whose results are reported here. The Na-
tional Research Council’s Computer Science and Telecom-
munications Board and the Council’s Division on Educa-
tion, Labor, and Human Performance provided additional
technical support.

The Committee on Application of Digital Instrumenta-
tion and Control Systems to Nuclear Power Plant Operations
and Safety (see Appendix A) was appointed by the National
Research Council on December 20, 1994, to examine the use
of digital instrumentation and control systems in nuclear
power plants. This work was to be conducted in two phases.
The final report summarizes the work of both Phase 1 and
Phase 2.

In Phase 1, the committee was charged to define the im-
portant safety and reliability issues (concerning hardware,
software, and human-machine interfaces) that arise from the
introduction of digital instrumentation and control technol-
ogy in nuclear power plant operations, including operations
under normal, transient, and accident conditions. In response
to this charge the committee identified eight key issues asso-
ciated with the use of digital instrumentation and control
(I&C) systems in existing and advanced nuclear power
plants. The eight issues separate into six technical issues and
two strategic issues. The six technical issues are: systems
aspects of digital I&C technology; software quality assur-
ance; common-mode software failure potential; safety and
reliability assessment methods; human factors and human-
machine interfaces; and dedication of commercial off-the-
shelf hardware and software. The two strategic issues are the
case-by-case licensing process and the adequacy of the tech-
nical infrastructure. The committee recognizes that these are

not the only issues and topics of concern and debate in this
area. Nevertheless, the committee considers that developing
consensus on these key issues will be a major step forward
and accelerate the appropriate use and licensing of digital
I&C systems in nuclear power plants.

In Phase 2 of the study, the committee was charged to
identify criteria for review and acceptance of digital instru-
mentation and control technology in both retrofitted reactors
and new reactors of advanced design; to characterize and
evaluate alternative approaches to the certification or licens-
ing of this technology; and, where sufficient scientific basis
exists, recommend guidelines on the basis of which the
USNRC can regulate and certify (or license) digital instru-
mentation and control technology, including means for iden-
tifying and addressing new issues that may result from fu-
ture development of this technology. Where insufficient sci-
entific basis exists to make such recommendations, the com-
mittee was to suggest ways in which the USNRC could ac-
quire the required information.

In carrying out its Phase 2 charge, the committee limited
its work to those issues identified in Phase 1. Further, the
reader should not form too literal an expectation that the
committee has provided a cogent set of principles, design
guidelines, and specific requirements for ready use by the
USNRC to assess, test, license, and/or certify proposed sys-
tems and upgrades. Rather, the results of the committee’s
efforts are presented in the form of conclusions and recom-
mendations related to each key issue and primarily addressed
to the USNRC for their consideration and use for setting
detailed licensing criteria and guidelines for digital I&C ap-
plications in nuclear power plants. The report discusses the
difficult and complex nature of the key issues and directions
for developing consensus on assessment of digital technol-
ogy. The committee outlined criteria where it was possible
to do so but focused primarily on (a) process both in devel-
oping guidelines and in the short-term acceptance of new
technology; (b) identifying promising approaches for fur-
ther actions by the USNRC beyond the committee’s report;
(c) suggestions for avoiding dead-ends; and (d) mechanics

Preface

v
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for improving communication and strengthening technical
infrastructure at the USNRC. To carry out its work, the com-
mittee held a number of meetings, including site visits to
several power plant facilities and simulators (see Appendix
B). The committee also held detailed discussions with mem-
bers of the staff of the U.S. Nuclear Regulatory Commis-
sion, the Nuclear Safety Research Review Committee, the
Advisory Committee on Reactor Safeguards, members of the
U.S. and foreign nuclear industries, and representatives from
other safety-critical industries, who provided a variety of
perspectives and information on digital instrumentation and
control technology and its regulation. The committee is
grateful to the many individuals who provided technical

information and insights on this topic during briefings and
site visits.

The chairman is also particularly grateful to the members
of this committee who worked diligently and effectively on
a very demanding schedule to meet a very difficult charge
and produce this work. Special commendation and thanks
are also extended to Tracy Wilson of the staff of the National
Research Council, who was a pillar of strength and whose
never failing energy and focus greatly facilitated the work of
the committee.

Douglas M. Chapin
Committee Chair
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1

INTRODUCTION

Nuclear power plants rely on instrumentation and control
(I&C) systems for monitoring, control, and protection. Dur-
ing their extensive service history, analog I&C systems have
performed their intended monitoring and control functions
satisfactorily. Although there have been some design prob-
lems, such as inaccurate design specifications and suscepti-
bility to certain environmental conditions, the primary con-
cern with the extended use of analog systems is effects of
aging, e.g., mechanical failures, environmental degradation,
and obsolescence.

The industrial base has largely moved to digital-based
systems1 and vendors are gradually discontinuing support
and stocking of needed analog spare parts. The reason for
the transition to digital I&C systems lies in their important
advantages over existing analog systems. Digital electronics
are essentially free of the drift that afflicts analog electron-
ics, so they maintain their calibration better.2 They have im-
proved system performance in terms of accuracy and com-
putational capabilities. They have higher data handling and
storage capacities, so operating conditions can be more fully
measured and displayed. Properly designed, they can be
easier to use and more flexible in application. Indeed, digital
systems have the potential for improved capabilities (e.g.,
fault tolerance, self-testing, signal validation, process sys-
tem diagnostics) that could form the basis for entirely new
approaches to achieve the required reliabilities. Because of
such potential advantages, and because of the general shift
to digital systems and waning vendor support for analog sys-
tems, the U.S. nuclear power industry expects substantial

replacement of existing, aging analog systems with digital
I&C technology. For the same reasons, designs for new, ad-
vanced nuclear power plants rely exclusively on digital I&C
systems.

Challenges to Successful Introduction of Digital
Instrumentation and Control Systems

Successful introduction of digital I&C systems into U.S.
nuclear power plants faces several challenges:

• uncertainty inherent in introduction of new technology
• shift of existing technology base from analog

experience
• technical problems identified from some applications

of digital I&C in nuclear power plants
• difficult, time-consuming, and customized licensing

approach
• lack of consensus (between the U.S. Nuclear Regula-

tory Commission [USNRC] and the regulated indus-
try) on issues underlying evaluation and adoption of
digital I&C technology and means to obtain a satisfac-
tory resolution

In essence, the problem is to develop a systematic regula-
tory review and approval methodology for digital I&C sys-
tems that allows obtaining the safety and reliability benefits
available from this technology while avoiding the introduc-
tion of offsetting safety problems.

The transition from analog to digital I&C systems in
nuclear power plants is not straightforward; one must care-
fully account for the ways in which digital I&C implementa-
tions are different and frame regulations that reflect those
differences.

Response of the U.S. Nuclear Regulatory
Commission to the Challenges

The USNRC has reviewed a number of analog-to-digital
“retrofits” in nuclear power plant I&C systems and is in the

Executive Summary

1The committee intentionally avoided partitioning digital systems be-
tween hardware and software; rather the committee believes that digital
systems are better treated in an integrated manner. Nevertheless, some of
the specific topics addressed in the report merited discussion as “hardware”
or “software” items.

2The reader should note, however, that since most sensors will remain
analog-based, drift will not be eliminated, though it will likely be improved,
especially if the digital I&C component contains software specifically de-
signed to offset expected sensor drift.
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2 DIGITAL INSTRUMENTATION AND CONTROL SYSTEMS IN NUCLEAR POWER PLANTS

process of reviewing designs of advanced plants. However,
the review process has largely been customized for each ap-
plication because of the lack of agreed-upon applicable cri-
teria.3 In addition, advisory committees, including the Advi-
sory Committee on Reactor Safeguards (ACRS) and the
Nuclear Safety Research Review Committee (NSRRC), have
expressed concern that the USNRC may be lagging behind
in its understanding of digital I&C systems and have urged
the development of a framework to guide the regulation of
digital I&C technology.

To address technical concerns, and in hopes of develop-
ing a wide consensus across the USNRC and the nuclear
industry for a regulatory program, the USNRC held a work-
shop in September 1993. While a useful forum, the work-
shop did not lead to a consensus, and the USNRC requested
the assistance of the National Research Council.

 THIS STUDY

Committee’s Task

The National Research Council was asked by the USNRC
to conduct a study (including a workshop) on application of
digital I&C technology to commercial nuclear power plant
operations. The National Research Council accordingly ap-
pointed a committee (hereafter the committee) to carry out
the study, which was conducted in two phases. In Phase 1,
the committee was charged to define the important safety
and reliability issues that arise from the introduction of digi-
tal I&C technology in nuclear power plant operations, in-
cluding operations under steady-state, transient, and acci-
dent operating conditions. In response to this charge, the
committee identified eight key issues associated with the use
of digital I&C systems in existing and advanced nuclear
power plants.

In Phase 2 of the study, the committee was charged to
identify criteria for review and acceptance of digital I&C
technology in both retrofitted reactors and new reactors of
advanced design; to characterize and evaluate alternative
approaches to the certification or licensing of this technol-
ogy; and where sufficient scientific basis exists, recommend
guidelines on the basis of which the USNRC can regulate
and certify (or license) digital I&C technology, including
means for identifying and addressing new issues that may
result from future development of this technology. In areas

lacking sufficient scientific basis to make such recommen-
dations, the committee was to suggest ways in which the
USNRC could acquire the required information.

In carrying out its Phase 2 charge, the committee limited
its work to those issues identified in Phase 1. The issues
were chosen because they were difficult and controversial.
Further, the committee recognized that by law, the responsi-
bility for setting licensing criteria and guidelines for digital
I&C applications in nuclear plants rests with the USNRC.
Thus, the reader should not form too literal an expectation
that the committee has provided a cogent set of principles,
design guidelines, and specific requirements for ready use
by the USNRC to assess, test, license, and/or certify pro-
posed systems or upgrades. Rather, the results of the study
are presented in the form of conclusions and recommenda-
tions related to each issue and primarily addressed to the
USNRC for their consideration and use. In the committee’s
view, there is substantial further work to be accomplished.
The committee expects the USNRC and the nuclear industry
to extend the work of criteria development beyond where
this Phase 2 report leaves it. To guide further work, the
committee’s report offers findings and recommendations in
four broad categories: (a) current practice that is essentially
satisfactory or requires some fine tuning, (b) points of weak-
ness in the USNRC’s approach, (c) issues that merit further
inquiry and research before satisfactory regulatory criteria
can be developed, and (d) criteria and guidelines that are
unreasonable to expect in the near future.

KEY ISSUES

 Digital instrumentation and control systems for nuclear
power plants have technological characteristics—equipment,
response time, input and output range, and accuracy—very
similar to those of digital instrumentation and control sys-
tems for other safety-critical applications such as chemical
plants and aircraft. What distinguishes digital I&C applica-
tions in nuclear power plants from other digital I&C applica-
tions is the need to establish very high levels of reliability
and safety under a wide range of conditions. Because of the
potentially far greater consequences of accidents in nuclear
power plants, the I&C systems must be relied upon to reduce
the likelihood of even low-probability events. The USNRC
has developed a regulatory process with the goal of achiev-
ing these high levels of reliability and thus assuring public
safety. This process is subject to public scrutiny.

Developing the Key Issues (Phase 1)

In Phase 1 of the study, the committee identified eight
key issues associated with the use of digital I&C systems
in existing and advanced nuclear power plants.  In the
committee’s view, these issues need to be addressed and a
working consensus needs to be established regarding these
issues among designers, operators and those responsible for

3 Licensing of any systems for use in a nuclear power plant is governed
by formal, documented criteria that the USNRC and the regulated industry
use to implement changes to a nuclear power plant. General criteria, appli-
cable to either digital or analog I&C systems in nuclear plants, are con-
tained in the Code of Federal Regulations, Part 50, Appendix A. This very
general guidance is supplemented by more specific guidance in various
forms such as “regulatory guides” that endorse industry standards or inter-
pret USNRC regulations. To date, the more specific regulatory criteria for
digital I&C have largely been determined on a case-by-case basis rather
than as generally applicable criteria.
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maintenance of such systems, and regulators in the nuclear
industry. The process the committee followed to identify
these issues is discussed in the Phase 1 report and is only
briefly summarized here.

In essence, the committee considered the impact of
digital I&C systems against a set of standard regulatory
approaches to assessing and ensuring safety (defense-in-
depth, safety margins, environmental qualification, qual-
ity assurance, and failure invulnerability). From this
analysis, the committee identified a number of questions
and issues. After extensive deliberations, the committee
selected eight key issues.

The eight issues can be separated into six technical issues
and two strategic issues. The six technical issues are systems
aspects of digital I&C technology, software quality assur-
ance, common-mode software failure potential, safety and
reliability assessment methods, human factors and human-
machine interfaces, and dedication of commercial off-the-
shelf hardware and software. The two strategic issues are the
case-by-case licensing process and the adequacy of techni-
cal infrastructure (i.e., training, staffing, research plan). The
committee recognizes that these are not the only issues and
topics of concern and debate in this area. Nevertheless, the
committee reaffirms its judgment, initially formed during
Phase 1, that developing a consensus on these eight issues
will be a major step forward and accelerate the appropriate
use and licensing of digital I&C systems in nuclear power
plants.

Analyzing the Key Issues (Phase 2)

In conducting Phase 2 of its study the committee em-
ployed a systematic process, which is reflected in the struc-
ture of most of the chapters in this report. The committee
reviewed a large number of documents made available by
the USNRC and variety of other sources. The committee
also interviewed selected personnel from the USNRC, from
the two advisory committees discussed above (ACRS,
NSRRC), from the nuclear industry,4 and from other indus-
tries5 using digital systems in safety-critical applications.
The committee also sought the view of individuals from
academia and research organizations. In addition, the com-
mittee visited control room simulators, a nuclear plant, and a
fossil-fueled power plant with extensive digital I&C systems.
The committee also had frequent and detailed internal dis-
cussions, both face-to-face and via paper and electronic com-
munications. The committee also brought to bear a wide
range of experience in and knowledge of the field.

Carrying Out the Charge

The committee took seriously the charge that it identify
criteria for review and acceptance of digital I&C technology
and that it recommend guidelines for regulation and certi-
fication. In carrying out its charge, the committee recog-
nized that:

• In order to develop useful guidance, only a limited num-
ber of issues could be dealt with in the relatively brief
duration of the study.

• General, high level criteria would not be particularly
useful.

• The final criteria are legally the USNRC’s responsibil-
ity. Further, since the nuclear power industry is heavily
regulated in the public interest, the licensing criteria
should be forged in a detailed interaction among the
regulators, the industry, and the public.

• The committee has a wide range of expertise and expe-
rience in digital systems and nuclear power plants but it
is not a surrogate for this interaction among the stake-
holders. Hence, the committee could serve by clearly
delineating and defining issues and providing guidance
for resolving these issues rather than developing spe-
cific licensing criteria.

Accordingly, the committee selected eight issues for study
and worked on those issues. These eight issues address the
two major intertwined themes associated with the use of digi-
tal instrumentation and control in nuclear power plants.
These are:

1. Dealing with the specific characteristics of digital I&C
technology as applied to nuclear power plants.

2. Dealing with a technology that is more advanced than
the one widely in use in the existing nuclear power
plants. This technology is rapidly advancing at a rate
and in directions largely uncontrolled by the nuclear
industry but at the same time likely to have a signifi-
cant impact on the operation and regulation of the
nuclear industry.

The technical issues the committee focuses on first in this
report are primarily related to digital technology itself
(Theme 1), while the strategic issues that follow are prima-
rily related to the process of adopting advanced technology
(Theme 2). The committee concentrated on reviewing the
current approaches being taken by the nuclear industry and
its regulators toward dealing with the selected key issues.
The committee also tried to learn from the experience of the
international nuclear industry as well as gather and evaluate
information about how other safety-critical industries and
their regulators dealt with these issues. Also, through the
technical expertise and knowledge of its various members,
the committee explored work done by the digital systems
community at large, including both research activities and
academic work.

4 These individuals were from the U.S. domestic industry and also from
Japan, Canada, and the United Kingdom. The committee also reviewed
literature on the French nuclear program.

5 These individuals were from the railroad, aerospace, defense, and medi-
cal products industry.
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As the committee worked through the issues it discovered
there is a major impediment to progress. This is the commu-
nication barriers that exist among the key technical commu-
nities and individuals involved. The basic reason for the com-
munication difficulty is apparent. Work is simultaneously
going on in many areas, each with its own technology, re-
search focus, and agenda. Unfortunately, although many of
these areas use common terms, these terms often have dif-
ferent meanings to different groups, resulting in either a lack
of communication or very difficult communication. This is
particularly troublesome for the nuclear power industry and
its regulators, who are not dominant in this technology and
must try to synthesize information and experience from a
variety of sources and apply it in power plants where safety
hazards must be dealt with in a rigorous way, under public
scrutiny. In Chapter 11 the committee discusses this com-
munication problem in more detail and provides suggestions
for a way forward. Making substantial progress in this area
should have a multiplicative effect as it eases the resolution
of many specific technical and strategic issues.

Overall, while there are important steps that remain to be
taken by the USNRC and industry as addressed in this re-
port, the committee found no insurmountable barriers to the
use of digital instrumentation and control technology to
nuclear power plants. The committee also believes that a
forward-looking regulatory process with good and continu-
ing regulations and industry communication and interaction
will help. All participants must recognize that crisp, hard-
edged criteria are particularly difficult to come by in this
rapidly moving area and good practices and engineering
judgment will continue to be needed and relied upon.

For the key technical issues (systems aspects of digital
I&C technology; software quality assurance; common-mode
software failure potential; safety and reliability assessment
methods; human factors and human-machine interfaces; and
dedication of commercial off-the-shelf hardware and soft-
ware) the committee provides specific recommendations and
conclusions which include a number of specific criteria.
These are listed in each chapter (see Chapters 3 through 8).
But recognizing the difficulty of defining specific criteria,
and the need for the nuclear technology stakeholders, par-
ticularly the USNRC, to make the final decisions, the com-
mittee focused on (a) providing process guidance both in
developing guidelines and in the short-term acceptance of
the new technology; (b) identifying promising approaches to
developing criteria and suggestions for avoiding dead-ends;
and (c) mechanics for improving communication and
strengthening technical infrastructure.

For the key strategic issues (the case-by-case licensing
procedure and adequacy of the technical infrastructure) the
committee:

• Emphasizes guidance to implement a generically ap-
plicable framework for regulation that follows current
USNRC practice and draws a distinction between

major and minor safety modifications. The committee
also provides guidance for the evaluation and updating
of this regulatory framework (see Chapter 9).

• Identifies a need to upgrade the current USNRC techni-
cal infrastructure and suggests specific research activi-
ties that will support the needed regulatory program
and USNRC’s research needs. The committee also sug-
gests several improvements to the technical infrastruc-
ture to improve and maintain technical capabilities in
this rapidly moving, technically challenging area.

The results of this process are set forth below, where the
committee introduces each of the key issues—first the tech-
nical, then the strategic—with an “issue statement” devel-
oped during Phase 1 of the study. Following each issue state-
ment are the conclusions and recommendations formulated
by the committee during Phase 2 of the study.

TECHNICAL ISSUES

Systems Aspects of Digital Instrumentation
and Control Technology

Issue Statement. Along with important benefits, digital I&C
systems introduce potential new failure modes that can af-
fect operations and margins of safety. Therefore, digital I&C
systems require rigorous treatment of the systems aspects of
their design and implementation. What methods are needed
to address this concern? How can the experience and best
practices of the various technical communities involved in
applying digital I&C technologies be best integrated and
applied to nuclear power plants? What procedures can be put
in place to update the methods and the experience base as
new digital I&C technologies and equipment are introduced
in the future?

Conclusion 1. Continued effort is warranted by the USNRC
and the nuclear industry to deal with the systems aspects of
digital I&C in nuclear power plants.

Conclusion 2. The lack of actual design and implementation
of large I&C systems for U.S. nuclear power plants makes it
difficult to use learning from experience as a basis for im-
proving how the nuclear industry and the USNRC deal with
systems aspects.

Conclusion 3. The USNRC’s intent to upgrade their regula-
tory guidance in the systems aspects of digital I&C applica-
tions in nuclear power plants is entirely supported by the
committee’s observations about systems aspects.

Conclusion 4. Existing regulatory guidance lacks the speci-
ficity needed to be effective, and the revision should address
this shortcoming.

Recommendation 1. The USNRC should make a trial appli-
cation of the proposed regulatory guidance documents on
systems aspects to foreign nuclear plant digital systems, both
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existing and in progress. In particular, this review should
focus on assessing whether or not the revised guidance docu-
ments have the necessary level of specificity to adequately
address the systems aspects of nuclear plant digital I&C
implementations.

Recommendation 2. The USNRC should identify and re-
view systems aspects guidance documents provided in other
industries, such as chemical processing and aerospace, where
large-scale digital I&C systems are used. The focus of this
review would be to compare these other guidance documents
with those being developed by the USNRC, paying due
attention to common problems and application-specific
differences.

Recommendation 3. To obtain practical experience, the
USNRC should loan staff personnel, perhaps on a reciprocal
basis, to other agencies involved in regulating or overseeing
large safety-critical digital I&C systems.

Recommendation 4. The USNRC should require continu-
ing professional training for appropriate staff in technolo-
gies particularly germane to systems aspects, such as fault-
tolerant, distributed systems.

Software Quality Assurance

Issue Statement. The use of software is a principal differ-
ence between digital and analog I&C systems. Quality of
software is measured in terms of its ability to perform its
intended functions. This, in turn, is traced to software speci-
fications and compliance with these specifications. Neither
of the classic approaches of (a) controlling the software de-
velopment process or (b) verifying the end-product appears
to be fully satisfactory in assuring adequate quality of soft-
ware, particularly for use with safety-critical systems. How
can the USNRC and the nuclear industry define a generally
accepted, technically sound solution to specifying, produc-
ing, and controlling software needed in digital I&C systems?

Conclusion 1. Software quality assurance procedures typi-
cally monitor process compliance rather than product qual-
ity. In particular, there are no generally accepted evaluation
criteria for safety-related software; rather, standards and
guidelines help to repeat best practices. Because most soft-
ware qualities related to system safety, e.g., maintainability,
correctness, and security, cannot be measured directly, it
must be assumed that a relationship exists between measur-
able variables and the qualities to be ensured. To deal with
this limitation, care must be taken to validate such models,
e.g., using past development activities, and to assure that the
measurements being made are appropriate and accurate in
assessing the desired software qualities.

Conclusion 2. Prior operating experience with particular
software does not necessarily ensure reliability or safety
properties in a new application. Additional reviews, analysis,

or testing by a utility or third-party dedicator may be neces-
sary to reach an adequate level of assurance.

Conclusion 3. Testing must not be the sole quality assur-
ance technique. In general, it is not feasible to assure soft-
ware correctness through exhaustive testing for most real,
practical I&C systems.

Conclusion 4. USNRC staff reviews of the verification and
validation process used during software development seem
quite thorough.

Conclusion 5. Exposing software flaws, demonstrating re-
liable behavior of software, and finding unintended func-
tionality and flaws in requirements are different concepts
and should be assessed by a combination of techniques in-
cluding:

• Systematic inspections of software and planned testing
with representative inputs from different parts of the
systems domain can help determine if flaws exist in the
software.

• Functional tests can be chosen to expose errors in nor-
mal and boundary cases, and measures of test coverage
can be reported for them.

• Testing based on large numbers of inputs randomly se-
lected from the operational profiles of a program can
be used to assess the likelihood that software will fail
under specific operating conditions.

• Requirements inspections can be an effective method
for detecting software defects, provided requirements
are studied by several experienced people who did not
participate in their construction. The effectiveness of
these reviews also depends on the quality of the re-
quirements.

• A system-level hazard analysis can identify states that,
combined with environmental conditions, can lead to
accidents. The analysis should extend into software
components to ensure that software does not contribute
to system hazards.

Conclusion 6. The USNRC research programs related to
software quality assurance appear to be skewed toward in-
vestigating code-level issues, e.g., coding in different lan-
guages to achieve diversity and program slicing to identify
threads containing common code.

Conclusion 7. Rigorous configuration management must be
used to assure that changes are correctly designed and imple-
mented and that relationships between different software ar-
tifacts are maintained.

Conclusion 8. Software is not more testable simply because
the design has been implemented on a chip. Use of any tech-
nology requiring equivalent design effort to software re-
quires commensurate quality assurance. For example, this
conclusion applies to ASIC (application-specific integrated
circuit), PLC (programmable logic controllers), and FPGA
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(field programmable gate arrays). However, the committee
notes that these technologies may be useful in addressing
some configuration management problems.

Recommendation 1. Currently, the USNRC’s path is to de-
velop regulatory guides to endorse (with possible exceptions)
a variety of industry standards. The USNRC should develop
its own guidelines for software quality assurance that focus
on acceptance criteria rather than prescriptive solutions. The
draft regulatory guide, Software in Protection and Control
Systems, by Canada’s Atomic Energy Control Board is an
example of this type of approach. The USNRC guidelines
should be subjected to a broad-based, external peer review
process including (a) the nuclear industry, (b) other safety-
critical industries, and (c) both the commercial and academic
software communities.

Recommendation 2. Systems requirements should be writ-
ten in a language with a precise meaning so that general
properties like consistency and completeness, as well as ap-
plication-specific properties, can be analyzed. Cognizant
personnel such as plant engineers, regulators, system archi-
tects, and software developers should be able to understand
the language.

Recommendation 3. USNRC research in the software qual-
ity assurance area should be balanced in emphasis between
early phases of the software life cycle and code-level issues.
Experience shows that the early phases contribute more fre-
quently to the generation of software errors.

Recommendation 4. The USNRC should require a com-
mensurate quality assurance process for ASICs, PLCs, and
other similar technologies.

Common-Mode Software Failure Potential

Issue Statement. Digital technology introduces a possibil-
ity that common-mode software failures may cause redun-
dant safety systems to fail in such a way that there is a loss of
safety function. Various procedures have been developed
and evolved for evaluating common-mode failure potential
in analog devices. Do these same procedures apply to com-
puters and software or are different approaches to ensuring
reliability needed? What does software diversity mean? Can
it be achieved and assessed and, if so, how? Do techniques
exist for assessing common-cause failure and common-mode
failure when computers are involved? What are the implica-
tions of common-mode software failure for the licensing pro-
cess and the use of component diversity? Are redundancy
and diversity the most effective way to achieve reliability for
digital systems?

Conclusion 1. The USNRC position of assuming that com-
mon-mode software failure could occur is credible, conforms
to engineering practice, and should be retained.

Conclusion 2. The USNRC position with respect to diver-
sity, as stated in the draft branch technical position, Digital
Instrumentation and Control Systems in Advanced Plants,
and its counterpart for existing plants, is appropriate.

Conclusion 3. The USNRC guidelines on assessing whether
adequate diversity exists need to be reconsidered. With re-
gard to these guidelines: (a) The committee agrees that pro-
viding digital systems (components) that perform different
functions is a potentially effective means of achieving diver-
sity. Analysis of software functional diversity showing that
independence is maintained at the system level and no new
failure modes have been introduced by the use of digital tech-
nology is no different from that for upgrades or designs that
include analog instrumentation. (b) The committee consid-
ers that the use of different hardware or real-time operating
systems is potentially effective in achieving diversity pro-
vided functional diversity has been demonstrated. With re-
gard to real-time operating systems, this applies only to op-
erating systems developed by different companies or shown
to be functionally diverse. (c) The committee does not agree
that use of different programming languages, different de-
sign approaches meeting the same functional requirements,
different design teams, or different vendors’ equipment used
to perform the same function is likely to be effective in
achieving diversity. That is, none of these methods is a proof
of independence of failures. Conversely, neither is the pres-
ence of these proof of dependence of failures.

Conclusion 4. There appears to be no generally applicable,
effective way to evaluate diversity between two pieces of
software performing the same function. Superficial or sur-
face (syntactic) differences do not imply failure indepen-
dence, nor does the use of different algorithms to achieve the
same functions. Therefore, funding research to try to evalu-
ate design diversity does not appear to be a reasonable use of
USNRC research funds.

Conclusion 5. Although many in the software community
believe that there are more cost-effective techniques for
achieving high software reliability than redundancy and di-
versity, there is no agreement as to what these alternatives
may be. The most promising of these appear to be the exten-
sion of standard safety analysis and design techniques to
software and the use of formal (mathematical) analysis.

Conclusion 6. The use of self-checking to detect hardware
failures and some simple software errors is effective and
should be incorporated. However, care must be taken to as-
sure that the self-checking features themselves do not intro-
duce errors.

Recommendation 1. The USNRC should retain its position
of assuming that common-mode software failure is credible.

Recommendation 2. The USNRC should maintain its basic
position regarding the need for diversity in digital I&C sys-
tems as stated in the draft branch technical position, Digital
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Instrumentation and Control Systems in Advanced Plants
(see Chapter 5), and its counterpart for existing plants.

Recommendation 3. The USNRC should revisit its guide-
lines on assessing whether adequate diversity exists. The
USNRC should not place reliance on different programming
languages, different design approaches meeting the same
functional requirements, different design teams, or using dif-
ferent vendors’ equipment (“nameplate” diversity). Rather,
the USNRC should emphasize potentially more robust tech-
niques such as the use of functional diversity, different hard-
ware, and different real-time operating systems.

Recommendation 4. The USNRC should reconsider the use
of research funding to try to establish diversity between two
pieces of software performing the same function. This does
not appear to be possible. Specifically, it appears the USNRC
funding of the Unravel tool is based on the use of this tool
for this purpose and, as such, is unlikely to be useful.

Safety and Reliability Assessment Methods

Issue Statement. Effective, efficient methods are needed to
assess the safety and reliability of digital I&C systems in
nuclear power plants. These methods are needed to help
avoid potentially unsafe or unreliable applications and aid in
identifying and accepting safety-enhancing and reliability-
enhancing applications. What methods should be used for
making these safety and reliability assessments of digital
I&C systems?

Conclusion 1. Deterministic assessment methodologies, in-
cluding design basis accident analysis, hazard analysis, and
other formal analysis procedures, are applicable to digital
systems.

Conclusion 2. There is controversy within the software en-
gineering community as to whether an accurate failure prob-
ability can be assessed for software or even whether soft-
ware fails randomly (see Chapter 6). However, the commit-
tee agreed that a software failure probability can be used for
the purposes of performing probabilistic risk assessment
(PRA) in order to determine the relative influence of digital
system failure on the overall system. Explicitly including
software failures in a PRA for a nuclear power plant is pref-
erable to the alternative of ignoring software failures.

Conclusion 3. The assignment of probabilities of failure for
software (and more generally for digital systems) is not sub-
stantially different from the handling of many of the prob-
abilities for rare events. A good software quality assurance
methodology is a prerequisite to providing a basis for the
generation of bounded estimates for software failure prob-
ability. Within the PRA, uncertainty and sensitivity analysis
can help the analyst assure that the results are not unduly
dependent on parameters that are uncertain. As in other PRA
computations, bounded estimates for software failure

probabilities can be obtained by processes that include valid
random testing and expert judgment.6

Conclusion 4. Probabilistic analysis is theoretically appli-
cable in the same manner to commercial off-the-shelf
(COTS) equipment, but the practical application may be dif-
ficult. The difficulty arises when attempting to use field ex-
perience to assess a failure probability, in that the experience
may or may not be equivalent. For programmable devices,
the software failure probability may be unique for each ap-
plication. However, a set of rigorous tests may still be appli-
cable to bounding the failure probability, as with custom
systems. A long history of successful field experience may
be useful in eliciting expert judgment.

Recommendation 1. The USNRC should require that the
relative influence of software failure on system reliabil-
ity be included in PRAs for systems that include digital
components.

Recommendation 2. The USNRC should strive to develop
methods for estimating the failure probabilities of digital
systems, including COTS, for use in probabilistic risk as-
sessment. These methods should include acceptance criteria,
guidelines and limitations for use, and any needed rationale
and justification.

Recommendation 3. The USNRC and industry should
evaluate their capabilities and develop a sufficient level of
expertise to understand the requirements for gaining confi-
dence in digital implementations of system functions and the
limitations of quantitative assessment.

Recommendation 4. The USNRC should consider support
of programs that are aimed at developing advanced tech-
niques for analysis of digital systems that might be used to
increase confidence and reduce uncertainty in quantitative
assessments.

Human Factors and Human-Machine Interfaces

Issue Statement. At this time, there does not seem to be an
agreed-upon, effective methodology for designers, owner-
operators, maintainers, and regulators to assess the overall
impact of computer-based, human-machine interfaces on
human performance in nuclear power plants. What method-
ology and approach should be used to assure proper consid-
eration of human factors and human-machine interfaces?

Conclusion 1.  Digital technology offers the potential to
enhance the human-machine interface and thus overall op-
erator performance. Human factors and human-machine in-
terfaces are well enough understood that they do not repre-
sent a major barrier to the use of digital I&C systems in
nuclear power plants.

6Committee member Nancy Leveson did not concur with this conclusion.
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Conclusion 2.  The methodology and approach adopted by
the USNRC for reviewing human factors and human-
machine interfaces provides an initial and acceptable first
step in a review. Existing USNRC procedures, for both the
design product and process, are consistent with those of other
industries. The guidelines are based on many already avail-
able in the literature or developed by specific industries. The
methodology for reviewing the design process is based on
sound system engineering principles consistent with the vali-
dation and verification of effective human factors.

Conclusion 3.  Adequate design must go beyond guidelines.
The discussion in NUREG-0711 on advanced technology
and human performance and the design principles set out in
Appendix A of NUREG-0700 Rev. 1 provide a framework
within which the nuclear industry can specify, prototype, and
empirically evaluate a proposed design. Demonstration that
a design adheres to general principles of good human-
system integration and takes into account known character-
istics of human performance provides a viable framework in
which implementation of somewhat intangible, but impor-
tant, concepts can be assessed.

Conclusion 4.  There is a wide range in the type and magni-
tude of the digital upgrades that can be made to safety and
safety-related systems. It is important for the magnitude of
the human factors review and evaluation to be commensu-
rate with the magnitude of the change. Any change, how-
ever, that affects what information the operator sees or the
system’s response to a control input must be empirically
evaluated to ensure that the new design does not compro-
mise human-system interaction effectiveness.

Conclusion 5.  The USNRC is not sufficiently active in the
public human factors forum. For example, proposed human
factors procedures and policies or sponsored research, such
as NUREG-0700 Rev. 1, are not regularly presented and re-
viewed by the more general national and international hu-
man factors communities, including such organizations as
the U.S. Human Factors and Ergonomics Society, Institute
of Electrical and Electronics Engineers (IEEE), Society on
Systems, Man, and Cybernetics, and the Association of Com-
puting Machinery Special Interest Group on Computer-
Human Interaction. European nuclear human factors re-
searchers have used nuclear power plant human factors
research to further a better understanding of human perfor-
mance issues in both nuclear power plants and other safety-
critical industries. Other safety-critical U.S. industries, such
as space, aviation, and defense, participate actively, benefit-
ing from the review and experience of others.

Recommendation 1.  The USNRC should continue to use,
where appropriate, review guidelines for both the design
product and process. Care should be taken to update these
guidelines as knowledge and conventional wisdom evolve—
in both nuclear and nonnuclear applications.

Recommendation 2.  The USNRC should assure that its re-
views are not limited to guidelines or checklists. Designs
should be assessed with respect to (a) the operator models that
underlie the them, (b) ways in which the designs address clas-
sic human-system interaction design problems, and (c) perfor-
mance-based evaluations. Moreover, evaluations must use rep-
resentative tasks, actual system dynamics, and real operators.

Recommendation 3.  The USNRC should expand its review
criteria to include a catalog or listing of classic human-
machine interaction deficiencies that recur in many safety-
critical applications. Understanding the problems and pro-
posed solutions in other industries is a cost-effective way to
avoid repeating the mistakes of others as digital technology
is introduced into safety and safety-related nuclear systems.

Recommendation 4.  Complementing Recommendation 2,
although human factors reviews should be undertaken seri-
ously, e.g., in a performance-based manner with realistic
conditions and operators, the magnitude and range of the
review should be commensurate with the nature and magni-
tude of the digital change.

Recommendation 5.  The USNRC and the nuclear industry
at large should regularly participate in the public forum. As
noted in NUREG-0711, advanced human interface technolo-
gies potentially introduce many new, and as yet unresolved,
human factors issues. It is crucial that the USNRC stay
abreast of current research and best practices in other indus-
tries, and contribute findings from its own applications to
the research and practitioner communities at large—for both
review and education. (See also Technical Infrastructure
chapter for additional discussion.)

Recommendation 6.  The USNRC should encourage re-
searchers with the Halden Reactor Project to actively par-
ticipate in the international research forum to both share their
results and learn from the efforts of others.

Recommendation 7.  As funds are available, the USNRC’s
Office of Nuclear Regulatory Research should support research
exploring higher-level issues of human-system integration,
control, and automation. Such research should include explo-
ration, specifically for nuclear power plant applications, of
design methods, such as operator models, for more effec-
tively specifying a design. Moreover, extensive field studies
should be conducted to identify nuclear-specific technology
problems and to compare and contrast the experiences in
nuclear application with those of other safety-critical indus-
tries. Such research will add to the catalog of recurring defi-
ciencies and potentially link them to proposed solutions.

Recommendation 8.  Complementing its own research
projects, the USNRC should consider coordinating a facil-
ity, perhaps with the U.S. Department of Energy, in which
U.S. nuclear industries can prototype and empirically evalu-
ate proposed designs. Inexpensive workstation technologies
permit the development of high-fidelity workstation-based
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simulators of significant portions of control rooms. Other
industries make extensive use of workstation-based part-task
simulators (e.g., aviation); results are found to scale quite
well to the systems as a whole.

Dedication of Commercial Off-the-Shelf
Hardware and Software

Issue Statement. What methods should be agreed upon by
the regulators and the licensees to evaluate and accept the
use of commercial off-the-shelf digital I&C systems in safety
applications in nuclear power plants?

Conclusion 1. Use of COTS hardware and software is an
attractive possibility for the nuclear industry to pursue, pro-
vided that a technically adequate dedication process can be
formulated and that this process does not negate the cost
advantages of COTS.

Conclusion 2. The recently developed draft guideline of the
Electric Power Research Institute (EPRI) working group,
Guideline on Evaluation and Acceptance of Commercial
Grade Digital Equipment for Nuclear Safety Applications,
appears to have potential as the basis for reaching industry
and USNRC consensus on the COTS issue. In view of this
possibility, the committee notes that the guideline and the
follow-on (second-tier) guidance should assure that the nec-
essary and sufficient attributes of digital I&C application are
defined for both hardware and software. Once these at-
tributes are well-defined, various acceptable methods of as-
sessing the validity of the attributes can be more readily as-
certained and used and the requisite experience gained. As
an example of the type of approach the committee considers
appropriate, the EPRI working group and the USNRC staff
should consider the FAA’s DO-178B guideline for digital
avionics, Software Considerations in Airborne Systems and
Equipment Certification, which includes guidance on COTS.

Conclusion 3. Software quality assurance and safety and reli-
ability assessment methods are strongly related to COTS. The
committee’s conclusions in Chapters 4 and 6, respectively,
should therefore also be considered. Dedication processes for
COTS should also prove relevant in cases where standardized
software is reused among similar nuclear applications.

Conclusion 4. The USNRC involvement in the EPRI, Nuclear
Utilities Software Management Group (NUSMG), IEEE, and
International Society for Measurement and Control (ISA)
working groups is very useful and should aid the USNRC in
developing specific guidance to address the COTS issue.

Conclusion 5. The approach to COTS must apply criteria
and verification activities commensurate with the safety sig-
nificance and complexity of a specific application. For ex-
ample, the level of verification activities applied to small-
scale replacements of recorders and indicators would not be
the same as that applied to large-scale replacements of reac-
tor protection systems.

Recommendation 1. The USNRC staff should assure that
their involvement in the EPRI, NUSMG, IEEE, and ISA
working groups means that USNRC concerns and positions
are being addressed so that any standards or guidelines de-
veloped by these groups can be quickly accepted and en-
dorsed by the USNRC.

Recommendation 2. The USNRC should establish what re-
search is needed to support USNRC acceptance of COTS in
safety applications in nuclear plants. This research should
then be incorporated into the overall research plan.

Recommendation 3. The USNRC regulatory guidance on
the use of COTS should recognize and be based on the prin-
ciple that criteria and verification activities are to be com-
mensurate with the safety significance and complexity of the
specific application.

STRATEGIC ISSUES

Case-by-Case Licensing Process

Issue Statement. What changes should be considered in the
regulatory process to provide more efficient and effective
regulation of digital I&C systems in nuclear power plants?
How can sufficient flexibility be incorporated to address the
rapidly changing nature of the digital I&C technology and
better match the time response of the regulatory process to
the technology it controls? How can the regulatory process
be made more efficient while maintaining its technical in-
tegrity?

Conclusion 1. As a general observation, the role of the regu-
lator in overseeing the implementation of digital upgrades
can be a valuable and important one. Particularly in an area
such as digital I&C systems, where the state of the art evolves
rapidly and where first-of-a-kind nuclear applications are
contemplated, the oversight role of the regulator can bring
valuable insights to the implementation of such upgrades.
Indeed, the committee found several specific examples of
this happening.

Conclusion 2. Nevertheless, the committee found that the
regulatory response to the development and implementation
of digital I&C upgrades in nuclear plants has proceeded in a
manner that resulted in some degree of confusion and uncer-
tainty within the licensee community with regard to the ap-
plicable regulatory requirements and the procedural frame-
work for implementing such upgrades. This uncertainty and
the resultant incremental cost has been a major contributor
to the reluctance on the part of utilities in proceeding with
digital upgrades.

Conclusion 3. The lack of generically applicable regulatory
requirements for digital upgrades has resulted in a case-by-
case approach that has contributed to the confusion and un-
certainty. This approach to reviews may have been neces-
sary in the early phase of the transition to digital systems.
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But the USNRC now has a sufficient body of experience
with safety-related digital upgrades, gained over recent years
and supplemented by the extensive experience of other coun-
tries and other industries, to enable the agency to establish a
generically applicable regulatory regime that would govern
the review and approval of such upgrades.

Conclusion 4. The process established in 10 CFR 50.59,
wherein the agency has defined those circumstances where a
licensee may make a modification without prior USNRC
review and approval, is fundamentally sound, necessary, and
consistent with the USNRC’s responsibility to protect the
public health and safety. In particular, it recognizes the prac-
tical necessity for licensees to make facility modifications
consistent with their facility licensing basis, without the need
for prior USNRC review and approval. Moreover, the pro-
cess appropriately reflects the gradation of significance in
changes that might be made in a nuclear plant and the
USNRC’s attendant role based upon these gradations. In this
regard, the committee strongly believes that it is important
for the USNRC to distinguish between digital upgrades that
are significant (i.e., pose unreviewed safety questions) and
those that are not, and tailor the scope and depth of the regu-
latory review in a manner that is commensurate with this
gradation.

Conclusion 5.  The committee believes that defining all
safety-related digital upgrades as resulting in an unreviewed
safety question, as stated in the USNRC’s draft generic letter
of August 1992, is contrary to both the letter and spirit of
10 CFR 50.59.

Conclusion 6. The agency has no formal process for cata-
loguing determinations made under 10 CFR 50.59 with re-
gard to digital upgrades and the bases for these determina-
tions. Such information would assist both the USNRC and
the utilities in determining whether particular upgrades pose
unreviewed safety questions.

Conclusion 7.  Early interaction between a utility applicant
and the USNRC can be extremely helpful in identifying and
fleshing out important issues. Where this proactive inter-
action has occurred, the committee found that the subsequent
regulatory review was more efficient and focused, minimiz-
ing resources that would otherwise be required on the part of
both the utility and the USNRC.

Recommendation 1. The USNRC should place a high pri-
ority on its effort to develop a generically applicable frame-
work for the review and evaluation of digital I&C upgrades
for operating reactors.

Recommendation 2. In view of the rapid evolution of digi-
tal technology, a process should be established to ensure that
the regulatory framework is updated to stay abreast of new
developments. To ensure that this framework takes into ac-
count the best practices in other safety-critical industries,
external and public review is highly desirable.

Recommendation 3. The USNRC should consider addi-
tional ways in which the guideline development process can
be accelerated and streamlined. For example, consideration
could be given to establishing chartered task groups involv-
ing representatives from the USNRC, the industry, and
academia. These groups would be tasked and managed on a
project basis to investigate and resolve unreviewed matters
of possible safety significance that arise in the development
and use of digital systems.

Recommendation 4.  In developing its regulatory require-
ments, the USNRC should ensure that where issues arise
that are unique to digital systems, they are treated appropri-
ately. On the other hand, where issues arise with regard to
digital upgrades that are no different from issues posed for
analog systems, such issues should be treated consistently.
The opportunity (or obligation) for the USNRC to review
and approve digital upgrades should not be seen as an oppor-
tunity to impose new requirements on individual licensees
unless the issue is unique to the application proposed.

Recommendation 5. In view of the substantial benefits of
early interaction with individual utilities considering digital
upgrades, as well as the benefit of working closely with in-
dustry groups and other interested members of the public in
the development of standards and guidelines, the USNRC
should undertake proactive efforts to interact early and fre-
quently with individual utilities and with industry groups and
other interested members of the public. In addition, it would
be of benefit for the USNRC to be familiar with the broader
evolving applications of digital I&C systems in both nuclear
and nonnuclear applications. This, in turn, will provide a
foundation for a cooperative working relationship.

Recommendation 6. The USNRC should revisit the “sys-
tems level” issue addressed in Generic Letter 95-02 and
EPRI Report TR-102348 to ensure that this position is con-
sistent with the historical interpretation of 10 CFR 50.59.
The committee strongly endorses maintaining and formaliz-
ing the distinction between major and minor safety system
upgrades containing digital technology.

Recommendation 7. The USNRC should establish a pro-
cess for cataloguing 50.59 evaluations of digital upgrades in
some centralized fashion, so that individual utilities consid-
ering such upgrades can review and consider past 50.59 de-
terminations regarding when a particular modification has
been found to result in an unreviewed safety question.

Adequacy of Technical Infrastructure

Issue Statement. Does the USNRC need to make changes
in its staffing, training, and research program to support its
regulation of digital I&C technology in nuclear power
plants? If so, what is the appropriate program for the
USNRC? How should this program be structured so that it
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maintains its effectiveness in the face of rapidly moving and
developing technology and generally declining budgets?

Conclusion 1. The USNRC should make changes in its staff-
ing, training, and research program to support its regulation
of digital I&C technology in nuclear power plants. Specific
recommendations are provided below.

Conclusion 2. The issue of adequate technical infrastructure
is applicable not only to the USNRC but also to the nuclear
industry as a whole. Many of the committee’s recommenda-
tions for the USNRC have parallel applications to the nuclear
industry.

Conclusion 3. The USNRC must anticipate that the regula-
tory technical infrastructure will continue to be challenged
by advancing digital I&C technology. The focus of the near-
term licensing effort will be on digital upgrades and certifi-
cation of the advanced plants. The USNRC will have to con-
tinue to expand its technical infrastructure as use of digital
technology expands and its sophistication increases.

Conclusion 4. There are problems inherent in the historical
process for developing standards and industry guidelines,
particularly those applied to the rapidly advancing digital
technology. Pending development of alternate approaches,
early involvement by the USNRC in developing standards
and industry guidelines will foster more timely availability
of regulatory guidance and acceptance criteria.

Conclusion 5. A strategic plan is needed for the USNRC
research program on digital I&C applications. The current
research program is a disjointed collection of studies lack-
ing an underlying strategy and in some specific cases pursu-
ing topics of questionable worth. The staff structure of the
USNRC, which separates the staff of the Office of Nuclear
Reactor Regulation (NRR) from the staff of the Office of
Nuclear Regulatory Research (RES) and mandates that the
RES staff respond to NRR “user needs,” may be an obstacle
to development of a coherent plan that balances near-term
regulatory decision making and long-term research into
problems on the horizon. Periodic outside review of the
USNRC research program could help assure that the right
issues are being addressed and could also lead to areas of
collaborative research. The committee is aware of and notes
favorably the impact of the existing Nuclear Safety Re-
search Review Committee. However, a more formal, out-
side review would be useful. Perhaps this could be done on
an exchange basis with other agencies to reduce resource
demands.

Recommendation 1. Despite difficulties posed by declining
budget and staffing levels in the face of rapidly moving tech-
nology and a stagnating nuclear industry, the USNRC must
explore ways to improve the efficiency of the review process
with existing staff and resources.

Recommendation 2. The USNRC should define a set of mini-
mal and continuing training needs for existing and recruited

staff. Particular attention should be paid to software quality
assurance expertise. Once defined, the USNRC training pro-
gram should be subjected to appropriate external review.
Certification of USNRC expertise levels is one possibility
the USNRC may wish to consider.

Recommendation 3. Consistent with Conclusion 5 above,
the USNRC should develop a strategic plan for the research
program conducted by the RES and NRR offices. The plan
should emphasize balancing short-term regulatory needs and
long-term, anticipatory research needs and should incorpo-
rate means of leveraging available resources to accomplish
both sets of research objectives. It should also reach out more
effectively to relevant technical communities (e.g., by the
establishment of research simulators for human factors re-
search), to the Electric Power Research Institute, to the De-
partment of Energy, to foreign nuclear organizations, and to
other safety-critical industries dealing with digital I&C is-
sues. In making this recommendation, the committee recog-
nizes the Halden Reactor Project provides an example of
such cooperative research; but much of the Halden work can-
not be published widely and therefore lacks the benefit of
rigorous peer scrutiny.

Recommendation 4. Because research in the digital I&C
area may require a longer time frame than that of single fis-
cal years, the USNRC should give consideration to planning
and arranging funding on a multiyear basis.

Recommendation 5. Consistent with Conclusion 4 above,
the USNRC should consider ways to accelerate preparation
and updating of needed standards and guidance documents.
In particular, the USNRC should consider using chartered
task groups (see Recommendation 3 pertaining to the case-
by-case licensing process).

CONCLUDING STATEMENT

The committee has presented what it believes to be a prag-
matic approach for meeting the challenge. One key obstacle
is overcoming impediments to communication.

There are a number of ways to address the communica-
tion difficulty. Some are already being pursued, some need
to be initiated. The committee particularly emphasizes five
areas of need:

• the need for better, clearer, crisper statements of the
regulatory concern and the appropriate acceptance cri-
teria that are valid at any point in time

• the need for the nuclear power industry and the USNRC
to be more proactive in the relevant technical commu-
nities

• the need for the nuclear power industry and its regula-
tor to strengthen its technical infrastructure in digital
systems

• the need to formally address the communication prob-
lem in a systematic way
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• the need to tune up the regulatory mechanisms that are
employed when an advanced technology, like digital
I&C, has temporarily outpaced the regulations

Turning to high-level issues more specifically related to
digital technology, the committee emphasizes the following:

• The use of digital I&C technology does not obviate the
standard methods for safety assessments of nuclear
power plants.

• Digital I&C systems (and digital systems in general)
should not be addressed only in terms of hardware or
software.

• Most practical digital I&C systems cannot be

exhaustively tested and therefore cannot be shown to
be free from any and all errors.

In summary, the committee notes that digital instrumen-
tation and control is state-of-the-art technology and is widely
used both inside and outside the nuclear industry. Digital
I&C systems offer powerful capabilities that can, however,
affect nuclear power plant safety; therefore, digital systems
should be treated carefully, particularly in safety-critical ap-
plications. It appears the USNRC and the nuclear power in-
dustry are moving forward with procedures, processes, and
technical infrastructure needed to assure continued safe op-
eration of the plants. The committee has suggested several
improvements.
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NUCLEAR POWER PLANT INSTRUMENTATION
AND CONTROL SYSTEMS

Role of Instrumentation and Control in
Nuclear Power Plants

Nuclear power plants rely on instrumentation and con-
trol (I&C) systems for monitoring, control, and protection.
The grouping of I&C systems according to these three types
of functions (monitoring, control, and protection) is dis-
cussed in some detail below. There is, however, another
division of I&C systems into two categories called within
the nuclear industry “nonsafety” and “safety.” The non-
safety systems are used by the operators to monitor and con-
trol the normal operation of the plant, including startup and
shutdown, and to mitigate and prevent plant operational
transients. These nonsafety systems are backed up by a set
of independent (noninteracting), redundant safety systems
that are designed to take automatic action to prevent and
mitigate accident conditions if the operators and the
nonsafety systems fail to maintain the plant within normal
operating conditions. Thus to some extent (but not entirely)
nonsafety systems coincide with monitoring and control
systems, safety systems with protection systems. This is dis-
cussed further below.

The two categories of systems, safety and nonsafety, are
thought of as being consistent with and part of the defense-
in-depth approach to safety.1 The distinction between them
is important since essentially only the safety systems are
“credited” (i.e., relied upon by the utility and the U.S.
Nuclear Regulatory Commission [USNRC] as a basis for
making judgments about safety) in the formal safety analy-
ses of the plant. The safety systems are thus of particular
concern in the USNRC’s licensing procedures, whereas very
few of the nonsafety systems fall under the same rigorous

regulatory control. Before proceeding to further discussion
of safety systems, however, it is in order to describe the three
types of I&C systems in nuclear power plants.

Types of Instrumentation and Control Systems

In a nuclear power plant, the I&C systems—irrespective
of whether they are analog or digital technology—are gener-
ally grouped into three types: plant monitoring and display
systems, plant control systems, and plant protection and miti-
gation systems.

Plant Monitoring and Display Systems

Plant monitoring and display systems monitor plant vari-
ables and provide data to other I&C systems and to the plant
operators for use in controlling the operation of the plant.
Typical examples include systems that monitor and display
the status of the fire protection system, fluid temperatures,
and pressures. These systems also normally provide visual
and audible alarms at various control stations, particularly
the main control room, that notify operators of trends or par-
ticular values requiring action by the operator to avert an
actual problem or emergency. Usually there are formal pro-
cedures the operators follow when such an alarm or notifica-
tion occurs, with the alarm setpoint and required response
time coordinated to give the operator adequate time to take
action. Typically, the response times are on the order of tens
of minutes; if inadequate time exists, an automated response
is provided.

Plant Control Systems

Plant control systems are used to control all the normal
operations of the plant. They are used in startup, power op-
erations, shutdowns, and plant upsets. Regarded by plant
owners as the primary controls for their expensive and com-
plex plants, they are fully engineered, they are robust, and
they usually have considerable redundancy (see below) to

1

Introduction

1 Defense-in-depth is the conservative design approach that uses mul-
tiple, layered systems to provide alternate means of accomplishing different
functions related to common goals. This approach provides added protec-
tion against natural phenomena and plant operational transients.
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prevent single failures or anticipated events from escalating
into plant shutdowns, trips, or accidents endangering plant
equipment, personnel, and the public. Typical examples
include feedwater and steam control systems, turbine gen-
erator controls, and the myriad of systems used to control
the many circuit breakers, pumps, and valves throughout
the plant.

Plant Protection and Mitigation Systems

Plant protection and mitigation systems are an additional,
separate layer of systems that monitor the plant variables. If
they detect that the above-described plant monitoring and
control systems have not kept the plant within a predefined
set of conditions, they take action automatically to rapidly
shut down the plant (“trip” and “scram” are terms that accu-
rately convey the nature of the response) and start any other
needed systems to mitigate the detected problem and place
the plant in a safe state. These protection and mitigation sys-
tems have a number of important characteristics:

(a) They are physically separate systems that generally do
not share hardware and software with the plant operating
and control systems. (Some limited amounts of equipment
such as sensors may be shared provided the equipment meets
safety quality requirements.) This extends to and includes
needed auxiliary systems such as heating, ventilation, and
air conditioning; electrical or hydraulic power supplies; and
cooling water systems. (b) They are environmentally quali-
fied for the harshest anticipated operating/accident condi-
tions, including highly unusual events such as large earth-
quakes and tornadoes. (c) When called upon to act, they go
to completion of their intended function. (d) The protection
and mitigation systems do not control or modulate the opera-
tion of the systems they control. They shut down the reactor,
trip the turbine generator, start needed cooling water sys-
tems, and go to preset operating conditions that are safe for
the plant to maintain for extended periods.

In addition, (e) they are designed to be single-failure
proof. That is, no single failure at the component or system
level (including a failure internal to the protection and miti-
gation systems in addition to the initiating event or failure
and any direct consequence) or no single operator error can
prevent them from successfully operating. As a result, they
use redundancy. That is, there are typically multiple, sepa-
rate, parallel sets of equipment and systems to carry out the
same function. In the I&C systems in particular, this redun-
dancy is usually provided by having four parallel channels
that actuate the systems if needed. The four parallel chan-
nels are fed to a logic system that requires any two valid
signals to cause actuation. This logic assures that no single
failure will prevent or cause the drastic actions taken by
these systems. It also allows complete (sensor-to-actuator)
testing of one channel at a time while the plant is at power
without causing or inhibiting the protection and mitigation
function.

In addition to being single-failure proof, (f) the protec-
tion and mitigation systems have other features to enhance
their reliability and increase their effectiveness against haz-
ards. For example, two reactor shutdown mechanisms are
provided—insertion of control rods and injection of a
soluble neutron poison. Also, for any given accident, two or
more different initiation signals will be generated and sent
to the protection and mitigation system. (For example, a
loss-of-flow accident through the reactor will be detected
by a high reactor outlet temperature and a high pressure
signal.) This type of redundancy provides protection against
general classes of common-mode failures—failures in
which a single error or problem disables multiple, indepen-
dent safety functions. (Redundancy is discussed further in
Chapter 5.)

It is important to note that the requirements of nuclear
plant I&C systems, including the protection and mitigation
systems, are well within the capabilities of current I&C tech-
nology—analog or digital. In terms of response time and
accuracy (for example), the nuclear plant I&C requirements
are relatively modest.

Safety Systems

The USNRC’s safety evaluation of nuclear power plants
primarily addresses the protection and mitigation systems.
The monitoring and control systems are usually not given
credit (see brief discussion of “credit” above) in the hazard
and safety analyses of the plants. However, upsets or fail-
ures in the monitoring and control systems are usually con-
sidered the initiating events for the protection and mitiga-
tion systems and, as a result, the USNRC can impose re-
quirements on the monitoring and control systems as well.
The monitoring and control systems are also analyzed ex-
plicitly in the probabilistic risk assessment (PRA) of each
plant to assess how well the plant does in comparison to the
USNRC safety goals for nuclear plants. In general, how-
ever, the USNRC and the licensing applicant define a set of
“safety systems” for each plant, largely comprised of the
protection and mitigation systems; it is these safety systems
that are subject to the most rigorous licensing and regula-
tory controls. This is an important distinction because a sub-
stantial effort is required to design, qualify, install, test, and
maintain these safety systems, and commercial off-the-shelf
equipment usually does not meet the requirements. As an
indicator, costs of nuclear plant “safety-grade” systems and
equipment can be 10 times that of the equivalent commer-
cial quality equipment.

Although this report covers applications of digital I&C
systems in nuclear power plants that include all three types—
the plant monitoring systems, the plant control systems, and
the plant protection and mitigation systems—insofar as the
USNRC, the sponsor of this study, is primarily concerned
with the “safety-grade” subset of these systems, this report
emphasizes this subset.
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Operating Conditions for Instrumentation
and Control Systems

Nuclear power plant design includes specific consider-
ation of a variety of plant operating conditions. Steady-state,
transient, and accident conditions are covered by the regu-
latory requirements; these requirements also control how
and by what criteria the transients and accidents must be
analyzed. These analyses, in turn, specify operational re-
quirements the plant equipment and systems must satisfy.
For the I&C systems, these specifications include both in-
strument characteristics (such as input and output range,
response time, and accuracy) and the environmental condi-
tions (e.g., temperature, humidity, radiation effects, power
supply fluctuations) under which the I&C equipment is re-
quired to operate.

Except for the sensors, I&C systems have been specially
placed in protected areas so that the environmental condi-
tions they are exposed to are generally rather mild, akin to an
“office environment.” But the I&C systems must also func-
tion in the environment and under the conditions that lead to
a transient or accident condition and that develop in the plant
as a transient or accident progresses. Because accident con-
ditions typically create a wider and harsher range of operat-
ing environments, and because I&C equipment and systems
must survive and function in such environments, the equip-
ment and systems must be qualified, usually by test. In gen-
eral, this harsher operating environment exists only at the
sensors and in most of the signal transmission network; the
other components are in relatively well-protected (shielded)
rooms and benign environments. Most sensors currently
employ analog technology. If digital sensors are used, they
will have to be designed and tested to show they can with-
stand these harsher environments.

TRANSITION FROM ANALOG TO
DIGITAL INSTRUMENTATION AND
CONTROL SYSTEMS

Background

During their extensive service history, analog I&C sys-
tems have performed their intended monitoring and control
functions satisfactorily. Although there have been some de-
sign problems, such as inaccurate design specifications and
susceptibility to certain environmental conditions, the pri-
mary concern with the extended use of analog systems is
effects of aging, e.g., mechanical failures, environmental
degradation, and obsolescence. The industrial base has
largely moved to digital-based systems and vendors are
gradually discontinuing support and stocking of needed ana-
log spare parts.

Some uses of digital technology in U.S. nuclear power
plants go back more than two decades. These early applica-
tions were limited but included safety-related applications

such as core protection calculators. In the early 1980s, the
electronics industry began rapidly shifting to microproces-
sor-based digital technology. Early implementations of this
technology in nuclear plants were successful in reducing
unintended plant shutdowns (“trips”) and maintenance bur-
dens. This success fueled increased interest in digital appli-
cations and provided a training ground for enhancing profi-
ciency and confidence in using digital equipment. At the
same time, a number of vendors of instrumentation and con-
trol began to reduce their support of the analog equipment,
which in turn gave additional practical impetus to the use of
digital systems.

The nuclear industry has not been alone. Many other
safety-critical industries extensively utilize digital systems.
These include aviation and space, chemical-petroleum pro-
cessing, railroads, defense, and medical applications. These
industries face safety issues similar to those faced by the
nuclear industry.

The reason for the transition to digital I&C systems2 lies
in their important advantages over existing analog systems.
Digital electronics are essentially free of the drift that af-
flicts analog electronics, so they maintain their calibration
better.3 They have improved system performance in terms of
accuracy and computational capabilities. They have higher
data handling and storage capacities, so operating conditions
can be more fully measured and displayed. Properly de-
signed, they can be easier to use and more flexible in appli-
cation. They are more widely available. Indeed, digital sys-
tems have the potential for improved capabilities (e.g., fault
tolerance, self-testing, signal validation, process system di-
agnostics) that could form the basis for entirely new ap-
proaches to achieve the required reliabilities. Because of
such potential advantages, and because of the general shift
to digital systems and waning vendor support for analog sys-
tems, the U.S. nuclear power industry expects substantial
replacement of existing, aging analog systems with digital
I&C technology. For the same reasons, designs for new, ad-
vanced nuclear power plants rely exclusively on digital I&C
systems.

In summary, the experience of other safety-critical in-
dustries and the increasing age and obsolescence of the ex-
isting analog systems suggest that the increasing use of digi-
tal I&C technology is inevitable in nuclear power plants.
Digital I&C technology is expected to enhance the safety
and performance of nuclear power plants by offering pro-
cess control improvements, such as reduced instrument

2The committee intentionally avoided partitioning digital systems be-
tween hardware and software; rather the committee believes that digital
systems are better treated in an integrated manner. Nevertheless, some of
the specific topics addressed in the report merited discussion as “hardware”
or “software” items.

3The reader should note, however, that since most sensors will remain
analog-based, drift will not be eliminated, though it will likely be improved,
especially if the digital I&C component contains software specifically de-
signed to offset expected sensor drift.
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calibration requirements and improved plant condition
monitoring displays (see, e.g., Gill et al., 1994).

Applications to Nuclear Plants

Figure 1-1 illustrates a modern digital I&C system ap-
plied to a nuclear power plant. Blocks on the left represent
the distributed control systems. These are the systems that
are used to regulate plant conditions during startup, power
operation, and shutdown. They are responsible for maintain-
ing plant systems and components within their operating
ranges, and they normally operate in a regulating mode.

Notice that Figure 1-1 shows redundant data buses in
these control systems. These data buses are used to trans-
port the large amounts of information typically handled in a
large generating station. The use of data buses reduces and
simplifies plant wiring and consequently reduces the re-
quirements for managing and maintaining wiring configu-
ration. Redundancy and separation (including different
routing) provides for increased data bus reliability. In this

manner, reliable communications can be provided for the
large numbers of information data points. Notice also, how-
ever, the lower level blocks on the left of Figure 1-1 dedi-
cated to the control of individual systems (such as feedwater
control). Real-time control functions are executed in these
dedicated modules.

Blocks on the right of Figure 1-1 represent the indepen-
dent protection (safety) systems. They are responsible for
detecting system failures and isolating or shutting down
failed systems to protect the plant investment and the public
health. This type of system normally uses multiple channels
in a voting scheme to trigger the isolation or shutdown ac-
tion. A typical voting scheme uses a two-out-of-four logic
according to which, if one of the four channels fails, the
failed channel may be taken out of service for repairs, while
still leaving the remaining channels to take action using two-
out-of-three logic. Thus, the system is single-failure proof.
The use of two channels to trigger an action provides protec-
tion against unnecessary spurious trips.

Figure 1-1 also shows point-to-point data links in the

FIGURE 1-1 Illustration of nuclear plant I&C systems.
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protection systems, which provide for more deterministic
and predictable data communications for the fewer data
points that are normally needed and handled in safety sys-
tems. Notice also the independent manual trips bypassing all
microprocessor-based systems.

Virtually all of the 109 nuclear power plant units in op-
eration today have digital I&C components. Some of these
were part of the original design, for example, digital radia-
tion monitoring equipment and diesel generator sequencers.
The earliest implementations used solid-state logic operat-
ing at higher and relatively stiffer voltage levels than those
of today’s microprocessor-based designs. Moreover, these
earlier systems did not employ the signal concentrations of
multiplexed microprocessor-based systems. Modern systems
also employ faster clock speeds, larger memories, and ex-
panded word lengths that have allowed new developments
in the software area as well. This in turn has led to height-
ened interest by the USNRC.

More recently, many plants have retrofitted some I&C
components and systems with modern digital technology
(ACRS, 1993b). Although many of these retrofits have been
relatively small-scale, one-for-one replacements for such
components as recorders, meters, and displays, in recent
years some relatively large-scale, microprocessor-based, sys-
tem-level retrofits have been made (Palo Verde Nuclear
Generating Station, 1993; Prairie Island Nuclear Generating
Plant, 1993; Turkey Point Plant, 1990; USNRC, 1992;
USNRC, 1993b). These include:

• reactor protection systems at Northeast Utilities
Company’s Haddam Neck plant; Tennessee Valley
Authority’s Sequoyah plant; Commonwealth Edison
Company’s Zion plant, Unit 2; and Pacific Gas and
Electric Company’s Diablo Canyon plant

• anticipated transients without scram systems at Arizona
Public Service Company’s Palo Verde plant, Units 1,
2, and 3

• load sequencers in the emergency power system at
Florida Power and Light Company’s Turkey Point
plant, Units 3 and 4

• station blackout/electrical safeguards upgrades at
Northern States Power Company’s Prairie Island plant,
Units 1 and 2

Applications in Advanced U.S. Plants

In the United States, the advanced reactor designs being
developed incorporate all-digital systems intended to utilize
and exploit the new technology. They also feature enhanced
human-machine interfaces such as more versatile displays
with integrated process information (ACRS, 1991). These
features, along with the other features of advanced plants,
are intended to make the advanced plants simpler and safer.
Certification of these designs has been sought (under the
provisions of 10 CFR 50.52).

LICENSING OF INSTRUMENTATION AND
CONTROL SYSTEMS

Design Guidance

Licensing of any systems for use in a nuclear power plant
is governed by formal, documented criteria. These criteria
are stated in the General Design Criteria (GDC) (Title 10 CFR
Part 50, Appendix A, 1995), which are part of federal law.
The GDC are written for I&C systems at a very general level.
The GDC were written early in the development of commer-
cial nuclear power, before digital equipment, advanced ma-
terials, or modern fire-fighting systems such as halon were
used in nuclear plants. The GDC requirements are neverthe-
less very important in guiding the design of digital systems
in nuclear power plants. Examples of requirements from the
GDC of particular interest for this report are contained in
Appendix E.

In order to make the requirements more specific and use-
ful on a day-to-day basis, the USNRC provides extensive
supplemental guidance in a variety of forms (see Table 1-1).
For example, numerous regulatory guides have been issued
that describe interpretations of the regulations acceptable to
the USNRC staff. These “reg guides” are not mandatory, but
if they are followed by the licensing applicant they provide a
basis upon which the applicant’s proposal will be accepted.
Other regulatory guidance is provided by endorsement of a
wide variety of industry standards and through the promul-
gation of branch technical positions, which are technical
positions adopted by various branches (offices) of the
USNRC regulatory staff. Much of this guidance is conve-
niently summarized in the Standard Review Plan (USNRC,
1981). The Standard Review Plan provides detailed guid-
ance to the USNRC reviewers as to what is needed from the
licensee to assess the adequacy of a proposed design; it also
defines a satisfactory method of complying with the licens-
ing requirements. (The guidance provided by the regulatory
guides, branch technical positions, and industry standards
is still more detailed.) A major revision of the Standard

TABLE 1-1 USNRC Design and Quality Assurance
Guidance

Criteria and Supplemental Guidance

Design guidance Generic design criteria (GDC)
Supplemental guidance (summarized in

the Standard Review Plan)
Regulatory guides
Branch technical positions
Generic letters
Industry standards

Quality assurance Generic criteria (10 CFR 50, Appendix B)
Supplemental guidance

Industry standards
Other guidance
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Review Plan is currently in progress to fully adapt it and the
associated regulatory guides, branch technical positions, and
USNRC endorsements of industry standards to digital I&C
systems.

Note that as a result of all these documents there is a lot of
existing high level guidance which is generally accepted and
applied. For example, nuclear plants, including the digital
I&C systems, are routinely required to undergo extensive
hazards analyses as part of the licensing process. The regula-
tors expect and the industry provides formal systematic re-
views of the hardware and software using formal require-
ment specifications and independent reviews. It is not at this
high level that additional criteria or guidance is needed. The
difficulty arises in trying to implement this high level guid-
ance at the working level and trying to establish a working
consensus in particular areas. Consider, for example, com-
mon-mode software failure. USNRC regulators require that
this problem be addressed and if a potential common-mode
failure concern is detected then it must be dealt with. The
exact methodology by which potential common-mode fail-
ures must be dealt with are not straightforward and there is
considerable controversy over what may be appropriate.

Quality Assurance

There are basic requirements for quality assurance.
Within the context of these requirements, quality is demon-
strated by meeting the Quality Assurance Criteria for nuclear
power plants (Title 10 CFR Part 50, Appendix B, 1995) and
the related, subsidiary industrial standards, including those
on environmental qualifications. These basic requirements
are supplemented by more specific regulatory guidance that
was originally based on analog equipment but is being re-
vised to specifically address digital equipment in the revi-
sion process described above (see Table 1-1).

Modifications and Upgrades

Another important aspect of any system modifications
and replacement of existing equipment is 10 CFR 50.59 (see
Appendix E), which also applies to I&C systems. The pur-
pose of this regulation is to define the circumstances under
which the licensees may, without prior USNRC approval,
make changes and conduct experiments and tests that are not
specifically provided for in their facility licenses. Since vir-
tually all U.S. nuclear plants have original analog equipment,
10 CFR 50.59 is of particular interest if a licensee is contem-
plating a digital modification or upgrade. If the criteria for
making a change without prior regulatory approval defined
under 10 CFR 50.59 are not satisfied, a formal change to the
license is needed under another part of the federal code,
10 CFR 50.90. The process required to formally change
the license under 10 CFR 50.90 is more difficult proce-
durally, is more costly, and requires a longer schedule. Cost
and schedule become increasingly important as utility

companies feel the pressure of increasing economic compe-
tition and as proposed investments such as digital upgrades
and modifications face stringent economic tests, such as
rapid returns on investment.

The conditions an upgrade or modification must meet to
be carried out under 10 CFR 50.59 are, first, that it must
adhere to the design and operating conditions formally docu-
mented in the technical specifications for the license. Sec-
ond, the change must not result in an “unreviewed safety
question” (USQ). The criteria for determining whether or
not a USQ exists are stated in 10 CFR 50.59(a)(2) (see Ap-
pendix E). To avoid a USQ, the change must not allow (a) an
increased probability of occurrence or consequences of an
accident or malfunction of equipment important to safety as
previously evaluated in the licensing basis (safety analysis
report); (b) possible creation of an accident or malfunction
of a different type than previously evaluated in the licensing
basis; or (c) a reduced margin of safety as defined in the
licensing basis for any technical specification.

USNRC regulatory treatment of upgrades or modifi-
cations to nuclear power plants may be summarized as
follows:

• If there is a change in technical specifications, the lic-
ensee must seek prior USNRC approval via 10 CFR
50.90.

• If the licensee’s analysis shows the presence of a USQ
per 10 CFR 50.59(a)(2), the licensee must seek prior
USNRC approval via 10 CFR 50.90.

• If there is no change in technical specifications and no
USQ is uncovered, the licensee can make the change or
upgrade without prior USNRC approval via 10 CFR
50.59.

 There has been continuing discussion and controversy as to
exactly how to interpret 10 CFR 50.59 when applied to digi-
tal modifications; this is discussed further in this report (see
Chapter 9). Nevertheless, many digital retrofits have been
made without the creation of a USQ as defined in 10 CFR
50.59 (see Appendix C).

CHALLENGES TO THE INTRODUCTION
OF DIGITAL INSTRUMENTATION AND
CONTROL SYSTEMS

Successful introduction of digital I&C systems into U.S.
nuclear power plants faces several challenges. These chal-
lenges have several related sources:

Uncertainty Inherent in Introduction of New Technology.
There is some uncertainty inherent in the introduction of any
new technology. According to Kletz (1995), “all changes
and all new technologies introduce hazards as well as ben-
efits.” In a safety-critical industry like nuclear power, the
users, designers, and regulators must proceed on the basis of
choosing and implementing digital modifications so that the
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current high level of industrial and public safety is at least
maintained and preferably increased. The challenge is to take
advantage of the performance and safety enhancements po-
tentially available from the use of digital technology without
introducing offsetting potential hazards. Further, the design,
assessment, and regulatory approach of these new digital
systems must also provide some means of assessing the re-
sultant margins of safety.

Shift of Existing Technology Base from Analog Experi-
ence. Much of the experience with U.S. nuclear plant design
and operation has evolved primarily within the context of
analog technology, as has the regulatory framework. Hence,
in addition to coping with uncertainties arising from digital
technology itself, its use may require changes or additions to
the underlying technical infrastructure and regulatory frame-
work.

Technical Problems Identified from Some Applications of
Digital I&C in Nuclear Power Plants. The introduction and
use of digital systems has not been trouble free. For example,
on the basis of recent plant experience with several digital
I&C retrofits, the USNRC has identified the following
potential problem areas with digital I&C systems
(Mauck, 1995):

• common-mode failure in software
• commercial dedication of hardware and software
• possible lack of on-site plant experience with the new

technology and systems
• configuration management
• increased complexity leading to possible programming

errors and incorrect outputs
• reliability of standard software tools
• environmental sensitivity:4 electromagnetic or radio-

frequency interference, temperature, power quality,
grounding, smoke

• effects on plant margin of safety

Similar problems have also occurred in other applications
and other industries (Kletz, 1995).

Difficult, Time-Consuming, and Customized Licensing
Approach. Licensing of digital technology has presented a
particular challenge for the USNRC. Because the regulatory
approach has evolved with limited explicit consideration of
digital technology, and because the response time to develop
new regulatory bases and documentation is long, the pace of
change in I&C systems has strained the regulatory process.
As a result, the licensing process to date for regulatory re-
view and approval of new digital I&C systems and modifica-
tions to existing systems has been difficult, time-consuming,

and largely customized for each application.5 Many utilities
are reluctant to seek a change that could not be carried out
under 10 CFR 50.59, that is, without prior regulatory ap-
proval. (See below for discussion on recent USNRC activi-
ties in the digital I&C licensing process.)

Lack of Consensus (between the USNRC and the Regu-
lated Industry) on Issues Underlying Evaluation and Adop-
tion of Digital I&C Technology and Means to Obtain a Sat-
isfactory Resolution. In order to deal effectively with these
challenges, an effective consensus needs to exist. This will
allow the benefits of the new technology to be fully exploited
while assuring that safety and public confidence are main-
tained. However, the industry and regulators have less expe-
rience with this somewhat unfamiliar technology and have
had difficulty in reaching an effective consensus.

It is important to note that the lack of consensus is not
about the use of digital systems per se. Rather, much of the
controversy revolves around specific issues, e.g., the poten-
tial for common-mode failures, and the lack of consensus on
these specific issues tends to cloud whether or not the over-
all advantages of using digital I&C in nuclear power plants
outweigh the disadvantages. This is made more difficult by
the fact that the U.S. commercial nuclear power industry is
heavily regulated. The rules for design and evaluation are
subject to legal scrutiny and interpretation with severe pen-
alties for violations and very real possibilities for litigation.
Further, there are large amounts of capital investment at
stake. Hence, delays in resolving issues, if translated into
delays in allowing a nuclear power plant to operate, can cost
up to hundreds of thousands of dollars per day. As a result,
the definition of licensing criteria must follow systematic
study and evaluation and sound synthesis of differing tech-
nical viewpoints. It is a process not to be undertaken lightly.

RESPONSE OF THE U.S. NUCLEAR
REGULATORY COMMISSION AND NUCLEAR
INDUSTRY TO THE CHALLENGES

Activities of the U.S. Nuclear Regulatory
Commission

The USNRC has reviewed a number of retrofits of plant
I&C systems from analog to digital. It has also begun re-
viewing designs of advanced plants (USNRC, 1991). How-
ever, the review process for both retrofits and advanced plant
designs has been customized for each application. This, in
turn, has provoked criticism of the USNRC for failing to

4Whether the new digital equipment is in fact more sensitive to environ-
mental challenges than existing analog equipment is controversial.

5The actual incremental cost and time required for a digital system up-
grade is difficult to define and not well agreed upon. Some  utilities have
told the committee that they budget six months to a year and, for a major
modification, incremental costs of a half-million to several million dollars
for the regulatory review process. USNRC staff members have told the
committee that they take exception to these values and that they expect
much shorter times for future reviews.
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adopt generically applicable standards. In an effort intended
to address this criticism, the USNRC has a process under
way to systematically review its internal directives and
guidelines governing reviews of I&C systems with a view to
adapting them for digital I&C technology (Wermiel, 1995).
This process is due to be completed in 1997. In the interim,
the USNRC has provided case-by-case approvals in specific
plants, sought suggestions by its advisory committees for
taking broad action, held a workshop seeking consensus on a
regulatory program, and conducted research linking regula-
tory decision making to the context of I&C technology. A
brief account follows. (A more detailed discussion appears
in Appendix C.)

Small digital I&C upgrades have been routinely accepted;
large retrofits have also been made but the review process
has been more difficult. These reviews have led to approvals
at a number of nuclear power plants (see, e.g., USNRC,
1993b). Reviews of designs for advanced plants are also in
progress. For example, a final design approval of the System
80+ advanced plant design has been completed (USNRC,
1994a).

The USNRC and its staff receive advice from a number
of advisory committees. The Advisory Committee on Reac-
tor Safeguards (ACRS), established by Congress in 1957,
provides advice to the USNRC on safety aspects of current
and planned nuclear facilities and the adequacy of safety
standards. It has a subcommittee that examines the use of
computers in nuclear power plant operations. The USNRC’s
Office of Nuclear Regulatory Research conducts a research
program to support the organization’s regulatory decision
making. This program includes areas of focus relevant to the
problem of evaluating and regulating digital I&C technol-
ogy in nuclear power plants. The Nuclear Safety Research
Review Committee (NSRRC) is a 12-member group of ex-
perts who advise the USNRC’s Office of Nuclear Regula-
tory Research on the quality and management of its research
program.

The ACRS and NSRRC have both expressed concern that
the USNRC staff may be lagging behind the nuclear indus-
try, in both the United States and foreign countries, in their
understanding of the application of digital I&C systems.
These committees have also urged the development of an
overarching framework to guide USNRC regulation of new
digital I&C technology (see, e.g., ACRS, 1992a, 1993a). The
ACRS examined digital I&C technology and identified sev-
eral concerns (ACRS, 1994), including:

• the lack of a coherent and effective review plan, includ-
ing acceptance criteria, for digital I&C technology

• the need to address software specification development,
software verification and validation,6 environmental

effects on hardware, diversity as protection against
common-mode failure,7 and prediction of I&C reli-
ability.

The NSRRC (1992) has expressed concerns that partially
overlap with those of the ACRS, such as:

• the need to develop criteria for such issues as hardware
reliability, software verification and validation, envi-
ronmental effects (e.g., electromagnetic interference),
common-mode failure, configuration management,8

and systems integration
• the need for an overarching strategy to guide regula-

tory developments and the certification process for the
new technology

• the rapid pace of technological changes that affect I&C
systems, including developments in the areas of artifi-
cial intelligence, expert systems, neural networks, fuzzy
logic, genetic algorithms, and chaos theory

To address technical concerns, and in hopes of develop-
ing a wide consensus across the USNRC and the nuclear
industry for a regulatory program, the USNRC held a work-
shop on digital systems reliability and nuclear safety, co-
sponsored by the National Institute of Standards and Tech-
nology, in September 1993 (USNRC, 1993a).

Activities of the Nuclear Power Industry

The nuclear power industry has been actively addressing
the introduction of digital I&C technology into nuclear
power plants. Under the auspices of the Electric Power Re-
search Institute (EPRI), the industry has developed guide-
lines for streamlined licensing of digital I&C upgrades
(EPRI, 1993). These guidelines have recently been partially
endorsed by the USNRC, subject to specific clarifications
(USNRC, 1995). Recent attempts at further clarifications
suggest that the USNRC staff position continues to evolve
(see Chapter 9 of this report).

The industry has also prepared a “Utility Requirements
Document” for advanced plant designs (EPRI, 1992a,
1992b). Chapter 10 of this document provides guidance for
designing the digital I&C systems and associated human-
machine interfaces for the next generation of nuclear power
plants. The document requires the use of fully integrated
digital I&C technology. An extensive USNRC review of this

6The verification and validation process ensures the adequacy of soft-
ware requirements and specifications, the adequacy of the software devel-
opment process, and the compliance of the resultant software with the origi-
nal specifications.

7Common-mode failure is the failure of multiple components in the same
way. Common-mode failures arise when the assumption of independence
of the failures of the components is violated. Common-mode failures are a
concern when the failures occur concurrently or at least sequentially in a
time frame before the minimum number of channels is recovered.

8As defined in ANSI/IEEE Standard 610.12–1990, configuration man-
agement is a discipline applying technical and administrative direction and
surveillance to identify and document the functional and physical charac-
teristics of a configuration item, control changes to those characteristics,
record and report change processing and implementation status, and verify
compliance with specified requirements.
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document (USNRC, 1994b) did not resolve basic issues in-
herent in digital I&C technology implementation. However,
the USNRC review did produce a set of agreed-upon high-
level criteria for advanced plant designs, as well as defining
the process the USNRC would use to complete their review
and approval of these designs. The USNRC did accept digi-
tal technology for all the I&C systems of the advanced
nuclear plants. However, for the advanced plants, the de-
tailed issues that are being addressed in existing plants have
yet to be addressed.

Other industry efforts include those of the nuclear steam
supply system vendors, each of which has an ongoing pro-
gram for developing digital I&C systems, both for retrofits
and upgrades in existing plants and for future plants.

Developments Overseas

There is worldwide interest in digital I&C technology for
nuclear power plants. For example, there is already signifi-
cant application of digital I&C technology to nuclear power
plants in Canada, Japan, and Western Europe (ACRS, 1992b;
White, 1994). The Canadians have extensive operating ex-
perience with digital systems. Digital systems were first
implemented 25 years ago because they were better suited to
provide on-line control of their natural uranium-fueled,
heavy water-moderated (“CANDU”) plants, specifically, to
monitor and control the power level and xenon oscillations.
The British have adopted digital-based systems throughout
their latest plant, Sizewell-B, and they have operated with-
out incident during the first six months of plant operation
(Nucleonics Week, 1995). The French have proceeded by
gradually and systematically expanding the use of digital
systems in each subsequent generation of their highly stan-
dardized plants. The latest design is completely digital-based
and is implemented in the N4 series, the first of which is
located at the Chooz-B site (Nucleonics Week, 1995). In Ja-
pan, digital systems have been implemented in several exist-
ing plants, including Ohi 3, which started commercial opera-
tion in 1992. The most recent plant to go into operation in
Japan, the ABWR located at the Kashawazaki site, is a
digital-based design.

In addition, the United States, through both the Depart-
ment of Energy and the USNRC, participates in interna-
tional collaborative programs such as the Halden Reactor
Project of the Organization of Economic Cooperation and
Development.

Standards Development

A number of standards, USNRC regulations and regula-
tory guidelines (see, for example, USNRC, 1981), and
USNRC publications exist to guide licensing of the current
analog I&C systems. Since they were developed for analog
systems, they can be difficult to apply and interpret for digi-
tal I&C systems. Nevertheless, pending the extensive

revision of the USNRC’s applicable documentation, which
is currently under way, these documents have been used for
reviewing digital I&C systems.

Standards developed for digital I&C systems in nuclear
power plants exist. These include International Electro-
technical Commission (IEC) Standard 880, Software for
Computers in the Safety Systems of Nuclear Power Plants
(1986); and IEC Standard 987, Programmed Digital Com-
puters Important to Safety for Nuclear Power Plants. A U.S.
standard also exists, IEEE 7-4.3.2, Application Criteria for
Programmable Digital Computer Systems in Nuclear Power
Generating Stations (1993), promulgated by the Institute of
Electrical and Electronics Engineers. While not yet formally
endorsed by the USNRC, this standard has been employed
in the safety evaluation of digital I&C retrofits in nuclear
power plants.

THIS STUDY

Committee’s Task

The National Research Council was asked by the USNRC
to conduct a study (including a workshop) on application of
digital I&C technology to commercial nuclear power plant
operations. The National Research Council appointed a com-
mittee (hereafter the committee) to carry out the study in two
phases. In Phase 1, the committee was charged to define the
important safety and reliability issues (concerning hardware,
software, and human-machine interfaces) that arise from the
introduction of digital instrumentation and control technol-
ogy in nuclear power plant operations, including operations
under steady-state, transient, and accident operating condi-
tions (NRC, 1995).

In response to this charge the committee identified eight
key issues associated with the use of digital I&C systems in
existing and advanced nuclear power plants. The eight is-
sues separate into six technical issues and two strategic is-
sues. The six technical issues are: systems aspects of digital
I&C technology; software quality assurance; common-mode
software failure potential; safety and reliability assessment
methods; human factors and human-machine interfaces; and
dedication of commercial off-the-shelf hardware and soft-
ware. The two strategic issues are the case-by-case licensing
procedure and adequacy of the technical infrastructure. The
committee recognizes these are not the only issues and top-
ics of concern and debate in this area. Nevertheless, the com-
mittee believes that developing consensus on these key is-
sues will be a major step forward and accelerate the appro-
priate use and licensing of digital I&C systems in nuclear
power plants. These issues were presented in the Phase 1
report. Both the USNRC (represented by the staff of the Of-
fice of Nuclear Regulatory Research and the Office of
Nuclear Reactor Regulation) and the Advisory Committee
on Reactor Safeguards expressed agreement that these were
important issues and that work by the committee in Phase 2

Copyright © National Academy of Sciences. All rights reserved.

Digital Instrumentation and Control Systems in Nuclear Power Plants: Safety and Reliability Issues
http://www.nap.edu/catalog/5432.html

http://www.nap.edu/catalog/5432.html


22 DIGITAL INSTRUMENTATION AND CONTROL SYSTEMS IN NUCLEAR POWER PLANTS

in helping arrive at a satisfactory resolution of these issues
would be very useful.

In Phase 2 of the study, the committee was charged to
identify criteria for review and acceptance of digital I&C
technology in both retrofitted reactors and new reactors of
advanced design; characterize and evaluate alternative ap-
proaches to the certification or licensing of this technology;
and, if sufficient scientific basis existed, recommend guide-
lines on the basis of which the USNRC can regulate and
certify (or license) digital I&C technology, including means
for identifying and addressing new issues that may result
from future development of this technology. In areas where
insufficient scientific basis exists to make such recommen-
dations, the committee was to suggest ways in which the
USNRC could acquire the required information.

In carrying out its Phase 2 charge, the committee limited
its work to those issues identified in Phase 1. The issues
were chosen because they were difficult and controversial.
Further, the committee recognized that by law, the responsi-
bility for setting licensing criteria and guidelines for digital
I&C applications in nuclear plants rests with the USNRC.
Thus, the reader should not form too literal an expectation
that the committee has provided a cogent set of principles,
design guidelines, and specific requirements for ready use
by the USNRC to assess, test, license, and/or certify pro-
posed systems or upgrades. Rather, the results of the study
are presented not in the form of simple generic criteria state-
ments (i.e., at a high level of elaboration) but in the form of
conclusions and recommendations related to each issue and
primarily addressed to the USNRC for their consideration
and use. In the committee’s view, there is substantial further
work to be accomplished. The committee expects the
USNRC and the nuclear industry to extend the work of crite-
ria development beyond where this Phase 2 report leaves it.
To guide further work on the eight key issues studied, the
committee’s report offers findings and recommendations in
four broad categories: (a) current practice (of the USNRC
and the U.S. commercial nuclear industry) that is essentially
satisfactory or requires some fine tuning, (b) points of weak-
ness in the USNRC’s approach, (c) issues that merit further
inquiry and research before satisfactory regulatory criteria
can be developed, and (d) criteria and guidelines that are
unreasonable to expect in the near future.

Conduct of the Study

In conducting its study, the committee reviewed a large
number of documents made available by the USNRC and a
variety of other sources. The committee also interviewed
selected personnel from the USNRC, from the two advisory
committees discussed above (ACRS, NSRRC), from the
nuclear industry, and from other industries using digital sys-
tems in safety-critical applications. The committee also
sought the view of individuals from academia and research
organizations. In addition, the committee visited control

room simulators, a nuclear plant, and a fossil-fueled power
plant with extensive digital I&C systems (see Appendix B).
The committee also had frequent and detailed internal dis-
cussions, both face-to-face and via paper and electronic com-
munications. The committee also brought to bear a wide
range of experience in and knowledge of the field (see Ap-
pendix A).

Carrying Out the Charge

The committee took seriously the charge that it identify
criteria for review and acceptance of digital I&C technol-
ogy and that it recommend guidelines for regulation and
certification. In carrying out its charge, the committee rec-
ognized that:

• In order to develop useful guidance, only a limited num-
ber of issues could be dealt with in the relatively brief
duration of the study.

• General, high level criteria would not be particularly
useful.

• The final criteria are legally the USNRC’s responsibil-
ity. Further, since the nuclear power industry is heavily
regulated in the public interest, the licensing criteria
should be forged in a detailed interaction among the
regulators, the industry, and the public.

• The committee has a wide range of expertise and expe-
rience in digital systems and nuclear power plants but it
is not a surrogate for this interaction among the stake-
holders. Hence, the committee could serve by clearly
delineating and defining issues and providing guidance
for resolving these issues rather than developing spe-
cific licensing criteria.

Accordingly, the committee selected eight issues for study
and worked on those issues. These eight issues address the
two major intertwined themes associated with the use of digi-
tal instrumentation and control in nuclear power plants.
These are:

1. Dealing with the specific characteristics of digital I&C
technology as applied to nuclear power plants.

2. Dealing with a technology that is more advanced than
the one widely in use in existing nuclear power plants.
This technology is rapidly advancing at a rate and in
directions largely uncontrolled by the nuclear industry
but at the same time likely to have a significant impact
on the operation and regulation of the nuclear industry.

The technical issues of this report are primarily related to
digital technology itself (Theme 1) while the strategic issues
are primarily related to the process of adopting advanced
technology (Theme 2). The committee concentrated on re-
viewing the current approaches being taken by the nuclear
industry and its regulators toward dealing with the selected
key issues. The committee also tried to learn from the expe-
rience of the international nuclear industry as well as gather
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and evaluate information about how other safety-critical in-
dustries and their regulators dealt with these issues. Also,
through the technical expertise and knowledge of its various
members, the committee explored work done by the digital
systems community at large, including both research activi-
ties and academic work.

As the committee worked through the issues it discovered
there is a major impediment to progress. This is the commu-
nication barriers that exist among the key technical commu-
nities and individuals involved. The basic reason for the com-
munication difficulty is apparent. Work is simultaneously
going on in many areas, each with its own technology, re-
search focus, and agenda. Unfortunately, although many of
these areas use common terms, these terms often have dif-
ferent meanings to different groups, resulting in either a lack
of communication or very difficult communication. This is
particularly troublesome for the nuclear power industry and
its regulators, who are not dominant in this technology and
must try to synthesize information and experience from a
variety of sources and apply it in power plants where safety
hazards must be dealt with in a rigorous way, under public
scrutiny. In Chapter 11 the committee discusses this com-
munication problem in more detail and provides suggestions
for a way forward. Making substantial progress in this area
should have a multiplicative effect as it eases the resolution
of many specific technical and strategic issues.

Overall, while there are important steps that remain to be
taken by the USNRC and industry as addressed in this re-
port, the committee found no insurmountable barriers to the
use of digital instrumentation and control technology to
nuclear power plants. The committee also believes that a
forward-looking regulatory process with good and continu-
ing regulations and industry communication and interaction
will help. All participants must recognize that crisp, hard-
edged criteria are particularly difficult to come by in this
rapidly moving area and good practices and engineering
judgment will continue to be needed and relied upon.

For the key technical issues (systems aspects of digital
I&C technology; software quality assurance; common-mode
software failure potential; safety and reliability assessment
methods; human factors and human-machine interfaces; and
dedication of commercial off-the-shelf hardware and soft-
ware) the committee provides specific recommendations and
conclusions which include a number of specific criteria.
These are listed in each chapter (see Chapters 3 through 8).
But recognizing the difficulty of defining specific criteria,
and the need for the nuclear technology stakeholders, par-
ticularly the USNRC, to make the final decisions, the com-
mittee focused on (a) providing process guidance both in
developing guidelines and in the short-term acceptance of
the new technology; (b) identifying promising approaches to
developing criteria and suggestions for avoiding dead-ends;
and (c) mechanics for improving communication and
strengthening technical infrastructure.

For the key strategic issues (the case-by-case licensing

procedure and adequacy of the technical infrastructure) the
committee:

• Emphasizes guidance to implement a generically ap-
plicable framework for regulation that follows current
USNRC practice and which in particular draws a dis-
tinction between major and minor safety modifications.
The committee also provides guidance for the evalua-
tion and updating of this regulatory framework (see
Chapter 9).

• Identifies a need to upgrade the current USNRC techni-
cal infrastructure and suggests specific research activi-
ties that will support the needed regulatory program
and USNRC’s research needs. The committee also sug-
gests several improvements to the technical infrastruc-
ture to improve and maintain technical capabilities in
this rapidly moving, technically challenging area.

The specific recommendations made by the committee
thus offer guidance toward implementing and maintaining
the currency of a generically applicable framework for regu-
lation that follows current USNRC practice and draws a dis-
tinction between major and minor safety modifications. The
committee suggests specific research activities that will sup-
port this program and makes a number of suggestions for
improving USNRC capabilities for addressing these issues.

Contents of This Report

This report contains 11 chapters and six short appendices.
Chapter 1 (this chapter) briefly discusses the scope, basis,
and context for the study. Chapter 1 also discusses use of
digital I&C systems in nuclear plants in some detail so the
reader has the necessary background to follow the more de-
tailed discussions and evaluations in the remainder of the
report. Chapter 2 briefly describes how the original issues
were derived and places the specific issues in overall con-
text, explaining their interrelationships and the relative pri-
orities assigned to them by the committee. Chapters 3
through 10 discuss each of the individual issues in turn. The
detailed discussions in these chapters include the committee’s
conclusions and recommendations regarding each issue. Chap-
ter 11 presents an overview and summary of the committee’s
findings. Appendices A through F provide useful informa-
tion too detailed to include in the body of the text.
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 Digital instrumentation and control systems for nuclear
power plants have very similar technological characteris-
tics—the equipment, response time, input and output range,
and accuracy—to digital instrumentation and control sys-
tems for other safety-critical applications such as chemical
plants and aircraft. What distinguishes digital I&C (instru-
mentation and control) applications in nuclear power plants
from other digital I&C applications is the need to establish
very high levels of reliability under a wide range of condi-
tions. Because of the potentially far greater consequences of
accidents in nuclear power plants, the I&C systems must be
relied upon to reduce the likelihood of even low-probability
events. The U.S. Nuclear Regulatory Commission (USNRC)
has developed a regulatory process with the goal of achiev-
ing these high levels of reliability and thus assuring public
safety. This process is subject to public scrutiny.

DEVELOPING THE KEY ISSUES (PHASE 1)

In Phase 1 of the study, the committee identified eight
key issues associated with the use of digital I&C systems in
existing and advanced nuclear power plants. In the com-
mittee’s view, these issues need to be addressed and a work-
ing consensus needs to be established regarding these issues
among designers, operators and maintainers, and regulators
in the nuclear industry. The process the committee followed
to identify these issues in Phase 1 is discussed in the Phase 1
report (NRC, 1995) and is only briefly summarized here.

In essence, the committee considered the impact of digi-
tal I&C systems against a set of standard regulatory ap-
proaches to assessing and ensuring safety (defense-in-depth,
safety margins, environmental qualification, requisite qual-
ity assurance, and failure invulnerability). From this analy-
sis, the committee identified a number of questions, issues,
and facets of issues (see Appendix D). After a number of
deliberations, the committee winnowed the list down to eight
key issues.

The eight issues separate into six technical issues and two
strategic issues. The six technical issues are systems aspects

of digital I&C technology, software quality assurance, com-
mon-mode software failure potential, safety and reliability
assessment methods, human factors and human-machine in-
terfaces, and dedication of commercial off-the-shelf hard-
ware and software. The two strategic issues are the case-
by-case licensing process and the adequacy of technical
infrastructure (i.e., training, staffing, research plan). The
committee recognizes that these are not the only issues and
topics of concern and debate in this area (see Appendix D).
Nevertheless, the committee reaffirms its judgment, initially
formed during Phase 1, that developing a consensus on these
eight issues will be a major step forward and accelerate the
appropriate use and licensing of digital I&C systems in
nuclear power plants.

At the end of Phase 1, it became clear to the commit-
tee that the software-related issues and the regulating pro-
cess would be particularly challenging aspects of the
study. Accordingly, the committee strengthened its capa-
bility by adding to its numbers two experts in these areas
(see Appendix A).

ADDRESSING THE KEY ISSUES (PHASE 2)

In Phase 1, the committee largely operated as a single
group. In approaching Phase 2, the committee recognized
that deeper study of each issue would be needed to provide a
firm foundation for developing specific conclusions and rec-
ommendations. The committee accordingly formed working
subgroups associated with each area. These subgroups, each
led by a member of the committee particularly knowledge-
able in that area, were charged with studying the issues in
detail, developing topic papers, identifying and reviewing
key reference documents, and arranging for presentations by
those active in the field to the full committee. However, the
committee recognized that several issues had close interrela-
tions, requiring that the committee also work as an integrated
body to achieve a balanced perspective and forge a commit-
tee consensus. Thus, each issue received significant atten-
tion by the entire committee.

2

Key Issues
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PRESENTING THE KEY ISSUES

The issues are discussed individually in Chapters 3
through 10 of this report. The committee has maintained the
separation between technical issues and strategic issues in
the Phase 2 report, even though as work proceeded in Phase
2 it became increasingly apparent that the technical issues
and the strategic issues are tightly interwoven. The technical
issue discussions (Chapters 3 through 8) generally focus on
the technical basis of the issue and how pertinent technical
knowledge (or the lack thereof) affects how the issue is ad-
dressed in U.S. nuclear plants, foreign plants, and other in-
dustries and their regulators. For each issue, the committee
draws conclusions and provides recommendations.

Discussion of the two strategic issues (Chapters 9 and 10)
focuses on the licensing process and a key underlying area,
the way in which the USNRC has developed and continues
to develop its technical infrastructure (staffing, training, and
research plans) in the digital I&C area. In Phase 1, the com-
mittee became convinced that even if the six technical issues
were resolved and no controversy or lack of consensus ex-
isted, these strategic issues would still need to be carefully
considered and addressed. Concern with these two strategic
issues reflects the recognition that rapidly moving and evolv-
ing technologies present a special difficulty for an industry
and its regulators where licensing and certification processes
generally move more slowly than the technology they are
intended to regulate.

Because the issues are highly interrelated and are rela-
tively general, the committee debated their relative impor-
tance and their order of presentation, which warrants the fol-
lowing brief discussion of their arrangement in this report.

The committee chose to present the technical issues first
to provide a basis and context for the strategic issues pre-
sented later. Of all the technical issues, systems aspects of
digital I&C technology is addressed first (in Chapter 3) be-
cause it is a broad issue that encompasses many others. Next
(in Chapters 4, 5, and 6), the committee has chosen to present
the three issues primarily related to software.1 Software con-
stitutes a major difference between analog and digital I&C
applications, and its use raises some concerns. Software is a
design artifact and, because it is, there is difficulty showing
definitively that it has no critical errors. Software is also more
amenable to the addition of features and enhancements
(so-called “creeping complexity”) not needed for its basic

function, whereby the system becomes more difficult to un-
derstand. As the most general of the three software issues,
software quality assurance is discussed first (Chapter 4). The
issue of software common-mode failures is discussed next
(Chapter 5). Common-mode failure in software is closely
related to software quality assurance but warrants discussion
as a separate topic because of its significance to the safety-
critical digital applications, with their emphasis on indepen-
dence, redundancy, and diversity. The final issue discussed
in the primarily software-related group is quantitative safety
and reliability assessment methods (Chapter 6).

The committee then turns to the issue of human factors
and the human-machine interface (Chapter 7), an issue im-
portant in both analog and digital systems. Digital I&C tech-
nology has the potential to greatly improve the human fac-
tors and human-machine interfaces so that the combination
of the human operator and the computer could provide
greatly improved process control and enhanced safety. There
are, however, unique design challenges that digital technol-
ogy I&C presents.

The last technical issue discussed is dedication and use of
commercial off-the-shelf (COTS) digital I&C systems and
equipment in nuclear power plants (Chapter 8). This topic is
important because much of the existing I&C equipment in
nuclear power plants is becoming obsolete and vendor sup-
port is waning. The nuclear plant market is relatively small
and COTS offers a potentially cost-effective way to address
this problem. Other industries have reached the same con-
clusion and are reportedly finding some success (Loral,
1996). This is a relatively new area for nuclear plants, par-
ticularly in safety system applications, but there is consider-
able industry activity and regulatory involvement.

Finally, the committee turns to the two strategic issues,
case-by-case licensing and adequacy of the technical infra-
structure (discussed in Chapters 9 and 10). Both the Advi-
sory Committee on Reactor Safeguards and the Nuclear
Safety Research Review Committee share the committee’s
view that successful resolution of these issues is a necessary
prerequisite to successfully applying digital I&C systems in
nuclear power plants.
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 INTRODUCTION

Digital instrumentation and control (I&C) systems have
proven to be useful and beneficial in a wide range of applica-
tions including fossil-fueled power generation, electric
power distribution, petroleum refining, petrochemical pro-
duction, aerospace, and some nuclear power plant applica-
tions (e.g., core protection calculators, diesel generator load
sequencers, a few digital reactor protection systems, and
plant radiation monitoring systems). This usefulness is evi-
denced by the trend over the last 20 years toward investment
in digital I&C applications in the process industries.

However, digital I&C systems were not an instant suc-
cess; early on it became clear that careful attention to sys-
tems aspects1 would be necessary to avoid unanticipated fail-
ure modes. In the late 1960s, there was mixed success using
central computers in the so-called “direct digital control”
architecture (commonly referred to as DDC) for process con-
trol. A transition was soon made to the so-called “supervi-
sory control” architecture, in which minicomputers were
used to transmit “supervisory” commands to analog control-
lers that performed continuous process regulation.

Eventually, this transition led to today’s modern multi-
layered architectures in which (a) local controllers perform
component control functions, (b) higher- (system-) level con-
trol stations coordinate in a supervisory mode the operations
of multiple components in a system or multiple systems in a
unit, and (c) higher-level stations perform plant-level super-
visory functions and data analyses.

There are many options by which to implement these archi-
tectures. Selecting among these options involves addressing
considerations such as (a) allocations of functions to different
layers of the system, and to hardware and to software; (b) com-
munications schemes within and between layers; (c) methods
for achieving timely execution of data acquisition, analyses,

and control functions; and (d) provisions for redundancy and
diversity. One possible application of such a multilayered
architecture to a nuclear generating station is described in
Chapter 1 of this report (see Figure 1-1). Notice in Figure 1-1
the multiple horizontal layers of functionality that are typi-
cal in today’s digital I&C systems, along with the traditional
nuclear plant features of vertical independence between pro-
tection and control and the use of independent manual
backup trips. Figure 1-1 also illustrates the use of redun-
dancy in sensing and communication lines and the extensive
use of data buses in the control system compared to the ex-
tensive use of deterministic point-to-point communications
in the protection system.

Recent experience with large-scale, fully integrated digi-
tal I&C systems at nuclear power plants has also had its dif-
ficulties. There have been problems, apparently related to
systems aspects, that have caused substantial delays and in-
creased costs. In addition, there is increasing use of open
systems, in which multiple vendors provide components that
must successfully interact. Open systems are used because
they foster competition and standardization and avoid de-
pendence on single suppliers. However, the presence of
multiple vendors may make successfully dealing with sys-
tems aspects more difficult because of the increased number
of interfaces.

Statement of the Issue

Along with important benefits, digital I&C systems intro-
duce potential new failure modes that can affect operations
and margins of safety. Therefore, digital I&C systems re-
quire rigorous treatment of the systems aspects of their de-
sign and implementation.2 What methods are needed to ad-
dress this concern? How can the experience and best prac-
tices of the various technical communities involved in ap-
plying digital I&C technologies be best integrated and ap-
plied to nuclear power plants? What procedures can be put

3

Systems Aspects of Digital Instrumentation
and Control Technology

1“Systems aspects” refers to those issues that transcend the particular
component(s) that comprise the system and possibly even the function that
the system performs. Such issues include architecture, communications,
allocation of functions, real-time processing, and distributed computing. 2Licensing aspects are discussed in Chapter 9.
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in place to update the methods and the experience base as
new digital I&C technologies and equipment are introduced
in the future?

New Plants and Retrofits

Successfully dealing with the systems aspects of digital
I&C applications is critically important to both new plant
applications and retrofits. However, there are substantial dif-
ferences between the two applications. For new plants, a
large system is conceived and designed as such. The design-
ers have relative freedom in configuring the system architec-
ture and creating the various subsystems, which can be
implemented on a plant-wide, fully integrated basis (see for
example Figure 1-1 and companion description in Chapter
1). The size of the design task is usually matched by a large
pool of available resources and the presence of a dedicated
design team. Extensive testing of the subsystems and of the
integrated system is also likely to be possible.

For retrofits or modifications, typically there will be a
narrower focus and fewer resources available. The systems
aspects of the particular application are likely to be rela-
tively limited in scope, and in any case the designer is lim-
ited by the requirement of integrating the retrofit subsystem
into an existing plant. For example, the designer will likely
make more use of one-for-one digital-for-analog replace-
ments. The customized nature of retrofits or modifications
can make it difficult to carry out a series of changes in a
consistent manner, unless there is an integrated, plant-
wide plan.

Systems Aspects

The systems aspects of I&C systems in nuclear plants
need to be considered from two perspectives: the plant
(i.e., the nuclear, fluid, mechanical, and electrical sys-
tems) and the I&C systems themselves. More specifically,
this includes:

• definition of the I&C systems, integration of these sys-
tems into the overall plant, and specification of the key
high-level requirements applicable to all the I&C
systems

• design of the individual I&C systems themselves, i.e.,
selection of design features intended to meet the high-
level requirements

Interactively addressing the systems aspects from these
two perspectives is essential in order for the design of the
plant and the I&C systems to be adequately integrated, and
to achieve (a) reliable plant operation, (b) reliable plant in-
vestment protection, and (c) reliable worker and public
health protection. This is consistent with the normal design
approach used to design such systems; see, for example,
Johnson (1989) and Pradhan (1996). These authors discuss

the design process in terms of the high-level function of prob-
lem definition, system requirements, and system partition-
ing. Once these steps are accomplished, the overall I&C sys-
tem will be defined and divided into manageable systems or
subsystems with defined top-level requirements.

The committee recognizes that individual digital systems
are an important part of the successful implementation of
large systems and that their design can be difficult. But there
is a large body of experience, including numerous standards,
with designing and successfully implementing these systems
(see, for example, Center for Chemical Process Safety,
1995). There is also an extensive body of technical literature
to guide this work. Therefore, the committee has focused on
the higher-level aspects of digital I&C applications in nuclear
power plants. It should be noted that there are several key
areas in the design of digital systems that need to be care-
fully addressed, and these are summarized in Appendix F.

CURRENT U.S. NUCLEAR REGULATORY
COMMISSION REGULATORY POSITIONS
AND PLANS

In general, the U.S. Nuclear Regulatory Commission
(USNRC) approach for addressing systems aspects is con-
sistent with the above approach (looking at the I&C systems
from two perspectives) and is generally described in Chapter
1 of this report. That is, high-level regulatory requirements
are supplemented by more specific USNRC guidance and
endorsements of industry standards. In discussion with the
committee in October 1995, the USNRC staff called atten-
tion to top-level systems aspects requirements addressed in:

• 10 CFR 50.55a(h), endorsing the use of IEEE Standard
279–1971, particularly in paragraph 3, Design Basis,
and paragraph 4.1, General Functional Requirement

• 10 CFR 50, Appendix A, Criterion 10, Reactor Design
• 10 CFR 50, Appendix A, Criterion 13, Instrumentation

and Control
• 10 CFR 50, Appendix A, Criterion 20, Protection Sys-

tem Functions
• 10 CFR 50, Appendix A, Criterion 21, Protection Sys-

tem Reliability and Testability
• 10 CFR 50, Appendix A, Criterion 22, Protection Sys-

tem Independence
• 10 CFR 50, Appendix A, Criterion 23, Protection Sys-

tem Failure Modes
• 10 CFR 50, Appendix A, Criterion 24, Separation of

Protection and Control Systems
• 10 CFR 50, Appendix A, Criterion 25, Protection Sys-

tem Requirements for Reactivity Control Malfunctions
• 10 CFR 50, Appendix A, Criterion 29, Protection

Against Anticipated Operational Occurrences

In addition to these basic, high-level criteria, the USNRC
staff noted that the existing review guidance includes:
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• IEEE Standard 279–1971 and its alternate, IEEE Stan-
dard 603–1991

• IEEE 7-4.3.2–1993, in particular, Annexes E and F

The USNRC has recognized the need to revise and up-
date their regulatory guidance documents to better address
digital I&C systems, and it has an extensive revision under
way (see Chapters 1 and 9). In the systems aspects area, the
USNRC (1995) indicated the revision includes several items
specifically directed at systems aspects. These include prepa-
ration of (a) a new branch technical position on digital sys-
tems architecture and real-time performance, which provides
guidance on verifying limiting response times and architec-
tural details; and (b) a new Standard Review Plan section,
Section 7.9, Data Communications, which provides accep-
tance criteria and review guidance for data communications
or multiplexers.

Applicability to Existing Plants

For existing plants the primary emphasis will be on digi-
tal upgrades and modifications. Thus, in addition to the docu-
ments listed above, the use of 10 CFR 50.59 will be very
important. (See discussion in Chapter 1 and Chapter 9 re-
garding 10 CFR 50.59.)

Applicability to New Plants

There are three new plant designs being proposed by the
U.S. nuclear industry, one from each of the major vendors,
and these designs are being reviewed by the USNRC. All of
these plant designs use I&C systems that are completely digi-
tal-based and fully integrated into the overall plant design.
The USNRC review is being conducted under an alternative
process set forth in 10 CFR 50.52. The basic technical re-
quirements for licensing the plants are essentially the same
as for existing plants, but the overall licensing review pro-
cess defined in 10 CFR 50.52 is intended to be more stream-
lined and to result in the approval of standardized designs
that can potentially be used at multiple sites.

An important part of the process of developing and docu-
menting the design basis for these new plants has been the
preparation and use of the Electric Power Research Insti-
tute’s Utility Requirements Document (URD) (EPRI, 1992),
which documents the requirements the utilities and vendors
have agreed to impose on the new plant design. Chapter 10
(Man-Machine Interface Systems) of the URD sets forth re-
quirements that specify the design approach for the digital
I&C systems, requirements for the systems aspects, and re-
quirements for specific systems.

To ensure the eventual licensability of the new plant de-
sign, the industry has sought formal review by the USNRC
of the URD. The USNRC has reviewed the URD and has
written formal Safety Evaluation Reports in which the
USNRC agrees that a plant that meets the URD will likely

meet the licensing requirements. USNRC review and accep-
tance of these requirements and their subsequent use in the
design certification of the new plants has provided a way for
the nuclear industry and the USNRC to reach agreement on
many of the systems aspects of digital I&C. (See additional
discussion of the URD in Chapter 1 above.)

DEVELOPMENTS IN THE U.S.
NUCLEAR INDUSTRY

Existing I&C systems in U.S. nuclear plants are analog-
based and are approaching or exceeding their life expect-
ancy, resulting in increased maintenance efforts and costs to
sustain system performance (see, e.g., a survey by Cross
[1992] indicating that I&C maintenance costs are dispropor-
tionately high). As a result there is a strong interest in up-
grading and modifying these systems. Many individual utili-
ties are making upgrades, and an industry-wide initiative,
led by the Electric Power Research Institute, is under way to
promote cost-effective digital I&C upgrades (Chexal et al.,
1991). The importance of systems aspects has been recog-
nized in this initiative. For example, the EPRI initiative in-
cludes systems aspects in its retrofit implementation guide-
lines, which include guidance for defining equipment and
interface requirements for plant data communications, ar-
chitecture, systems requirements, and configuration manage-
ment (see Machiels et al., 1995).

No new U.S. nuclear plants have begun construction in
almost 20 years. As discussed above, however, three new
nuclear plant designs have been proposed and are under re-
view by the USNRC. All of these plants have fully digital-
based I&C systems, and the specifications and other docu-
ments submitted for licensing review emphasize assuring
that the design process and systems aspects are correctly
defined so that the eventual detailed design and implementa-
tion will be successful. There is at least some indication that
this approach is effective. An advanced nuclear power plant
recently completed in Japan (Kashiwazaki-Kariwa unit 6)
was started up with only very minor I&C system problems.
This plant’s design meets the bulk of the requirements for
the equivalent U.S. advanced boiling-water reactor plant
design being reviewed in the United States and, in fact, was
used as a basis for developing many of the requirements con-
tained in the Utility Requirements Document.

DEVELOPMENTS IN THE FOREIGN
NUCLEAR INDUSTRY

There have been several other nuclear plants completed
in the last few years that use completely digital-based I&C
systems and represent significant digital I&C integration ef-
forts. These plants are in the United Kingdom (Sizewell-B
plant), France (Chooz-B plant), Canada (Darlington plant),
and Japan (Kashiwazaki-Kariwa unit 6). The committee has
not reviewed these plant designs in detail. However, what is
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known about actual progress of the work on these plants and
some of the problems that have occurred is instructive with
respect to the importance of systems aspects of the design.

Sizewell-B includes a distributed digital control system
for control and data acquisition, of a product family that has
been extensively used in process control applications, in-
cluding fossil fired generating stations. It also includes ele-
ments of a nuclear safety-grade product family for protec-
tion that has been used in some nuclear applications. Redun-
dancy is provided at all levels, including the use of dual re-
dundant conductors for data buses, and two diverse protec-
tion systems. Hard-wired controls and instruments provide
backup for the computer-based systems (Boettcher, 1994).

Electricite de France (EDF) uses a three-level architec-
ture for its N4 PWR series used at Chooz-B. One level is the
digital protection system. Its mission is to bring the plant to
a safe, stable status, maintaining core and containment in-
tegrity. A second level uses off-the-shelf hardware to pro-
vide functions such as boron control, pressure and tempera-
ture control, and monitoring of secondary feedwater supply.
The third level is the human-machine interface in the control
room, which includes hardwired controls connected directly
to the lowest possible level of the I&C system (Nucleonics
Week, 1995).

The Canadian nuclear program led the world in the use of
digital technology. The CANDU reactors are physically
large, and significant computations are required to maintain
adequate neutron flux distribution and stability. As a result,
digital systems have been extensively used in CANDU
plants. Each new plant has had a greater scope of digital
technology than the previous one. Darlington has digital sys-
tems in almost 100 percent of its control systems and over 70
percent of its plant protection system. Necessity and sound
engineering have made digital I&C acceptable in the
CANDU reactors (White, 1994).

As explained above, the Kawshiwazaki-Kariwa unit 6 in
Japan meets the bulk of the requirements for the equivalent
U.S. advanced boiling-water reactor plant design under re-
view in the United States.

All of these plants are now producing power on the grid.
Because the I&C systems are used extensively in the testing
and startup phases as well as during operation at power, there
are now several plant years of experience with these large
systems. The implication of this experience is that such sys-
tems are clearly practical. Further, operation to date has been
safe, although, as noted by Suri et al. (1995), large systems
with long mission times are challenging tasks and may be
subject to subtle failures that can take a long time to appear.

Three of the four plants have had systems aspects prob-
lems that were costly and caused delays. Sizewell-B and
Chooz-B were affected by a problem that resulted in the need
to both change the basic system design and change the con-
trol system suppliers in the middle of the design (Nucleonics
Week, 1991). For the Darlington plant, a careful review of
the software as part of the licensing process indicated that

the software in its present form is satisfactory for use but
will eventually need to be rewritten as changes inevitably
arise (Joannou, 1995). The plant in Japan reported problems
in a single part of the control system, but this was resolved in
the startup program. On the basis of this experience it ap-
pears that systems aspects of nuclear plant I&C systems con-
tinue to warrant attention.

DEVELOPMENTS IN OTHER
SAFETY-CRITICAL INDUSTRIES

Safety-critical applications of digital I&C are widely used
in the aerospace industry. Systems aspects have been the
focus of many studies, particularly those addressing the role
of the digital I&C systems in accidents and the lessons to be
learned. Many of these deal with human-machine interfaces,
task allocation, and levels of automation. One major finding
closely related to systems aspects is the importance of opera-
tor confusion caused by automatic changes in operating
modes (Aviation Week and Space Technology, 1995; IEEE
Spectrum, 1995).

The chemical industry has great similarity to the nuclear
industry in that it is a process industry that deals with (a)
similar fluid conditions in terms of temperatures, pressures,
and physical phase changes; (b) similar rotating machinery
and mechanisms; and (c) significant latent energy storage,
albeit of a different kind. Digital I&C systems have been
extensively used in the chemical industry since the late
1970s. The industry has developed Guidelines for Safe Au-
tomation of Chemical Processes (Center for Chemical Pro-
cess Safety, 1995), which contains details on important sys-
tems aspects, such as integrity of process control systems,
process hazards, control strategies and schemes, safety con-
siderations, data communications media, data reliability, and
administrative considerations for system integrity.

DISCUSSION

During Phase 1 of its study, the committee recognized
that a great many of the issues and problems being discussed
and addressed in the nuclear industry were of a relatively
specific nature that missed capturing the systems aspects of
the application of digital I&C technologies. This preponder-
ance of relatively specific issues is reflected in the discus-
sions the committee chose to focus on in Chapters 4 through
8 below and in the many other candidate issues and topics
considered by the committee (see Appendix D). Several
members of the committee, however, had had personal ex-
perience in which the various specific parts of a system were
apparently designed correctly but the ensemble or overall
system did not perform satisfactorily. However, the commit-
tee feels that relatively specific I&C issues and problems are
best addressed in the context of overall I&C system require-
ments and interfaces with the rest of the plant. For example,
the committee was very much aware of the problems at the
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Sizewell-B, Chooz-B, and Darlington plants, which were
higher-level problems.

Sizewell-B and Chooz-B had to change their common
original system supplier in the middle of the design efforts.
The problem seems to have been the result of the under-
specification of the Chooz-B system, and the complexity of
the design. The original supplier found itself developing
hardware and software in parallel to ever escalating require-
ments. Technical problems seem to have been created by the
lack of adequate capacity to process the mass of acquired
reactor data with the original architecture (Nucleonics Week,
1991). At Darlington, despite the high availability and safety
record of the Canadian plants, the Canadian Atomic Energy
Control Board undertook a more stringent review of the soft-
ware engineering process and the operation of Darlington’s
first two units was delayed, with a resulting economic pen-
alty on the utility.

The major lesson learned from these cases is that not only
is the control of the design process important; equally im-
portant is the need for clear, complete, and stable require-
ments from the beginning of the project. To be clear, re-
quirements must be quantified. Functions define what the
system must do and must not do. Requirements define how
well system functions must be performed.

The definition of clear, complete, and stable I&C require-
ments requires (a) an in-depth understanding of plant pro-
cesses; (b) an in-depth understanding of the proposed I&C
technology to be used; (c) the vision of what new features
may be needed or desired in the new system, e.g., security,
on-line maintenance aids; and (d) an ability to visualize and
articulate the requirements in a top-down approach while
keeping requirement conflicts out. The last component im-
plies being able to look and see ahead for consistency as
detailed “lower level” requirements are developed from the
more global “top level requirements.”

Finally, as noted above, the technical literature identifies
the systems aspects of a design as being very important to
achieving satisfactory performance, particularly as systems
grow in size and complexity. There is thus a need to focus on
the issue of systems aspects.

In dealing with systems aspects in U.S. nuclear power
plants, there are some important factors to be taken into ac-
count: First, although three new U.S. plant designs are being
reviewed by the USNRC, it is unlikely that any new nuclear
plants will be built in the next few years in the United States.
The U.S. plant experience will be limited to modifications or
upgrades of limited scope, with the bulk of the upgrades and
modifications involving component change-outs or small
subsystems. Second, dealing with the systems aspects is not
solely a USNRC responsibility. This is because systems as-
pects applies to both the safety and nonsafety systems and
only a relatively small subset of the overall I&C systems in a
nuclear plant fall under regulatory control. Industry must
assure that systems aspects are properly dealt with for the
nonsafety systems. The lessons learned and problems seen
in foreign (nuclear) plants indicate nonsafety systems can

cause problems. Note, for example, that the problems at
Chooz-B and Sizewell-B occurred in the nonsafety portion
of the plant (Nucleonics Week, 1995); nevertheless they
were costly and should be avoided. Both the USNRC and the
industry recognize that failures in the nonsafety systems can
challenge the plant’s design envelope and the safety systems
must be appropriately designed to withstand these challenges
and keep the plant within its safety envelope. Third, the ex-
isting U.S. nuclear plant I&C technology is largely analog-
based. There is very little regulatory guidance regarding sys-
tems aspects for digital-based components. (As noted above,
the USNRC has recognized this and has begun an upgrade of
their requirements.)

Taking into account these realities of the situation in the
United States, the committee discerned several activities that
could be undertaken by the U.S. nuclear industry and the
USNRC to better address systems aspects. The principle
underlying these activities is that a proactive approach is
appropriate for drawing on the available experience and ex-
pertise in other countries, comparable industries, and other
government agencies. First, to assess whether new regula-
tory guidance documents have the needed specificity in the
systems aspects area, a trial application could be made to the
existing foreign plant experience that is already available
and to new experience as additional foreign nuclear plants
come on line. These new plants all use digital I&C technol-
ogy throughout. These trial applications could be made both
retrospectively to the existing plants and during development
of new plants to see if the guidance is appropriate, effective,
and of the desired specificity. Second, a systematic review
could be made of the experience, techniques, and regulatory
and industry guidance documents used in other comparable
industries in the United States. Based on its own brief re-
view, the committee has identified at least one candidate
approach, one used in the chemical process industry, that
merits consideration (Center for Chemical Process Safety,
1995). The committee expects that there are other likely
sources of important experience and expertise, such as the
aerospace industry, where large, fault-tolerant, safety-criti-
cal I&C systems are in wide use. For example, it would be
useful for the USNRC to compare their new guidance docu-
ments with those available from the Federal Aviation Ad-
ministration. Third, as digital systems continue to grow in
power and complexity, and particularly in view of the prob-
able lack of any new U.S. nuclear plants, action by the
USNRC to maintain currency in systems aspects may also
be warranted (Chapter 10 of this report discusses the general
topic of technical infrastructure). Examples include:

• USNRC staff training and participation in key confer-
ences in particularly germane technologies, such as
fault-tolerant, distributed systems

• Participation by USNRC staff in the work of other do-
mestic or foreign regulatory agencies (perhaps on a re-
ciprocal loan basis) that are actively dealing with large-
scale digital I&C systems
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Finally, it is essential to pay careful attention to the spe-
cific design features of the individual I&C systems that are
evaluated and licensed. Further, it is necessary to consider
the details of the I&C system implementation and it is not
sufficient to concentrate on general, high-level features.
However, the committee’s brief review of the applicable
USNRC guidance found little specificity in these require-
ments regarding either level of the systems aspects, that is,
the high-level systems aspects or the system design consid-
erations covered in Appendix F. It appears that the USNRC
should carefully consider the level of specificity provided in
their regulatory guidance documents to be sure that the les-
sons learned from prior experience and in good design prac-
tice are adopted and followed. Appendix F is pertinent to
this point.

CONCLUSIONS AND RECOMMENDATIONS

Conclusions

Conclusion 1. Continued effort is warranted by the USNRC
and the nuclear industry to deal with the systems aspects of
digital I&C in nuclear power plants.

Conclusion 2. The lack of actual design and implementation
of large I&C systems for U.S. nuclear power plants makes it
difficult to use learning from experience as a basis for im-
proving how the nuclear industry and the USNRC deal with
systems aspects.

Conclusion 3. The USNRC’s intent to upgrade their regula-
tory guidance in the systems aspects of digital I&C applica-
tions in nuclear power plants is entirely supported by the
committee’s observations about systems aspects.

Conclusion 4. Existing regulatory guidance lacks the speci-
ficity needed to be effective, and the revision should address
this shortcoming.

Recommendations

Recommendation 1. The USNRC should make a trial appli-
cation of the proposed regulatory guidance documents on
systems aspects to foreign nuclear plant digital systems, both
existing and in progress. In particular, this review should
focus on assessing whether or not the revised guidance docu-
ments have the necessary level of specificity to adequately
address the systems aspects of nuclear plant digital I&C
implementations.

Recommendation 2. The USNRC should identify and re-
view systems aspects guidance documents provided in other
industries, such as chemical processing and aerospace,
where large-scale digital I&C systems are used. The focus
of this review would be to compare these other guidance

documents with those being developed by the USNRC, pay-
ing due attention to common problems and application-spe-
cific differences.

Recommendation 3. To obtain practical experience, the
USNRC should loan staff personnel, perhaps on a reciprocal
basis, to other agencies involved in regulating or overseeing
large safety-critical digital I&C systems.

Recommendation 4. The USNRC should require continu-
ing professional training for appropriate staff in technolo-
gies particularly germane to systems aspects, such as fault-
tolerant, distributed systems.

REFERENCES

Aviation Week and Space Technology. 1995. Automated Cockpits: Who’s
in Charge? January 30 and February 6.

Boettcher, D. 1994. State-of-the-Art at Sizewell-B. Atom 433 (Mar–
Apr):34–38.

Center for Chemical Process Safety. 1995. Guidelines for Safe Automation
of Chemical Processes. New York: American Institute of Chemical
Engineers.

Chexal, V., F. Lang, T. Marston, and K. Stahlkopf. 1991. An Industry
Vision for the 1990s and Beyond. Nuclear Energy International
36(446):22–24, 26.

Cross, A.E. 1992. Analysis of corrective actions applied to nuclear power
plant operations. Nuclear Safety 33(4): 586.

Electric Power Research Institute (EPRI). 1992. Advanced Light Water Re-
actor Utility Requirements Document. EPRI NP-6780-L, Vol. 2 (ALWR
Evolutionary Plant) and Vol. 3 (ALWR Passive Plant), Ch. 10: Man-
Machine Interface Systems. Palo Alto, Calif.: EPRI.

Institute of Electrical and Electronics Engineers (IEEE) Spectrum. 1995.
The Glass Cockpit. September.

Joannou, P. 1995. Presentation to the Committee on Application of Digital
Instrumentation and Control Systems to Nuclear Power Plant Opera-
tions and Safety, Washington, D.C., December.

Johnson, B.W. 1989. Design and Analysis of Fault Tolerant Digital Sys-
tems. New York: Addison-Wesley.

Machiels, A., R. Torok, J. Naser, and D. Wilkinson. 1995. The Digital Chal-
lenge, An update on EPRI’s I&C Upgrade Initiative. Nuclear Engineer-
ing International 40(489):44–46.

Nucleonics Week. 1991. British Support French I&C System That EDF
Has Abandoned for its N4. January 10 and April 11.

Nucleonics Week. 1995. Outlook on I&C: Special Report to the Readers of
Nucleonics Week, Inside the N.R.C. and Nuclear Fuel. September and
October.

Pradhan, D.K. 1996. Fault-Tolerant Computer System Design. Upper
Saddle River, N.J.: Prentice-Hall.

Suri, N., C.J. Walter, and M.M. Hugue. 1995. Advances in Ultra-Depend-
able Distributed Systems. Los Alamitos, Calif.: IEEE Computer Soci-
ety Press.

U.S. Nuclear Regulatory Commission (USNRC). 1995. USNRC Staff
(J. Wermeil) presentation to the Committee on Application of Digital
Instrumentation and Control Systems to Nuclear Power Plant Opera-
tions and Safety, Washington, D.C., October.

White, J. 1994. Comparative Assessments of Nuclear Instrumentation and
Controls in the United States, Canada, Japan, Western Europe, and the
Former Soviet Union. JTEC/WTEC Annual Report and Program Sum-
mary 1993/94. Baltimore, Md.: World Technology Evaluation Center,
Loyola College.

Copyright © National Academy of Sciences. All rights reserved.

Digital Instrumentation and Control Systems in Nuclear Power Plants: Safety and Reliability Issues
http://www.nap.edu/catalog/5432.html

http://www.nap.edu/catalog/5432.html


33

INTRODUCTION

Software in nuclear power plants can be used to execute
relatively simple combinational logic, such as that used for
reactor trip functions, or more elaborate sequential logic,
such as that used for actuating engineered safety features or
for process control and monitoring. In either case, it must be
ensured that required actions are taken and unnecessary trips
are avoided.1

One way of assuring software quality is by examining
and approving the process used to produce it. The assump-
tion behind assessing the process by which software is pro-
duced is that high-quality software development processes
will produce software products with similar qualities. An
alternate approach to quality assurance is to directly evalu-
ate properties of the software. Software properties include
correctness, reliability, and safety.

Software is defined as correct if it behaves according to
its requirements. Assurance of software correctness is sought
either experimentally via program testing or analytically
through formal verification techniques. Software may be
correct but still not perform as intended, however, because
of flaws in requirements (e.g., inconsistencies or incomplete-
ness) or assurance techniques (e.g., failing to consider or
design for all significant parts of the software’s input space).

Software reliability is “the probability that a given pro-
gram will operate correctly in a specified environment for a
specified duration” (Goel and Bastani, 1985). Several mod-
els have been proposed for estimating software reliability
(Musa et al., 1987).

Software is safe if it does not exhibit behaviors that con-
tribute to a system hazard (i.e., a state that can lead to an
accident given certain environmental conditions). Safety
analysis and assurance techniques have been developed for
all stages of the software life cycle (i.e., systems analysis, re-
quirements, design, and code verification) (Leveson, 1995).

Complexity is an important aspect of assessing correct-
ness, reliability, and safety of software. (The committee
notes that complexity is of critical importance to the use of
digital instrumentation and control [I&C] systems, and it is
addressed in numerous places in this report.) For example,
the committee is not aware of software metrics for complex-
ity which are reliable and definitive.

Analog and digital systems should be analyzed differently
because the assumptions underlying their design and pro-
duction are different. Reliability estimation for analog sys-
tems primarily measures failures caused by parts wearing
out, whereas for digital systems it seeks to address failures
primarily caused by latent design flaws. Analog systems can
be modeled using continuous and discrete functions, whereas
digital systems must be modeled using discrete mathematics
only. Although analog systems could contain similar latent
design flaws, they are believed to be accommodated by ex-
isting evaluation techniques. When an analog system func-
tions correctly on two “close” test points and continuous
mathematics is applicable, it can be assumed that it will also
function on all points between the two test points. This is not
necessarily true for digital systems, which may produce very
different results for similar test points.

Statement of the Issue

The use of software is a principal difference between digi-
tal and analog I&C systems. Quality of software is measured

4

Software Quality Assurance

1Although this chapter covers software quality assurance, its conclusions
apply to any technology requiring equivalent design effort, e.g., field pro-
grammable gate arrays (FPGAs), application-specific integrated circuits
(ASICs), and programmable logic controllers (PLCs). Digital hardware de-
signs can range in complexity from a simple circuit to a microprocessor to
a general purpose computer. The complexity of a design is not eliminated or
changed simply by expressing the design in a different form. The commit-
tee has seen no proof that software that is implemented on an ASIC is
unlikely to have a different level of reliability or to be more verifiable.
Testability (which is related to complexity) is not changed simply because
the form of the software instructions has changed from a set of program-
ming language instructions to a set of gate arrays.  However, software imple-
mented in ASICs (as well as software stored in read-only memory) does
have configuration control advantages in that unintended changes to the
software outside the configuration management system becomes much more
difficult.
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in terms of its ability to perform its intended functions. This,
in turn, is traced to software specifications and compliance
with these specifications. Neither of the classic approaches
of (a) controlling the software development process or (b)
verifying the end-product appears to be fully satisfactory in
assuring adequate quality of software, particularly for use
with safety-critical systems. How can the U.S. Nuclear Regu-
latory Commission (USNRC) and the nuclear industry de-
fine a generally accepted, technically sound solution to speci-
fying, producing, and controlling software needed in digital
I&C systems?

Discussion

High quality software results from the use of good soft-
ware engineering practices during development to minimize
the probability of introducing errors into the software, and a
rigorous verification process to maximize the probability of
detecting errors. Good software engineering practices (e.g.,
structured programming and data abstraction) reduce the
amount of information that developers must remember when
writing, analyzing, or changing software. However, good
software engineering methods are not easy to apply, and the
methods only reduce rather than eliminate errors (Parnas,
1985). Thus software verification activities remain a key
concern.

Software verification seeks to determine that the software
being built corresponds to its specification, and software
validation seeks to demonstrate that the system meets its
operational goals. Verification and validation (V&V) activi-
ties may focus on either the process or the product. Process-
oriented V&V focuses on the process by which the software
is produced. It typically involves performing and observing
inspections and evaluating test results. Product-oriented
V&V focuses on testing and evaluating the final product,
independent of the process.

Different techniques for assessing software quality have
been developed. These techniques fall into two broad cat-
egories, analytic or experimental, each of which encom-
passes a large number of methods. Analytic techniques in-
clude inspections or walk-throughs and formal analysis
methods based on mathematics. Program testing is the most
common experimental analysis technique.

In software reviews or inspections, teams of software de-
velopers examine software artifacts for defects. Participants
may be given lists of questions about the artifact that they
must answer in order to ensure that they are sufficiently pre-
pared for an inspection, and they may be given lists of poten-
tial errors for which they are to check. Inspections have
proved to be an effective method for detecting software de-
fects (Fagan, 1976). Requirements inspections catch errors
before they propagate into designs and implementations,
making them less costly to repair. Also, inspections subject a
software artifact to the scrutiny of several people, some of
whom would not have participated in the artifact’s design.

Successful inspections depend on the experience levels of
the participants and the quality of the artifacts inspected (Por-
ter et al., 1996). They also depend on the requirements being
expressed in a precise, unambiguous manner so the review-
ers are able to check the document without having to make
assumptions on how the system will be implemented. This
can be challenging in practice because it is difficult to find a
notation such that reviewers are able to effectively check the
correctness of the requirements rather than focusing on the
details of the notation. Furthermore, the notation must be
“readable” by both users and developers.

Formal methods2 use mathematical techniques to assess
if an artifact is consistent with a more abstract description of
its general and specific properties (Rushby, 1993). General
properties derive from the form of the artifact’s description
(e.g., that functions are total, that axioms are consistent, or
that variables are initialized before they are referenced). Spe-
cific properties derive from the problem domain and are cap-
tured in an abstract description. Verification using formal
methods involves the comparison of a more detailed descrip-
tion of a software system with the more abstract description
of its properties. Verifying specific properties of programs
using formal methods has proved to be very difficult (Gerhart
and Yelowitz, 1976; Rushby and von Henke, 1991, 1993).
Furthermore, making mathematical proofs does not guaran-
tee the software will function correctly. Even if one could
perform the verification using formal methods, testing would
still be necessary to validate the assumptions in the proofs.
These assumptions would include that the model matches
the real world and that the code statements will behave as
modeled when executed on the target hardware. Moreover,
errors are often made in proofs.

Testing is used to expose program flaws and to estimate
software reliability. Black-box testing seeks to determine if
software has functional behavior that is consistent with its
requirements. Black-box testing is concerned only with in-
puts and outputs. White-box testing addresses the internal
structure of software (e.g., the outcome of its logical tests)
and seeks to exercise the internal structure:

Some engineers believe one can design black box tests with-
out knowledge of what is inside the box. This is, unfortu-
nately, not completely true. If we know that the contents of a
black box exhibit linear behavior, the number of tests needed
to make sure it would function as specified could be quite
small. If we know that the function can be described by a poly-
nomial of order ‘N,’ we can use that information to determine
how many tests are needed. If the function can have a large
number of discontinuities, far more tests are needed. That is
why a shift from analogue technology to software brings with
it a need for much more testing (Parnas et al., 1990).

2The committee does not make a blanket endorsement of “formal meth-
ods.” However, the committee considers that elements of formal methods
are useful and appropriate and has indicated in the report specific instances
where they should be used. For example, see Recommendation 2 in this
chapter.
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In testing, practitioners seek to find suitable test cases so that
if the software exhibits acceptable behavior for these cases it
can be inferred that it will work similarly for other cases.
However, complex software systems have large numbers of
states and irregular structure. Testing can only sample a frac-
tion of these states, and it cannot be inferred that untested
states are free from errors if none are exhibited in tested
states. As Dijkstra (1970) points out, “Program testing can
be used to show the presence of bugs, but never to show their
absence!”

Software standards can help achieve acceptable levels of
software quality. Because software development practices
are constantly improving, standards should not require de-
velopers to use particular techniques. However, standards
can include definitive acceptance criteria. An example of
definitive and objective acceptance criteria in existing stan-
dards is the requirement for white-box structural coverage in
the Federal Aviation Administration standard, Software Con-
siderations in Airborne Systems and Equipment Certifica-
tion (DO-178B). Depending on the safety category, software
logic must be test-exercised until the specified acceptance
criteria have been met.

There are several existing standards for the production of
safety-critical software for nuclear power plants. These in-
clude IEC 880, Software for Computers in the Safety Sys-
tems of Nuclear Power Stations (IEC, 1986) and IEEE 7-
4.3.2–1993, Standard Criteria for Digital Computers in
Safety Systems of Nuclear Power Generating Stations
(IEEE, 1993). IEC 880 outlines the software development
techniques to be used in the development of software for the
shutdown systems of nuclear power plants. Rather than man-
date particular techniques, IEC 880 states the requirements
on the product; it is up to the developer to meet those re-
quirements using whatever techniques the developer consid-
ers suitable. There are guidelines presented in an appendix
to IEC 880 that describe the effects that particular techniques
are expected to achieve.

IEEE 7-4.3.2–1993 advocates choosing a combination of
the following V&V activities: independent reviews, inde-
pendent witnessing, inspection, analysis, and testing. Some
of these activities may be performed by developers, but in-
dependent reviews must subsequently be performed. Walk-
throughs of design, code, and test results are recommended
inspection techniques. Analysis includes, but is not limited
to, formal proofs, Petri net and other graphical analysis meth-
ods, and related techniques. Functional and structural testing
are recommended for any software artifact that is executable
or compilable. Testing of nonsafety functions may be re-
quired to provide adequate confidence that nonsafety fail-
ures do not adversely impact safety functions. The standard
points out that functional testing cannot be used to conclu-
sively determine that there are no internal characteristics of
the code that would cause unintended behavior unless all
combinations of inputs, both valid and invalid, are exhaus-
tively tested.

IEEE standards have been criticized as “ad hoc and un-
integrated” because they have been developed in a piece-
wise fashion (Moore and Rada, 1996). Generally, IEEE 7-
4.3.2–1993 does not suggest which V&V activities are most
effective, nor does it discriminate between activities that
are mainly actuarial (e.g., witnessing) and those that are
technical (e.g., analysis and testing). In addition, the stan-
dard states that path testing is feasible. Except for extremely
simple programs, however, numerous references have
shown that path testing requires an infeasible number of
tests (e.g., Myers, 1979). Therefore, for most practical pro-
grams, path testing is infeasible. Furthermore, even if path
testing were feasible and were performed, the resulting pro-
gram could still have undetected errors: for example, there
could be missing paths, the program might not satisfy its
requirements (the wrong program could have been written),
and there could be data-sensitivity errors. (As an example
of a data-sensitivity error, suppose a program has to com-
pare two numbers for convergence, that is, see if the differ-
ence between two numbers is less than some predetermined
value. One could write: “If A – B < ε then…” But this is
wrong, because the comparison should have been with the
absolute value of A – B. Detection of this error is dependent
on the values used for A and B and would not necessarily be
found by simply executing every path through the program.)

Once high-quality software has been prepared initially,
it is likely to undergo continuous change to accommodate
new hardware, fix latent errors, or add new functions to
existing systems. Configuration control requires rigorous re-
view and formal approval of software changes. Managing
multiple versions of software systems and assuring that
changes do not degrade system reliability and safety is a
difficult problem.

CURRENT U.S. NUCLEAR REGULATORY
COMMISSION REGULATORY POSITIONS
AND PLANS

Current Positions

The USNRC regulatory basis for software quality assur-
ance is given in:

• 10 CFR 50.55a(h), Protection Systems, which man-
dates the use of IEEE Standard 279–1971, Criteria for
Protection of Systems for Nuclear Power Generating
Stations

• Title 10 CFR Part 50, Appendix A, General Design
Criteria for Nuclear Power Plants (Criterion 1, Quality
Standards and Records; Criterion 21, Protection Sys-
tem Reliability and Testability; Criterion 22, Protec-
tion System Independence; and Criterion 29, Protec-
tion Against Anticipated Operational Occurrences)

• Title 10 CFR Part 50, Appendix B, Quality Assurance
Criteria for Nuclear Power Plants and Fuel Reprocessing
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Plants (Section III, Design Control; Section V, Instruc-
tions, Procedures, and Drawings; and Section VI,
Document Control)

To provide more specific guidance, the USNRC uses Regu-
latory Guide 1.152, Criteria for Programmable Digital Com-
puter System Software in Safety-Related Systems of Nuclear
Power Plants, and ANSI/IEEE/ANS 7-4.3.2–1982, Applica-
tion Criteria for Programmable Digital Computer Systems
in Safety Systems of Nuclear Power Generating Stations
(promulgated jointly by the American National Standards
Institute, the Institute of Electrical and Electronics Engi-
neers, and the American Nuclear Society), in conducting
software reviews. Other standards are used as reference, e.g.,
IEEE 1012–1986, IEEE Standard for Software Verification
and Validation Plans, and ASME [American Society of Me-
chanical Engineers] NQA-2A–1990, Part 2.7, Quality As-
surance Requirements of Computer Systems for Nuclear
Facility Applications. The Standard Review Plan cites and
makes use of these standards and is an attempt to integrate
their various requirements.

Staff Reviews

USNRC staff reviews of the V&V processes used during
software development seem quite thorough. One particularly
good example is the staff review of the V&V process for the
Eagle 21 reactor protection system installed at Zion Units 1
and 2 (USNRC, 1992). Staff activities included comparing
V&V to ANSI/IEEE/ANS 7-4.3.2–1982, verifying the inde-
pendence of V&V personnel, reviewing the development of
functional requirements and subsequent software develop-
ment documents, and reviewing software problem reports
and fixes. They also performed a thread audit by picking
sample plant parameters and tracing the software develop-
ment from developing the requirements to the writing and
testing of code. This review included reviewing code on a
sample basis, comparing software development documents
and code, and examining software problem reports and cor-
rections. The entire system was also examined for potential
timing problems between the software and hardware.

The staff noted: “Experience with computer projects has
demonstrated that the development of computer system func-
tional requirements can have a significant impact on the qual-
ity and safety of the implemented system” (USNRC, 1992).
The staff randomly sampled 56 of the 408 problem reports
and found that 21 percent had significant implications (e.g.,
equations that did not match requirements or logic defects).
Discovery of this type of error raised the staff’s concerns
regarding the potential for common-mode failures in digital
electronics and convinced the staff that rigorous V&V ac-
tivities were needed to augment the developer’s functional
tests. The staff’s thread audit discovered three discrepancies
between the requirements and the design documents (e.g.,
a piece of source code that the requirements seemed to

mandate but that was omitted in the design). The staff con-
cluded that although there were problems in implementation
of the V&V plan, the basic plan was sound. The staff also
considered whether the use of different releases of compilers
affected the correctness of the software. They also consid-
ered Commonwealth Edison’s configuration management
program for the software. The USNRC approved the ap-
proach taken on both of these issues.

Research and Plans

The seven existing sections of Chapter 7 of the 1981–
1982 version of the Standard Review Plan (SRP) are being
updated (project completion expected in June 1997) to in-
corporate digital technology aspects. Two new sections are
being added (Section 7.8, Diverse I&C Systems, to deal with
the ATWS [anticipated transients without scram] rule and
the defense-in-depth and diversity analysis of digital safety
I&C systems, and Section 7.9, Data Communications, to deal
with new issues like multiplexing). New branch technical posi-
tions are also being developed for inclusion in the SRP update,
including ones on software development process, software
development outputs, and programmable logic controllers.

As part of the SRP update process, the USNRC is devel-
oping regulatory guides to endorse (with possible excep-
tions) 10 industry software standards:

• IEEE 7-4.3.2–1993, Standard Criteria for Digital Com-
puters in Safety Systems of Nuclear Power Generating
Stations (an update of the 1982 version)

• IEEE 603–1991, Standard Criteria for Safety Systems
in Nuclear Power Generating Stations (follow-on to
IEEE 279–1971)

• IEEE 828–1990, Standard for Configuration Manage-
ment Plans

• IEEE 829–1983, Standard for Software Test Docu-
mentation

• IEEE 830–1984, Guide for Software Requirements
Specifications

• IEEE 1008–1987, Standard for Software Unit Testing
• IEEE 1012–1986, Standard for Software Verification

and Validation Plans
• IEEE 1028–1988, Standard for Software Reviews

and Audits
• IEEE 1042–1987, Guide to Software Configuration

Management
• IEEE 1074–1991, Standard for Developing Life Cycle

Processes

The USNRC also has ongoing research programs. One of
these, called Review and Assessment of Software Languages
for Use in Nuclear Power Plant Safety Systems, is assessing
advantages and disadvantages of programming languages
used in safety systems. Another, called Measurement Based
Dependability Analysis for Digital Systems, is analyzing
operational failure data to estimate failure probabilities.
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Finally, as a member of the Halden Reactor Project, the
USNRC is following research being conducted at the project
on the use of formal methods in development and in quality
assurance/licensing issues.

DEVELOPMENTS IN THE U.S.
NUCLEAR INDUSTRY

Vendors

During the course of Phase 2 activities, the committee
talked with three digital I&C vendors about software quality
assurance: Foxboro Controls, General Electric Nuclear En-
gineering, and Westinghouse. Vendors reported developing
systems containing at least 10,000 lines of code in a mixture
of high-level and assembly languages. Their software qual-
ity assurance programs were generally modeled after IEEE
7-4.3.2–1993 and IEC 880 and had been audited and ap-
proved by USNRC staff.

Nuclear Utilities

In Phase 2, the committee also talked with a number of
nuclear utilities engaged in digital I&C upgrades: Baltimore
Gas and Electric Company, Public Service Electric and Gas
(PSE&G) Company, Northeast Utilities, and Pacific Gas and
Electric Company. Representatives from several of the
utilities mentioned that strong requirements analysis and
configuration control were keys to producing high-quality
software. The representatives noted that strong analysis re-
quirements and configuration control should be applied to
safety-critical software and nonsafety software, even though
nuclear plant designs routinely separate the hardware and
software so that nonsafety software does not run on the same
computer as the safety-critical applications. It is clear that
high standards must be applied to software running on safety-
critical computers since any such program has the potential
to cause a safety-critical failure. The utility representatives
emphasized that the same strong requirements should be
applied to the nonsafety software because even nonsafety
applications could malfunction in such a way that safety sys-
tems could be required to respond and have safety implica-
tions. They also noted that hazard/failure analyses should be
part of a V&V program. PSE&G described a four-stage re-
view that considers hardware-software interactions, the soft-
ware development process, thread analysis of a small num-
ber of functions, and component-based failure analysis.

DEVELOPMENTS IN THE FOREIGN
NUCLEAR INDUSTRY

During the course of Phase 2 activities, the committee
also talked with representatives from the Canadian and Japa-
nese nuclear power industry and had access to information on
the British experience with digital I&C systems pertaining

to software quality assurance. A representative from Mitsu-
bishi Heavy Industries asserted that they rely on the IEC 880
standard for software quality assurance. British Nuclear
Electric issued Nuclear Electric Programmable Electronic
Systems guidelines for the quality assurance of digital I&C
systems.

Considerable controversy surrounds the results of British
Nuclear Electric’s tests of the Sizewell B primary protection
system (PPS). These tests were not part of system validation
testing, but rather a set of tests concentrated on infrequent
fault scenarios that were designed to support safety claims
made for the PPS (W.D. Ghrist III, personal communication
to the committee, May 1996). Most test results were to be
resolved automatically by use of a test driver that compared
them to responses predicted from a model, and the remain-
der were to be resolved manually. However, only half of the
first 50,000 tests were resolved automatically, resulting in
reports that the PPS failed 50 percent of its tests. Manual
inspections of test results were necessary because of timing
problems between the PPS and the test driver. For example,
inputs were not being provided to the PPS fast enough to
prevent it from indicating failures of incoming data link com-
munications, or the PPS responded at a rate much faster than
input values were changing. In fact, only three or four errors
were found in time delay and setpoint levels because of
specification discrepancies.

One conclusion that could be drawn about this experience
is that there were problems with the completeness and con-
figuration control of the requirements: Understanding the
response time of the PPS required knowledge of the system
design as well as the requirements; hysteresis information
was in the original functional specification but not the speci-
fication provided to the test group; and default actions on
some input quantities were omitted from the specifications.

Canada’s Atomic Energy Control Board (AECB) licensed
a computerized shutdown system at Atomic Energy of
Canada Limited’s (AECL) Darlington plant operated by
Ontario Hydro. The AECB had originally raised objections
about the lack of a widely accepted definition of what con-
stituted “good enough” for safety-critical software. Ontario
Hydro used formal methods to verify the consistency of the
software and the requirements and also used tests randomly
chosen to model one of six accident scenarios to demon-
strate the system’s reliability (Joannou, 1993).

Ontario Hydro and AECL embarked on an effort to de-
velop standards for the software engineering process, the
outputs from the process, and the requirements to be met by
each output. The standards, called OASES, use a graded ap-
proach based on categories of criticality. For each category,
OASES defines a software engineering process, procedures
used to perform activities within each step of a process, and
guidelines defining how to qualify already developed soft-
ware in each category. OASES is a more unified approach to
developing standards than the USNRC approach of develop-
ing standards for individual process activities.
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The AECB has also developed a draft regulatory guide,
C-138, Software in Protection and Control Systems, for soft-
ware assessment (AECB, 1996). They stress that “evidence
of software completeness, correctness, and safety will have
to be reviewed and understood by people other than those
who prepared it.” Several aspects were identified as critical
for providing evidence of high-quality software:

• software requirements specification
• systematic inspection of software design and imple-

mentation
• software testing
• the software development process and its management

The AECB draft regulatory guide (AECB, 1996) includes
a number of acceptance criteria:

• Software requirements should be unambiguous, con-
sistent, and complete.  Requirements should be precise
enough to distinguish between correct and incorrect
implementations, and mechanical rules should exist for
resolving disputes about the meanings of requirements.
The attributes indicate that a formal notation be used.
The notation should define how continuous quantities
in the environment can be represented by discrete val-
ues in software.

• Systematic inspections should include functional analy-
sis to provide evidence that the software does what it is
defined to do, and software safety analysis to provide
evidence that the software does not initiate unsafe ac-
tions. Functional analysis should be based on formally
defined notations and techniques so that mathematical
models and automated tools can be used. A system-
level hazard analysis should determine the contribution
of software to each hazard, and analysis should extend
into the software to increase confidence that hazardous
states cannot occur.

• Both functional and random testing should be em-
ployed. Functional tests should be chosen to expose
errors in normal and boundary cases, and measures of
test coverage should be reported for them. Random tests
selected from input conditions should be used to dem-
onstrate that the software will function without failure
under specific conditions.

• Software design and implementation methods are rap-
idly improving. Instead of mandating a single set of
methods, the guide specifies that software be developed
“by properly qualified people following a controlled
and accepted software development and quality assur-
ance plan.” Methods selected should enable software
designs and implementations to be reviewed to deter-
mine if quality attributes (e.g., completeness, consis-
tency, etc.) have been attained.

• Configuration management should be used to control
change. Changes should be justified and reviewed, and
all artifacts (e.g., designs and test plans) relating to the
component being changed should also be updated.

Changed release versions (with indicated changes)
should be distributed to all holders of the original ver-
sions, including the regulatory agency.

DEVELOPMENTS IN OTHER
SAFETY-CRITICAL INDUSTRIES

During the course of Phase 2 activities (see Appendix B),
the committee heard presentations from John Rushby of SRI
International, committee member Michael DeWalt of the
Federal Aviation Administration, Joseph Profetta of Union
Switch and Signal Inc., and Lynn Elliott of Guidant Cardiac
Pacemakers. The committee also examined the circum-
stances surrounding problems in other applications.

Dr. Rushby summarized his experience with a number of
high-assurance software systems by stating that mishaps are
generally due to requirements errors rather than coding er-
rors. Current techniques for quality assurance are adequate
for later software development stages (e.g., coding). How-
ever, early stages have weak V&V methods because of a
lack of adequate validation techniques, particularly for sys-
tems with complex interactions (e.g., concurrent, fault-toler-
ant, reactive, real-time systems). Dr. Rushby suggested that
formal methods could be used to specify assumptions about
the environment in which a system operates, the require-
ments of the system, and a design to accomplish the require-
ments. If these specifications were written, they could be
analyzed for certain forms of consistency and completeness
and validated by posing “challenges” as to whether a speci-
fication satisfies a requirement or whether a design imple-
ments a specification.

Committee member DeWalt presented the FAA’s Soft-
ware Considerations in Airborne Systems and Equipment
Certification (DO-178B), which provides guidelines for the
production of software for airborne systems. These guide-
lines represent an industry and regulator consensus docu-
ment. The guidelines used by the FAA identify 66 objectives
covering the entire software development process. These
objectives represent a distillation of best industry practices
and do not rely on or reference other standards or guidelines.
The number of objectives that must be satisfied and the asso-
ciated rigor applied is a function of five different severity
categories of safety. These objectives for the most part have
objective acceptance criteria understood by the regulators
and industry. The compliance of a specific software product
with the guidelines is established by examining data prod-
ucts produced by the software process and interviewing de-
veloper personnel. The guidelines recognize that objectives
can be satisfied by alternative methods (e.g., service experi-
ence) provided that equivalent levels of confidence can be
demonstrated. The FAA also has a delegation system that
allows industry representatives to make compliance findings
on behalf of the FAA.

Mr. Profetta described the distributed process control sys-
tems in which control signals from remote controllers could
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be overridden by local signals in trains or switches. Critical
software is developed following IEEE standards and devel-
opment processes. Quality is assured via extensive testing
on a simulation of a train control system. The application has
very well-defined safety problems, and only six events are
needed to characterize the problems. Extensive testing is
undertaken using seeded faults to estimate the probability
that test cases expose faults.

Mr. Elliott stated that his most difficult software develop-
ment problem was writing and reviewing requirements speci-
fications. Food and Drug Administration (FDA) regulators
expect natural language requirements, but Mr. Elliott has
found that describing systems with Statemate (Harel et al.,
1990), a notation for describing event-driven reactive sys-
tems, is superior to either natural language or data flow dia-
grams. Guidant Cardiac Pacemakers developers use fault tree
analysis to analyze the safety of their system and dynamic
testing to ensure the software’s behavior. FDA regulators
specify guidelines for these activities but do not prescribe
particular development methods.

A prior NRC study of space shuttle avionics software
(NRC, 1993) identified shortcomings of inspections with
respect to assumptions reviewers made about hardware and
software platforms on which their implementations execute.
Inspections focus on the development of software by a single
contractor, and do not probe beyond the descriptions of in-
terfaces supplied by other contractors. As a result, imple-
mentations are vulnerable to errors arising from assumptions
made about erroneously documented interfaces.

The Ariane 5 failure (Lions et al., 1996) offers a caution-
ary note for drawing conclusions about the reliability or
safety of software based on prior operating experience. The
first flight of the Ariane 5 launcher ended in a failure caused
by responses to erroneous flight data provided by alignment
software in its Inertial Reference System. Part of the data
contained a diagnostic bit pattern which was erroneously
interpreted as flight data. The alignment software computes
meaningful results only before lift-off. After lift-off, this
software serves no purpose.

The original requirement for the continued operation of
the alignment software after lift-off was retained during 10
years of the earlier models of Ariane, in order to cope with a
hold in the countdown. The period selected for continued
alignment operation was based on the time needed for the
ground equipment to resume full control of the launcher in
the event of a hold.

The same requirement does not apply to Ariane 5, but
was maintained for commonality reasons, presumably based
on the view that, unless proven necessary, it was not wise to
make changes in software which worked well on Ariane 4.

REVIEW OF EXPERIENCE

In order to better understand what types of software
problems have occurred in software quality assurance, the

committee reviewed a number of licensee event reports
(LERs, which are submitted to the USNRC) and summaries
of LERs reporting problems with computer-based systems
in nuclear power plants. LERs describing events at Diablo
Canyon (LER 92-028-00), Salem (LER 92-107-00), and
Turkey Point (LER 94-005-02) identify instances of soft-
ware design errors, inadequate review of requirements and
designs, excessive reliance on testing as a V&V method, and
problems with configuration control. The Turkey Point inci-
dent illustrates several problems that can occur.3

The Florida Power and Light (FPL) Company’s Turkey
Point LER describes an upgrade to the Turkey Point Unit 3
and 4 emergency power system (EPS) using commercial-
grade programmable logic controllers (PLCs) in the EPS
load sequencer. FPL stated that these new load sequencers
would replicate the functions of the old sequencers, with
some improvements to the sequence timing for loading of
safety equipment. In response to USNRC review, FPL com-
mitted to follow the verification and validation program in
IEEE 1012–1986, Standard for Software Verification and
Validation Plans, and the guidelines in Regulatory Guide
1.152, which endorses ANSI/IEEE/ANS 7-4.3.2–1982, Ap-
plication Criteria for Programmable Digital Computer Sys-
tems in Safety Systems of Nuclear Power Generating Sta-
tions. Additionally, the contractor responsible for develop-
ing and installing the load sequencer performed independent
V&V of the PLCs and the load sequencer logic.

FPL qualified the PLCs as Class 1E through dedication of
the commercial-grade equipment based on guidance pro-
vided in EPRI [Electric Power Research Institute] NP-5652,
Guideline for the Utilization of Commercial Grade Items in
Nuclear Safety Related Applications. FPL guaranteed that
all logic functions would be tested under the guidelines of
the above-mentioned V&V program, particularly to ensure
that there were no common-mode failures between the re-
dundant trains of load sequencers. FPL stated that in addi-
tion to the regularly scheduled startup and bus load tests, the
load sequencer would be tested “continuously” using an au-
tomatic self-test mode. This enhancement was approved by
the USNRC (Newberry, 1990).

On November 3, 1994, Turkey Point Unit 3’s sequencer
failed to respond to Unit 4’s safety injection (SI) signal be-
cause of a defect in the sequencer software logic. The defect
could inhibit any or all of the four sequencers from respond-
ing to input signals. The problem arose in trying to design
the sequencers so that if a “real” emergency signal is re-
ceived while the sequencer is being tested, the test signal
clears and the engineering safety features controlled by the
sequencer are activated.

As actually implemented, if an SI signal is received 15
seconds or later into particular test scenarios, the test signal
is cleared but the inhibit signal preventing actuation is

3The Diablo Canyon plant is in Avila Beach, California; the Salem plant
is in Salem, New Jersey; the Turkey Point plant is in Florida City, Florida.
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maintained by latching logic. The test signal initiates the
latching logic, but an input signal maintains the latching logic
if the signal arrives prior to the removal of the test signal.
Thus, if a real signal arrives more than 15 seconds into the
test scenario, the test signal clears but the inhibit logic is
held locked in and actuation is prevented. As the result of
erroneous inhibit signals, any sequencer output might be
blocked. The outputs blocked are determined by a combina-
tion of factors, including which test scenario was executing,
the length of time the test was running, and which other in-
puts were received.

The designer and independent verifier failed to recognize
the interactions between the inhibit and test logic. An inde-
pendent assessment team found that logic diagrams con-
tained information not reflected in the ladder diagrams, and
that the V&V was not comprehensive enough to test certain
aspects of the logic. In its review, the USNRC stated, “The
plan was weak in that it relied almost completely on testing
as the V&V methodology. More emphasis on the analysis of
the requirements and design would have increased the likeli-
hood of discovering the design flaw.” This incident illus-
trates many of the potential problems with digital systems:
added design complexity from self-testing software compo-
nents, incomplete requirements, and inadequate testing.

Two recent studies by Lee (1994) and Ragheb (1996) pro-
vide data on digital application experiences in the United
States and Canada. Lee reviewed 79 LERs for digital fail-
ures and classified them according to their root causes. With
respect to the U.S. experience, Lee found that electromag-
netic interference (EMI), human-machine interface error,
and software error caused a “significant number of failures”
(where “significant” is not defined in the report) in digital
components during the three-year period studied (1990–
1993). Fewer digital system failures involved random com-
ponent failure. The actual numbers are shown in Table 4-1.
The report concludes that the root causes of these failures
were (1) poor software V&V, (2) inadequate plant proce-
dures, and (3) inadequate electromagnetic compatibility of
the digital system for its environment.4

Although the study is not yet completed, the Canadian
AECB has been reviewing data from the United States,
Canada, and France on software failures in nuclear power
plants (Ragheb, 1996). The reviews include only events that
resulted in consequences that meet reporting criteria of the
government agency and do not necessarily include all digital
system failures. The results of this study are in draft form
only and may change before final publication. It is also im-
portant to note again that classification of errors is very

difficult and may be subject to the classifier’s biases or per-
sonal definitions.

In the AECB study, 459 event reports from 22 reactors
over 13 years are being evaluated. The AECB found all
trends either decreasing or flat, except those attributable to
inappropriate human actions (which have shown a marked
increase in the last five years). Hardware problems overall
were found to be decreasing with time, although peaks can
be found in some recent years. The number of software faults
appears to be relatively constant over time.5

A large majority of the computer-related events occurred
in digital control systems, which is not surprising given that
they have been in operation the longest (since 1970) and
perform a complex and continuous task: 363 computer sys-
tem failures were in control systems, 29 in shutdown sys-
tems, and 65 in other systems. Table 4-2 shows the distribu-
tion of the failure types.

Of the problems classified as relating to software, 104
involved application software, four involved the executive
or operating system, four a database or table, and five were
classified as other.

We emphasize that the classification of the errors in this
report was subjective and thus the data should be used with
caution. However, it does appear that a number of software
errors have been found in operating nuclear power plant soft-
ware and more extensive evaluation and collection of data
would be useful in making decisions about most of the is-
sues in this report.

Finally, Ragheb notes that introducing modern digital
I&C systems may not alleviate software quality assurance
concerns. He points out: “Programmable logic controllers
(PLCs) are being introduced as a cost-effective method of
replacing older analogue or digital controls. PLCs have re-
sulted in a number of incidents within the plants and it must
be recognized that they are themselves digital computers.”

A study of PLCs used in a U.S. phenol plant (Paula, 1993)
reported a processor  failure rate of approximately two per

4Experience shows that classification of incidents into categories solely
using LER data is fraught with uncertainty and likely to be erroneous be-
cause of the great difficulty of determining root causes from the summary
data in the LERs. Further, committee review of Lee’s classification indi-
cates several questionable or apparently erroneous classifications. Never-
theless, the committee agrees that inadequate V&V is a substantial problem
that must be addressed.

5Ragheb was also critical of temporary software modifications performed
by “patching” the software to change its behavior. For example, at the Ca-
nadian Bruce-A plant, the software was patched to permit the software to
operate correctly at very low reactor power. However, the patch was not
removed when the reactor power increased, and “the software operated in-
correctly and caused a power excursion that was terminated by a trip”
(Ragheb, 1996).

TABLE 4-1 U.S. Software-Related LERs between 1990
and 1993

Cause of Events Number of Events

Software error 30
Human-machine interface error 25
Electromagnetic interference 15
Random component failure 9

Source: Lee (1994).
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year. The plant operators also reported a total of our com-
plete PLC failures (both primary and secondary processors)
for all PLCs over seven years of plant operation. No PLC
failures were reported because of errors in the software, in-
cluding operating systems and applications software, or be-
cause of operator error. For PLCs with fault-tolerant redun-
dant architectures installed to perform control interlocks in
several nuclear power plants of French design, Paula found
there were 58 failures of both processors out of a total 1,200
PLCs over a three-year period (Paula, 1993).

In evaluating these data, Paula warns that system size and
complexity are important factors. The PLCs considered are
relatively simple, generally accepting a few input signals and
performing only a few control functions. In a study of fault-
tolerant digital control systems that are much larger and more
complex than these PLCs, the failure rates were about 15 to
50 times higher (Paula et al., 1993). In these fault-tolerant
digital control systems, software errors were an important
contributor to system failure. In several of the systems stud-
ied, failure due to software errors occurred as often as hard-
ware failures, and the authors further (Paula et al., 1993)
conclude that software errors tended to be difficult to prevent
because they may occur only when an unusual set of inputs
exists. Inadvertent operator actions, particularly during main-
tenance, also contributed significantly to the frequency of
failures of these fault-tolerant digital control systems.

CONCLUSIONS AND RECOMMENDATIONS

Conclusions

Conclusion 1. Software quality assurance procedures typi-
cally monitor process compliance rather than product qual-
ity. In particular, there are no generally accepted evaluation
criteria for safety-related software; rather, standards and
guidelines help to repeat best practices. Because most soft-
ware qualities related to system safety, e.g., maintainability,
correctness, and security, cannot be measured directly, it
must be assumed that a relationship exists between measur-
able variables and the qualities to be ensured. To deal with
this limitation, care must be taken to validate such models,

e.g., using past development activities, and to assure that the
measurements being made are appropriate and accurate in
assessing the desired software qualities.

Conclusion 2. Prior operating experience with particular
software does not necessarily ensure reliability or safety
properties in a new application. Additional reviews, analy-
sis, or testing by a utility or third-party dedicator may be
necessary to reach an adequate level of assurance.

Conclusion 3. Testing must not be the sole quality assur-
ance technique. In general, it is not feasible to assure soft-
ware correctness through exhaustive testing for most real,
practical I&C systems.

Conclusion 4. USNRC staff reviews of the verification and
validation process used during software development seem
quite thorough.

Conclusion 5. Exposing software flaws, demonstrating re-
liable behavior of software, and finding unintended func-
tionality and flaws in requirements are different concepts
and should be assessed by a combination of techniques in-
cluding:

• Systematic inspections of software and planned testing
with representative inputs from different parts of the
systems domain can help determine if flaws exist in the
software.

• Functional tests can be chosen to expose errors in nor-
mal and boundary cases, and measures of test coverage
can be reported for them.

• Testing based on large numbers of inputs randomly se-
lected from the operational profiles of a program can
be used to assess the likelihood that software will fail
under specific operating conditions.

• Requirements inspections can be an effective method
for detecting software defects, provided requirements
are studied by several experienced people who did not
participate in their construction. The effectiveness of
these reviews also depends on the quality of the re-
quirements.

• A system-level hazard analysis can identify states that,
combined with environmental conditions, can lead to
accidents. The analysis should extend into software
components to ensure that software does not contribute
to system hazards.

Conclusion 6. The USNRC research programs related to
software quality assurance appear to be skewed toward in-
vestigating code-level issues, e.g., coding in different lan-
guages to achieve diversity and program slicing to identify
threads containing common code.

Conclusion 7. Rigorous configuration management must be
used to assure that changes are correctly designed and imple-
mented and that relationships between different software ar-
tifacts are maintained.

TABLE 4-2 Summary of Canadian Software-Related
Event Reports 1980–1993

Failure Cause Number

Software problems 117
Human-machine interface problems 130
Hardware problems 220
External (power, electromagnetic interference, other) 39
Unassigned 37

NOTE: Total number of failure causes exceeds number of events. Some
events apparently had multiple causes.

Source: Ragheb (1996).
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Conclusion 8. Software is not more testable simply because
the design has been implemented on a chip. Use of any tech-
nology requiring equivalent design effort to software re-
quires commensurate quality assurance. For example, this
conclusion applies to ASIC (application-specific integrated
circuit), PLC (programmable logic controllers), and FPGA
(field programmable gate arrays). However, the committee
notes that the use of these technologies may be useful in
addressing some configuration management problems.

Recommendations

Recommendation 1. Currently, the USNRC’s path is to de-
velop regulatory guides to endorse (with possible exceptions)
a variety of industry standards. The USNRC should develop
its own guidelines for software quality assurance that focus
on acceptance criteria rather than prescriptive solutions. The
draft regulatory guide, Software in Protection and Control
Systems, by Canada’s Atomic Energy Control Board is an
example of this type of approach. The USNRC guidelines
should be subjected to a broad-based, external peer review
process including (a) the nuclear industry, (b) other safety-
critical industries, and (c) both the commercial and academic
software communities.

Recommendation 2. Systems requirements should be writ-
ten in a language with a precise meaning so that general
properties like consistency and completeness, as well as ap-
plication-specific properties, can be analyzed. Cognizant
personnel such as plant engineers, regulators, system archi-
tects, and software developers should be able to understand
the language.

Recommendation 3. USNRC research in the software qual-
ity assurance area should be balanced in emphasis between
early phases of the software life cycle and code-level issues.
Experience shows the early phases contribute more fre-
quently to the generation of software errors.

Recommendation 4. The USNRC should require a com-
mensurate quality assurance process for ASICs, PLCs, and
other similar technologies.
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INTRODUCTION AND BACKGROUND

Safety systems in nuclear power plants must reliably sat-
isfy their functional requirements. To help achieve this goal,
safety systems are designed to be single-failure proof, i.e.,
no single failure is to prevent safety system actuation if
needed, nor shall a single failure cause a spurious activation.
Various forms of redundancy are commonly used to achieve
this design goal, i.e., to achieve the functional goals in the
presence of component failures.

There are two approaches to providing redundant compo-
nents: active redundancy and standby redundancy. In active
redundancy, the outputs of multiple identical components or
strings of components, operating in parallel, are compared
or selected in some way to determine which outputs will
actually be used. If the individual components are each
highly reliable and fail independently, then a correct output
can be assured with high probability.

To avoid the problem of spurious scrams in a nuclear
power plant, the active redundancy may involve multiple
channels, all carrying the same kind of information and con-
nected so that no protection action will be taken unless a
certain number of these channels trip simultaneously. For
example, the output from four parallel strings of identical
components might be combined using Boolean logic in such
a way that the safety systems are activated when two of the
four channels exceed the preset threshold level. In this way,
a single channel failure cannot prevent or cause safety sys-
tem activation.

The second type of redundant design uses standby (or
backup) redundancy. In this scheme, one or more spares are
available to replace failed components. An example of
standby redundancy is switching to an alternate or backup
power supply when loss of electrical power is detected. Com-
binations of active and standby redundancy can also be used.

In both active and standby redundancy, components are
designed to implement the same function. If the components
are identical, this is called component duplication. Compo-
nent duplication provides protection against independent

5

Common-Mode Software Failure Potential

failures caused by physical degradation (e.g., wearing out)
of the components.

The benefits of component duplication can be defeated
by common-cause or common-mode failures. Common-
cause failures are multiple component failures having the
same cause. Common-mode failures denote the failure of
multiple components in the same way, such as stuck open or
fail as-is. Common-cause and common-mode failures occur
when the assumption of independence of the failures of the
components is invalid.

Common-cause failures can occur owing to common ex-
ternal or internal influences. External causes may involve
operational, environmental, or human factors. The common
cause may also be a (dependent) design error internal to the
supposedly independent components.

To protect against common design errors, components
with a different internal design (but performing the same
function) may be used. This approach is called “design di-
versity” in this report. Multiple versions of software that are
written from equivalent requirements specifications are ex-
amples of design diversity. That is, the component require-
ments are the same, but the way the requirement is achieved
within the component may be different. Two pieces of soft-
ware that compute a sine function but use different algo-
rithms to do so are an example of design diversity. As an-
other example, consider two algorithms where the required
function is to determine whether two numbers are equal. One
algorithm may compute the ratio of the numbers and the
other may compare their differences to some number epsilon
which has a value close to zero.

A second type of diversity, which is called “functional
diversity” in this report, involves components that perform
completely different functions at the component level (al-
though the components may be related in that they are used
to satisfy higher-level system requirements). The crucial
point is that the component requirements are different. An
example of functional diversity is the use of high reactor
power to flow ratio to cause a reactor trip using control rods,
and high coolant temperature to cause a reactor trip using
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boron concentration. Diversity in this case involves using
different principles of operation or physical principles to sat-
isfy the same or different system-level requirements. In the
case of software, functional diversity means that the behav-
ioral requirements for the software are different. For ex-
ample, one program may check to see whether two numbers
are equal and another, functionally diverse, program might
select the larger of two numbers.

Note that the components must have different functional
requirements to count as functionally diverse. Digital com-
ponents that have the same functional requirements are not
functionally diverse and do not make two separate systems
diverse. An example of the latter case is the use of a digital
component or components to provide the same protection
functions where a diverse means to actually shut down the
reactor (such as control rods and soluble neutron absorption)
is used. The system-level actuation functions may be physi-
cally different (dropping the control rods or injecting a
soluble neutron absorber), but if the digital components are
performing the same protection functions (detection of the
conditions to signal the need for a reactor scram), then the
digital components do not have functional diversity.

To summarize:

• Redundancy is the use of duplication or diversity to
provide alternate means of performing a required func-
tion in the event of failure of an individual item (single
failure).

• Redundancy may be active (all results, or components,
are used) or standby (some results, or components, are
not used until failure occurs).

• Duplication is the use of multiple copies of the same
component to provide protection against independent
failures caused by physical degradation.

• Design diversity is the use of two or more components
with a different internal design but performing the same
function.

• Functional diversity is the use of two or more compo-
nents to achieve different functions at the component
level, although the functions may be related in terms of
higher-level system requirements.

• Design diversity and functional diversity are used to
protect against common-cause or common-mode
failures.

This chapter is concerned only with digital components.
Design diversity, as defined above, is not extensively prac-
ticed in nuclear power plants for analog instrumentation and
control; identical components and devices are used in redun-
dant channels. This practice results from a conscious deci-
sion that design diversity of the nature suggested for soft-
ware would introduce counter-productive complexity into
the hardware environment. Analog systems are believed to
fail in more predictable and obvious ways than do the more
hidden and insidious failure mechanisms in software. This
fact has allowed assessment and protection against common-

mode analog failure potential without use of diversity except
in a very limited way. It also allows the industry to collect
operating experience on failure modes over a large applica-
tion base.

Digital technology introduces a possibility that common-
mode software failure may cause redundant safety systems
to fail in such a way that there is a loss of safety function.
Arguments for independence in redundant or functionally
diverse hardware designs are often based on the failures be-
ing related to different physical principles or causes and
therefore acceptably independent or on the ability to build in
a particular failure mode, e.g., a valve that is designed to fail
open. These same arguments and methods do not apply to
software. When considering common-mode software fail-
ure, the issue is whether assumptions about independence
could be compromised when digital components are substi-
tuted for analog components.

Although the committee found that some people use the
term “common-mode software error” to mean any software
error, the term as used here specifically denotes errors that
involve dependencies between two or more digital compo-
nents. When only one of a set of diverse components is digi-
tal, i.e., when a digital component is used in conjunction
with analog devices or human backups (e.g., when a relay
system, a digital device, and a manual actuator are used to-
gether to provide design diversity and adequate reliability),
there appear to be no additional issues raised over current
practice. The committee sees nothing special concerning the
common-mode failure problem in this situation that is not
covered by current procedures to evaluate the potential for
common-mode failure between different types of devices.

Statement of the Issue

Digital technology introduces a possibility that common-
mode software failures may cause redundant safety systems
to fail in such a way that there is a loss of safety function.
Various procedures have been developed and evolved for
evaluating common-mode failure potential in analog devices.
Do these same procedures apply to computers and software
or are different approaches to ensuring reliability needed?
What does software diversity mean? Can it be achieved and
assessed and, if so, how? Do techniques exist for assessing
common-cause failure and common-mode failure when com-
puters are involved? What are the implications of common-
mode software failure for the licensing process and the use
of component diversity? Are redundancy and diversity the
most effective way to achieve reliability for digital systems?

Applicability to Existing and New Plants

The problem of common-mode software failure is impor-
tant in both retrofits of digital components into existing
plants and in new plant design. In older plants where digital
components are being substituted for analog ones, assumptions
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about the independence of components may have been made
in the original licensing basis. If these independence assump-
tions can be invalidated by the introduction of the digital
components, then the safety evaluation must be redone using
the new assumptions. In new plants, if the use of digital com-
ponents can invalidate standard assumptions and procedures
for achieving and assessing independence and high reliabil-
ity, then new procedures may be needed.

U.S. NUCLEAR REGULATORY
COMMISSION POSITION

The U.S. Nuclear Regulatory Commission (USNRC) staff
has developed the following position with respect to diver-
sity, as stated in the draft branch technical position, Digital
Instrumentation and Control Systems in Advanced Plants
(USNRC, 1992):

1. The applicant shall assess the defense-in-depth and diversity
of the proposed instrumentation and control system to dem-
onstrate that vulnerabilities to common-mode failures have
been adequately addressed. The staff considers software de-
sign errors to be credible common-mode failures that must be
specifically included in the evaluation.

2. In performing the assessment, the vendor or applicant shall
analyze each postulated common-mode failure for each event
that is evaluated in the analysis section of the safety analysis
report (SAR) using best-estimate methods. The vendor or
applicant shall demonstrate adequate diversity within the de-
sign for each of these events.

3. If a postulated common-mode failure could disable a safety
function, then a diverse means, with a documented bases [sic]
that the diverse means is unlikely to be subject to the same
common-mode failure, shall be required to perform either the
same function or a different function. The diverse or different
function may be performed by a non-safety system if the sys-
tem is of sufficient quality to perform the necessary function
under the associated event conditions. Diverse digital or
nondigital systems are considered to be acceptable means.
Manual actions from the control room are acceptable if time
and information are available to the operators. The amount
and types of diversity may vary among designs and will be
evaluated individually.

4. A set of displays and controls located in the main control
room shall be provided for manual system-level actuation and
control of critical safety functions and monitoring of param-
eters that support the safety functions. The displays and con-
trols shall be independent and diverse from the safety com-
puter system identified in items 1 and 3 above.

The position for existing plants is the same except that item
4 is not required.

Because the regulatory requirement depends on provid-
ing a diverse means of carrying out a safety function, the
USNRC has also recently issued guidelines to assess whether
sufficient diversity exists between digital systems. The
guidelines state (USNRC, 1996) that adequate diversity is
assumed to exist if:

1. All of the following are different:
programming language
hardware
function
signal
design (including design team), or

2. The digital systems provide a different function but are de-
veloped using the same programming language and by the
same vendor, or

3. The digital systems have a different vendor but perform the
same function (“nameplate” diversity), or

4. Case-by-case review is required for other implementations of
diversity.

DEVELOPMENTS IN THE FOREIGN
NUCLEAR INDUSTRY

The Canadian Atomic Energy Control Board (AECB) has
recently also been developing a position on this issue. Their
draft regulatory guide C-138, Software in Protection and
Control Systems (also discussed in Chapter 4 above), con-
tains the following policy (AECB, 1996):

To achieve the required levels of safety and reliability, the
system may need to be designed to use multiple, diverse
components performing the same or similar functions. For
example, AECB Regulatory Documents R-8 and R-10 re-
quire two independent and diverse protective shutdown sys-
tems in Canadian nuclear power reactors. It should be recog-
nized that when multiple components use software to pro-
vide similar functionality, there is a danger that design di-
versity may be compromised. The design should address this
danger by enforcing other types of diversity such as func-
tional diversity, independent and diverse sensors, and timing
diversity.

Thus, the AECB draft regulatory guide agrees with the
USNRC with respect to recognizing the possibility of com-
mon-mode software failure and requiring steps to be taken to
reduce that possibility. The difference appears to be that the
AECB accepts functional diversity as one means of address-
ing the common-mode software failure issue but does not
mandate it. The USNRC accepts digital systems performing
the same function but provided by different vendors.

DEVELOPMENTS IN OTHER
SAFETY-CRITICAL INDUSTRIES

Regulatory agencies in fields other than nuclear power do
not, in general, have equivalent policies about common-
mode software failure because of the different approach to
safety assurance in other industries. Thus simple compari-
sons can be misleading. In general, in other industries, all
components are considered potentially safety-critical and no
distinction is made between safety and nonsafety systems
except with respect to their potential to contribute to hazards
identified in a system hazard analysis. Components whose
operation or failure could cause hazards (such as control
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systems) are treated in the same way as those that could miti-
gate hazards and, in fact, are considered more important be-
cause hazard prevention is given a higher priority than haz-
ard mitigation. No assumptions are made or requirements
levied to use protection or shutdown systems—the design ap-
proach used must be justified for each system according to the
hazard analysis and characteristics of the particular system.

The Federal Aviation Administration (FAA) satisfies the
need for guidance in satisfying airworthiness requirements
for airborne systems by a series of industry-generated and
accepted guidelines reflecting best practices: DO-178B,
Software Considerations in Airborne Systems and Equip-
ment Certification. These guidelines are in the form of ob-
jectives for software life-cycle processes, descriptions of
activities and design considerations for achieving these ob-
jectives, and descriptions of the evidence that indicate that
the objectives have been achieved. The guidelines are ap-
plied in a graded manner that depends on the assessed level
of criticality of the software component.

Redundancy or diversity in the software is not required
by DO-178B. If the licensee wants to take credit for it, that
is, reduce the set of normally required activities for their
software development process, they must argue the case and
get approval from the FAA. Specifically, DO-178B states
with respect to using software design diversity (FAA, 1992):

The degree of dissimilarity and hence the degree of protec-
tion is not usually measurable. Probability of loss of system
function will increase to the extent that the safety monitoring
associated with dissimilar software versions detects actual
errors or experiences transients that exceed comparator
threshold limits. Multiple software versions are usually used,
therefore, as a means of providing additional protection after
the software verification process objectives for the software
level have been satisfied.

In summary, the FAA position on the use of software
diversity is that the degree of dissimilarity and protection
provided by design diversity is not usually measurable and
therefore is usually counted only as additional protection
above a required level of assurance.

The defense and aerospace industry use MIL-STD-882C
(DOD, 1993) or variations of it (for example, NASA stan-
dards are based on MIL-STD-882C). This standard requires
the use of a formal safety program that stresses early hazard
identification and elimination or reduction of associated risk
to a level acceptable to the managing authority. Rather than
specify a particular safety design approach, such as defense-
in-depth, or design features, such as redundancy or diver-
sity, MIL-STD-882C requires that contractors establish a
system safety program that includes specific tasks (such as
hazard tracking, reviews and audits, hazard analyses, and
safety verification) and criteria (such as the use of qualita-
tive risk assessment and an order of precedence for resolving
hazards). In contrast to the FAA and some nuclear power stan-
dards, software components are not graded as to their criti-
cality and then subjected to different software development

procedures, but rather the hazards themselves are assessed
and either eliminated or controlled. Earlier versions of this
defense standard included tasks that were specific to soft-
ware, but the latest version (MIL-STD-882C) has integrated
the software tasks with the nonsoftware tasks and does not
distinguish them.

The U.S. Office of Device Evaluation of the Center for
Devices and Radiological Health of the U.S. Food and Drug
Administration has issued Reviewer Guidance for Computer
Controlled Medical Devices Undergoing 510(k) Review
(FDA, 1991). This guidance applies to the software aspects
of premarket notification (510(k)) submissions for medical
devices. It provides (1) an overview of the kind of informa-
tion about software that FDA reviewers may expect in com-
pany submissions and (2) specification of the approach that
FDA reviewers should take in reviewing computer-con-
trolled devices, such as some key questions that will be asked
during the review.

The FDA guidance does not dictate any particular ap-
proach to safety, as does the USNRC, or specific software
development or quality assurance procedures, as does the
FAA. Instead, it focuses attention on the software develop-
ment process to assure that potential hazardous failures have
been addressed, effective performance has been defined, and
means of verifying both safe and effective performance have
been planned, carried out, and properly reviewed. The FDA
believes that in addition to testing, device manufacturers
should conduct appropriate analyses and reviews in order to
avoid errors that may affect operational safety.

The depth of review is dictated by both the risk to the
patient of using (and not using) the device and the role that
software plays in the functioning of the device. The three
levels of concern are (FDA, 1991):

MAJOR: The level of concern is major if operation of the
device or software function directly affects the patient so
that failures or latent design flaws could result in death or
serious injury to the patient, or if it indirectly affects the
patient (e.g., through the action of a care provider) such that
incorrect or delayed information could result in death or se-
rious injury of the patient.

MODERATE: The level of concern is moderate if the opera-
tion of the device or software function directly affects the
patient so that failures or latent design flaws could result in
minor to moderate injury to the patient, or if it indirectly
affects the patient (e.g., though the action of a care provider)
where incorrect or delayed information could result in injury
of the patient.

MINOR: The level of concern is minor if failures or latent
design flaws would not be expected to result in death or in-
jury to the patient. This level is assigned to a software com-
ponent that the manufacturer can show to be totally indepen-
dent of other software or hardware that may be involved in a
potential hazard and would not directly or indirectly lead to
a failure of the device that could cause a hazardous condition
to occur.
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The FDA does not specify particular software assurance
or development procedures. Instead, the FDA specifies what
information should be included in the review documents and
what types of questions will be asked during the review for
each level of concern. The submission must include a hazard
analysis that identifies the potential hazards associated with
the device, the method of control (hardware or software), the
safeguards incorporated, and the identified level of concern.
Because there is no specification of how safety should be
achieved, there is no guidance provided on redundancy or
diversity.

U.S. NUCLEAR REGULATORY COMMISSION
RESEARCH ACTIVITIES

The Office of Nuclear Regulatory Research of the
USNRC indicated that they currently fund only one research
project on common-mode failure potential. This research
project is developing a software tool called Unravel for pro-
gram slicing.

Program slicing is a technique that was developed to
assist with software debugging. Basically, program slicing
extracts the statements that might affect the value of a speci-
fied variable before execution reaches a particular state-
ment in the program. Thus, if one is trying to fix an error
in statement N, it is helpful to know what other state-
ments in the software can affect the values of the variables
in that statement.

To perform the slicing, the program is first represented as
a flow graph annotated with the variables referenced and
defined at each node (roughly, a node is a programming lan-
guage statement). Unravel works only on programs written
in the (ANSI [American National Standards Institute]) C
programming language, without any extensions to the lan-
guage. Some features of C cannot be handled, including calls
to the C standard library.

The USNRC argument for the usefulness of this tool is
that it can assist auditors in evaluating functional diversity in
safety-critical software and in conducting a thread audit. The
committee has not previously seen any argument that the
technique could be used for evaluating diversity and are
skeptical about this (see the evaluation later in this chapter).

ANALYSIS

When multiple digital components are used to provide
diversity, the potential for common-mode software failure
exists, requiring consideration of two relevant issues: (1)
whether failure independence can be assumed or under what
conditions it can be assumed (Issue 1); and (2) whether fail-
ure independence can be verified, that is, whether there are
any ways to determine that the digital components are ad-
equately independent or diverse in their failure behavior (Is-
sue 2). Both issues are examined in turn, considering both
digital hardware and software.

Issue 1

Is the failure independence assumption justified for inde-
pendently produced digital components? For the purposes of
discussing this question, design diversity is separated from
functional diversity. Also, operating systems are grouped
with hardware unless the operating system functions have
been specially written for a particular application or digital
device. In the latter case, operating systems are considered
as application software.

Design Diversity

Case 1: Digital Hardware and Operating Systems. For
hardware, the prevalence of a very few processors and real-
time operating systems invalidates the use of simple “name-
plate” diversity assumptions. Many computers with differ-
ent manufacturers in fact have identical internal components
or use the same operating system.

Although the committee knows of no data to support gen-
erally rejecting the assumption of independence between
failures of diverse digital hardware devices, there are three
concerns in assuming independent failures between digital
hardware components providing the same function but pro-
duced by different manufacturers. The first is that many of
the well-publicized errors found in processors have involved
similar functions, for example, floating point operations.
The second is the increasing complexity of chip designs,
which has led to a lowered ability to adequately test the
designs before using them. Testing and verification tech-
niques originally developed for software are now being
adapted for use in digital hardware because the complexity
of these hardware designs is approaching that of software,
thus defying exhaustive testing. A third consideration is the
use of common design environments, libraries, and fabrica-
tion facilities.

Therefore, the question of whether hardware design er-
rors can be assumed to be independent is beginning to have
a close relationship to the same question with respect to soft-
ware. Currently, however, when the design is different there
exists no evidence to invalidate the assumption that failures
of digital hardware components due to design errors will be
independent.

Similarly, assuming intended differences in design, there
also is little current evidence to invalidate an assumption of
independence of failure between different real-time operat-
ing systems. Note, however, that this assumption applies
only to operating systems developed by different companies.
Different versions of an operating system by one vendor of-
ten include the reuse of much of the same code. In addition,
evidence does exist of similar failure modes and errors being
found in UNIX operating systems built by different vendors
(Miller et al., 1990).

However, the above restrictions may be relaxed if analysis
has shown that there is functional diversity. This would allow
a single company to design functionally diverse operating
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systems. Similarly, functional diversity needs to be assured
when using different companies for operating systems and
hardware. Licensing agreements between companies can
destroy assumptions of functional diversity based on differ-
ent vendors.

However, even operating systems and library functions
produced by different companies can have common-mode
software errors. For example, in 1990, a mathematician re-
ported on a computer bulletin board that he had found a seri-
ous bug in MACSYMA, a widely used program that com-
putes mathematical functions (Sci.math, 1990). This pro-
gram incorrectly computes the integral from 0 to 1 of the
square root of (x + 1/x – 2) to be –(4/3) instead of the correct
value of 4/3. Other readers of the bulletin board became cu-
rious and tried the same problem on other math packages.
The result was that four packages (MACSYMA, Maple,
Mathematica, and Reduce) got the same wrong answer while
only one (Derive) got the correct answer. These mathemati-
cal packages were all developed separately in different pro-
gramming languages, and even in different countries, and
had been widely used for many years and yet contained the
same error.

Case 2: Application Software. The effectiveness of de-
sign diversity in increasing software reliability rests on the
assumption of statistical independence of failures in sepa-
rately developed software versions (including both applica-
tion software and specially constructed operating system
functions), such as separately developed digital protection
systems. This assumption is important in evaluating whether
software design diversity satisfies the USNRC requirements
for diversity and independent failures.

Several scientific studies have experimentally evaluated
the hypothesis that software separately developed to satisfy
the same functional requirements will fail in a statistically
independent manner (Brilliant et al., 1990; Eckhardt et al.,
1991; Knight and Leveson, 1986; Scott et al., 1987). All
these studies have rejected the hypothesis with a high confi-
dence level, i.e., concluded that the number of correlated
(common-mode) failures that actually occurred for the pro-
grams in the various experiments could not have resulted by
chance. The implication is that although design diversity
might be able to increase reliability, increased reliability can-
not be assumed.

In two of the experiments, the programming errors caus-
ing correlated (common) failures were examined to better
understand the nature of faults that lead to coincident fail-
ures and to determine methods of development for multiple
software versions that would help avoid such faults. The first
experiment (Knight and Leveson, 1986) found that, as an-
ticipated, in some cases the programmers made equivalent
logical errors. More surprising, there were cases in which
apparently different logical errors yielded correlated failures
in completely different algorithms or in different parts of
similar algorithms. For example, in order to satisfy the

requirements, the programs needed to compute the size of an
angle given three points. Most of the programs worked cor-
rectly for the normal case. However, eight of the 27 pro-
grammers had difficulty in handling the case where three
points were collinear, even though the algorithms used and
the actual errors made were quite different. Five of the eight
mishandled or failed to consider one or both of the possible
subcases (i.e., angle equal to zero degrees and angle equal to
180 degrees). One handled all the cases, but used an algo-
rithm that was inaccurate over certain parts of the input
space. Another had machine round-off problems. The final
programmer had an apparent typo in an array subscript that,
seemingly by chance, resulted in an error only when the
points were collinear. Knight and Leveson concluded that
there are some input cases (i.e., parts of the problem space)
that are more difficult to handle than others and are therefore
likely to lead to errors, even though the algorithms used and
the actual errors made may be very different. The second
experiment (Scott et al., 1987) examined the errors made in
the programs in their experiment and also concluded that
dependence was related to a “difficulty factor”: If one pro-
gram gave a wrong answer for a particular input, then it was
likely that other programs would also produce an incorrect
answer, even though the errors made were different and the
programs used different algorithms.

In another experiment, Brunelle and Eckhardt (1985) took
a portion of an operating system (SIFT) and ran it in a three-
way voting scheme with two other operating systems written
for the same computer. The results showed that although no
errors were found in the original version, there were in-
stances where the two new versions outvoted the correct
original version to produce a wrong answer.

Following these experiments, Eckhardt and Lee (1985)
produced a mathematical model that explains the results.
Their model also shows that even small probabilities of cor-
related failures, i.e., deviation from statistically independent
failures, cause a substantial reduction in potential reliability
improvement when using diverse software components.

In summary, the experiments conducted on this issue in-
dicate that statistically correlated failures result from the
nature of the application, from similarities in the difficulties
experienced by individual programmers, and from special
cases in the input space. The correlations seem to be related
to the fact that the programmers are all working on the same
problem and that humans do not make mistakes in a random
fashion.

There is no reason to expect that the use of different de-
velopment tools or methods, or any other simple technique,
will reduce significantly the incidence of errors giving rise
to correlated failures in multiple-version software compo-
nents. All evidence points to the fact that independently de-
veloped software that uses different programmers, program-
ming languages, and algorithms but computes the same func-
tion (satisfies the same functional requirements) cannot be
assumed to fail in an independent fashion. Thus the USNRC
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position that allows “nameplate” diversity or design diver-
sity to be used to assure independence is not supported by
the extensive scientific evidence that is available. Other regu-
latory agencies, such as the FAA and the AECB, do not ac-
cept design diversity as evidence of failure independence.

Functional Diversity

In contrast with design diversity, no assumptions about
the independence of the code are made when using func-
tional diversity, only about whether the functional require-
ments are independent and different. The problem here re-
ally reduces to the same problem that is found with function-
ally diverse analog components, and no new procedures are
necessary except to determine whether any new failure
modes have been introduced that might violate the system-
level independence assumptions. Thus, the current USNRC
position on functional diversity is consistent with the scien-
tific evidence.

Issue 2

Can the independence of multiple versions of software be
evaluated? That is, if the assumption of statistical indepen-
dence cannot simply be assumed in independently developed
software, can software diversity be evaluated or assessed in
some way?

Procedures have been developed for evaluating the po-
tential for common-mode failure of analog hardware com-
ponents. In addition, the number of states and the continuity
of behavior over the total state space for analog components
allows either exhaustive testing or much more confidence in
the testing. In contrast, only a small fraction of the state space
for digital systems can usually be tested and the lack of con-
tinuity in behavior does not allow any assumptions about the
behavior of the software for any inputs or input sequences
not specifically tested.

Verifying diversity between two algorithms is impossible
in general. Equivalence between two algorithms (and thus
also lack of equivalence) has been proven to be mathemati-
cally undecidable. But even if diversity cannot be assessed
formally, perhaps it can be evaluated informally. The prob-
lem reduces to determining what is meant by design diver-
sity between two computer programs. Syntactic diversity
(differences in the syntax or lexical structure of the pro-
grams) is not the relevant issue: Two programs can be syn-
tactically different (look very different) and yet compute
identical mathematical functions.

Even if one could verify diversity between two algo-
rithms, that would not be adequate, because different algo-
rithms may compute the same functions and therefore be-
have identically. Basically, what is sought is two programs
that compute the same function except where they are incor-
rect (i.e., where they differ from the requirements). Evaluat-
ing for independence of failure behavior would require

proving that the two programs were different only in their
failure behavior (or that they were not identical in their total
function computed). To accomplish this would require the
same logical power as that required to identify design errors
(at which point they would just be removed). Thus, if it were
possible to verify effective design diversity, diversity would
not be needed. In summary, there is no way to verify or
evaluate the diversity of two software versions or to deter-
mine whether they will fail independently.

As discussed earlier, the USNRC currently is funding a
research project at the National Institute of Standards and
Technology to build a tool called Unravel for program slic-
ing. A stated goal for this tool is to assist USNRC auditors in
evaluating functional diversity in nuclear power plant safety
system software. The developers of the tool say that it can be
used to “identify code that is executed in more than one com-
putation and [that] thus could lead to a malfunction of more
than one logical software component.”

In general, evaluating functional diversity is not possible
by simply identifying the code related to a particular compu-
tation, as done by program slicing. The probability that sepa-
rately developed programs will contain the same code is ex-
tremely small. If there is any attempt to make the software
diverse, then the programs will almost certainly use differ-
ent variables, data structures, and algorithms. In addition,
the experiments described above found that programs failed
in a statistically dependent manner even when they used
completely different algorithms and had unrelated program-
ming errors. The only relationship needed between software
errors to cause statistically dependent failures is that the er-
rors occur on the execution paths for each program that will
be followed by the same input data. The errors can appear
anywhere on those paths, and the computations and errors
on the paths may be different.

The second proposed use of program slicing is for thread
audits. However, a technique like program slicing that works
backward from a particular statement to find any statements
that might affect it seems to have much less relevance for
thread audits than a tool that will identify paths through the
code starting from particular inputs. Other techniques, such
as symbolic execution, are more precise (provide more in-
formation to the analyst) and are probably less costly. Slic-
ing can work backward from an output to identify statements
affecting the output and thus all paths to that output, but
cannot distinguish feasible from infeasible paths and identi-
fies all such paths, not just those related to a particular input.
The analyst must then by hand determine which paths relate
to the thread being investigated and determine whether the
path is feasible (a difficult task). Symbolic execution, on the
other hand, can start from specific inputs and identify fea-
sible paths through the code, evaluating the particular predi-
cates that must be true for the path to be taken. Another
potentially useful technique related somewhat to symbolic
evaluation, called Software Deviation Analysis (Reese,
1996), also does a forward analysis from inputs to determine
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the effect on outputs, but starts with likely or possible devia-
tions in the inputs from their expected values and determines
whether hazardous outputs can be generated.

Alternatives to Diversity for Software

In addition to the two main diversity issues discussed
above (Issue 1 and Issue 2), one final question is whether
redundancy and diversity are the most effective way to in-
crease reliability for digital systems or whether there are
more effective alternatives. Potential alternatives include
mathematical verification techniques, self-checking soft-
ware, and safety analysis and design techniques.

While mathematical verification of software is potentially
effective in finding programming errors, these techniques
are difficult to use and have only been applied to very small
programs by mathematically sophisticated users. The diffi-
culty of writing the required formal specifications and doing
the proofs has not been shown to be less error prone in prac-
tice than using less formal techniques. In fact, little or no
comparative evaluation with the alternatives has been done.
Despite these caveats, the committee notes that mathemati-
cal verification has been used by Ontario Hydro on their
Darlington and Pickering plant protection system software.
The committee understands that the Canadian experience
shows that mathematical verification costs can be very high
but is far more cost effective if it is built into the develop-
ment process from the beginning rather than being imposed
at the end.

Digital systems have the capability to provide self-check-
ing to detect digital hardware failures and some software
errors during execution. This has proven effective for ran-
dom hardware failures but not for software design errors.
Built-in tests for some programming errors, such as attempt-
ing to divide by zero, are easily implemented and effective.
However, checking for more subtle errors is more difficult
and may, in itself, add so much complexity that it leads to
errors. For example, a licensee event report about a problem
at the Turkey Point plant in Florida in 1994 described a soft-
ware error that could result in a real emergency signal being
ignored if it is received 15 seconds or more after the start of
particular test scenarios (see discussion in Chapter 4). An
experiment by Leveson et al. (1990) in writing self-checks
for software found that very few of the known errors in the
code were found by the self-checks. Even more discourag-
ing, the self-checks themselves introduced more errors than
they found.

Safety analysis and design techniques (see Leveson,
1995) extend standard system safety techniques to software.
Software-related hazards are identified and then eliminated
or controlled. In this approach, not all potential errors are
targeted but simply those that could lead to hazards or acci-
dents. As such, this approach is potentially less costly than a
full formal verification. A type of safety verification proce-
dure (called software fault tree analysis) was used (in addition

to formal verification) during the licensing of the Darlington
shutdown system (Bowman et al., 1991). The information
provided during the analysis was used to change the code to
be more fault-tolerant and to design 40 self-checks that were
added to the software.

Although many in the software engineering community
believe that there are more cost-effective techniques (includ-
ing both those described here and others) for achieving high
software reliability than redundancy and diversity, there is
no agreement among them about what these alternatives are.

CONCLUSIONS AND RECOMMENDATIONS

Conclusions

Conclusion 1. The USNRC position of assuming that com-
mon-mode software failure could occur is credible, conforms
to engineering practice, and should be retained.

Conclusion 2. The USNRC position with respect to diver-
sity, as stated in the draft branch technical position, Digital
Instrumentation and Control Systems in Advanced Plants,
and its counterpart for existing plants, is appropriate.

Conclusion 3. The USNRC guidelines on assessing whether
adequate diversity exists need to be reconsidered. With re-
gard to these guidelines: (a) The committee agrees that pro-
viding digital systems (components) that perform different
functions is a potentially effective means of achieving diver-
sity. Analysis of software functional diversity showing that
independence is maintained at the system level and no new
failure modes have been introduced by the use of digital tech-
nology is no different from that for upgrades or designs that
include analog instrumentation. (b) The committee consid-
ers that the use of different hardware or real-time operating
systems is potentially effective in achieving diversity pro-
vided functional diversity has been demonstrated. With re-
gard to real-time operating systems, this applies only to op-
erating systems developed by different companies or shown
to be functionally diverse. (c) The committee does not agree
that use of different programming languages, different de-
sign approaches meeting the same functional requirements,
different design teams, or different vendors’ equipment used
to perform the same function is likely to be effective in
achieving diversity. That is, none of these methods is a proof
of independence of failures. Conversely, neither is the pres-
ence of these proof of dependence of failures.

Conclusion 4. There appears to be no generally applicable,
effective way to evaluate diversity between two pieces of
software performing the same function. Superficial or sur-
face (syntactic) differences do not imply failure indepen-
dence, nor does the use of different algorithms to achieve the
same functions. Therefore, funding research to try to evaluate
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design diversity does not appear to be a reasonable use of
USNRC research funds.

Conclusion 5. Although many in the software community
believe that there are more cost-effective techniques for
achieving high software reliability than redundancy and di-
versity, there is no agreement as to what these alternatives
may be. The most promising of these appear to be the exten-
sion of standard safety analysis and design techniques to
software and the use of formal (mathematical) analysis. (See
Recommendation 3 in Chapter 4.)

Conclusion 6. The use of self-checking to detect hardware
failures and some simple software errors is effective and
should be incorporated. However, care must be taken to as-
sure that the self-checking features themselves do not intro-
duce errors.

Recommendations

Recommendation 1. The USNRC should retain its position
of assuming that common-mode software failure is credible.

Recommendation 2. The USNRC should maintain its basic
position regarding the need for diversity in digital instru-
mentation and control (I&C) systems as stated in the draft
branch technical position, Digital Instrumentation and Con-
trol Systems in Advanced Plants, and its counterpart for ex-
isting plants.

Recommendation 3. The USNRC should revisit its guide-
lines on assessing whether adequate diversity exists. The
USNRC should not place reliance on different programming
languages, different design approaches meeting the same
functional requirements, different design teams, or using dif-
ferent vendors’ equipment (“nameplate” diversity). Rather,
the USNRC should emphasize potentially more robust tech-
niques such as the use of functional diversity, different hard-
ware, and different real-time operating systems.

Recommendation 4. The USNRC should reconsider the use
of research funding to try to establish diversity between two
pieces of software performing the same function. This does
not appear to be possible. Specifically, it appears the USNRC
funding of the Unravel tool is based on the use of this tool
for this purpose and, as such, is unlikely to be useful.
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INTRODUCTION

Appropriate methods for assessing (as distinct from
achieving or assuring) safety and reliability are the key to
establishing the acceptability of digital instrumentation and
control (I&C) systems in nuclear plants. Methods must be
available to support estimates of reliability, assessments of
safety margins, comparisons of performance with regulatory
criteria such as quantitative safety goals, and overall assess-
ments of safety in which trade-offs are made on the basis of
the relative importance of disparate effects such as improved
self-checking acquired at the cost of increased complexity.
These methods must be sufficiently robust, justified, and
understandable to be useful in assuring the public that using
digital I&C technology in fact enhances public safety.

Statement of the Issue

Effective, efficient methods are needed to assess the
safety and reliability of digital I&C systems in nuclear power
plants. These methods are needed to help avoid potentially
unsafe or unreliable applications and aid in identifying and
accepting safety-enhancing and reliability-enhancing appli-
cations. What methods should be used for making these
safety and reliability assessments of digital I&C systems?

Discussion

In nuclear power plants, reliability and safety are assessed
using an interactive combination of deterministic and proba-
bilistic techniques. The issues that the committee considered
were the extent to which these assessment methods are ap-
plicable to digital I&C systems and the appropriate use of
these methods.

Deterministic Techniques

Design basis accident analysis is a deterministic assessment
of the response of the plant to a prescribed set of accident
scenarios. This specific analysis constitutes a major section

of the nuclear plant safety analysis report that is submitted to
and reviewed by the U.S. Nuclear Regulatory Commission
(USNRC) in the licensing process. In a design basis accident
analysis an agreed-upon set of transient events are imposed
on analytical simulations of the plant. Then, assuming de-
fined failures, the plant systems must be shown to be effec-
tive in keeping the plant within a set of defined acceptance
criteria. Consider, for example, the analysis of the thermal
response of the reactor following a postulated pipe rupture.
In this case, the deterministic safety analysis considers:

• the size of the rupture (the cross-sectional area of
the pipe)

• the geometry of the systems and components affected,
such as volumes and elevations of pipes and vessels

• the initial conditions (conditions at the time of the rup-
ture), such as initial power, pressures, and temperatures

• the response logic of the active and passive safety sys-
tems, such as the sensing of the event by the instrumen-
tation systems, the subsequent actuation of valves that
isolate the fault, and the subsequent opening of backup
feedwater system valves

All these considerations are used as parameters or forcing
functions in the equations that model the physical behavior
of the affected systems (mainly nuclear, thermal, mass, and
momentum conservation equations) to calculate the response
of the system. Of particular importance is the calculation of
the resultant pressures and temperatures in the cooling sys-
tems and in the core to assess the integrity of the fuel and the
multiple physical barriers that contain radionuclides.

Probabilistic Techniques

Probabilistic risk assessment (PRA) (or probabilistic
safety assessment [PSA]) techniques are used to assess the
relative effects of contributing events on system-level safety
or reliability. Probabilistic methods provide a unifying
means of assessing physical faults, recovery processes, con-
tributing effects, human actions, and other events that have a

6

Safety and Reliability Assessment Methods
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high degree of uncertainty. These analyses are typically per-
formed using fault tree analysis; but other methods, such as
event trees, reliability block diagrams, and Markov meth-
ods, are also appropriate. In PRA, the probability of occur-
rence of various end events, both acceptable and unaccept-
able, is calculated from the probabilities of occurrence of
basic events (usually failure events). For example, the
USNRC has established a quantitative safety goal that the
probability of a core damage event shall not exceed 10-5 per
reactor year. The results of a particular PRA, of course, have
wide bands of uncertainty; but on a relative basis they allow
searching out the most important failure modes (“weak
points”) and allow the designer to balance the design appro-
priately between mitigation and prevention and to avoid un-
healthy dependence on single systems or components.

The development of a fault tree model serves several im-
portant purposes. First, it provides a logical framework for
analyzing the failure behavior of a system and for precisely
documenting which failure scenarios have been considered
and which have not. Second, the fault tree model has a well-
defined Boolean algebraic and probabilistic basis that relates
probability calculations to Boolean logic functions. That is,
a fault tree model not only shows how events can combine to
cause the end (or top) event, but at the same time defines
how the probability of the end event is calculated as a func-
tion of the probabilities of the basic events. Thus the fault
tree model can evolve as the system evolves and can at any
time evaluate the effect of proposed changes on the reliabil-
ity and safety of the nuclear power plant. In this manner the
fault tree analysis can be used to support engineering tasks
such as illuminating the design “weak points,” facilitating
trade-off analyses, or assessing relative risks.

As mentioned above, the probabilistic analysis of reli-
ability and safety is dependent upon an assignment of a prob-
ability of occurrence for each basic event in the fault tree. In
addition to addressing the probability of an event, however,
probability analysis may also address probabilities of vari-
ability and uncertainty. For example, an estimation may be
made of the probability that a component will fail (probabil-
ity of an event). But this failure probability may vary as a
result of statistical variation in external conditions, such as
temperature, or statistical characteristics of the source of the
component. A second probability concept describes this
variation as a probability distribution around a “point esti-
mate” for the failure probability. Furthermore, the failure
probability may not be known with perfect confidence. A
third probability concept uses a distribution to express the
degree of uncertainty associated with the point estimate re-
flecting the differences and uncertainties among experts so-
licited for judgments on probabilities (see below). Thus cur-
rent risk assessment practice distinguishes between prob-
abilities of events, variability, and uncertainty (NRC, 1994).

An uncertainty analysis using the fault tree model reflects
the degree to which the output value is affected by the uncer-
tainty in an input. This analysis helps the designer determine

the extent to which an unknown input can affect the reliabil-
ity or safety of the system and thus the extent to which
the system must be able to withstand such uncertainty
(Modarres, 1993).

But the fundamental concept in probabilistic analysis
remains the concept of the probability of an event. There
are several interpretations of the probability associated
with an event (Cooke, 1991; Cox, 1946; McCormick, 1981;
Modarres, 1993). The classic notion of the probability of an
event is the ratio of the size of the subspace of sample points
that include the event to the size of the sample space. A
frequency interpretation of the probability of an event is the
one most commonly understood; it defines the probability of
an event as the limit of the ratio of the number of such events
observed to the number of trials as the number of trials be-
comes large. Many events considered in a probabilistic safety
assessment in the nuclear field are, however, classifiable as
rare events, which complicates the estimation of occurrence
probabilities for the basic events. If failure probabilities are
to be estimated from life testing or field experience, many
samples must be studied over long periods of time in order to
gain any statistical significance in the data (Leemis, 1995).
Several databases and handbooks exist to help with the esti-
mation of failure probabilities for basic events (Bellcore,
1992; DOD, 1991; Gertman and Blackman, 1994; RAC,
1995). Within the nuclear engineering community, failure
data for nuclear-specific systems and components are avail-
able from several sources, including summaries of licensee
event reports (USNRC, 1980, 1982a, 1982b) and other hand-
books (IEEE, 1983; USNRC, 1975). The existence and use
of such handbooks helps address the problems associated
with obtaining failure data for many of the basic events.

But for some basic events, where there are few or no ap-
plicable data on frequencies, subjective interpretations of
probability may be used and may, in fact, be all that is avail-
able. Subjective probabilities may be sought in formal and
informal processes in which groups of experts weigh avail-
able evidence and make judgments. This approach to prob-
ability is not of course based on relative frequencies and
does not require samples or trials except as they may be avail-
able to inform subjective engineering judgment. Rather, sub-
jective interpretations are commonly described as measures
of the degree of belief that an event will occur. For example,
Apostolakis (1990) states that “probability is a measure of
belief.” He continues: “The primitive notion is that of ‘more
likely’: that is, we can intuitively say that event A is more
likely than event B. Probability is simply a numerical ex-
pression for this likelihood.” However, as more information
becomes available, the subjective distribution (see discus-
sion of uncertainty analysis above) can be adjusted to reflect
the current state of knowledge.

There is extensive experience in nuclear risk studies and
elsewhere with such elicitation of expert judgments on prob-
abilities. Bayesian analysis (Leemis, 1995) tells how past
observations (i.e., frequency data) influence the subjective
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judgment. Certain characteristic biases, such as tendencies
toward overconfidence, are known to occur (Cooke, 1991).
Notwithstanding its limitations, the subjective interpretation
of probability is the usual basis for the analysis of rarely
occurring events and forms the basis of many risk evalua-
tions (McCormick, 1981). As such, it is important to the
committee’s consideration of the applicability of probabilis-
tic analysis to digital systems.

Hazard analysis (i.e., experts thinking about what might
go wrong) has been validated as effective for at least 50
years. Random testing has been suggested as an alternate
approach. However, truly random testing is not particularly
good for finding hazards as it is more of a “needle-in-a-hay-
stack” approach. Tests might also be randomly generated
from an abstract description of a rare-event scenario. How-
ever, significant expertise is needed to formulate such a de-
scription.

Applicability to Digital Systems

Deterministic analysis techniques for digital systems are
a generalization of the design basis accident methodology
used in the nuclear industry and include such techniques as
hazard analysis and formal methods (Leveson, 1995;
Rushby, 1995). The use of deterministic analysis techniques
for the analysis of digital systems is not controversial, as
long as they are applied with care to consider the failure
modes attributable to digital systems. More controversial is
the applicability of probabilistic models to digital systems.
The committee spent much of its effort on this issue in as-
sessing the applicability of probabilistic analysis methods to
digital systems.

Although well-accepted techniques exist for the analysis
of physical faults, probabilistic analysis of design faults in
critical systems is more problematic. Because software
faults are by definition design faults, the discussion will
focus on probabilistic techniques for assessing software. It
should be noted that much of the discussion is applicable to
similar systems that may be implemented in hardware, us-
ing programmable devices or application-specific integrated
circuits.

There is controversy within the software engineering
community as to whether software fails, whether it fails ran-
domly, and whether the notion of a software failure rate ex-
ists. Some would assert that software does not “fail” because
it does not physically change when an incorrect result is pro-
duced. Others assert that software either works or does not
work, and thus its reliability is either zero or one (see, e.g.,
Singpurwalla, 1995, and the published discussion accompa-
nying that reference).

Some who accept the notion of software failure disagree
as to whether software failure can be modeled probabi-
listically. Some argue that software is deterministic, in that
given a particular set of inputs and internal state, the behav-
ior of the software is fixed. The most common justification

for the apparent random nature of software failures is the
randomness or uncertainty of the input sequences (Eckhardt
and Lee, 1985; Laprie, 1984; Littlewood and Miller, 1989).
For example, Finelli (1991) identifies “error crystals” (re-
gions of the input space that cause a program to produce
errors); a software failure occurs when the input trajectory
enters an error crystal. Recent experimental work (Goel,
1996) seems to suggest that the reliability of some software
can be modeled stochastically as a function of the workload.

For non-safety-critical software systems, statistical analy-
sis techniques are being used in the software reliability engi-
neering process (Lyu, 1996). For example, the statistical
analysis of the results (i.e., detected failures) of a good set of
tests can, based on the operational profile, help managers
answer questions such as “When can I release this version?”
or “When can I consider this phase of testing complete?”
The basic premise is that a set of random tests of a large
software system provides data as to the probability of failure
for a particular version of software.

Many of the methods developed for software reliability
engineering of large-scale commercial systems are not di-
rectly applicable to embedded systems for critical applica-
tions. One problem with the software reliability engineering
approaches is that a very large number of test cases must be
considered to statistically validate a low probability of fail-
ure (Butler and Finelli, 1993).

For very reliable software, the software would be ex-
pected to pass every test, making statistical analysis even
more difficult. If software for a safety-critical application
were to fail a test, the software would be changed in such as
way as to correct the error and the testing would be restarted.
Thus, a point would be reached when the software would
have passed a very large number of tests. Miller et al. (1992)
describe several methods for estimating a probability of fail-
ure for software that, in its current version, has not failed
during random testing. Bertolino and Strigini (1996) pro-
pose a method for estimating both the probability of failure
and the probability of program correctness from a series of
failure-free test executions. Parnas et al. (1990) describe a
methodology for determining how many tests should be
passed in order to achieve a certain level of confidence that
the failure probability is below a specified upper bound.
A similar approach is described in NUREG/CR-6113
(USNRC, 1993a). In this case, the operating range of a safety
system is considered to be the transition region between safe
and unsafe operation. Thus it is recommended that random
tests be selected in this transition region, and a mathematical
formula is given for determining the number of test cases
needed for statistical confidence that the failure probability
is below a given upper bound.

The validity of these methods is dependent on the quality
of the test cases chosen. The test cases should be representa-
tive of the inputs encountered in practice and should cer-
tainly include all boundary conditions and known potentially
hazardous cases. Random testing should, however, be only a
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part of a complete program for safety assessment and quality
assurance, a program that includes formal methods (Rushby,
1995) or other analysis techniques throughout the develop-
ment and assurance process. Testing and formal methods,
besides being complementary, can be mutually supportive
as well. Analysis can help determine potentially hazardous
conditions that should be tested, and testing can help vali-
date critical assumptions made in the analysis (Walter, 1990).

Some failure data from operational systems in the nuclear
and other industries are available (Paula, 1993). Failure rates
for microprocessor-based programmable logic controllers
used in emergency shutdown systems are reported by
Mitchell and Williams (1993). Fault-tolerant digital control
systems failures are analyzed by Paula et al. (1993), who
also present a quantitative fault tree analysis that helped a
group of owners decide whether to replace existing analog
control systems with fault-tolerant digital control systems.
In 90 system years of operation, 279 single-channel failures
and 55 multiple-channel failures were reported. Of the 55
multiple-channel failures, nine were attributed to software
deficiencies. The fault tree analysis included such failure
modes as inadvertent operator actions, software failures,
physical damage from external events, lack of coverage, and
hardware component and communication failures.

CURRENT U.S. NUCLEAR REGULATORY
COMMISSION REGULATORY POSITION
AND PLANS

The criteria under which a utility can make plant changes
without prior USNRC approval are established in 10 CFR
50.59. One of the specified criteria for determining whether
a change requires approval (i.e., involves an unreviewed
safety question) is whether the probability of occurrence or
the consequences of an accident or malfunction of equip-
ment important to safety previously evaluated in the safety
analysis report may be increased.

The USNRC is increasingly incorporating probabilistic
risk assessment into all of its rulemaking activities as it de-
velops a risk-informed, performance-based stance (Newman,
1995). The current USNRC regulatory position on the proba-
bilistic analysis of digital systems, however, is not clearly
established or well documented. In an October 1995 presen-
tation to the committee, USNRC staff described their posi-
tion as follows (USNRC, 1995a): “It is the responsibility of
the licensees to ensure appropriate reliability and safety of
the digital I&C system. The design life-cycle activities per-
mit both qualitative and quantitative methodologies for as-
sessing reliability and are sufficiently adaptable to consider
the evolving aspect of digital technology.” However, al-
though qualitative software assurance techniques are pre-
sented in several NUREG publications prepared by the
Lawrence Livermore National Laboratory (USNRC, 1993b,
1995b), these contain no discussion of probabilistic analy-
sis. In fact, in the October 1995 presentation, the USNRC

staff also stated that “quantitative reliability assessment
methods for digital systems are not believed to be sufficiently
developed to be acceptable as standard practice” (USNRC,
1995a). In further discussions with the committee in April
1996, in addressing the evaluation of relative frequencies of
occurrence for use in 10 CFR 50.59 determinations, the
USNRC staff indicated they did not consider current evalu-
ation methods to be sufficiently accurate to be meaningful
(USNRC, 1996b).

DEVELOPMENTS IN THE U.S.
NUCLEAR INDUSTRY

In the U.S. nuclear industry, the use of probabilistic analy-
sis for digital systems (particularly software) is mixed. The
analysis of a fault-tolerant digital control system by Paula et
al. (1993) used a fault tree and included software failures;
however, this approach is not common. A discussion of key
assumptions and guidelines for PRA from the Electric Power
Research Institute’s Utility Requirements Document (EPRI,
1992) shows no mention of software or of failure modes
peculiar to digital systems. When several industry represen-
tatives were asked by the committee about the use of proba-
bilistic analysis, the responses were mixed or inconclusive.
Asked about the probabilistic risk assessment for the Gen-
eral Electric (GE) Advanced Boiling Water Reactor design,
the GE representative told the committee that the GE analy-
sis assumed that the software quality assurance and V&V
(verification and validation) methodologies addressed the
software failure issue (Simon, 1996). Thus software failures
were not explicitly included in the PRA. However, it is inter-
esting to note that the PRA for the protection and safety
monitoring system of the (Westinghouse) AP600 used a soft-
ware common-mode unavailability of 1.1 × 10-5 failures per
demand for any particular software module, and a software
common mode unavailability of 1.2 × 10-6 failures per de-
mand for software failures that would manifest themselves
across all types of software modules derived from the same
basic design program in all applications (Westinghouse/
ENEL, 1992).

DEVELOPMENTS IN THE FOREIGN
NUCLEAR INDUSTRY

As discussed in earlier chapters, the Canadian Atomic
Energy Control Board (AECB) is currently formalizing an
approach for software assessment in a new regulatory guide
(AECB, 1996). The AECB assessment of software focuses
on four aspects: review of software requirements specifica-
tions, systematic inspection of software development and
implementation, review of software testing, and confirma-
tion of software development process and management. The
AECB approach requires an analysis of software criticality
to assess the role of software in plant safety. A probabilistic
analysis is not required since it “is difficult to produce a
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statistically valid set of accident conditions that a protection
system must guard against. However, we maintain that us-
age testing can build confidence in the reliability of the soft-
ware (as long as no failures occur)” (Taylor and Faya, 1995).

In the United Kingdom, Nuclear Electric is carrying out
extensive dynamic testing of at least substantial portions of
Sizewell-B’s software as part of its safety case for the
reactor’s primary protection system. A quantification of the
reliability was reportedly not required for licensing, but
Nuclear Electric has decided to continue the testing to more
accurately estimate the reliability of its software as part of its
research and development activity (Marshall, 1995).

DEVELOPMENTS IN OTHER
SAFETY-CRITICAL INDUSTRIES

In other safety-critical industries, the use of deterministic
safety analysis methods is prevalent; the use of probabilistic
analysis is mixed. The Federal Aviation Administration re-
lies heavily on the use of the DO-178B standard for software
quality assurance (Software Considerations in Airborne Sys-
tems and Equipment Certification) and eschews the use of a
probabilistic assessment of software failure. A representa-
tive from a developer of railway control systems reported to
the committee on the use of formal methods in his industry
for safety assessment (requirements analysis, hazard analy-
sis, failure modes and effects analysis), abstract modeling
(Petri nets, VHDL simulations, Markov models) and detailed
experimental fault injection (Profetta, 1996). Within the rail
industry there is a trend towards the use of a PRA-based
analysis, raising for that industry many of the same issues
facing the nuclear industry. The manager of software engi-
neering at a developer of implantable devices for cardiac
rhythm management described his company’s system devel-
opment process, which included safety and reliability assess-
ment and V&V at each stage (Elliott, 1996). Specification
analysis included data flow diagrams, state charts, and other
formal methods. Quantitative analysis included extensive use
of field data and an assessment of the importance of soft-
ware failure to overall system safety.

ANALYSIS

Techniques for deterministic analysis of safety and reli-
ability are well accepted and are applicable to digital sys-
tems. Formal methods are not currently used widely but of-
fer a good basis for safety analysis of digital systems
(Leveson, 1995; Rushby, 1995).

When considering a probabilistic analysis of a system
containing digital components, there are basically three
choices available to the analyst. First, one can estimate a
probability of failure for the digital system, including soft-
ware, using the best known data and the results of statisti-
cally meaningful random tests. An uncertainty analysis can
help to minimize the dependence on an uncertain input for

the achievement of a reliability or safety goal. The second
available choice is to assume that either the software does
not fail or that it always fails. This first assumption (that it
does not fail) is the assumption that coincides with not in-
cluding the software in the fault tree. Alternatively, one could
assume that the software will certainly fail, assign a prob-
ability of one, and design the system to survive such a fail-
ure. Many analysts, who are hesitant to model software
probabilistically, leave the software out of the fault tree.
Since this omission is equivalent to assuming that the soft-
ware does not fail, the result may be unduly optimistic. How-
ever, if the analyst can subjectively determine a reasonable
upper bound on the probability of failure (i.e., by the use of
quality assurance techniques and statistically meaningful
random testing), the resulting analysis may be more mean-
ingful. The third choice is to abandon the use of probabilistic
analysis for reliability and safety of a nuclear power plant
entirely. This third choice seems impractical, as a PRA is a
key component of nuclear power plant safety analysis and
has been used effectively.

However, if traditional fault tree analysis is used in PRA,
it must be recognized that it is limited in its ability to model
some of the failure modes associated with digital systems,
especially those that incorporate fault tolerance. There are
also other methods available. For example, Markov methods
are generally accepted as an appropriate method for analyz-
ing fault-tolerant digital systems (Johnson, 1989), and some
mention of Markov models has appeared in the nuclear lit-
erature (Bechta Dugan et al., 1993; Sudduth, 1993). But their
use appears limited within the nuclear community. Although
Markov models are more flexible than fault tree models and
are useful for modeling various sequence dependencies,
common-cause failures, and failure event correlations, they
have the disadvantage of being hard to specify and requiring
very long solution times for large models.

Recent work (Bechta Dugan et al., 1992) has expanded
the applicability of fault tree models to adequately handle
the complexities associated with the analysis of fault-toler-
ant systems without necessitating the specification of a com-
plex Markov model. This dynamic fault tree model integrates
well with a traditional fault tree analysis of other parts of the
system (Pullum and Bechta Dugan, 1996). In addition to the
extensions of the fault tree model, other analysis techniques
have been proposed, for example, dynamic flow graphs
(Garrett et al., 1995; USNRC, 1996a).

Further, fault-tolerant digital systems are known to be
susceptible to “coverage failures,” which are a type of com-
mon-cause failure that can bring down the entire system on a
single failure. Coverage failures have been shown to dra-
matically affect the reliability analysis of highly reliable sys-
tems (Arnold, 1973; Bechta Dugan and Trivedi, 1989;
Bouricius et al., 1969) and so it is important to include them
in a model. Paula (1993) provides data for coverage failures
in PLC systems used in the chemical process and nuclear
power industries.
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CONCLUSIONS AND RECOMMENDATIONS

Conclusions

Conclusion 1. Deterministic assessment methodologies, in-
cluding design basis accident analysis, hazard analysis, and
other formal analysis procedures, are applicable to digital
systems.

Conclusion 2. There is controversy within the software en-
gineering community as to whether an accurate failure prob-
ability can be assessed for software or even whether soft-
ware fails randomly. However, the committee agreed that a
software failure probability can be used for the purposes of
performing probabilistic risk assessment (PRA) in order to
determine the relative influence of digital system failure on
the overall system. Explicitly including software failures in
a PRA for a nuclear power plant is preferable to the alterna-
tive of ignoring software failures.

Conclusion 3. The assignment of probabilities of failure for
software (and more generally for digital systems) is not sub-
stantially different from the handling of many of the prob-
abilities for rare events. A good software quality assurance
methodology is a prerequisite to providing a basis for the
generation of bounded estimates for software failure prob-
ability. Within the PRA, uncertainty and sensitivity analysis
can help the analyst assure that the results are not unduly
dependent on parameters that are uncertain. As in other PRA
computations, bounded estimates for software failure prob-
abilities can be obtained by processes that include valid ran-
dom testing and expert judgment.1

Conclusion 4. Probabilistic analysis is theoretically appli-
cable in the same manner to commercial off-the-shelf
(COTS) equipment, but the practical application may be dif-
ficult. The difficulty arises when attempting to use field ex-
perience to assess a failure probability, in that the experience
may or may not be equivalent. For programmable devices,
the software failure probability may be unique for each ap-
plication. However, a set of rigorous tests may still be appli-
cable to bounding the failure probability, as with custom
systems. A long history of successful field experience may
be useful in eliciting expert judgment.

Recommendations

Recommendation 1. The USNRC should require that the
relative influence of software failure on system reliabil-
ity be included in PRAs for systems that include digital
components.

Recommendation 2. The USNRC should strive to develop
methods for estimating the failure probabilities of digital

systems, including COTS, for use in probabilistic risk as-
sessment. These methods should include acceptance criteria,
guidelines and limitations for use, and any needed rationale
and justification.2

Recommendation 3. The USNRC and industry should
evaluate their capabilities and develop a sufficient level of
expertise to understand the requirements for gaining confi-
dence in digital implementations of system functions and the
limitations of quantitative assessment.

Recommendation 4. The USNRC should consider support
of programs that are aimed at developing advanced tech-
niques for analysis of digital systems that might be used to
increase confidence and reduce uncertainty in quantitative
assessments.
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INTRODUCTION

New technology such as digital instrumentation and con-
trol (I&C) systems requires careful consideration of human
factors and human-machine interface issues. New technolo-
gies succeed or fail based on a designer’s ability to reduce
incompatibilities between the characteristics of the system
and the characteristics of the people who operate, maintain,
and troubleshoot it (Casey, 1993). The importance of well-
designed operator interfaces for reliable human performance
and nuclear safety is widely acknowledged (IAEA, 1988;
Moray and Huey, 1988; O’Hara, 1994). Safety depends, in
part, on the extent to which the design reduces the chances
of human error and enhances the chances of error recovery
or safeguards against unrecovered human errors (Woods et
al., 1994).

Experience in a wide variety of systems and applications
suggests that the use of computer technology, computer-
based interfaces, and operator aids raises important issues
related to the way humans operate, troubleshoot, and main-
tain these systems (Casey, 1993; Sheridan, 1992; Woods et
al., 1994). This experience is true for both retrofits (e.g.,
replacement of plant alarm annunciators) and the design of
new systems (e.g., advanced plants).

Three recent studies highlight the importance of the “hu-
man factor” when incorporating computer technology in
safety-critical systems. The study (FAA, 1996) conducted
by a subcommittee of the Federal Aviation Administration
(FAA) found interfaces between flight crews and modern
flight deck systems to be critically important in achieving
the Administration’s zero-accident goal. They noted, how-
ever, a wide range of shortcomings in designs, design pro-
cesses, and certification processes for current and proposed
systems. Two surveys categorizing failures in nuclear power
plants that include digital subsystems (Lee, 1994; Ragheb,
1996) found that (a) human factors issues, including human-
machine interface errors, comprised a “significant” category
(Lee, 1994; Ragheb, 1996); and (b) whereas the trend in most
categories was decreasing or flat over the 13-year study

7

Human Factors and Human-Machine Interfaces

period, events attributable to inappropriate human actions
“showed a marked increase.” The latter two studies are sum-
marized in Chapter 4 of this document.

Two human-machine interaction issues frequently arise
with the introduction of computer-based technology: (a) the
need to address a class of design errors that persistently oc-
cur in a wide range of safety-critical applications or recur in
successive designs for the same system; and (b) how to de-
fine the role and activities of the human operator with the
same level of rigor and specificity as system hardware and
software. Woods and his colleagues (1994) identify classic
deficiencies in the design of computer-based technologies
and show how these negatively impact human cognition and
behavior. These include data overload, the keyhole effect,
imbalances in the workload distribution among the human
and computer-based team members, mode errors, and errors
due to failures in increasingly coupled systems. A design
sometimes manifests clumsy automation—that is, a design
in which the benefits of the automation occur during light
workload times and the burdens associated with automation
occur at periods of peak workload or during safety- or time-
critical operations (Wiener, 1989). Woods notes that design
flaws result in computer systems that are strong and silent
and, thus, not good team players (Sarter and Woods, 1995).

In many applications, the role and specific functions of
the human operator are not rigorously specified in the design
and are considered only after the hardware, software, and
human interfaces have been specified (Mitchell, 1987, 1996).
Human functions are then defined by default; the operator’s
role is to fill the gaps created by the limitations of hardware
and software subsystems. Such design, or really the lack
thereof, raises the question of whether the role and functions
implicitly defined for the human operator(s) are in fact able
to be effectively and reliably performed by humans. For ex-
ample, are displays readable? Is information readily acces-
sible? Is information presented at a sufficiently high level of
aggregation/abstraction to support timely human decision
making or does information integration and extraction im-
pose unacceptable workload on the human operator?
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Human factors engineers and researchers are quick to note
that these problems are design problems, not inherent defi-
ciencies of the technology (Mitchell, 1987; Sheridan, 1992;
Wiener, 1989; Woods, 1993). Skillful design that effectively
uses emerging technology can make a system safer, more
efficient, and easier to operate. If digital I&C systems are to
be readily and successfully applied in nuclear power plants,
however, the design and implementation must guard against
common design errors and properly address the role of hu-
mans in operating and maintaining the system.

Emerging results from both the research and practitioner
communities of human factors engineering provide a range
of guidance, e.g., Space Station Freedom Human-Computer
Interface Guidelines (NASA, 1988); Human Factors in the
Design and Evaluation of Air Traffic Control Systems
(Cardosi and Murphy, 1995); User Interface Guidelines for
NASA Goddard Space Flight Center (NASA, 1996). The
guidance is limited, however. Anthologies of guidelines pri-
marily address low-level issues, e.g., design of knobs and
dials, rather than higher-level cognitive issues that are in-
creasingly important in computer-based applications, such
as mode error or workload (Smith and Mosier, 1988). Other
guidance is conceptual or formulated as features to avoid
rather than characteristics that a design should embody. For
example, Wiener’s notion of clumsy automation suggests a
way to check a design for potential problems (Wiener, 1989),
whereas Billings’ human-centered automation (Billings,
1991) is a timely concept that should permeate computer
design. Neither concept, however, provides readily imple-
mentable design specifications. Finally, because the science
and engineering basis of human factors for computer-based
systems is so new, little guidance is generally applicable
(Cardosi and Murphy, 1995; O’Hara, 1994). Most studies
are developed and evaluated in the context of a particular
application. Thus, as the nuclear industry increasingly uses
digital technology, human interaction with new computer
systems must be carefully designed and evaluated in the con-
text of nuclear applications.

Statement of the Issue

At this time, there does not seem to be an agreed-upon,
effective methodology for designers, owner-operators,
maintainers, and regulators to assess the overall impact of
computer-based, human-machine interfaces on human per-
formance in nuclear power plants. What methodology and
approach should be used to assure proper consideration of
human factors and human-machine interfaces?

Control Rooms in Existing and Advanced Plants

To acquire a context for the discussion that follows,
consider the photographs of nuclear power plant control
rooms in Figure 7-1, with plants ranging from the 1970s
through the next generation plants of the late 1990s. These

photographs show a typical progression of control rooms in
nuclear power plants.

In early plants, controls and displays were predominantly
analog and numbered in the thousands. In advanced plants,
controls and displays are predominantly digital, with a con-
trol room that can be staffed, at least theoretically, by a single
operator.

The photographs illustrate two important features associ-
ated with the introduction of digital systems in nuclear power
plant control rooms. First is the need, in existing plants, to
address the human factors issues of mixed-technology op-
erations. That is, it is likely that, for the foreseeable future,
control rooms in existing plants will combine both analog
and digital displays and controls. Safety concerns and bud-
get constraints ensure that for existing plants, digital tech-
nology will be introduced at a slow, cautious pace. This
means, however, that good engineering practice evolved in
analog systems is potentially compromised by the availabil-
ity of digital systems. Likewise, the power and potential of
digital controls and displays may be limited by the need to
integrate them into a predominantly analog environment.

The second issue concerns the tremendous flexibility that
digital technology offers to designers or redesigners of op-
erator consoles and the control room as a whole. The flex-
ibility and power of digital technology is both an asset and a
challenge (Mitchell, 1996; Woods et al., 1994). Currently,
the design of human-machine interaction lacks well-defined
criteria to ensure that displays and controls adequately sup-
port operator requirements and ensure system safety. For
example, there are no agreed-upon measures, other than sub-
jective introspection, to measure cognitive workload. De-
sign guidance is predominantly offered at low levels, e.g.,
color, font size, ambiance (NASA, 1988; Smith and Mosier,
1988). Guidance for higher-level, cognitive issues such as
ensuring that appropriate information is available, task allo-
cation is balanced, and both operator skills and limitations
are adequately addressed is either minimal, stated quite
vaguely, or application-dependent.

CURRENT U.S. NUCLEAR REGULATORY
COMMISSION REGULATORY POSITIONS
AND PLANS

The regulatory basis for human factors and human-ma-
chine interaction in nuclear power plant control rooms is
given in Title 10 CFR Part 50, Appendix A, General Design
Criteria for Nuclear Power Plants (Criterion 19, Control
Room), 10 CFR 50.34(f)(2)(iii), Additional TMI [Three Mile
Island]-Related Requirements (on control room designs), and
10 CFR 52.47(a)(1)(ii), Contents of Applications (for stan-
dard design certification dealing with compliance with TMI
requirements).

Historically and for predominantly analog nuclear power
plant control rooms, the U.S. Nuclear Regulatory Com-
mission (USNRC) staff uses Chapter 18 (Human Factors
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Engineering) of the Standard Review Plan (USNRC, 1984)
and NUREG-0700, Guidelines for Control Room Design Re-
views (USNRC, 1981). Both of these documents provide
guidance for detailed plant design reviews. For new plants,
if the design is approved and a standard design certification
issued, it is expected that the implementation will conform
to the specifications certified in the design review. Few
changes in the control room design are expected between
initial design and implementation.

In a 1993 memorandum, the USNRC Office of Nuclear
Reactor Regulation communicated their 15 research needs
related to human factors, five of which concerned human
performance and digital instrumentation and control: (a) ef-
fects of advanced control-display interfaces on crew work-
load, (b) guidance and acceptance criteria for advanced hu-
man-system interfaces, (c) effect of advanced technology on
current control rooms and local control stations, (d) alarm
reduction, and (e) prioritization techniques and staffing lev-
els for advanced reactors.

In 1994, the USNRC issued NUREG-0711, Human Fac-
tors Engineering Program Review Model. Recognizing the
almost continuous changes in emerging human-system in-
terface technology, the staff acknowledged that much of the
human-machine interface design for advanced plants cannot
be completed before the design certification is issued. Thus,
the staff concluded that it was necessary to perform a human
factors engineering review of the design process, as well as
the design product, in advanced reactors. NUREG-0711
(USNRC, 1994) defines a program review model for human
factors engineering that includes guidance for the review of
planning, preliminary analyses, and verification and valida-
tion methodologies. This model is intended to be applied to
advanced reactors under Title 10 CFR Part 52.

In 1995, the USNRC issued NUREG-0700 Rev. 1, Hu-
man-System Interface Design Review Guideline, as a draft
report for comment (USNRC, 1995). NUREG-0700 Rev. 1
is intended to update the review guidance provided in
NUREG-0700. NUREG-0700 was developed in 1981, well

FIGURE 7-1 Evolution of Japanese nuclear power plant control rooms: (a) 1970s (Mihama-3 plant); (b) 1980s (Takahama-3 plant);
(c) 1990s (Ohi-3 plant); (d) next generation plant. Source: Kansai Electric Power Co., Inc.
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before many computer-based human interface technologies
were widely available, and thus the USNRC staff required
guidance for USNRC reviews of advanced technologies in-
corporated into existing control rooms. NUREG-0700 Rev.
1 has two components: a methodology that the staff may use
to review an applicant’s human-machine interaction design
plan and a set of detailed guidelines to review a specific
implementation.

Existing Plants

As indicated above, the current guidance for incorporat-
ing advanced human-system interaction technologies in ex-
isting plants is provided by NUREG-0700 Rev. 1. It should
be noted that this document is a draft report for comment.
NUREG-0700 Rev. 1 is intended to complement NUREG-
0800. It proposes both a methodology for reviewing the pro-
cess of design of the human factors elements of control
rooms and specific guidelines for evaluating a design prod-
uct, i.e., a specific implementation.

New Plants

NUREG-0711 specifies a program review model for ad-
vanced plants. It has two parts: (a) a general model for the
review of advanced power plant human factors, and (b) spe-
cific design guidance. The guidelines are implemented in
computer form, in part to facilitate updating them as state-
of-the-art knowledge, human factors practice, and human-
computer interaction technology evolve.

DEVELOPMENTS IN THE U.S.
NUCLEAR INDUSTRY

The U.S. nuclear industry makes some use of digital tech-
nology for nonsafety systems, e.g., feedwater control,
alarms, displays, and many one-for-one replacements of
meters, recorders, and displays. The indication is that, as
with other process control industries and most other control
systems, the U.S. nuclear industry would like to make more
widespread use of digital technology in a variety of applica-
tions, including safety systems.

One perceived advantage of introducing digital technol-
ogy is to enhance operator effectiveness. The committee fre-
quently heard comments suggesting that one of the biggest
advantages of the introduction of digital technology was to
display more information to operators and to tailor displayed
information to an operator’s current needs. Digital I&C
makes it much easier to integrate information along with
advice in a very natural way, unlike the hard-wired indepen-
dent displays of the analog age. (An example of this is the
cross-plot of coolant pressure and temperature on a display
with both historical and predictive abilities relative to the
critical criterion, the line separating liquid from gaseous state.
In earlier days the human operator had to look at separate

displays of temperature and pressure and then go to a chart
on the wall or a nomogram to determine whether things were
in a critical state.) Despite the perceived benefits, the com-
mittee also heard comments suggesting that the U.S. nuclear
industry was hesitant to attempt to incorporate additional
computer technology into safety-related systems owing to
licensing uncertainties.

DEVELOPMENTS IN THE FOREIGN
NUCLEAR INDUSTRY

Foreign nuclear industries have made extensive use of
digital technologies, and the control rooms of their nuclear
power plants reflect extensive use of computer-based opera-
tor interfaces (White, 1994). It is important to note, how-
ever, that there are no emerging standards or sets of accep-
tance criteria that govern the design of human-machine in-
teraction for such plants. For example, White (1994) notes
two opposing trends in the definition of the operator’s role in
new advanced plant designs: in Japan and Germany, the trend
is to use more automation, whereas in France the newest
designs often use computer-based displays to guide plant
operators.

 The Halden Reactor Project of the Organization of Eco-
nomic Cooperation and Development is an international ef-
fort to test and evaluate new control designs and technolo-
gies with the intent of understanding their impact on opera-
tor performance. The committee read several reports and the
USNRC research staff summarized recent studies conducted
by the Halden project. The committee noted that this research
is very important but at this point fairly exploratory, yielding
few results that can be readily used in practical power plant
applications.

DEVELOPMENTS IN OTHER
SAFETY-CRITICAL INDUSTRIES

Fossil-fuel power generating plants, chemical processing,
more general process control industries (e.g., textile, steel,
paper), manufacturing, aerospace, aviation, and air traffic
control systems all make extensive use of digital technology
for operator displays, aids, and control automation. Imple-
mentation is often incremental, with improvements and re-
finements made gradually over the life of the design and
implementation process. Some industries have developed
their own industry-specific guidelines (see, e.g., Cardosi and
Murphy, 1995; NASA, 1988, 1996), while others observe
good human factors engineering practice.

It is important to note, however that most industries, both
nuclear and nonnuclear, strongly perceive a benefit to over-
all system safety and effectiveness by incorporating digital
technology in complex safety-critical systems. The most
striking example may be in aviation. Although there are
many areas that require improvement, incorporation of digi-
tal technology in commercial aircraft is widely believed to
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have increased overall safety and system efficiency (FAA,
1996). Reviews of cockpit automation such as those appear-
ing in Aviation Week and Space Technology in the fall of
1995 note problems or “glitches” in the human interface, but
none of the parties involved in the flight deck dialog (e.g.,
pilots, airlines, air frame manufacturers, or regulatory bod-
ies) suggests that these glitches necessitate a return to con-
ventional technology. The belief is that digital technology,
despite problems, is often beneficial, and, with evaluation
and modification, will continue to improve.

ANALYSIS

Current Situation

In many respects, the discussion in NUREG-0711
(USNRC, 1994) summarizes the current situation quite well.
Consider the following excerpts:

While the use of advanced technology is generally consid-
ered to enhance system performance, computer-based op-
erator interfaces also have the potential to negatively affect
human performance, spawn new types of human error, and
reduce human reliability. . . . Despite the rapidly increasing
utilization of advanced HSI technology in complex high-re-
liability systems such as NPP [nuclear power plants] and
civilian aircraft, there is a broad consensus that the knowl-
edge base for understanding the effects of this technology on
human performance and system safety is in need of further
research . . . . In the past, the [USNRC] staff has relied
heavily on the use of HFE [human factors engineering]
guidelines to support the identification of potential safety
issues . . . . For conventional plants, the NRC HSI [human-
system interaction] reviews rest heavily on an evaluation of
the physical aspect of the HSI using HFE guidelines such as
NUREG-0700 . . . . Relative to the guidelines available for
traditional hardware interfaces, the guidelines available for
software based interfaces have a considerably weaker re-
search base and have not been well tested and validated
through many years of design application . . . . [B]ecause of
the nature of advanced human-system interfaces, a good sys-
tem cannot be designed by guidelines alone . . . . Reviews of
HSIs should extend beyond HFE guideline evaluations and
should include a variety of assessment techniques, such as
validations of the fully integrated systems under realistic,
dynamic conditions using experienced, trained operators
performing the type of tasks the HSI has been designed for.
[Pp. 1-2–1-4]

Currently, and for the foreseeable future, ensuring effec-
tive design with respect to human factors of digital I&C
applications cannot rest on guidelines. Guidelines are fre-
quently well meaning but vague, e.g., “do not overload the
operator with too much data.” Owing to rapidly emerging
computer technologies and newly conducted studies, infor-
mation in guidelines is sometimes dated or obsolete. Finally,
and perhaps most importantly, guidelines typically give little
definitive guidance on the more serious human factors prob-
lems, e.g., cognitive workload, interacting factors in a dynamic

application (O’Hara, 1994), or classic human factors issues
common to many computer applications in safety-critical
systems, e.g., mode error, information overload, and the key-
hole effect (Woods, 1992).

In some applications ( e.g., analog controls and displays),
adherence to standards specified in guidelines often defines
acceptance criteria for a design (O’Hara, 1994). For digital
applications, however, hard, generally applicable, criteria
will be a long time in coming, if they come at all. It is impor-
tant to note that NUREG-0700 Rev. 1 (USNRC, 1995) does
not prescribe a set of sufficient criteria for operator inter-
faces using advanced human-computer interaction technolo-
gies. Moreover, no other safety-critical industry has adopted
well-defined or crisp criteria. Representatives of the Electric
Power Research Institute told the committee, for example,
that their organization had no plans to more completely for-
malize human factors acceptance criteria for advanced tech-
nology control rooms.

Thus, design should adhere to guidelines, where trusted
guidance is available. It is necessary to go beyond guide-
lines, however, to ensure a safe design.

The Limits of Guidelines

As indicated in the discussion of guidelines in NUREG-
0711, there are many more issues than answers in the design
of computer-based operator interfaces for complex dynamic
systems. Figure 7-2 depicts a hierarchy of issues related to
the human factors of advanced technologies for operators of
nuclear power plants. The amount of existing knowledge is
inversely related to the levels of the hierarchy. Thus, the
most abundant, most generally accepted, and most widely
available design knowledge is for lower-level issues. Mov-
ing up the hierarchy, design knowledge is less detailed and
more conceptual, and design experience is not necessarily
applicable across a variety of applications (e.g., office auto-
mation to control rooms).

Human Factor Issues

Anthropometrics of Computer Workstations. At the low-
est level, anthropometry—the science of establishing the
proper sizes of equipment and space—there is a good deal of
knowledge. Like guidelines for conventional displays and
controls, the hardware associated with computer-based
workstations is not subject to widespread debate. There are
standards and recommendations for computer-based work-
stations that specify working levels, desk height, foot rests,
document holders, and viewing distances (e.g., Cakir et al.,
1980; Cardosi and Murphy, 1995). NUREG-0700 Rev. 1
(USNRC, 1995) includes many of these standards in its ex-
tensive section on workplace design.

Ergonomics of Displays and Controls. At the next level
are issues that specify the characteristics of computer-based
controls and displays. Issues include font size, use of color,
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input devices, and types of displays (e.g., visual, audio).
Knowledge here blends commonly accepted guidelines with
emerging research results that are often task- and/or user-
dependent. For example, despite much dispute when first
introduced in the late 1970’s, a computer input device, called
a mouse, was empirically shown to produce performance
superior to available alternatives for pointing tasks. Today,
mice are routinely packaged with computer workstation
hardware. On the other hand, the number of buttons on a
mouse still varies from one to three. Recommendations for
the “best” design vary depending on user, task, and designer
preference.

The issue of the ideal or best number of buttons on a
mouse illustrates the state of a great deal of human factors

engineering knowledge: there is no single, definitive best
answer. In some cases, within some range, the characteris-
tics do not make a difference and users can readily adapt to
the characteristics. In other situations, an acceptable solu-
tion is task- and user-dependent. Such techniques as trial-
and-error evaluations or mock-ups are needed to evaluate
proposed designs. NUREG-0700 Rev. 1 contains most stan-
dard guidelines in this area.

Human-Computer Interaction. The third level, human-
computer interaction, is the area to which the most study has
been devoted. This area receives widespread academic and
industry attention. Most guidelines address this level of hu-
man factors consideration. Issues include style of windows,
windows management, dialog types, and menu styles. The
guidelines address application-free, or generic, characteris-
tics of human-computer interfaces. Most guidelines for hu-
man-computer interaction specify attributes that are likely to
be desired, that may be desired, or that must be evaluated in
the context of the application (see Cardosi and Murphy,
1995). Even at this level, there is a wide range of acceptable
characteristics and no indication that a single, best design
strategy is emerging. Following routine human-computer
interaction style guidelines, this level of human factors is-
sues can be adequately, though not optimally, addressed.

Combined, NUREG-0711 and NUREG-0700 Rev. 1 sum-
marize most conventional wisdom in this area. NUREG-
0711 makes a particularly important contribution with its
discussion of the limitations of current guidance and state-
of-the-art of design knowledge.

Human-System Integration. The transition to the fourth
level of consideration, human-system integration, marks the
point where many serious issues concerning human capa-
bilities and limitations and the attributes of computer-based
workstations arise. This is also the level where there are
many more questions than definitive answers. At this time,
the majority of issues arise, and must be addressed, in the
context of the application-specific tasks for which the com-
puter interface will be used.

Early issues, still not adequately resolved, include “get-
ting lost” and the keyhole effect (Woods, 1984), gulfs of
evaluation and execution (Hutchins et al., 1986), and the
inability of designers to aggregate and abstract information
meaningful to operator decision making from the vast
amount of data available from control-based control sys-
tems. Essentially, issues at this level concern the semantics
of the computer interface: how to design information dis-
plays and system controls that enhance human capabilities
and compensate for human limitations (Rasmussen and
Goodstein, 1988).

Getting lost describes the phenomenon in which a user,
or operator, becomes lost in a wide and deep forest of dis-
play pages (Woods, 1984). Empirical research shows that
some operators use information suboptimally in order to
reduce the number of transitions among display pages

FIGURE 7-2 Human factors issues in the control of safety criti-
cal systems.
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(Mitchell and Miller, 1986). When issues of across-display
information processing are ignored, the computer screen
becomes a serial data presentation medium in which the user
has a keyhole through which data are observed. The limita-
tions on short-term memory suggest that a keyhole view can
severely limit information processing and increase cogni-
tive workload, especially in comparison to the parallel dis-
plays common in control rooms using conventional analog
technology.

Gulfs of evaluation and execution describe the concep-
tual distance between decisions or actions that an operator
must undertake and the features of the interface that are avail-
able to carry them out. The greater the distance, the less de-
sirable the interface (Hutchins et al., 1986; Norman, 1988).
The gulfs describe attributes of a design that affect cognitive
workload. The gulf of evaluation characterizes the difficulty
with a particular design as a user goes from perceiving data
about the system to making a situation assessment or a deci-
sion to make a change to the system. The gulf of execution
characterizes the difficulty with a particular design as a user
goes from forming an intention to make a change to the sys-
tem to actually executing the change. Display characteristics
such as data displayed at too low a level or decisions that
require the operator to access several display pages sequen-
tially, extracting and integrating data along the way, are
likely to create a large gulf of evaluation. Likewise, control
procedures that are sequential, complex, or require a large
amount of low-level input from the operator are likely to
create a large gulf of execution.

Finally, and particularly true of control rooms in which
literally thousands of data items are potentially available,
the issue of defining information—that is, the useful part of
data—is a serious concern. The keyhole effect and getting
lost are due to the vast number of display pages that result
when each sensed datum is presented on one or more display
pages. Rasmussen (1986) characterizes many computer-
based displays provided in control rooms as representative
of one-sensor/one-display design. Reminiscent of analog dis-
plays, and because displays may be used for many different
purposes, data are presented at the lowest level of detail pos-
sible—typically the sensor level (Rasmussen, 1986). There
is rarely an effort to analyze the information and control
needs for particular operator tasks or to display information
at an appropriate level of aggregation and abstraction given
the current system state. Research has shown that displays
tailored to operator activities based on models of the opera-
tor can significantly enhance operator performance when
compared to conventional designs (e.g., Mitchell and Saisi,
1987; Thurman and Mitchell, 1995). There is no consensus,
however, on the best model; see, for example, Vicente and
Rasmussen (1992), who propose ecological interface design
based on Rasmussen’s abstraction hierarchy as an alterna-
tive to Mitchell’s operator function model.

A good deal of conventional wisdom characterizing good
human-system integration is available with the goal of

minimizing the cognitive load associated with information
extraction, decision making, and command execution in
complex dynamic systems. Woods et al. (1994), for example,
propose the concept of visual momentum to improve
human-computer integration. Hutchins et al. (1986) use the
concept of directness to bridge the gulfs of evaluation and
execution, e.g., direct manipulation to support display and
control. Others propose system and task models to organize,
group, and integrate data items and sets of display pages
(e.g., Kirlik et al., 1994; Mitchell, 1996; Vicente and
Rasmussen, 1992).

Such concepts are well understood with broad agreement
at the highest levels. This knowledge, however, does not, at
this time, translate to definitive design guidelines or accep-
tance criteria. For example, there is common agreement that
computer-based displays should not raise the level of re-
quired problem-solving behavior as defined by Rasmussen’s
SRK (skills-rules-knowledge) problem-solving paradigm
(Rasmussen, 1986), yet agreement for how to design such
displays does not exist. Thus, in part, design of operator
workstations is an art requiring the use of current knowledge
in conjunction with rigorous evaluation involving represen-
tative users and tasks.

Supervisory Control. Introduced by Sheridan (1976), the
term “supervisory control” characterizes the change in an
operator’s role from manual controller to monitor, supervis-
ing one or more computer-based control systems. The ad-
vent of supervisory control raises many concerns about hu-
man performance. Changing the operator’s role to that of a
predominantly passive monitor carrying out occasional in-
terventions is likely to tax human capabilities in an area
where they are already quite weak (Wickens, 1984). Spe-
cific issues include automation complacency, out-of-the-
loop familiarity, and a loss of situation awareness.

Keeping the operator in the loop has been addressed suc-
cessfully by some researchers, using, for example, human-
computer interaction technology to re-engage the operator
in the predominantly passive monitoring and situation as-
sessment tasks (Thurman, 1995). Most operational designs,
however, address the out-of-the-loop issue by periodically
requiring the operator to acknowledge the correctness of the
computer’s proposed solution path, despite research wis-
dom to the contrary (e.g., Roth et al., 1987). This design
feature is similar in principle to a software-based deadman’s
switch: it guarantees that the operator is alive but not neces-
sarily cognizant.

Concern about automation complacency is widespread in
aviation applications where the ability of pilots to quickly
detect and correct problems with computer-based navigation
systems is essential for aircraft safety (Wiener, 1989). Yet,
to date, there are no agreed-upon design methods to ensure
that operators maintain effective vigilance over the automa-
tion or computer-based controls for which they are respon-
sible. As with the concepts of visual momentum and direct
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engagement, there is widespread agreement that keeping the
operator in the loop and watchful of computer-based opera-
tions is an important goal (Sheridan, 1992), but there is cur-
rently no consensus as to how to achieve it.

Over the last 20 years, as supervisory control has become
the dominant paradigm, computer-based workstations have
begun to incorporate a variety of operator aids, including
intelligent displays, electronic checklists, and knowledge-
based advisory systems. Maintaining a stable, up-to-date
knowledge base about nominal and off-nominal operations
to support operator decision making and problem solving is
very appealing. To date, however, research has not produced
designs or design methodologies that consistently live up to
promised potential. For example, although some research has
shown that some intelligent display designs enhance opera-
tor performance (e.g., Mitchell and Saisi, 1987; Thurman
and Mitchell, 1994), other designs that sought to facilitate
performance with direct perception (Kirlik et al., 1994) or
direct engagement (Benson et al., 1992; Pawlowski, 1990)
found that although it helped during training, the design did
not enhance the performance of a trained operator.

The design of fault-tolerant systems is a comparable is-
sue. A fault- or error-tolerant system is a system in which a
computer-based aid compensates for human error (Hollnagel
and Woods, 1993; Morris and Rouse, 1985; Uhrig and
Carter, 1993). As with displays, there are mixed results con-
cerning the effectiveness of specific designs. When empiri-
cally evaluated, some aids had no positive effect (e.g.,
Knaeuper and Morris, 1984; Zinser and Henneman, 1988);
whereas some designs for operator assistants resulted in hu-
man-computer teams that were as effective as teams of two
human operators (Bushman et al., 1993).

Electronic checklists or procedures for operators are an-
other popular concept. Such checklists or procedures are
technically easy to implement and reduce the overhead asso-
ciated with maintaining up-to-date paper versions of proce-
dures and checklists. The Boeing 777 flight deck includes
electronic checklists and several European nuclear plants are
evaluating them (Turinsky et al., 1991).

Two recent studies demonstrate the mixed results often
associated with this concept. In a full motion flight simulator
at NASA’s Ames Research Center, a study showed that pi-
lots made more mistakes with computer-based checklists and
“smart” checklists than with conventional paper versions
(Palmer and Degani, 1991). A study in a nuclear power plant
control room context also had mixed results. The experiment
consisted of eight teams of two licensed reactor operators
(one person in each team was a senior operator) who con-
trolled a part-task simulator called the Pressurized Water
Research Facility in North Carolina State University’s De-
partment of Nuclear Engineering. The data showed that, dur-
ing accident scenarios, while computer-based procedures
resulted in fewer errors, time to initiate a response was sig-
nificantly longer with the computer-based as compared to
traditional paper-based procedures (Converse, 1995).

NUREG-0700 Rev. 1 (USNRC, 1995) devotes a section
of its guidelines to analysis and decision aids. Reflecting the
content of other guidelines, advice is sometimes limited or
vague. For example, Guideline 5.1-6 recommends that “user-
KBS [knowledge-based system] dialog should be flexible in
terms of the type and sequencing of user input [p. 5-1].”
Acknowledging the importance of the more general, but dif-
ficult to specify, issues, NUREG-0700 Rev. 1 includes as an
appendix a list and discussion of 18 design principles. One
of these general principles states that the “operator’s role
should consist of purposeful and meaningful tasks that en-
able personnel to maintain familiarity with the plant and
maintain a level of workload that is not so high as to nega-
tively affect performance, but sufficient to maintain vigi-
lance [p. A-2].” The document notes that these principles
provide the underpinning for many of the more specific
guidelines contained in the body of the report.

Automation (Management-by-Exception). In the con-
tinuum from manual control to full automation the human
operator is increasingly removed from system control, and
in-the-loop familiarity fades. In some systems, control will
be fully automatic; anomalies will cause the system to fail
safe, and a human will be notified and eventually repair the
automation or mitigate the problems with the controlled sys-
tem. “Lights out” automation in factories and ongoing ex-
periments in aerospace systems are current examples (Brann
et al., 1996). The Airbus-A320, in which an electronic enve-
lope overrides pilot inputs, is a step in this direction.

There are numerous human performance issues associ-
ated with fully automatic control systems in which the op-
erator is no longer in the control loop. The current debate
typically centers on how to define and design automation
either for a supervisory controller or for an automation man-
ager. Can automation in which the human is a periodic man-
ager ever be considered human-centered automation? If so,
what design characteristics must it have? Billings (1991),
for example, suggests that the design must explicitly support
mutual intent inferencing by both computer and human
agents in order to maintain understanding on the part of the
human. Or, does the design facilitate system recovery by a
human engaged in fault management rather than control?
NUREG-0711 acknowledges both the possibility of all of
these roles for human operators in advanced control rooms
and the lack of any consensus on if or how to design human
interfaces to effectively support them.

Reviewing Systems for Effective
Human-System Interaction

Human-system interaction reviews should proceed care-
fully and in a series of steps. First, guidelines, where appli-
cable, should be consulted. As noted by NUREG-0711
(USNRC, 1994), however, many of the most important hu-
man performance issues associated with advanced interface
technologies are not adequately covered by current guidance.
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Yet to wait for the research community to derive definitive
guidance would forfeit many of the advantages of emerging
digital technology, both for the overall system and for the
human operator. An alternative, and one pursued in almost
all other industries, is to design, prototype, and evaluate can-
didate applications.

A review should ensure that a design is based on a de-
tailed specification of the role and activities of the human
operators. At the beginning and throughout the design pro-
cess, a detailed specification of the functions of the human
operator will help to increase confidence that the design pro-
cess produces a successful product. Given the importance of
the operator to system safety and effectiveness, operator
functions should be as well and as rigorously specified as the
hardware and software functions of the system. Cognitive
models of operator functions and system representations offer
one way to gather the information essential to create a design
that effectively anticipates operator requirements, capabilities,
and limitations (Hollnagel and Woods, 1983; Mitchell, 1996;
Rasmussen et al., 1994). Designs based on models of human-
system interaction have been empirically shown to enhance
performance and reduce errors (e.g., Mitchell and Saisi,
1987; Thurman, 1995; Vicente et al., 1995).

In conjunction with cognitive models of operator activi-
ties, designers need to intermittently assess proposed fea-
tures of the human-system interface with respect to the set of
classic design deficiencies. For example, if modes are used,
does the interface give appropriate feedback to allow the
operator to rapidly understand which mode is currently ac-
tive? How many displayed items and separate display pages
must be called and integrated to make an assessment? Is vi-
sual momentum lost? Does the organization and access to
different display pages provide a keyhole through which the
operator sees only part of the system, potentially overlook-
ing an important state, state change, or trend?

Finally, proposed designs must be evaluated in a perfor-
mance-based manner. Performance-based evaluations
should include a realistic task environment, statistically test-
able performance data, and subjects who are actual users.

The decreasing cost of emerging digital technologies al-
lows the use of part-task simulators in which high-fidelity
dynamic mock-ups of a proposed design can be implemented
and rigorously evaluated. Other industries make extensive
use of workstation-based part-task simulators (e.g., aviation);
results are found to scale quite well to the systems as a whole
(e.g., Gopher et al., 1994).

The prevalence of concepts such as user-centered design
(Norman, 1988) typically means that all designers know that
they must involve users early in the design process. Design-
ers often report that users are consulted at every step. In-
deed, the committee heard of design evaluations in which
nuclear power plant operators joined the design team to
tailor display attributes for operator consoles in advanced
reactors. While user input, preference, and acceptance are
important issues, they do not take the place of rigorous

performance-based evaluation. Empirical evaluations dem-
onstrate repeatedly that well-intended designs and/or user
preferences sometime fail to have the anticipated beneficial
effects (Andre and Wickens, 1995). Particularly in areas that
are changing as rapidly as that of human-computer interac-
tion technologies, rigorous, statistical evaluations, over and
above surveys of user preferences, are essential to ensure
that the desired effect is in fact achieved.

The term “performance-based evaluation” is chosen to
distinguish between studies of usability versus studies of util-
ity. Usability studies are often not rigorous enough to gener-
ate behavioral data that can be analyzed statistically. Usabil-
ity studies are conducted intermittently through various
phases of the design process, iterating through the “design-
evaluate-design loop until the planned levels [of usability]
are achieved” (Preece, 1994). Usability studies are also a
mechanism for soliciting user input and advice. Typically
such studies are somewhat informal, and their purpose is to
ensure that the interactions the designer intended can be car-
ried out by users. Thus, usability studies attempt to answer
the question: Is the design “usable” in the ways expected dur-
ing the design specification? Such studies, however, do not
necessarily ensure that a design is useful, i.e., an improve-
ment over what it replaces. Particularly with new technology
and new strategies for design, usability studies, as normally
conducted, do not go far enough. They fail to evaluate the
utility of the output of the design process—the product—to
ensure, via measurable human performance, that the results
make a value-added contribution to the operator interface.

Moreover, it is essential to conduct evaluations with ac-
tual users and representative tasks. Much of the knowledge
in human factors is known to be applicable to only certain
classes of tasks and users (Cardosi and Murphy, 1995).
NUREG-0711 notes that one weakness of guideline-based
design is with interacting guidelines. The only way to ensure
the effectiveness of the final product is to test it for both
usability and utility with actual users and in the context of
realistic tasks demands.

An approach based on a combination of judicious use of
guidelines, a principled design process, realistic prototypes,
and performance-based evaluation is likely to produce a de-
sign product that enhances operator effectiveness and guards
against common design deficiencies in computer-based in-
terfaces.

CONCLUSIONS AND RECOMMENDATIONS

Conclusions

Conclusion 1. Digital technology offers the potential to en-
hance the human-machine interface and thus overall opera-
tor performance. Human factors and human-machine inter-
faces are well enough understood that they do not represent
a major barrier to the use of digital I&C systems in nuclear
power plants.
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Conclusion 2. The methodology and approach adopted by
the USNRC for reviewing human factors and human-ma-
chine interfaces provides an initial and acceptable first step
in a review. As described in NUREG-0700 Rev. 1 and
NUREG-0711, existing USNRC procedures, for both the
design product and process, are consistent with those of other
industries. The guidelines are based on many already avail-
able in the literature or developed by specific industries. The
methodology for reviewing the design process is based on
sound system engineering principles consistent with the vali-
dation and verification of effective human factors.

Conclusion 3. Adequate design must go beyond guidelines.
The discussion in NUREG-0711 on advanced technology
and human performance and the design principles set out in
Appendix A of NUREG-0700 Rev. 1 provide a framework
within which the nuclear industry can specify, prototype, and
empirically evaluate a proposed design. Demonstration that
a design adheres to general principles of good human-sys-
tem integration and takes into account known characteristics
of human performance provides a viable framework in which
implementation of somewhat intangible, but important, con-
cepts can be assessed.

Conclusion 4. There is a wide range in the type and magni-
tude of the digital upgrades that can be made to safety and
safety-related systems. It is important for the magnitude of
the human factors review and evaluation to be commensu-
rate with the magnitude of the change. Any change, how-
ever, that affects what information the operator sees or the
system’s response to a control input must be empirically
evaluated to ensure that the new design does not compro-
mise human-system interaction effectiveness.

Conclusion 5. The USNRC is not sufficiently active in the
public human factors forum. For example, proposed human
factors procedures and policies or sponsored research, such
as NUREG-0700 Rev. 1, are not regularly presented and re-
viewed by the more general national and international hu-
man factors communities, including such organizations as
the U.S. Human Factors and Ergonomics Society, IEEE So-
ciety on Systems, Man, and Cybernetics, and the Associa-
tion of Computing Machinery Special Interest Group on
Computer-Human Interaction. European nuclear human fac-
tors researchers have used nuclear power plant human fac-
tors research to further a better understanding of human per-
formance issues in both nuclear power plants and other
safety-critical industries. Other safety-critical U.S. indus-
tries, such as space, aviation, and defense, participate ac-
tively, benefiting from the review and experience of others.

Recommendations

Recommendation 1. The USNRC should continue to use,
where appropriate, review guidelines for both the design
product and process. Care should be taken to update these

instruments as knowledge and conventional wisdom
evolve—in both nuclear and nonnuclear applications.

Recommendation 2. The USNRC should assure that its re-
views are not limited to guidelines or checklists. Designs
should be assessed with respect to (a) the operator models
that underlie them, (b) ways in which the designs address
classic human-system interaction design problems, and
(c) performance-based evaluations. Moreover, evaluations
must use representative tasks, actual system dynamics, and
real operators.

Recommendation 3. The USNRC should expand its review
criteria to include a catalog or listing of classic human-ma-
chine interaction deficiencies that recur in many safety-criti-
cal applications. Understanding the problems and proposed
solutions in other industries is a cost-effective way to avoid
repeating the mistakes of others as digital technology is in-
troduced into safety and safety-related nuclear systems.

Recommendation 4. Complementing Recommendation 2,
although human factors reviews should be undertaken seri-
ously, e.g., in a performance-based manner with realistic
conditions and operators, the magnitude and range of the
review should be commensurate with the nature and magni-
tude of the digital change.

Recommendation 5. The USNRC and the nuclear industry
at large should regularly participate in the public forum. As
noted in NUREG-0711, advanced human interface technolo-
gies potentially introduce many new, and as yet unresolved,
human factors issues. It is crucial that the USNRC stay
abreast of current research and best practices in other indus-
tries, and contribute findings from its own applications to
the research and practitioner communities at large—for both
review and education. (See also Technical Infrastructure
chapter for additional discussion.)

Recommendation 6. The USNRC should encourage re-
searchers with the Halden Reactor Project to actively par-
ticipate in the international research forum to both share their
results and learn from the efforts of others.

Recommendation 7. As funds are available, the USNRC’s
Office of Nuclear Regulatory Research should support re-
search exploring higher-level issues of human-system inte-
gration, control, and automation. Such research should in-
clude exploration, specifically for nuclear power plant appli-
cations, of design methods, such as operator models, for
more effectively specifying a design. Moreover, extensive
field studies should be conducted to identify nuclear-spe-
cific technology problems and to compare and contrast the
experiences in nuclear application with those of other safety-
critical industries. Such research will add to the catalog of
recurring deficiencies and potentially link them to proposed
solutions.
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Recommendation 8. Complementing its own research
projects, the USNRC should consider coordinating1 a facil-
ity, perhaps with the U.S. Department of Energy, in which
U.S. nuclear industries can prototype and empirically evalu-
ate proposed designs. Inexpensive workstation technologies
permit the development of high-fidelity workstation-based
simulators of significant portions of control rooms. Other
industries make extensive use of workstation-based part-task
simulators (e.g., aviation); results are found to scale quite
well to the systems as a whole.
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INTRODUCTION

The nuclear industry typically obtains its components
from vendors who apply the set of “nuclear-grade” criteria
contained in Title 10 CFR Part 50, Appendix B. However,
the nuclear industry has become a rather small market, and
some vendors (such as Allen-Bradley) are discontinuing their
nuclear-grade line of equipment. The decreasing number of
suppliers is also leading to increasing costs for nuclear-grade
equipment.

Therefore, there is potential for taking advantage of the
lower cost and extensive history of widely used commercial
off-the-shelf (COTS) equipment if it can be shown to meet
the same quality requirements. As a result, it has become
common for utilities and other companies to purchase COTS
or commercial-grade items1 and then to qualify them for use
in safety systems by performing a special qualification pro-
cess called “dedication” to assure an equivalent level of qual-
ity as obtained for components developed and produced un-
der the formal quality programs of Title 10 CFR Part 50,
Appendix B. The utility typically does this “dedication” by
specifying essential physical and performance characteris-
tics of the item in question and then demonstrating that the
item has these characteristics.

Qualification Process

For digital instrumentation and control (I&C) equipment
and software developed for nuclear-grade service from the
outset, the required assurance is developed by controlling
and monitoring the software design and development pro-
cess as well as through formal verification and validation
(see Chapter 4). For commercial items, however, such pro-
cesses are not generally performed with the requisite formality
and documentation; and it can be difficult to go back and re-
perform them, particularly at an acceptable cost. Therefore,

dedication of digital I&C systems is difficult insofar as it
entails assuring software correctness and identifying and
evaluating the failure modes with only limited knowledge
and control of the software development processes.

In general, replacement commercial equipment can be
used in nuclear power plant nonsafety grade applications if it
meets the utility performance standards. These standards are
usually satisfied by choosing proven, commercially avail-
able items that are widely used and have an acceptable per-
formance record in similar applications. However, in appli-
cations whose performance can affect nuclear plant safety
and the plant licensing basis, a higher standard must be met
and the regulatory authorities must be satisfied that the per-
formance and quality of a given item are compatible with the
conditions of the license. For these applications, an agreed-
upon method is needed for assessing and qualifying the items
for their intended service.

Currently, dedication of COTS digital I&C systems tends
to be achieved on an individual project basis by some utili-
ties. A more well-defined and stable approach is needed. A
key issue to be resolved is how to deal with the failure modes
of the item, particularly unintended or unexpected results
from software or hardware failures. This involves identify-
ing the potentially damaging failure modes, assuring that
these failure modes are subject to periodic or built-in testing
so their occurrence is obvious to the operators, and assuring
that the plant systems and the operator’s procedures and
training are such that the failures can be coped with. This
issue makes the dedication and subsequent licensing process
particularly challenging.

This issue is equally applicable to new plants or retrofits.
But the issue is pressing for existing plants since there is a
need for COTS digital I&C systems to replace aging and
increasingly obsolete analog items.

Statement of the Issue

What methods should be agreed upon by the regulators
and the licensees to evaluate and accept the use of commercial

8

Dedication of Commercial Off-the-Shelf
Hardware and Software

1Commercial-grade items are safety-related systems, components, or
parts that were not designed and manufactured under a quality assurance
program which complies with Title 10 CFR Part 50, Appendix B.
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off-the-shelf digital I&C systems in safety applications in
nuclear power plants?

CURRENT U.S. NUCLEAR REGULATORY
COMMISSION REGULATORY POSITIONS
AND PLANS

Current Position

The U.S. Nuclear Regulatory Commission’s (USNRC’s)
stated regulatory basis for addressing COTS hardware and
software is rooted in the rule governing the use of commer-
cial-grade items in general. In particular, the USNRC has
issued a revised rule, Procurement of Commercial Grade
Items by Nuclear Power Plant Licensees (Title 10 CFR Part
21) (USNRC, 1995b). As stated in the public announcement
accompanying the rule:

The new regulation clarifies the process for acceptance of
“commercial-grade items” for safety-related applications.
The process also ensures that this is done in a manner that
avoids unnecessary delay and expense while maintaining an
adequate level of plant safety.

The regulation contains the following provisions:
— an expanded definition of “commercial-grade items”;
— a more flexible process allowing “dedication” licensees,

manufacturers, or third parties which will ensure the item
will perform its intended safety function, in addition to
the quality assurance programs of dedicating entities;

— clarification that the entity performing the “dedication”
is responsible for discovering and evaluating deficien-
cies, reporting any defects and failures to comply.

The rule includes an important caveat, potentially appli-
cable to digital I&C hardware and software used in safety
systems. That is, the final rule reflects the USNRC position
that not all components can be properly dedicated after the
design or manufacturing process is completed. This caveat
applies to that limited class of components for which quality
assurance is an integral part of the manufacturing process, so
that one or more of their critical characteristics cannot be
attested to after the fact. The rule does not specifically men-
tion digital I&C components. Subsequent activities by the
USNRC staff in setting up procedures to review COTS in
digital I&C applications clearly indicate the USNRC expects
to use the new rule for digital systems. On this basis, the
caveat does not appear to be intended to disallow digital
I&C COTS.

In order to provide specificity in applying the general rule,
the use of digital I&C COTS is to be addressed in the revi-
sion to the Standard Review Plan (SRP) that is under way. A
new branch technical position on dedication of COTS hard-
ware and software is also currently under development. The
revised SRP is expected to endorse, perhaps with some ca-
veats or exceptions, the draft guidance provided in this area,
EPRI [Electric Power Research Institute] TR-106439,
Guideline on Evaluation and Acceptance of Commercial

Grade Digital Equipment for Nuclear Safety Applications
(EPRI, 1996). The USNRC participates in and follows the
work of the EPRI working group on COTS that produced
this guidance document. It also participates in several indus-
try groups active in this area.

Research and Plans

The USNRC research staff indicated to the committee
that they have no specific research or plans in this area ex-
cept to participate in and monitor several industry working
groups, to monitor any pertinent Halden Reactor Project re-
sults, and to evaluate the recommendations from the report
prepared by the MITRE Corporation, High Integrity Soft-
ware for Nuclear Power Plants (USNRC, 1995a). There is
other work in progress at the national laboratories sponsored
by the USNRC that is applicable to the COTS issue. For
example, NUREG/CR-6421, A Proposed Acceptance Pro-
cedure for Commercial Off-the-Shelf (COTS) Software in
Reactor Applications, was formally issued in early 1996
(USNRC, 1996). This work is being reviewed by the USNRC
in developing the revised SRP and any needed branch tech-
nical positions.

DEVELOPMENTS IN THE U.S.
NUCLEAR INDUSTRY

There are a number of U.S. nuclear industry groups work-
ing on COTS as applied to digital I&C applications in nuclear
power plants. Most of these groups have at least informal
communication and coordination since they share some of
the same members and the same general goals. The activi-
ties and particular interest of each group are briefly dis-
cussed below.

Electric Power Research Institute

A nuclear industry working group sponsored by EPRI is
developing an industry consensus guideline for cost-effec-
tive evaluation and acceptance of COTS digital equipment
for real-time process monitoring, control, and protection
(safety) applications in nuclear power plants (EPRI, 1996).
This 35-member group of nuclear utilities and vendors is
drawing from other safety-critical industry experience, and
it hopes to obtain USNRC support and endorsement;
USNRC staff members have attended meetings. The group’s
approach is based on the existing and widely used guideline
for COTS, EPRI NP-5652, Guideline for the Utilization of
Commercial Grade Items in Nuclear Safety Related Appli-
cations (EPRI, 1988).

The EPRI working group agreed at the outset to base its
work on the use of NP-5652 because there is an extensive
experience base in dedication, although very little of it to
date applies to digital I&C components. As a result, the EPRI
working group is trying to make clear how to apply the

Copyright © National Academy of Sciences. All rights reserved.

Digital Instrumentation and Control Systems in Nuclear Power Plants: Safety and Reliability Issues
http://www.nap.edu/catalog/5432.html

http://www.nap.edu/catalog/5432.html


DEDICATION OF COMMERCIAL OFF-THE-SHELF HARDWARE AND SOFTWARE 73

NP-5652 standard to the new issues presented by digital I&C,
microprocessor-based systems. For example, NP-5652 rec-
ognizes four methods for verifying critical characteristics
of a commercial device: (1) special tests and inspections,
(2) commercial grade survey of supplier, (3) source verifica-
tion, and (4) acceptable supplier/item performance record.
For many existing components such as bolts or mechanical
devices, the method of inspection or testing is adequate by
itself. As is discussed elsewhere in this report, however, for
digital devices including software, inspection and testing of
the final product is not likely to be satisfactory. The EPRI
working group also recognizes this and expects that rather
than depending on a single method, a combination of the
four methods must be used for digital I&C COTS applica-
tions. A second-tier document will provide specific examples
and more detailed “how to” guidance (see below).

The EPRI working group has issued its guidance in draft
form (EPRI, 1996). This guidance currently suggests an ap-
proach that applies criteria and verification activities appro-
priate for (or commensurate with) the safety significance of
the application. This approach is based on the same prin-
ciples as have been recognized in the USNRC’s Generic
Letter 95-02 as well as in the USNRC rule on dedicating
commercial items (USNRC, 1995) and USNRC guidance on

the use of 10 CFR 50.59. That is, not all digital I&C applica-
tions warrant an exhaustive treatment of every aspect of the
design, implementation, and quality assurance provisions.
Rather, the dedication activities should be commensurate
with the complexity and safety significance of the specific
application.

Because the USNRC staff in the past has been reluctant to
accept COTS for safety-grade digital I&C applications, the
EPRI working group is proceeding in two steps. First, the
group is developing its high-level guideline (issued in draft
form, EPRI, 1996) on which to build an industry and USNRC
consensus as to how the use of COTS in digital I&C safety-
grade applications could be made acceptable. The final form
of this high-level guideline was to be issued during 1996.
Somewhat in parallel, the working group will also develop a
complementary set of more detailed guidance on how to
implement the guideline.

The approach of the EPRI working group compares the
vendor development, integration, testing, and configuration
control processes (commercial grade) with the approach in
Title 10 CFR Part 50, Appendix B (nuclear grade) (see Fig-
ure 8-1). It then assesses whether other factors compensate
for differences; these factors include a careful review of op-
erating history and experience, additional verification and

FIGURE 8-1 Equivalent level of assurance for nuclear grade and commercial digital equipment. Source: EPRI.
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validation, and use of special testing and (failure or hazard)
analysis. The operating experience must be documented and
relevant (be operated in a nearly identical application). The
goal of the EPRI approach is to achieve an equivalent level
of assurance for both nuclear-unique and commercial-grade,
dedicated equipment.

Nuclear Utilities Software Management Group

The Nuclear Utilities Software Management Group
(NUSMG) has developed Guidance for the Dedication of
Commercial Grade Computer Software (NUSMG, 1995) to
provide guidance on dedication of COTS software for de-
sign, maintenance, and operation of safety applications in
nuclear power plants. The guideline may also be used for
review of software modifications.

The NUSMG approach relies on functional requirements
and acceptance criteria review, vendor survey audits, past
customer surveys, similar operating history, review of soft-
ware discrepancies, vendor and independent acceptance test-
ing, and failure analysis. USNRC staff members have at-
tended meetings of this seven-member utility group.

IEEE 7-4.3.2 Working Group

IEEE 7-4.3.2 is a principal standard for quality assurance
of digital I&C systems. The standard, except for the annex,
has recently been endorsed by the USNRC through issuance
of Regulatory Guide 1.152. The annex to the 1993 edition of
this standard (IEEE, 1993) addressed some of the technical
issues associated with vendor development processes in a
format similar to a typical commercial-grade survey, e.g.,
how the part was built, quality control methods. The stan-
dard identified specific safety requirements to test and con-
firm, in a manner similar to EPRI NP-5652 (EPRI, 1988).

Presently, the IEEE 7-4.3.2 working group, which con-
sists of approximately 17 individuals from utilities, vendors,
the USNRC, national laboratories, and other entities, is em-
barking upon a one- to two-year effort to update this stan-
dard to more fully address vendor supply, COTS, and com-
mercial-grade dedication (Richard Blauw, working group
chairman, personal communication to Tracy Wilson, March
28, 1996). The annex to the standard will also be improved
to allow use of documented, relevant commercial experi-
ence—and to note its limitations. USNRC staff members
have been involved in the work of this group, which has
also interacted with both the EPRI and NUSMG groups de-
scribed above.

DEVELOPMENTS IN THE FOREIGN
NUCLEAR INDUSTRY

The staff of Ontario Hydro and British Nuclear Electric
have reported to the committee that they are conducting re-
search on the use of COTS. For example, Ontario Hydro’s

OASES standard includes guidance on evaluation of COTS
based on operating history, user input, goodness of design,
software quality assurance process, and the maintenance pro-
cess. A failure modes analysis may then place constraints on
COTS component usage based on system design impacts,
and additional verification testing and reviews may be con-
ducted to gain additional assurance (Joannou, 1995).

While there are no current licensing limitations, the Japa-
nese reportedly do not use COTS in safety applications, only
in non-safety-related applications. However, in their latest
plant designs, which are being developed with General Elec-
tric, it appears that some of the key safety-grade digital
equipment and software places heavy reliance on prior satis-
factory service in nonnuclear applications to establish the
bases for the acceptable quality of the nuclear grade applica-
tions (Simon, 1996).

DEVELOPMENTS IN OTHER
SAFETY-CRITICAL INDUSTRIES

The EPRI working group on COTS has reportedly inter-
acted extensively with other safety-critical industries, and
the group’s guidance (EPRI, 1996) is based on lessons
learned from those applications. Examples known directly
to the committee of COTS applications in other safety-criti-
cal industries include the new Mission Control Center at
NASA’s Johnson Space Center, which reported that techni-
cal and functional requirements were met at an $80 million
savings by significant use of COTS hardware and software
(Loral, 1996). The railroad industry is also beginning to use
some COTS in switching signal designs (Profetta, 1996); but
the implantable medical device sector does not yet use COTS
in internal devices, although apparently it uses COTS in ex-
ternal devices for programming the digital circuits actually
implanted (Elliott, 1996).

International Society for Measurement
and Control

The SP 67 Nuclear Power Plant Standards Committee of
the International Society for Measurement and Control2

(ISA) is charged with development of standards for I&C sys-
tems in nuclear power plants and associated industries. A
subcommittee of SP 67 (SP 67.16, Safety-Related, Digital-
Based System Upgrades at Nuclear Power Plants) is moni-
toring the design, testing, installation, and licensing of ana-
log-to-digital upgrades and the need for appropriate stan-
dards and guidelines.

One of the working groups under SP 67.16 is examining
the issue of dedication of commercial-grade (COTS) hardware
and software (including firmware) in nuclear safety-related
control, protection, and monitoring applications (Timothy
Hurst, working group chairman, personal communication to

2Formerly known as the Instrument Society of America.
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Tracy Wilson, March 28, 1996; and working group charter).
The group is considering testing, installation, operations, and
configuration control aspects. The approximately 20 mem-
bers of this working group represent nuclear utilities, ven-
dors, regulators, academicians, and others.

The ISA SP 67.16 working group is interfacing with the
EPRI working group (including having reciprocal members)
and providing comments on the draft EPRI guidelines (EPRI,
1996). It is awaiting completion of the EPRI work before it
develops its plans. The EPRI guidelines may be used to pro-
vide the basis for the development of an ISA/ANSI [Ameri-
can National Standards Institute] standard or guideline on
COTS, although this may be several years away. USNRC
staff members attend meetings of this ISA working group.

Military Uses of COTS

In 1994, the Department of Defense embarked upon an
effort to reduce its reliance upon military specifications and
to more fully adopt the use of COTS hardware and software.
These efforts were addressed in a recent report by the De-
fense Science Board (1994). Also, the Canadian Department
of National Defense is sponsoring research by the Canadian
National Research Council on use of COTS in systems de-
velopment, particularly the attendant development, deploy-
ment, and maintenance problems of integrating disparate
COTS components with software extensions (“glue”) (Na-
tional Research Council of Canada, 1996). However, the
committee is unaware of any specific guidance for evalua-
tion of COTS that has yet resulted from these efforts.

ANALYSIS

At present there is no clear guidance for the dedication of
COTS digital I&C hardware and software for safety-related
application in nuclear power plants. To address this need,
several industry groups are working to develop guidance
documents and standards. The USNRC is participating in
and monitoring the efforts of these groups with the intent of
eventually endorsing the results. Such endorsement may,
however, be subject to caveats or exceptions, a possibility
raised by issues of consistency and efficiency: Will the even-
tual results produced by the different groups be consistent?
Can the process be brought to closure relatively quickly so
that specific, definitive regulatory guidance can be given?

With respect to the first question, contacts with the groups
involved and brief reviews of the initial results, particularly
EPRI TR-106439 (EPRI, 1996), indicate that there is suffi-
cient informal coordination and communication between the
various groups to allow the desired consistency to be
achieved. The natural staging or sequencing of the work
by the groups will also aid in achieving consistency, in
that the EPRI working group’s draft guidance document has
already been issued, giving the other groups the benefit of
the EPRI results as a guide to their own efforts. Further, the

participation by USNRC staff in these working groups can
also help bring consistency to these efforts.

With regard to the second question—whether the USNRC
will be able to efficiently utilize the results in developing
definitive regulatory guidance—the committee expects that
the USNRC staff’s early interaction with the working groups
will put the USNRC in a position to move quickly on its
formal endorsement.

An important use USNRC staff can make of its interac-
tion with the various working groups is to review the appli-
cable work of the national laboratories so that any differ-
ences from the evolving industry guidelines are recognized
and resolved. For example, NUREG/CR-6421 (USNRC,
1996) and EPRI TR-106439 both provide suggested ap-
proaches to acceptance of COTS digital components. Differ-
ences between the two that the USNRC needs to address in
developing their regulatory guidance documents include:

• The NUREG/CR-6421 approach is more detailed and
relies more heavily on information extracted from ex-
isting standards. EPRI TR-106439 has less detail and
counts on its second-tier “how to” guidance to provide
more of this detail.

• Both documents have methods for making COTS dedi-
cation activities commensurate with safety signifi-
cance. NUREG/CR-6421 considers only safety signifi-
cance and largely follows the IEC 1226 standard. The
EPRI approach uses both safety classification and com-
plexity of the component.

• The two documents present their criteria in different
ways, but both intend that in qualifying COTS a con-
siderable amount of engineering judgment be applied
in determining that the dedicated component meets the
necessary standards. The second-tier EPRI guidance
will provide examples and more explicit details as to
the mechanics and specific techniques of this process.

• The NUREG report tends to be more prescriptive.

In connection with resolving these differences, the com-
mittee calls attention to the need for the COTS guidance to
be clear on necessary attributes that the hardware and soft-
ware must have. Once these attributes are well-defined, there
may be various acceptable methods of assessing whether or
not the attributes are adequately provided. These methods
can include appropriate testing and experience reviews. Once
these methods are defined and used, requisite experience will
accumulate and provide increasing confidence. The commit-
tee notes that the FAA’s DO-178B, Software Considerations
in Airborne Systems and Equipment Certification (FAA,
1992), is primarily based on defining needed attributes,
rather than methods of proving these attributes; the FAA
document also includes guidance on assuring that these at-
tributes are adequately satisfied by COTS. The committee
suggests that the USNRC and the industry groups consider
this FAA document in further work on COTS.

To summarize the committee’s view of COTS, its use
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provides a major opportunity but also presents a challenge.
The use of COTS could likely be very helpful in addressing
the increasing obsolescence of installed I&C systems in
nuclear plants by expanding the sources of modern equip-
ment available for use. The challenge, particularly for safety-
critical applications, is to obtain the needed quality at an
acceptable cost. Dedication of commercial components re-
quires much more information than commercial vendors are
accustomed to supplying. This is because the key is assess-
ing whether the previous applications are sufficiently simi-
lar to the application of interest and how effective the proper
experience is in establishing the adequacy of important at-
tributes such as reliability.3 Some vendors may be unwilling
to provide or share their proprietary information, particu-
larly about development or testing procedures and results of
service experience. Further, utilities and the USNRC will
have to be proactive about finding ways to pool needed in-
formation, perhaps, in part, by providing and maintaining
dedication on more generic components. Nevertheless, the
key uncertainty is whether dedication of commercial digital
I&C components will be cost-effective. Only experience will
provide a definitive answer.

CONCLUSIONS AND RECOMMENDATIONS

Conclusions

Conclusion 1. Use of COTS hardware and software is an
attractive possibility for the nuclear industry to pursue, pro-
vided that a technically adequate dedication process can be
formulated and that this process does not negate the cost
advantages of COTS.

Conclusion 2. The recently developed draft guideline of the
EPRI working group, Guideline on Evaluation and Accep-
tance of Commercial Grade Digital Equipment for Nuclear
Safety Applications, appears to have potential as the basis
for reaching industry and USNRC consensus on the COTS
issue. In view of this possibility, the committee notes that
the guideline and the follow-on (second-tier) guidance
should assure that the necessary and sufficient attributes of
digital I&C application are defined for both hardware and
software. Once these attributes are well-defined, various ac-
ceptable methods of assessing the validity of the attributes
can be more readily ascertained and used and the requisite
experience gained. As an example of the type of approach

the committee considers appropriate, the EPRI working
group and the USNRC staff should consider the FAA’s DO-
178B guideline for digital avionics, Software Considerations
in Airborne Systems and Equipment Certification, which
includes guidance on COTS.

Conclusion 3. Software quality assurance and safety and
reliability assessment methods are strongly related to COTS.
The committee’s conclusions in Chapters 4 and 6, respec-
tively, should therefore also be considered. Dedication pro-
cesses for COTS should also prove relevant in cases where
standardized software is reused among similar nuclear ap-
plications.

Conclusion 4. The USNRC involvement in the EPRI,
NUSMG, IEEE, and ISA working groups is very useful and
should aid the USNRC in developing specific guidance to
address the COTS issue.

Conclusion 5. The approach to COTS must apply criteria
and verification activities commensurate with the safety sig-
nificance and complexity of a specific application. For ex-
ample, the level of verification activities applied to small-
scale replacements of recorders and indicators would not be
the same as that applied to large-scale replacements of reac-
tor protection systems.

Recommendations

Recommendation 1. The USNRC staff should assure that
their involvement in the EPRI, NUSMG, IEEE, and ISA
working groups means that USNRC concerns and positions
are being addressed so that any standards or guidelines de-
veloped by these groups can be quickly accepted and en-
dorsed by the USNRC.

Recommendation 2. The USNRC should establish what re-
search is needed to support USNRC acceptance of COTS in
safety applications in nuclear plants. This research should
then be incorporated into the overall research plan.

Recommendation 3. The USNRC regulatory guidance on
the use of COTS should recognize and be based on the prin-
ciple that criteria and verification activities are to be com-
mensurate with the safety significance and complexity of the
specific application.
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INTRODUCTION

Application of digital instrumentation and control (I&C)
technology in nuclear power plants presents a licensing and
regulatory challenge, for both the U.S. Nuclear Regulatory
Commission (USNRC) and the industry, that in certain re-
spects is unique. Advances in digital I&C technology can
occur with such rapidity that product life cycles can often be
shorter than the time required for the licensing and/or certi-
fication of the equipment for nuclear applications. For this
reason, the regulatory review process must strive to keep
apace of rapid advancements in digital I&C applications—
applications that provide potentially significant benefits to
the nuclear industry from a reliability and operational safety
standpoint—while at the same time ensuring that the use of
this technology is undertaken in a manner that is acceptable
from a safety standpoint.

As individual utilities have sought to take advantage of
the benefits of digital I&C technology, motivated in part by
the increasing obsolescence of their analog systems, the
USNRC has in turn endeavored to respond by developing a
regulatory framework for the review and approval of such
applications. To date, the regulatory review process for digi-
tal I&C upgrades has largely proceeded on a “case-by-case”
basis. Individual utilities identify specific digital upgrades
that they wish to make; the proposed change is evaluated
pursuant to the criteria in 10 CFR 50.59 to determine whether
prior regulatory approval is required; and, if such approval is
required, the USNRC then undertakes a formal review of the
proposed change before the change can implemented. In the
event that prior USNRC review is required, the USNRC’s
evaluation is undertaken pursuant to broad regulatory stan-
dards that are generally applicable to the design and opera-
tion of nuclear power plants, including I&C systems, but
that were not explicitly developed for digital systems.

Concerns Raised by the Case-by-Case Process

Although this case-by-case process may have certain ben-
efits—particularly where technology is rapidly evolving and

neither the industry nor the regulator has extensive experi-
ence that could, in turn, be the basis for establishing generi-
cally applicable regulatory requirements for digital up-
grades—a number of concerns have been raised about this
process. First, the lack of clearly defined regulatory stan-
dards for digital upgrades can make it difficult for a utility to
evaluate the acceptability of a particular digital upgrade and
to gauge the level of effort necessary to obtain regulatory
approval. Second, the lack of such standards can lead to in-
consistent regulatory reviews that are sometimes heavily in-
fluenced by the individual reviewer. As a result, require-
ments developed and imposed in a case-by-case context
often lack the degree of rigor that would normally accom-
pany the development of generic regulatory requirements. In
other instances, the rigor of such requirements may go be-
yond that imposed on analog systems, even though the un-
derlying issue appears to be no different. Third, the case-by-
case approach to evaluating digital upgrades has proven to
be a time-consuming and, in some cases, resource-intensive
process, both for the industry and the staff. Finally, there is a
concern that the USNRC has not implemented a clear, con-
sistent policy with respect to the application of 10 CFR 50.59
to digital upgrades.

The discussion that follows examines the issue of the
USNRC’s regulatory process for review and approval of
digital I&C upgrades.

Statement of the Issue

What changes should be considered in the regulatory pro-
cess to provide more efficient and effective regulation of
digital I&C systems in nuclear power plants? How can suffi-
cient flexibility be incorporated to address the rapidly chang-
ing nature of the digital I&C technology and better match
the time response of the regulatory process to the technology
it controls? How can the regulatory process be made more
efficient while maintaining its technical integrity?

9

Case-by-Case Licensing Process
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REGULATORY FRAMEWORK FOR
EVALUATING DIGITAL UPGRADES

Substantive Safety Standards

As a general rule, the USNRC applies predefined design
criteria to evaluate design adequacy in the licensing and
regulation of commercial nuclear power plants. These “gen-
eral design criteria,” which are applicable to all nuclear
power plants, are codified in Appendix A of Title 10 CFR
Part 50, General Design Criteria for Nuclear Power Plants.
The criteria cover, among other things, the design of I&C
systems in nuclear plants. The design criteria reflect the
USNRC’s long-standing safety philosophies of defense-in-
depth and failure invulnerability.

Some aspects of the USNRC’s design criteria are clear
and quantitative. For example, Criterion 19, dealing with the
control room, establishes the maximum radiation levels al-
lowed for personnel in the control room. On the other hand,
many design criteria are much more qualitative and general
in nature. This is the case with respect to the design criteria
for I&C systems. For example, Criterion 10, dealing with
reactor design, states that “. . . control and protection sys-
tems shall be designed with appropriate margin to assure
that specified acceptable fuel design limits are not exceeded
during any condition of normal operation . . . .” This, in turn,
leaves considerable room for interpretation in the applica-
tion of these requirements.

While the general design criteria for I&C systems are writ-
ten in broadly applicable terms (i.e., the general design criteria
do not refer specifically to analog or digital systems—see Cri-
teria 2, 4, 17, 20–25), the early experience with the interpreta-
tion and application of these criteria has largely focused on
analog and relay systems. Because of this, the regulatory frame-
work for analog and relay systems has evolved and become
quite refined over the years, to the point where a clear under-
standing exists today with regard to the applicable requirements
for such systems. In recent years, however, with the move to-
ward digital instrumentation and control systems, greater at-
tention has focused on developing a regulatory framework for
the review and approval of such systems. As discussed above,
because the general design criteria for I&C systems provide
high level guidance, there is considerable latitude in how these
requirements are interpreted and applied. As a result, the evo-
lution of the regulatory framework for digital I&C systems has
proceeded on the above-described “case-by-case” basis, as the
agency has reviewed utility-specific proposed applications of
digital technology for I&C functions, without a clear view to
existing regulatory guidance applied to large-scale, safety-
grade systems (such as the emergency core cooling system).

Procedural Framework for Evaluating
Digital Upgrades

In addition to the broad substantive standards contained
in Title 10 CFR Part 50, Appendix A, the USNRC has

established a process for individual utility licensees to evalu-
ate plant-specific modifications that they may wish to make
and, in particular, defining when such changes can be made
without prior USNRC approval. This process, which is codi-
fied in 10 CFR 50.59 (see also discussion in Chapter 1) and
covers changes in plant hardware and procedures, as well as
any new plant tests or experiments, requires individual reac-
tor licensees to assess the impact of any such proposed plant
changes pursuant to several specific criteria. In pertinent part,
10 CFR 50.59 reads as follows:

The holder of a license . . . may (i) make changes in the
facility as described in the safety analysis report, (ii) make
changes in the procedures as described in the safety analysis
report, and (iii) conduct tests or experiments not described in
the safety analysis report, without prior Commission ap-
proval, unless the proposed change, test or experiment in-
volves a change in the technical specifications incorporated
in the license or an unreviewed safety question.

This section, in turn, defines an “unreviewed safety ques-
tion” as follows:

A proposed change, test, or experiment shall be deemed to
involve an unreviewed safety question (i) if the probability
of occurrence or the consequences of an accident or mal-
function of equipment important to safety previously evalu-
ated in the safety analysis report may be increased; or (ii) if
a possibility for an accident or malfunction of a different
type than any previously evaluated in the safety analysis re-
port may be created; or (iii) if the margin of safety as defined
in the basis for any technical specification is reduced.

Because 10 CFR 50.59 defines the circumstances under
which a utility can make a change without prior USNRC
approval—and because a formal “unreviewed safety ques-
tion” analysis can be an expensive and time-consuming pro-
cess—this regulation plays an extremely important role and
has been at the center of the discussion of how best to go
about implementing digital upgrades from a procedural per-
spective.

In view of the importance of how 10 CFR 50.59 is
interpreted and applied, and of the need for consistent
and uniform application of the regulation by the indus-
try, the Electric Power Research Institute (EPRI) and the
Nuclear Management and Resources Council (NUMARC)
undertook several years ago to develop an industry guid-
ance document on the application of 10 CFR 50.59. This
document, Guidelines for 10 CFR 50.59 Safety Evalua-
tions (NSAC-125), was published in 1988 (EPRI/NUMARC,
1988). While this document has not been endorsed by
USNRC, the agency has taken the position that the guide-
lines of NSAC-125 can be useful in the evaluation of pro-
posed changes to the facility design or procedures, and
are representative of logic used in making a 50.59 deter-
mination (USNRC, 1995).

CASE-BY-CASE LICENSING PROCESS 79
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OVERVIEW OF NUCLEAR APPLICATIONS OF
DIGITAL TECHNOLOGY

Digital technology has been used in limited nuclear appli-
cations for more than 20 years, and a substantial body of
industry and regulatory guidance has been developed over
this period of time to support such uses. While such applica-
tions included both nonsafety functions (e.g., feedwater con-
trol), as well as some limited safety-related functions (e.g.,
core protection calculators, radiation monitors, and emer-
gency load sequencers), they did not until recently make
major inroads into the reactor protection systems (RPS) or
the engineered safety features actuation systems (ESFAS),
systems that are central to the safe operation of a nuclear
facility.

With the advances in microprocessor-based digital tech-
nology, the industry expressed a growing interest in extend-
ing the benefits of digital technology beyond the traditional
applications. This was driven, in part, by the realization that,
as the larger I&C community was moving away from analog
toward digital systems, the nuclear industry would have an
increasingly difficult time servicing and replacing analog
systems. But beyond this, there was a desire to take advan-
tage of the benefits offered by digital systems from a reli-
ability and safety standpoint. For example, the use of micro-
processor-based digital technology for feedwater control (a
nonsafety system) could lead to a significant reduction in
plant trips, providing a clear safety and reliability advantage.

In response to this interest, several vendors undertook to
develop special product lines, with a particular focus on de-
veloping digital RPS systems, working closely with indi-
vidual utilities and the USNRC to obtain regulatory approval.
Several individual utilities, in turn, embarked upon efforts to
upgrade their existing analog RPS systems.

REGULATORY RESPONSE

Haddam Neck and the Draft Generic Letter

One of the first utilities to seek to implement a digital
RPS upgrade was the Connecticut Yankee Atomic Power
Company when, in 1987, the utility proposed to upgrade
portions of the RPS for its Haddam Neck station. The up-
grade was the first RPS upgrade to be attempted by a utility
under the provisions of 10 CFR 50.59.

The proposed upgrade was to take place in two phases
(Phase II would have added substantially more new micro-
processor equipment than Phase I). Pursuant to the require-
ments of 10 CFR 50.59, the utility conducted an evaluation
of both phases of the upgrade to determine whether the modi-
fication involved an unreviewed safety question (USQ) or
necessitated a change in the plant’s technical specifications.
Based upon this evaluation, the utility concluded that, be-
cause the upgrade was essentially a replacement-in-func-
tional-kind of RPS control system analog modules with mod-
ern microprocessor-based modules, the proposed upgrade

posed no unreviewed safety questions. Accordingly, the util-
ity proceeded with installation of Phase I of the upgrade dur-
ing its 1987 refueling outage. Subsequently, given the
USNRC’s concern over the use of licensee-configurable, mi-
croprocessor-based, protection and control system modules,
the USNRC decided to review the utility’s 10 CFR 50.59
determination with regard to the already implemented Phase
I of the upgrade, as well as the proposed Phase II. As a result
of this review, the USNRC prepared a formal safety evalua-
tion report (SER), a step normally undertaken only when
prior regulatory approval is required. In its review, the staff
reached the following conclusion (USNRC, 1990):

The NRC staff concludes that the Phase I RPS modification
is acceptable except that [Connecticut Yankee] has not dem-
onstrated that the electrical environment of the new equip-
ment is enveloped by the vendor’s qualification testing. Be-
cause Phase II will be complete before start-up for Cycle 16
and will add substantially more new microprocessor equip-
ment, the NRC staff requires that CYAPO [Connecticut Yan-
kee Atomic Power Company] submit a program plan prior to
restart describing the analysis, testing and schedule to re-
solve this concern.

The staff went on to state as follows:

The licensee has demonstrated that the equipment is func-
tionally a one-for-one replacement and does not result in a
significant system level change[;] however, the staff consid-
ers that the differences in technology inherent in the new
software controlled system present the possibilities for
equipment malfunctions of a different type than previously
evaluated. Malfunctions of a different type than previously
evaluated in equipment important to safety is an unreviewed
safety question. Digital microprocessors can malfunction in
a different manner than the installed analog systems RPS
and should not be installed via 10 CFR 50.59. Because sev-
eral utilities have changed or are considering changing their
analog systems with digital systems, the staff is considering
the issuance of additional guidance to the industry address-
ing the 50.59 issue for replacement of analog with digital
equipment.

In response to the issues raised concerning the Haddam
Neck upgrade and the utility’s interpretation of 10 CFR
50.59, as well as in view of the rapidly expanding interest in
the utility industry in implementing digital upgrades in safety
systems and a broader concern with failures of digital sys-
tems that were occurring in both nuclear and nonnuclear ap-
plications, the USNRC in August 1992 issued a draft generic
letter in which it addressed the application of 50.59 to digital
upgrades. In pertinent part, the draft generic letter reads as
follows (USNRC, 1992):

[T]he installation of digital based safety systems (1) is an
unreviewed safety question (USQ), (2) will require review
by the NRC staff, and (3) cannot be performed under the 10
CFR 50.59 rule. The Staff’s position applies to all safety-
related digital equipment that uses software and in particular
to microprocessor based systems.
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For its basis, the staff noted:

Digital electronic equipment has different failure mecha-
nisms and resulting system malfunctions than the existing
analog systems. Some of these failure modes and system
malfunctions were either not considered as part of the initial
plant design (the technology did not exist, therefore, the po-
tential malfunctions were not considered) or may not have
been evaluated in sufficient detail to support the new digital
systems. Since licensees are installing digital equipment in
primary safety systems such as reactor protection systems,
engineered safety features systems, emergency diesel gen-
erator control systems, and pump control systems, the result
could be safety system failures, and/or delays in actuation,
and/or unplanned plant responses. [Garten, 1992]

The effect of the draft generic letter was immediate and
significant. First, it explicitly required that all safety-related
digital upgrades be approved in advance by the staff, irre-
spective of the results of a utility’s evaluation under 10 CFR
50.59. In so doing, the draft generic letter, in effect, carved
out an exception to 10 CFR 50.59 for digital upgrades. Sec-
ond, it caused a great deal of uncertainty among those utili-
ties that were proceeding with digital upgrades. The utilities
began to see the regulatory process governing digital up-
grades as ill-defined, inconsistent, and unpredictable. Prior
USNRC approval for digital upgrades was now required; and
the lack of generically applicable regulatory criteria resulted
in digital upgrades’ being judged on a case-by-case basis.
For these reasons, several utilities elected to postpone
planned digital upgrades or to go forward with analog re-
placements as an alternative.

Industry Guidance Document and
USNRC’s Response

Because of the uncertainty attending digital upgrades as a
result of the draft generic letter (USNRC, 1992), the industry
(through EPRI and NUMARC) sought to develop more spe-
cific guidance addressing the applicability of 10 CFR 50.59
to digital upgrades, particularly with regard to safety sys-
tems, supplementing the more general guidance on 10 CFR
50.59 contained in NSAC-125 (EPRI/NUMARC, 1988).
With the initiation of this effort, the USNRC withdrew the
draft generic letter of August 1992.

The industry guidance document, NUMARC/EPRI TR-
102348, was published in December 1993 (EPRI, 1993) and
a workshop was held on its implementation in June 1994. In
April 1995, the USNRC published Generic Letter 95-02
(USNRC, 1995), which generally endorsed the approach
taken in EPRI TR-102348, but with two exceptions. First,
the USNRC took the position that in evaluating whether an
analog-to-digital upgrade may create “a possibility for an
accident or malfunction of a different type than any evalu-
ated previously in the safety analysis report,” the “system-
level” to be considered should be the digital system being
installed. Second, the USNRC stated that in preparing a

written safety evaluation that provides the basis for the de-
termination that the change, test, or experiment does not in-
volve an unreviewed safety question, the basis for a utility’s
“engineering judgment and the logic used in the determina-
tion should be documented to the extent practicable.”

APPROACHES TO REGULATION IN
OTHER COUNTRIES

The committee reviewed the experience of several for-
eign countries in dealing with digital I&C upgrades in
nuclear plants. Because of the particular characteristics of
the U.S. regulatory system, however, it is difficult to com-
pare the case-by-case issues that are the subject of this chap-
ter—the 50.59 process and the applicable regulatory require-
ments—with the regulatory framework in other countries.
As a general proposition, however, the committee did find
that in all instances, the safety authority undertook reviews
similar in rigor to those undertaken in the United States and
focused largely on the same issues, including software-in-
duced common-mode failure with which the regulators in
the United States were concerned.

RESEARCH AND PLANS

The issues associated with the case-by-case regulatory
approval process are largely issues of process and policy and
are not issues on which the USNRC normally conducts re-
search. Nevertheless, there may be an important role for re-
search with respect to the public policy impacts of the
USNRC’s regulatory requirements and process.

ANALYSIS

The issue of case-by-case licensing involves two funda-
mental questions: (1) What are the substantive regulatory
standards that apply to digital upgrades and can standards
be developed to provide a consistent and coherent regula-
tory framework for evaluating digital upgrades? (2) Under
what circumstances should individual utilities be allowed to
proceed with digital upgrades without advance USNRC re-
view and approval? These two questions are discussed in
turn below.

Substantive Regulatory Standards

The USNRC has maintained that digital upgrades, par-
ticularly those involving substantial safety system electron-
ics, must be evaluated with great care, given the important
role that such systems will play in plant operations and the
resulting consequences if such systems fail to perform their
functions properly. The USNRC points to several notable
examples of such failures. These include a software error at
the Bruce Unit 4 facility in Canada that resulted in a loss-of-
coolant accident and minor off-site releases; software sur-
veillance errors at the Sequoyah facility in Tennessee that
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had a common-mode effect; and errors in the software in-
volving an incorrect adjustment range in the flux incore/
excore calibration factor at the Turkey Point facility in
Florida. In this regard, the committee heard from several util-
ity representatives who attested to the value that the USNRC
regulatory review process brought to individual upgrade ini-
tiatives. Issues were identified and solutions found, particu-
larly where early, proactive interaction between the utility
and the USNRC took place.

But, as discussed in the introduction to this chapter, there
is also a concern that the regulatory review process for digi-
tal upgrades has proceeded largely on an ad hoc basis, with
individual utility initiatives serving as the vehicle for fash-
ioning a regulatory framework. Moreover, while several in-
dividual guidance documents exist (see, e.g., Regulatory
Guide 1.152, Criteria for Programmable Digital Computer
System Software in Safety-Related Systems of Nuclear
Power Plants; ANSI/IEEE/ANS 7-4.3.2–1982, Application
Criteria for Programmable Digital Computer Systems in
Safety Systems of Nuclear Power Generating Stations;
ANSI/IEEE 1012–1986, IEEE Standard for Software Verifi-
cation and Validation Plans; and ASME NQA-2A–1990,
Part 2.7, Quality Assurance Requirements of Computer Sys-
tems for Nuclear Facility Applications, American Society of
Mechanical Engineers), there is no comprehensive body of
regulatory requirements and guidance to guide the utility ap-
plicant or the USNRC reviewer.

The committee recognizes that where a first-of-a-kind ap-
plication of a particular technology in a nuclear plant is pro-
posed, it would be unreasonable to expect the USNRC to
have in place a comprehensive, well-developed generic regu-
latory framework within which to undertake an evaluation
of the proposal. Indeed, there is merit to the argument that
early on in the consideration of such proposals, the case-by-
case approach can be an effective means for gaining experi-
ence with the issues that must be addressed, as well as to
fashion a sensible, informed regulatory framework (this has
been referred to by some as the so-called “revealed stan-
dard” approach).

The risks that attend such an approach, however, include
the potential for inconsistent results from case to case (based,
at least in part, on the qualifications and perspective of the
individual reviewers that might be involved); the possibility
that, as individual reviews are undertaken, increasingly strin-
gent requirements will be imposed over time; and an unpre-
dictable or disproportionate commitment of resources, by
both the utility and the applicant, to support the extensive
interactions necessary to support such customized reviews.

As discussed in Chapter 1, in an effort to address these
criticisms, the USNRC has a process under way to system-
atically review its internal directives and guidelines govern-
ing reviews of I&C systems with a view to adapting them for
digital I&C technology (Wermiel, 1995). To be completed
in mid-1997, this process involves developing a Standard
Review Plan for digital upgrades to safety-related systems.

Process for Implementing Digital Upgrades

As discussed above, USNRC has established a process
according to which utilities can evaluate when plant modifi-
cations can be made without prior approval. This process,
set forth in 10 CFR 50.59, has been in place since 1961 and
is well recognized as an essential component of the regula-
tory process. As a general matter, the committee believes
that the provisions of 10 CFR 50.59 provide a fundamentally
sound framework for evaluation of digital upgrades by utili-
ties, as it focuses a utility’s attention on whether a proposed
upgrade introduces an unreviewed safety question. Recog-
nizing the concern that the Haddam Neck proposed upgrade
(see above) generated with regard to the application of 10
CFR 50.59 to safety-significant upgrades, the committee
nevertheless believes that the unilateral decision of the
USNRC in the 1992 draft generic letter to deem all safety-
related digital upgrades employing software as posing
unreviewed safety questions was inconsistent with both the
letter and the spirit of 10 CFR 50.59. By its terms, 10 CFR
50.59 calls for a licensee-specific evaluation of whether a
proposed change in the facility involves an unreviewed
safety question.

Beyond this, the committee notes a concern with the in-
terpretation that the agency has taken with regard to EPRI
Report TR-102348 (noted above), wherein the agency con-
cluded that in evaluating whether an analog-to-digital up-
grade may create “a possibility for an accident or malfunc-
tion of a different type than any evaluated previously in the
safety analysis report,” the “system-level” to be considered
should be the digital system being installed (USNRC, 1995).
This interpretation of 10 CFR 50.59, which the committee
was advised is not mandated as a matter of law but instead is
a matter of discretion for the USNRC to decide, appears to
suggest that any new failure mode at the component level
would constitute an unreviewed safety question, even though
the system-level function was not affected. In this regard,
the committee would be concerned with the wisdom of such
an approach, if the USNRC were to apply it across the board
to all digital upgrades, irrespective of their safety signifi-
cance. The committee heard the USNRC further refine their
interpretation of the EPRI report by restricting component-
level consideration for major safety systems, such as ESFAS
(Wermiel, 1996). The committee strongly endorses main-
taining and formalizing the distinction between major and
minor safety system upgrades containing digital technology.

Finally, the committee believes that it would be useful for
the USNRC to establish a process whereby it can more for-
mally catalogue 50.59 determinations—including instances
where prior USNRC review has been found to be necessary,
as well as instances where it has been found not to be re-
quired— so that licensees considering digital upgrades can
have the benefit of this body of experience in evaluating
specific upgrades that they might be considering. The com-
mittee believes that this would provide a measure of stability
and uniformity to the application of 10 CFR 50.59.
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CONCLUSIONS AND RECOMMENDATIONS

Conclusions

Conclusion 1. As a general observation, the role of the regu-
lator in overseeing the implementation of digital upgrades
can be a valuable and important one. Particularly in an area
such as digital I&C systems, where the state of the art evolves
rapidly and where first-of-a-kind nuclear applications are
contemplated, the oversight role of the regulator can bring
valuable insights to the implementation of such upgrades.
Indeed, the committee found several specific examples of
this happening.

Conclusion 2. Nevertheless, the committee found that the
regulatory response to the development and implementation
of digital I&C upgrades in nuclear plants has proceeded in a
manner that resulted in some degree of confusion and uncer-
tainty within the licensee community with regard to the ap-
plicable regulatory requirements and the procedural frame-
work for implementing such upgrades. This uncertainty and
the resultant incremental cost has been a major contributor
to the reluctance on the part of utilities in proceeding with
digital upgrades.

Conclusion 3. The lack of generically applicable regulatory
requirements for digital upgrades has resulted in a case-by-
case approach that has contributed to the confusion and un-
certainty. This approach to reviews may have been neces-
sary in the early phase of the transition to digital systems.
But the USNRC now has a sufficient body of experience
with safety-related digital upgrades, gained over recent years
and supplemented by the extensive experience of other coun-
tries and other industries, to enable the agency to establish a
generically applicable regulatory regime that would govern
the review and approval of such upgrades.

Conclusion 4. The process established in 10 CFR 50.59,
wherein the agency has defined those circumstances where a
licensee may make a modification without prior USNRC
review and approval, is fundamentally sound, necessary, and
consistent with the USNRC’s responsibility to protect the
public health and safety. In particular, it recognizes the prac-
tical necessity for licensees to make facility modifications
consistent with their facility licensing basis, without the need
for prior USNRC review and approval. Moreover, the pro-
cess appropriately reflects the gradation of significance in
changes that might be made in a nuclear plant and the
USNRC’s attendant role based upon these gradations. In this
regard, the committee strongly believes that it is important
for the USNRC to distinguish between digital upgrades that
are significant (i.e., pose unreviewed safety questions) and
those that are not, and tailor the scope and depth of the regu-
latory review in a manner that is commensurate with this
gradation.

Conclusion 5. The committee believes that defining all
safety-related digital upgrades as resulting in an unreviewed
safety question, as stated in the USNRC’s draft generic letter
of August 1992, is contrary to both the letter and spirit of 10
CFR 50.59.

Conclusion 6. The agency has no formal process for cata-
loguing determinations made under 10 CFR 50.59 with re-
gard to digital upgrades and the bases for these determina-
tions. Such information would assist both the USNRC and
the utilities in determining whether particular upgrades pose
unreviewed safety questions.

Conclusion 7. Early interaction between a utility applicant
and the USNRC can be extremely helpful in identifying and
fleshing out important issues. Where this “proactive” inter-
action has occurred, the committee found that the subsequent
regulatory review was more efficient and focused, minimiz-
ing resources that would otherwise be required on the part of
both the utility and the USNRC.

Recommendations

Recommendation 1. The USNRC should place a high pri-
ority on its effort to develop a generically applicable frame-
work for the review and evaluation of digital I&C upgrades
for operating reactors.

Recommendation 2. In view of the rapid evolution of digi-
tal technology, a process should be established to ensure that
the regulatory framework is updated to stay abreast of new
developments. To ensure that this framework takes into ac-
count the best practices in other safety-critical industries,
external and public review is highly desirable.

Recommendation 3. The USNRC should consider addi-
tional ways in which the guideline development process can
be accelerated and streamlined. For example, consideration
could be given to establishing chartered task groups involv-
ing representatives from the USNRC, the industry, and
academia. These groups would be tasked and managed on a
project basis to investigate and resolve unreviewed matters
of possible safety significance that arise in the development
and use of digital systems.

Recommendation 4. In developing its regulatory require-
ments, the USNRC should ensure that where issues arise
that are unique to digital systems, they are treated appropri-
ately. On the other hand, where issues arise with regard to
digital upgrades that are no different from issues posed for
analog systems, such issues should be treated consistently.
The opportunity (or obligation) for the USNRC to review
and approve digital upgrades should not be seen as an oppor-
tunity to impose new requirements on individual licensees
unless the issue is unique to the application proposed.
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Recommendation 5. In view of the substantial benefits of
early interaction with individual utilities considering digital
upgrades, as well as the benefit of working closely with in-
dustry groups and other interested members of the public in
the development of standards and guidelines, the USNRC
should undertake proactive efforts to interact early and fre-
quently with individual utilities and with industry groups and
other interested members of the public. In addition, it would
be of benefit for the USNRC to be familiar with the broader
evolving applications of digital I&C systems in both nuclear
and nonnuclear applications. This, in turn, will provide a
foundation for a cooperative working relationship.

Recommendation 6. The USNRC should revisit the “sys-
tems level” issue addressed in Generic Letter 95-02 and
EPRI Report TR-102348 to ensure that this position is con-
sistent with the historical interpretation of 10 CFR 50.59.
The committee strongly endorses maintaining and formaliz-
ing the distinction between major and minor safety system
upgrades containing digital technology.

Recommendation 7. The USNRC should establish a pro-
cess for cataloguing 50.59 evaluations of digital upgrades in
some centralized fashion, so that individual utilities consid-
ering such upgrades can review and consider past 50.59 de-

terminations regarding when a particular modification has
been found to result in an unreviewed safety question.
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INTRODUCTION

Nuclear industry licensees and the regulators have
reached an accord on the application of analog instrumenta-
tion and control (I&C) technology in nuclear plants. Many
of the types of concerns expressed about digital technology,
such as EMI/RFI (electromagnetic/radiofrequency interfer-
ence) and other environmental stressors and the human-ma-
chine interface, are applicable to analog technology as well.
For handling the analog I&C issues there is a technical in-
frastructure in place upon which the licensees and regula-
tors rely.

There is a continuing challenge to master the current state
of technology and to prepare for changes that are coming.
Application of digital I&C technology is not as mature, par-
ticularly as applied in nuclear plant safety systems where
high reliability and assurance of safe performance are para-
mount. Further, as has been noted repeatedly in this report,
advances in digital I&C technology occur frequently and are
rapidly adopted in many types of industries. This problem
should be a particular concern for licensees, regulators, ven-
dors, and other ancillary bodies such as standards institutes.
Unless the expertise and infrastructure are there, little
progress can be made.

U.S. Nuclear Regulatory Commission Activities

Because this report is a response to a request by the U.S.
Nuclear Regulatory Commission (USNRC) regarding the
use of digital I&C technology in nuclear power plants, the
committee paid particular attention to the USNRC activities
in this regard. The committee looked for evidence of a stra-
tegic approach by the USNRC to the regulation of digital
I&C introduced into nuclear power plants, expecting to see a
USNRC road map for its staffing, training, and research pro-
grams to support the regulation of digital I&C. Earlier con-
cerns expressed by the Advisory Committee on Reactor
Safeguards and Nuclear Safety Research Review Commit-
tee (see Chapter 1) about the need for changes in research,
staffing, and training set the stage for the committee to

investigate these attributes. USNRC Chairman Jackson ech-
oed some of these concerns when she challenged the USNRC
staff to prepare, perhaps with the help of “a steering commit-
tee of senior level managers as well as technical experts”
and “with greater commitment than has heretofore been the
case,” a regulatory framework for digital I&C (Jackson,
1995). In addition, the committee was interested in the effect
on the USNRC process for assessing new technology and
introducing it into the nuclear industry of such factors such
as declining budgets, the general decline in the number of
new technical graduates, and the availability of technical
expertise.

Statement of the Issue

Does the USNRC need to make changes in its staffing,
training, and research program to support its regulation of
digital I&C technology in nuclear power plants? If so, what
is the appropriate program for the USNRC? How should this
program be structured so that it maintains its effectiveness in
the face of rapidly moving and developing technology and
generally declining budgets?

U.S. NUCLEAR REGULATORY COMMISSION
REGULATORY POSITIONS AND PLANS

Staffing

The USNRC Office of Nuclear Reactor Regulation
(NRR) is charged with all licensing and inspection activities
associated with the design, construction, and operation of
existing and proposed nuclear power plants. They are sup-
ported in this role by inspectors from the USNRC’s regional
offices and by on-site inspectors at the nuclear power plants.
The USNRC Office of Nuclear Regulatory Research (RES)
is tasked with providing independent information support
for regulatory decision making, conducting research to re-
solve safety issues and to anticipate potential problems, and
developing technical regulations and standards. In FY 1996,

10

Adequacy of Technical Infrastructure
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the USNRC had 10 NRR staff members and 6 RES staff
members involved in digital I&C work, out of a total staff of
650 (NRR) and 212 (RES), respectively. These figures are a
slight increase over the FY 1994-1995 period.

Training

In their October 1995 discussions with the committee (see
Appendix B), the USNRC staff noted that they had several
decades of experience with digital I&C technology. None-
theless, the staff reported that they are improving their ex-
pertise in this area by hiring experienced personnel and im-
proving the training of existing staff on a staff-specific basis
at courses offered by universities, industry groups, and com-
mercial companies. In FY 1996, $16,000 was allocated in
the USNRC training budget for these external training
courses. (In FY 1994, only $5000 was budgeted.)

A digital I&C working group is developing a training pro-
gram at the USNRC Technical Training Division in Chatta-
nooga, Tennessee, whose target audience is intended to be
region-based inspectors, technical reviewers at headquarters,
and resident inspectors at nuclear power plants. The pro-
gram will involve commercial courses to provide a technical
foundation and an annual “digital I&C regulatory perspec-
tives” workshop to provide knowledge and skills in agency
policy and inspection techniques. In FY 1996, the Technical
Training Division allocated 1.5 staff members to this area,
out of a total staff of 30 and a training budget of approxi-
mately $4 million. The committee was briefed twice on this
training program, in April and October 1995 (see Appendix
B), and discusses it again later in this chapter.

Research Plan

The RES office conducts its research (including the area
of I&C technology) primarily to support user (NRR) needs,
although some research is anticipatory. The NRR office also
sponsors some “technical assistance” work in I&C technol-
ogy, primarily at the Lawrence Livermore National Labora-
tory in California. The USNRC I&C research program in-
cludes work on a number of topics, including software veri-
fication and validation, high-integrity software for nuclear
power plants, development of new regulatory guides, assess-
ment of software languages, and environmental qualifica-
tion of digital I&C equipment. New research needs are iden-
tified from current research work, other federal agency re-
search work (such as at the Center for High Integrity Soft-
ware Systems Assurance of the National Institute of Stan-
dards and Technology), involvement in foreign research (the
Halden Reactor Project), and other safety-critical industry
interactions (e.g., with the Federal Aviation Administration).

The committee noted with some concern that the RES
research budget is expected to decrease by one-third during
the next few years, although it is unclear how much of
the reduction the digital I&C area will absorb. (Total RES

funding allocated to digital I&C technology was approxi-
mately $3 million in FY 1996, a very slight increase over
FY 1995, out of a total RES research budget of $68 million
and NRR research budget of $14 million in FY 1996.) Bud-
get reductions are also being faced in the coming years by
the national laboratories of the Department of Energy, where
much of the USNRC’s research is conducted. In an age of
continuing technological evolution, reducing investment in
research and development adds to the importance of making
good strategic decisions.

DEVELOPMENTS IN THE U.S.
NUCLEAR INDUSTRY

During the course of Phase 2 activities, the committee
talked with three digital I&C vendors about their basic ap-
proach to providing digital systems to the nuclear industry:
Foxboro Controls, General Electric Nuclear Engineering,
and Westinghouse. The committee did not obtain specific
information on their staffing, training, or research planning.
The business opportunities perceived by these (and similar)
companies, upon which the nuclear industry depends for
digital I&C systems, undoubtedly will influence their staff-
ing, training, and research.

The committee also talked with a number of nuclear utili-
ties engaged in digital I&C upgrades: Baltimore Gas and
Electric Company, Public Service Electric and Gas Com-
pany, Northeast Utilities, and Pacific Gas and Electric Com-
pany. Each of their approaches to staffing, training, and re-
search appeared to be somewhat similar.

Baltimore Gas and Electric Company (Calvert Cliffs plant
in Lusby, Maryland) has initiated in-house software engi-
neering training courses with an emphasis on acquiring prac-
tical experience. In conducting upgrades, they either use in-
house staff with the required expertise or hire expert consult-
ants to assist. The representative from Public Service Elec-
tric and Gas Company (Salem plant in Salem, New Jersey)
pointed out that training and staff development activities
must address organizational issues that may exist within utili-
ties. For example, utility organizations often separate instru-
mentation and control from computer systems, which may
result in segregation of staff expertise on digital I&C tech-
nology within one part of the organization while responsibil-
ity for a digital I&C upgrade belongs to another. This ham-
pers transfer of knowledge and expertise.

Much of the research in the U.S. nuclear industry is spon-
sored by organizations such as the Electric Power Research
Institute (EPRI). For example, the committee notes that EPRI
and the Tennessee Valley Authority have established an ad-
vanced power plant I&C center at TVA’s Kingston power
plant. The center is intended to be a focal point and test bed
for research on advanced I&C technologies for all power
and process industries. The center will also promote technol-
ogy transfer and offer technical courses. At the present time
the USNRC does not participate in this endeavor.
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DEVELOPMENTS IN THE FOREIGN
NUCLEAR INDUSTRY

During the course of Phase 2 activities, the committee
also talked with representatives from the Canadian and Japa-
nese nuclear power industries and had access to information
on the British and French experiences with digital I&C
pertaining to software quality assurance. The committee
did not obtain information on their staffing, training, or
research plans.

The Japanese have a technical advisory committee on
nuclear power generation to coordinate resolution of techni-
cal issues between licensees and the regulator, the Ministry
of International Trade and Industry (MITI). A prototype
qualification test of the digital safety systems for the ad-
vanced pressurized water reactor (APWR) and advanced
boiling water reactor (ABWR) designs was conducted dur-
ing 1987–1991 by the Nuclear Power Engineering Corpora-
tion, sponsored by MITI. The Japan Atomic Energy Re-
search Institute will initiate a project this year to study reli-
ability of digital I&C systems. The major Japanese nuclear
vendors also have large in-house research activities, coordi-
nated with the nuclear utilities and centered on research and
development of digital systems for their advanced plants.
Digital upgrades to replace obsolescent analog equipment is
not a major concern in Japan (Utsumi, 1996).

DEVELOPMENTS IN OTHER
SAFETY-CRITICAL INDUSTRIES

In the course of its study, the committee also talked to a
number of representatives from other safety-critical indus-
tries (see Appendix B). The committee did not receive spe-
cific information about how they conducted their own staff-
ing, training, and research programs. However, it was inter-
esting to note similar concerns about regulator expertise in
the railroad and medical sectors; representatives from both
sectors felt that their industry was well ahead of the regula-
tor in digital application expertise. In the field of aerospace,
the FAA’s use of designated engineering representatives to
supplement its own staff levels (and expertise) was an inter-
esting approach. The designated engineering representatives
are not FAA employees but are certified by the FAA in the
industry and provide expertise and oversight to assure FAA
requirements are met. Based on discussions with the com-
mittee, most vendors in other industries maintain in-house
advanced technology offices and conduct collaborative re-
search externally with universities.

ANALYSIS

To establish and maintain an adequate and effective regu-
latory program for digital I&C technology, the USNRC
needs the following: (a) sufficient numbers of staff conduct-
ing an efficient review process; (b) an introductory and con-
tinuing (advanced) training program for existing staff and a

targeted digital I&C staff recruitment program that assure
that all regulatory staff share a common understanding of
state-of-the-art digital technology, incorporate experience
from retrofit reviews, and stay abreast of new technological
developments; and (c) an anticipatory, focused research pro-
gram that supports regulatory needs.

Staffing

The USNRC is charged with regulating implementation
of nuclear technology. However, the staff has been criticized
by members of the Advisory Committee on Reactor Safe-
guards (see, e.g., Lewis, 1992) for not acquiring the proper
level of staffing and training appropriate to the rapidly mov-
ing digital I&C technology. There are a number of factors
that make it difficult to stay current in this area. Computer
technology is a rapidly growing area but there is a general
decline in the number of new technical graduates interested
in the nuclear field. This is because the field of nuclear power
is not growing. There is a lack of new power plant construc-
tion in the U.S. nuclear industry and the USNRC is faced
with a declining budget. All of these factors make it more
difficult to recruit the needed well-trained computer science
or software engineers. The committee has been told by a
number of utilities that when digital I&C retrofits require
USNRC staff review, this process may typically entail an
extra six months of time and significant expenditure of staff
resources to respond to USNRC questions and regulatory
uncertainty. These factors often persuade the utility appli-
cant to modify (and downscale, if needed) the proposed
change to allow the change to fall within the scope of 10
CFR 50.59. Such reluctance to make more complete plant
modifications does not prevent maintaining plant safety; but
it may mean that safety improvements are not being made
and that maintaining adequate safety becomes more difficult
and expensive.

If the estimates given the committee by the utilities of
extra time and expense required to respond to USNRC staff
reviews have widespread validity, then it must be questioned
whether enough USNRC staff are being assigned to the digi-
tal I&C area or whether the USNRC’s review process itself
cannot be made more efficient. The USNRC organizational
structure itself—with its intentional separation between the
research (RES) and regulatory (NRR) offices—may be caus-
ing other problems, e.g., reduced intrastaff communication,
duplication of research functions in both offices, or an over-
emphasis of research on near-term issues and insufficient
attention to longer-range, developing needs. In short, if
needed interaction or techniques are not readily available
because of organizational hindrances, these hindrances may
be a source of delays in the review process that must be
addressed.

With respect to standards and guidance documents, the
USNRC depends on industry groups and professional soci-
eties to develop them in the first instance. These standards
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and documents are then reviewed and endorsed by the
USNRC, usually with caveats and exceptions. This process
for developing standards moves slowly, taking from one to a
few years, with additional time required for official USNRC
review and approval (a long time cycle unsuited to keeping
pace with rapid developments). Although this approach has
not been adopted for the purpose of minimizing USNRC
staff, possibly it is thought to be helpful in this regard. As a
result, the efforts of the USNRC staff may be focused exclu-
sively on reviewing and adopting standards for technology,
leading to inefficiencies and discouraging personnel by iso-
lating them from the mainstream of the technology.

Training

A set of minimal required technical skills for the regula-
tion of current and future digital I&C systems can be de-
fined. These skills would include hardware, software, the
human-machine interface, digital systems design, nuclear
systems, with software quality assurance techniques repre-
senting a particular training need. Emphasis should be placed
on obtaining and training personnel with cross-discipline
skills such as human factors knowledge combined with
knowledge of digital computers, computer interfaces, and
software. This defined set of skills could be used to measure
the current skill levels of USNRC staff members charged
with regulating digital I&C systems, and an appropriate
training program could be put in place to strengthen skills
where needed. If in order to meet regulatory needs a delega-
tion system analogous to the FAA’s use of designated engi-
neering representatives is found to be needed, then a skill
category for managing the delegates could be added.

At the time of the committee’s spring 1995 visit to the
USNRC Technical Training Center in Chattanooga, Tennes-
see (see Appendix B), personnel at the training center indi-
cated that they were in fact developing a training curriculum
for digital I&C technology, in spite of a general reduction in
training budgets. The committee understands that since this
time a training program has been initiated. A first of a pro-
jected annual series of Digital I&C Regulatory Perspectives
workshops was held in December 1995 and in addition
USNRC regulatory staff personnel have attended specific
digital technology training courses.

Although internal assessments by the USNRC of the
skills, knowledge, and aptitudes they believe are requisite
for the regulation of digital I&C systems are useful, the com-
mittee believes they are not as effective as a thorough exter-
nal assessment. The USNRC’s new training program for
digital I&C could be subjected to outside review and per-
haps evaluated by independent training organizations (such
as the International Society for Measurement and Control or
the Institute for Nuclear Power Operations) or certification
processes.

Another factor to consider in addressing staff training
is significant variations that may exist among USNRC

headquarters (NRR) technical reviewers of proposed up-
grades and among USNRC regional inspectors in terms of
technical expertise and areas of emphasis. (It may be noted
that a USNRC Inspector General audit report dated Decem-
ber 27, 1995, found large disparities between regional in-
spection programs.) These differences may either slow down
the review process or result in inadequate reviews.

In some disciplines (e.g., engineering, medicine), when
individuals attain a defined level of competence they be-
come “certified,” “qualified,” or “licensed.” This entails ap-
plication of standards for both a basic grasp of the current
state of the art and more importantly continuing education
to stay abreast of new technological developments. Formal
certification of software engineers is a controversial topic
but there are approaches such as the FAA’s designated en-
gineering representative program. If an outside organiza-
tion (e.g., the American National Standards Institute or the
Institute of Electrical and Electronics Engineers) could pro-
vide such a mechanism for USNRC staff personnel (and
utility personnel), this might alleviate some of the problems
of inconsistency in regulatory reviews, particularly when
combined with improved and clarified regulatory criteria
(see Chapter 9).

Part of the committee’s consideration of USNRC profes-
sional development and training activities was the above-
mentioned visit to the USNRC Technical Training Center,
where a set of control room simulators representative of a
few of today’s plants are located. Only one of these simula-
tors (Black Fox) represents a digital I&C based control room
and it is not state-of-the-practice. The newest of the simula-
tors is of 1971 vintage. These simulators are used to train
USNRC headquarters and regional personnel as well as the
resident inspectors at the individual plants, primarily
through illustrating plant transient response and control
room crew response and duties. There is apparently little or
no focus on using the simulators to teach or illustrate the
types of changes that the retrofits of digital I&C technology
bring to the existing control rooms and control panels or to
illustrate the issues of concern to the USNRC in regulating
these changes. However, the committee notes that these
simulators might be very useful in this regard. For example,
the simulators could themselves be modified to reflect
mixed digital- and analog-based equipment such as digital-
based meters and recorders, monitors, keyboards, touch
screens, and computer-based alarm systems. In this way
USNRC personnel could see for themselves the impact on
control room operators. Also, modifying the hardware and
software and keeping them current would provide some use-
ful practical experience.

Research Plan

The committee also examined the research program of
the USNRC’s Office of Nuclear Regulatory Research in
the digital I&C technology area. The committee found
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this program to be a disjointed collection of studies, which
the USNRC personnel involved in the work agreed lacks an
underlying strategic plan. Although the studies under way in
the USNRC research program may be able to resolve some
of the issues confronting the regulators in applying digital
I&C technology, a more structured, coherent, strategic plan
is needed to better utilize the limited resources available and
to obtain a more complete resolution of all the issues. A stra-
tegic plan would also support coordination of the USNRC
program with programs of the nuclear industry and others
active in the area. This problem has been identified before in
reviews of the research program by the Nuclear Safety Re-
search Review Committee (NSRRC, 1994).

Preceding chapters in the present report have identified
areas where the committee believes the USNRC research
could be more effective:

In Chapter 3, Systems Aspects of Digital I&C Technol-
ogy, the committee recommends that the USNRC develop
and provide specific guidance in digital I&C architecture
including separation of protection and control functions;
implementation of closed loop control algorithms so they
are executed in a predictable manner; the use of mathematics
to specify control and command functions for better under-
standing and easier review; and the handling of data bases
used by command and control functions.

In Chapter 4, Software Quality Assurance, the committee
recommends that USNRC research in software quality as-
surance focus on early phases of the software life cycle.

In Chapter 5, Common-Mode Software Failure Potential,
the committee recommends the USNRC redirect research
plans on common-mode software failure. Specifically,
the committee suggests that funding research to try to evalu-
ate design diversity is not a reasonable use of USNRC re-
search funds.

In Chapter 6, Safety and Reliability Assessment Meth-
ods, the committee recommends that the USNRC research
plan include quantitative assessment methodologies for the
software and hardware of digital systems. Although the ab-
solute values of quantitative assessments of software failure
probabilities will have large uncertainties, the rigor and sys-
tematic approach of quantitative assessments would lead to
better analyses. Also in Chapter 6, the committee recom-
mends that the USNRC strive to develop methods to use the
experiential data from COTS equipment in performing quan-
titative assessments.

In Chapter 7, Human Factors and Human-Machine Inter-
faces, the committee recommends that the USNRC research
in the human factors area be leveraged with research and
best practices in other industries. The committee recom-
mends that results from the USNRC research be contributed
to the research community at large to obtain the benefits of
broad-based review and discussion. Further, the committee
recommends that the USNRC consider supporting research
at the higher levels of human-system integration. Finally,
the committee recommends that the USNRC consider

coordinating a facility in which the U.S. nuclear industry
can prototype and empirically evaluate proposed designs.

In Chapter 8, Dedication of Commercial Off-the-Shelf
Hardware and Software, the committee recommends that
the USNRC establish what, if any, research is needed with
respect to acceptance of COTS in safety applications in
nuclear plants.

In Chapter 9, Case-by-Case Licensing Process, the com-
mittee recommends that the USNRC catalogue 10 CFR 50.59
evaluations of digital upgrades in some centralized fashion.
It is recommended that this cataloguing be studied in a way
that lessons learned can be distilled and transmitted to the
industry and to all cognizant NRC review staff.

In addressing the technical infrastructure issue, the sub-
ject of the present chapter, the committee noted a fundamen-
tal problem that affects the nuclear industry as well as the
nuclear regulators. This problem is the historical reliance on
the professional societies and industry groups to create and
update the needed standards and guidance documents,
largely through volunteer committees. This approach was
effective in the past because the technologies of interest
evolved rather slowly and cycle times of one to a few years
were acceptable. The generation time for the digital-based
technologies is much shorter and the committee-based ap-
proach cannot keep up with the industry. This is made worse
by the fact that the nuclear industry is not a large, influential
customer of the digital I&C industry and it has difficulty in
imposing its requirements. As a result, the nuclear industry
and its regulators can become technically isolated and the
gap could widen with time. A more proactive, efficient
method is needed to develop and keep the nuclear-related
digital I&C standards up to date. Although the USNRC staff
has begun to be more aggressive and participates early in the
industry committees and working groups, which is very help-
ful, by itself this increased participation is not likely to be
sufficient. In Chapter 9, the committee recommends the use
of chartered task groups to address this need, and that rec-
ommendation is reiterated here in view of its importance to
assuring adequate technical infrastructure, not only to the
regulators but to the industry as a whole.

CONCLUSIONS AND RECOMMENDATIONS

Conclusions

Conclusion 1. The USNRC should make changes in its staff-
ing, training, and research program to support its regulation
of digital I&C technology in nuclear power plants. Specific
recommendations are provided below.

Conclusion 2. The issue of adequate technical infrastructure
is applicable not only to the USNRC but also to the nuclear
industry as a whole. Many of the committee’s recommenda-
tions for the USNRC have parallel applications to the nuclear
industry.
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Conclusion 3. The USNRC must anticipate that the regula-
tory technical infrastructure will continue to be challenged
by advancing digital I&C technology. The focus of the near-
term licensing effort will be on digital upgrades and certifi-
cation of the advanced plants. The USNRC will have to con-
tinue to expand its technical infrastructure as use of digital
technology expands and its sophistication increases.

Conclusion 4. There are problems inherent in the historical
process for developing standards and industry guidelines,
particularly those applied to the rapidly advancing digital
technology. Pending development of alternate approaches,
early involvement by the USNRC in developing standards
and industry guidelines will foster more timely availability
of regulatory guidance and acceptance criteria.

Conclusion 5. A strategic plan is needed for the USNRC
research program on digital I&C applications. The current
research program is a disjointed collection of studies lack-
ing an underlying strategy and in some specific cases pursu-
ing topics of questionable worth. The staff structure of the
USNRC, which separates the staff of the Office of Nuclear
Reactor Regulation (NRR) from the staff of the Office of
Nuclear Regulatory Research (RES) and mandates that the
RES staff respond to NRR “user needs,” may be an obstacle
to development of a coherent plan that balances near-term
regulatory decision making and long-term research into
problems on the horizon. Periodic outside review of the
USNRC research program could help assure that the right
issues are being addressed and could also lead to areas of
collaborative research. The committee is aware of and notes
favorably the impact of the existing Nuclear Safety Re-
search Review Committee. However, a more formal, out-
side review would be useful. Perhaps this could be done on
an exchange basis with other agencies to reduce resource
demands.

Recommendations

Staffing

Recommendation 1. Despite difficulties posed by declining
budget and staffing levels in the face of rapidly moving tech-
nology and a stagnating nuclear industry, the USNRC must
explore ways to improve the efficiency of the review process
with existing staff and resources.

Training

Recommendation 2. The USNRC should define a set of
minimal and continuing training needs for existing and re-
cruited staff. Particular attention should be paid to software

quality assurance expertise. Once defined, the USNRC train-
ing program should be subjected to appropriate external re-
view. Certification of USNRC expertise levels is one possi-
bility the USNRC may wish to consider.

Research Plan

Recommendation 3. Consistent with Conclusion 5 above,
the USNRC should develop a strategic plan for the research
program conducted by the RES and NRR offices. The plan
should emphasize balancing short-term regulatory needs and
long-term, anticipatory research needs and should incorpo-
rate means of leveraging available resources to accomplish
both sets of research objectives. It should also reach out more
effectively to relevant technical communities (e.g., by the
establishment of research simulators for human factors re-
search), to the Electric Power Research Institute, to the De-
partment of Energy, to foreign nuclear organizations, and to
other safety-critical industries dealing with digital I&C is-
sues. In making this recommendation, the committee recog-
nizes the Halden Reactor Project provides an example of
such cooperative research; but much of the Halden work can-
not be published widely and therefore lacks the benefit of
rigorous peer scrutiny.

Recommendation 4. Because research in the digital I&C
area may require a longer time frame than that of single fis-
cal years, the USNRC should give consideration to planning
and arranging funding on a multiyear basis.

General

Recommendation 5. Consistent with Conclusion 4 above,
the USNRC should consider ways to accelerate preparation
and updating of needed standards and guidance documents.
In particular, the USNRC should consider using chartered
task groups (see Recommendation 3 in Chapter 9).
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As the study progressed the committee recognized there
are two major intertwined themes associated with the use of
digital instrumentation and control in nuclear power plants.
These are:

1. Dealing with the specific characteristics of digital in-
strumentation and control (I&C) technology as applied
to nuclear power plants.

2. Dealing with a technology that is more advanced than
the one widely in use in the existing nuclear power
plants. This technology is rapidly advancing at a rate
and in directions largely uncontrolled by the nuclear
industry but at the same time likely to have a signifi-
cant impact on the operation and regulation of nuclear
power plants.

The technical issues the committee focuses on in this re-
port are primarily related to digital technology itself (Theme
1), while the strategic issues are primarily related to the pro-
cess of adopting advanced technology (Theme 2). Specifi-
cally, the issues largely related to digital technology are sys-
tems aspects, software quality assurance, common-mode
software failures, quantitative assessment, human factors and
human-machine interfaces, and commercial off-the-shelf
equipment and systems. The strategic issues, which are not
so tightly coupled to the digital technology, are two: case-
by-case licensing and technical infrastructure. Although this
alignment of issues with themes is not perfect insofar as some
of the issues have elements belonging to both themes, none-
theless considering the issues in this way provides a useful
framework for the overall discussion.

A major impediment to having this discussion, however,
was discovered by the committee in the communication bar-
riers that exist among the key technical communities and
individuals involved. The committee itself, most of whose
members have been active participants in one or more tech-
nical areas associated with digital instrumentation and con-
trol, brought a wealth of experience to the consideration of
the issues and as a group represented a broad spectrum of the
interested parties. Nevertheless, it took an extraordinary

effort on the part of the committee to develop a common
language and terms and reach a common understanding of
the issues themselves, much less agree on ways to build a
consensus for addressing these issues.  It is clear, both from
the committee’s interactions with the many individuals who
appeared before it and from individual committee members’
interactions in their home communities, that this communi-
cation problem is widespread.

The basic reason for the communication difficulty is ap-
parent. Work is simultaneously going on at a rapid rate in
many areas, each with its own technology, research focus,
and agenda.  Unfortunately, although many of these areas
use common terms, these terms often have different mean-
ings to different groups, resulting in either a lack of commu-
nication or very difficult communication. This is particu-
larly troublesome for the nuclear power industry and its regu-
lators, who are not dominant in this technology and must try
to synthesize information and experience from a variety of
sources and apply it in power plants where safety hazards
must be dealt with in a rigorous way, under public scrutiny.

There are a number of ways to address the communica-
tion difficulty. Some are already being pursued, some need
to be initiated. The committee particularly emphasizes five
areas of need:

1. There is a need for better, clearer, crisper statements of
the regulatory concern and the appropriate acceptance
criteria that are valid at any point in time. As noted in
the previous chapters, the committee strongly prefers
more focused, succinct statements of regulatory prob-
lems, criteria, and standards. This is to be contrasted
with the current U.S. Nuclear Regulatory Commission
(USNRC) approach which is characterized by rela-
tively complex statements of requirements created by
interconnected endorsements and caveats in a family
of standards and related documents. The committee un-
derstands that the USNRC staff has taken this path as
the most efficient in terms of effort and time. But the
committee is concerned that the gain in efficiency is

11

Overview and Summary
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offset by the loss of clarity as to what the regulatory
concerns and issues are and the difficulty in clearly
defining the related acceptance criteria.  On the other
hand, it is very important to recognize that criteria for
regulation cannot always be quantitative and objective.
For today’s complex systems, this is clearly not al-
ways feasible. Human reliability is a case in point. One
must do the best one can with a thoughtful mix of ob-
jectivity and expert judgment (subjectivity), given a
finite budget.

2. There is a need for the nuclear power industry and the
USNRC to be more proactive in the relevant technical
communities. Their involvement is needed to be sure
that valid issues and constraints, unique to the nuclear
power industry, are recognized and addressed. Ac-
tive involvement also helps the nuclear power com-
munity gain access to the broad expertise available
in closely related but nonnuclear fields, e.g., software
engineering.

3. There is a need for the nuclear power industry and its
regulator to strengthen its technical infrastructure in
digital systems.  It is especially necessary in this area to
work cooperatively and creatively to husband and mul-
tiply the available resources, by working together and
carefully selecting the topics to be pursued. The com-
mittee recognizes the need for the regulator to be inde-
pendent but sees maintaining this independence as fea-
sible. The committee also sees some progress in this
regard, particularly in early involvement by the regula-
tors in reviewing and assessing industry research pro-
grams and guidelines development efforts and in new
training programs for the USNRC staff. The committee
commends those efforts and urges their expansion to
make best use of the limited resources available.

4. There is a need to formally address the communication
problem in a systematic way.  This would include in-
creased attention in documents to the clear definition
of terms and context.  The committee also suggests in-
creased use of early, informal communication between
the USNRC staff and the industry in areas where there
is uncertainty or lack of clear regulatory guidance.

5. There is a need to tune up the regulatory mechanisms
that are employed when an advanced technology, like
digital I&C, has temporarily outpaced the regulations.
Such a mechanism is 10 CFR 50.59, which the com-
mittee believes is fundamentally sound and should con-
tinue to be used. But, as discussed particularly in Chap-
ter 9 (Case-by-Case Licensing Process), there are a
number of changes that could be made to the regulatory
process that would make this process much more effi-
cient and assure that the intent and basis of the deci-
sions made are fully communicated.

Turning to high-level issues more specifically related to
digital technology, the committee emphasizes the following:

1. Deterministic assessment methodologies, including de-
sign basis accident analysis, hazard analysis, and other
formal analysis procedures, are applicable to digital
systems, as long as they are applied with care.

2. There is controversy within the software community as
to whether an accurate failure probability can be as-
sessed for software or even whether software fails ran-
domly. However, the committee agreed that a software
failure probability can be used for the purposes of per-
forming probabilistic risk assessment (PRA) in order to
determine the relative influence of digital system fail-
ure on the overall system. Explicitly including software
failures in a PRA for a nuclear power plant is prefer-
able to the alternative of ignoring software failures.

3. Digital I&C systems (and digital systems in general)
should not be addressed only in terms of hardware or
software.  Hardware and software must be treated to-
gether as a system; focusing solely on one or the other
should be done with great caution.  There are two ex-
amples from this report: First, the treatment of “com-
mon-mode software errors” leads far beyond the
boundaries of the software itself; and the successful
resolution of this problem emphasizes treatment of the
systems as a whole.  A second example is the treat-
ment of complexity.  It is important to assure that sys-
tem complexity is addressed.  For example, digital
system complexity issues are not resolved by sim-
plifying the software dramatically at the expense of
introducing more complex (and potentially less test-
able) hardware.

4. Most practical digital I&C systems cannot be exhaus-
tively tested and therefore cannot be shown to be free
from any and all errors.  However, the committee is
convinced that adequate approaches exist and can be
applied within practical resource restraints to support
the use of  digital systems in safety-critical applications
in nuclear power plants.

In summary, the committee notes that digital instrumen-
tation and control is state-of-the-art technology and is widely
used both inside and outside the nuclear industry.  Digital
I&C systems offer powerful capabilities that can, however,
affect nuclear power plant safety; therefore, digital systems
should be treated carefully, particularly in safety-critical ap-
plications.  It appears the USNRC and the nuclear power
industry are moving forward with procedures, processes, and
technical infrastructure needed to assure continued safe op-
eration of the plants.  The committee has suggested several
improvements.  Given this situation, the committee consid-
ers the use of digital I&C systems in new nuclear power
plants and in modifications and upgrades of existing plants
to be appropriate and desirable. For existing plants, this is
particularly true where digital I&C systems replace older
systems and equipment for which vendor support is no longer
readily available.
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First Meeting

January 31–February 2, 1995
National Research Council
Washington, D.C.

Presentations:

Study Background and Expectations from Sponsor
Leo Beltracchi, USNRC Office of Nuclear Regulatory
Research (USNRC/RES), Staff Member, Controls,
Instrumentation, and Human Factors Branch

Advisory Committee on Reactor Safeguards (ACRS):
Individual Member Perspectives

Thomas Kress, Chairman; William Shack, Member;
Douglas Coe, Staff; Chad Litte, Intern

Nuclear Safety Research Review Committee (NSRRC)
Perspectives

David Morrison, former Chairman (and designated as
incoming Director of USNRC/RES); Robert Uhrig,
Member

Office of Nuclear Regulatory Research (RES) Perspectives
Eric Beckjord, USNRC, Director, Office of Nuclear
Regulatory Research (retired April 1995)

Regulatory Process Overview
Jared Wermiel, USNRC Office of Nuclear Reactor
Regulation (USNRC/NRR), Chief, Instrumentation and
Controls Branch

Nuclear Power Plant I&C System Design
Clifford Doutt, USNRC/NRR, Senior Electrical Engi-
neer; Matthew Chiramal, USNRC/NRR, Section Chief,
Advanced Reactors

Regulating Digital Upgrades
Jerry Mauck, USNRC/NRR, Section Chief, Operating
Reactors

Instrumentation and Control Current Safety Issues
Jerry Mauck, USNRC/NRR, Section Chief, Operating
Reactors

The State-of-the-Art in Digital I&C Systems in Nuclear
Power Plant Applications

Jerry Mauck, USNRC/NRR, Section Chief, Operating
Reactors; Matthew Chiramal, USNRC/NRR, Section
Chief, Advanced Reactors

Second Meeting

March 2, 1995
Arnold and Mabel Beckman Center
Irvine, California

Committee discussions and deliberations.

Third Meeting

April 12–13, 1995
Chattanooga, Tennessee

Site Visits:

Committee visits to the Nuclear Regulatory Commission’s
Technical Training Center in Chattanooga, to view both an
analog and a digital-based simulator; the Sequoyah Nuclear
Power Plant in Soddy-Daisy, Tennessee, which was recently
upgraded with the Eagle 21 (digital) reactor protection sys-
tem; and Georgia Power’s Hammond Power Plant, a fossil-
fueled power plant in Rome, Georgia, which includes digital
controls.

Fourth Meeting

August 9–11, 1995
National Research Council
Washington, D.C.

Committee discussions and deliberations.

APPENDIX

B

Committee Meetings (Phases 1 and 2)

PHASE 1
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Fifth Meeting

October 16–18, 1995
National Research Council
Washington, D.C.

Presentations:

Discussion of Systems Issues of Digital Instrumentation and
Control Technology

James Keiper, Industry Consultant, Nuclear Systems,
Foxboro Company

Current USNRC Activities Related to the Phase 1 Report:
Introductory Remarks

Franklin Coffman, USNRC/RES, Chief, Controls,
Instrumentation, and Human Factors Branch

Strategic Issues
Jared Wermiel, USNRC/NRR, Chief, Instrumentation
and Controls Branch

Technical Issues
Matthew Chiramal, USNRC/NRR, Instrumentation and
Controls Branch, Section Chief, Advanced Reactors

Human-Machine Interface Issue
Richard Eckenrode, USNRC/NRR, Staff Member,
Human Factors Assessment Branch

Strategic and Technical Issues
Leo Beltracchi, USNRC/RES, Staff Member, Controls,
Instrumentation, and Human Factors Branch

Human-Machine Interface Issue
Jay Persinski, USNRC/RES, Staff Member, Controls,
Instrumentation, and Human Factors Branch

Adequacy of Technical Infrastructure
Steve Arndt, USNRC Technical Training Center

Summary Remarks
Franklin Coffman, USNRC/RES, Chief, Controls,
Instrumentation, and Human Factors Branch

Sixth Meeting/Workshop

December 13–15, 1995
National Research Council
Washington, D.C.

Presentations:

Discussions on Digital Instrumentation and Control and Each
of the Eight Issues with Representatives from the U.S.
Nuclear Industry

Bruce Geddes, Baltimore Gas and Electric, Calvert
Cliffs Nuclear Power Plant; Charles Waite, Public Ser-
vice Electric and Gas Company, Salem Nuclear Power
Plant; and Gerry Van Noordenen, Northeast Utilities,
Millstone Nuclear Power Plant

Discussion of Systems Aspects of Digital Instrumentation
and Control

Al Sudduth, Duke Power

Discussion of Common-Mode Software Failure Potential
Grady Lee, Consultant; Mike Brown, Naval Surface
Warfare Center; John Knight, University of Virginia

Discussion of Software Quality Assurance
Paul Joannou, Ontario Hydro

Seventh Meeting

January 16–18, 1996
Bechtel Research and Development
San Francisco, California

Presentations:

The Federal Aviation Administration (FAA) Software
Quality Assurance Process

Mike DeWalt, FAA/Committee Member
Discussions on Digital Instrumentation and Control and Each
of the Eight Issues

Masafumi Utsumi, Senior Engineer, Mitsubishi Heavy
Industries, Ltd., Japan

Digital I&C Upgrade Experience at the Pacific Gas and Elec-
tric Company’s Diablo Canyon Nuclear Plant

Bob Webb, Klemme Hermann, and John Hefler,
Pacific Gas and Electric Company

Discussions about the Electric Power Research Institute
(EPRI) Digital I&C Licensing Guideline

Dan Wilkinson and Ray Torok, EPRI
Current USNRC Human-Machine Interface (HMI) Guidance
and Results from the Halden Reactor Project

Leo Beltracchi and Dick Eckenrode, USNRC
EPRI Research on the Effects of Digital Instrumentation and
Control on HMI

Lewis Hanes, EPRI
NASA HMI Research

Mike Shafto, NASA Ames Research Center
Reliability Assessment Methods Applied to the Boeing 777
Avionics Program

Frank McCormick, Consultant/Former Boeing Engineer
Use of PRA and Other Reliability Assessment Methods
Applied to Digital Instrumentation and Control

George Apostolakis, MIT

Eighth Meeting

February 28–March 1, 1996
Arnold and Mabel Beckman Center
Irvine, California

Presentations:

Dedication of Commercial Off-the-Shelf Hardware and Soft-
ware and the Electric Power Research Institute Working
Group

Ray Torok, EPRI

PHASE 2
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Discussion of Systems Issues of Digital Instrumentation and
Control Technology

Barry Simon, General Electric
Formal Methods, the Certification of Safety-Critical
Systems, and Differences Between Safety and Reliability

John Rushby, SRI International/Computer Science
Laboratory

Ninth Meeting

April 16–18, 1996
National Research Council
Washington, D.C.

Presentations:

Reliability Assessment Methods Applied to Other Safety-
Critical Industries

Joseph Profetta, Union Switch and Signal; Lynn Elliott,
Guidant Cardiac Pacemakers Incorporated

Discussion of Systems Issues of Digital Instrumentation and
Control Technology, Eagle 21, and Sizewell-B

Carl Vitalbo and William Ghrist, Westinghouse
USNRC Position on Common-Mode Software Failure
Potential

Jared Wermiel, USNRC/NRR, Chief, Instrumentation
and Controls Branch; Martin Malsch, Deputy General
Counsel, USNRC

Current State of Design Guidance for Human Factors in
Digital Systems

David Woods, Ohio State University

Tenth Meeting

May 20–22, 1996
National Research Council
Washington, D.C.

Committee discussions and deliberations.

Eleventh Meeting

June 24–26, 1996
National Research Council
Washington, D.C.

Committee discussions and deliberations.

Twelfth Meeting

October 15–17, 1996
National Research Council
Washington, D.C.

Committee discussions and deliberations.
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In the regulation of digital instrumentation and control
(I&C) technology, the U.S. Nuclear Regulatory Commission
(USNRC) has considered both retrofits to existing, operat-
ing plants and implementation of digital I&C technology in
new plants of advanced design.

OPERATING PLANTS

The USNRC has approved a number of retrofits of digital
I&C systems in existing nuclear power plants. These retro-
fits have ranged from small-scale replacements of individual
components to full reactor protection system upgrades.

The first replacement of a full reactor protection system
was at the Connecticut Yankee’s Haddam Neck station in
1991. The Haddam Neck upgrade was followed by retrofits
at the Sequoyah, Zion, Diablo Canyon, and D.C. Cook
nuclear power plants.

As expressed in their safety evaluations of the above up-
grades, the USNRC concluded that the application of pro-
grammable digital devices in redundant nuclear safety sys-
tems introduces the possibility of common-mode software
failure, which could jeopardize the redundancy and indepen-
dence features of the plant protection system (as discussed in
General Design Criterion 22, Regulatory Guide 1.75, and
IEEE-STD-279).

The concern about common-mode software failure led the
USNRC to conclude that all future digital upgrades would
involve an “unreviewed safety question” (USQ) as defined
by 10 CFR 50.59. Determination that an upgrade involves a
USQ mandates formal plant license amendments under 10
CFR 50.90. These license amendments typically entail a pro-
longed, customized review process and public hearings for
each upgrade. The additional time and expense inherent in
the customized review process has created substantial disin-
centives for the utilities to pursue digital I&C upgrades.

To be even clearer on the issue and to provide all licens-
ees a better understanding of their position, the USNRC dis-
tributed a draft generic letter outlining why such upgrades

presented a USQ and thus could not proceed without prior
approval. However, the nuclear industry does not consider
most digital I&C upgrades to involve a USQ. In an attempt
to resolve the disagreement, the nuclear industry developed
guidelines (EPRI, 1993). These guidelines were developed
in coordination with the USNRC staff. While the USNRC
has endorsed the nuclear industry guidelines, it has offered
clarifications that appear to leave the situation unresolved
(USNRC, 1995).

NEW PLANTS

The USNRC is reviewing a number of advanced nuclear
power plant designs. These designs include the General Elec-
tric (GE) Advanced Boiling Water Reactor (General Elec-
tric, 1994), the GE Simplified Boiling Water Reactor, the
Westinghouse AP600, and the Asea Brown Boveri (ABB)
Combustion Engineering System 80+ (Combustion Engi-
neering, 1993). The I&C systems in these advanced plant
designs are all-digital systems intended to utilize and exploit
the new technology.

The light-water reactor designs follow the guidelines of
the nuclear industry’s Advanced Light Water Reactor Util-
ity Requirements Document (EPRI, 1992). The USNRC has
evaluated these guidelines (USNRC, 1994) but did not fully
resolve many of the issues involved in the application of
digital I&C technology.

The USNRC has issued a final design approval on two
advanced plant designs (Combustion Engineering, 1993;
General Electric, 1994) under a new regulatory review pro-
cess. Certification of these two plant designs is proceeding.
In advanced plants, the design review by the USNRC covers
only the design process, since actual plant hardware (and
software in the case of digital I&C systems) is not yet avail-
able for review. Therefore, the USNRC may have continu-
ing difficulty in the final certification of advanced designs
unless the issues surrounding certification of digital I&C
technology are resolved.

APPENDIX

C

U.S. Nuclear Regulatory Commission Licensing of
Digital Instrumentation and Control Technology
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STANDARDS DEVELOPMENT

The USNRC has worked with the nuclear industry and
professional societies in continuing to develop standards for
digital I&C applications in nuclear power plants. Several
USNRC guidelines are in place (USNRC, 1981, 1991) and
other industry standards have been developed (such as ANSI/
IEEE-ANS 7.4.3.2, ANSI/IEEE-Std-1012-1986, ASME
NQA 2A-1990, Regulatory Guide 1.152). The USNRC has
continued development of additional guidance such as draft
“Branch Technical Positions” and other documents (see, e.g.,
USNRC, 1994, 1995; Wermiel, 1995). In addition, the
USNRC has conducted a series of meetings with its advisory
groups (see, e.g., ACRS, 1992a, 1992b; NSRRC, 1992), so-
licited research papers (see, e.g., NRC, 1988), and organized
workshops (USNRC, 1993a). The USNRC’s Office of
Nuclear Regulatory Research also supports research into sev-
eral areas relevant to the present problem of evaluating and
regulating digital I&C technology. However, these efforts
have not yet been able to provide the necessary answers.

RECENT DEVELOPMENTS

Recent USNRC positions (Mauck, 1995) indicate the
USNRC’s willingness to clarify their requirements and de-
fine acceptable standards. The USNRC will still require dem-
onstration of defense-in-depth as described in NUREG-0493,
but it will also tolerate disablement of a safety function by a
common-mode failure if a diverse set of equipment not sub-
ject to the same failure can perform the same safety function.
Moreover, in demonstrating such diversity, the USNRC will
allow the use of digital or analog based nonsafety systems
and operator actions. In recent licensing positions (USNRC,
1993b), the USNRC further indicated its acceptance of ad-
equate software reliability based on prior audits of a
supplier’s verification and validation program. Still, and in
spite of substantial effort by the USNRC and the industry, a
sufficiently definitive set of generic guidelines does not ex-
ist and the docketed case-by-case method of prior approval
remains necessary. For this reason, the USNRC’s efforts are
continuing (Wermiel, 1995) and, in cooperation with the
Advisory Committee on Reactor Safeguards, are responsible
for the study being performed under the auspices of the Na-
tional Research Council (ACRS, 1994).
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At its first meeting, the committee identified and consid-
ered a number of issues and facets of issues, as shown in this
appendix. These initial deliberations, as well as those of later
committee meetings, were analyzed and organized, and they
eventually led to the final list of six technical and two strate-
gic issues. This appendix provides an insight into some of
these deliberations by listing some of the earlier, more spe-
cific, issues and topics tied to each of the final list of eight.

SYSTEMS ASPECTS OF DIGITAL
INSTRUMENTATION AND
CONTROL TECHNOLOGY

How can potential safety augmentation at the system level
by the use of computers (e.g., diagnosis and accident man-
agement) be balanced and evaluated against potential safety
decreases (e.g., owing to overreliance or to poor design/
implementation that does not achieve assumed benefits or
makes things worse)?

Performance during transients, anticipated transient without
scram (ATWS) issues, fail-safe design (e.g., can failures be
detected as easily as with analog devices?). Does the use of
computers make any difference in these areas?

Are there new environmental concerns (e.g., electromagnetic
interference, climate control)?

What behaviors or features are of concern and how do we
provide confidence (assessment) for them (e.g., unintended
function, performance issues, capacity and overload, fail-
safe design, networking)?

Communications system distractions.

System capacity.

Response time of the system.

Network reliability, especially in advanced plants.

Recognition/detection of failure modes.

Architecture performance during transients.

Integration issues with analog components.

SOFTWARE QUALITY ASSURANCE

How can confidence be obtained in the safety and/or reli-
ability of software? How should software be assessed?

What methods are appropriate and effective (e.g., verifica-
tion and validation techniques, formal methods, quantifica-
tion, hazard analysis, failure mode analysis and design)?

Do some software design techniques present special prob-
lems in assessment (e.g., artificial intelligence techniques)?

How can it be assured that changes and fixes do not degrade
reliability and safety? What changes should require U.S.
Nuclear Regulatory Commission (USNRC) approval and
which should not? What changes should be instituted for
change control? (E.g., should patching be allowed?) How
can it be assured that required changes are made?

Confidence level (quality, verification and validation, for-
mal methods, lack of meaningful standards).

Certification basis (process vs. product).

Fear of unintended function(s).

Configuration control (maintenance/upgrading).

Security considerations.

COMMON-MODE SOFTWARE
FAILURE POTENTIAL

Are changes needed in the procedures for evaluating com-
mon-mode failures?

Reliability vs. safety: Do the enhanced capabilities of soft-
ware allow new means of protection against computer fail-
ures or failure modes?

APPENDIX
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Quality vs. diversity: How much relative attention should be
paid to each?

Diversity achievement.

Progressive approach to failure (defense-in-depth).

SAFETY AND RELIABILITY
ASSESSMENT METHODS

Are there any implications for design basis accidents and the
procedures for certifying against them?

What are the implications of using computers with respect to
probabilistic risk assessment (PRA) procedures and use?

Are we taking solutions for old technology and inappropri-
ately applying them to new technology (e.g., emphasis on
diversity and redundancy, bottom-up component reliability
approaches vs. risk-based or hazard analysis approaches)?
Are there new approaches that may be more appropriate?

Assessment technology.

Added complexity of digital technology compared to
analog.

Definition of safety margin with digital technology.

Loss of margin of safety by consolidation of data.

PRA or mathematical assessment method validity with digi-
tal technology.

HUMAN FACTORS AND HUMAN-
MACHINE INTERFACES

Should restrictions be imposed on the safety or safety-re-
lated functions that can be allocated to computers as opposed
to operators or analog devices?

Other operator aids such as alarm analysis, value sequenc-
ing, and decision analysis.

Task allocation (computer vs. human).

Level of automation.

Human interface (role, display, information, nuances).

Use of “intelligence” aids (e.g., neural nets, artificial
intelligence).

Operations and maintenance impacts (pluses and minuses).

DEDICATION OF COMMERCIAL OFF-THE-
SHELF HARDWARE AND SOFTWARE

Are special procedures required for software tools (e.g., com-
pilers, code generators)?

What assessment procedures are appropriate for COTS soft-
ware? How should dedication procedures differ from those
used to certify (handle) specially constructed software?

IEEE-STD-279 compliance.

Use of standard software tools/compilers.

CASE-BY-CASE LICENSING PROCESS

Types of software complexity: Should the assessment basis
and procedures differ?

Are there fundamental differences in functionality between
analog and digital devices, e.g., between their failure modes,
and do they affect certification or licensing?

Use of computers in safety compared to nonsafety systems.

Does the use of computers change the basis for certification
procedures at the system level?

What should be the limits of the USNRC regulatory
activities?

How does the USNRC determine whether safety value has
been added or reduced?

Should the certification basis for computers and software be
different from that for the analog devices they replace?

How can the USNRC determine whether safety or reliability
has been degraded when we retrofit computers into existing
designs?

How should version control be managed? Is this a USNRC
concern?

Safety/control systems separation in digital as opposed to
analog systems.

Lack of understanding of design basis.

Digital value added (e.g., accident diagnosis and man-
agement).

Regulatory constraints.

Short half-life of the technology.

ADEQUACY OF TECHNICAL INFRASTRUCTURE

How should the USNRC deal with the rapid changes in
technology?

Lack of strategic plan for the USNRC research program.

Other industry experience as part of the USNRC techni-
cal basis.
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SELECTED CRITERIA FROM TITLE 10 CFR
PART 50, APPENDIX A

[Reproduced below are selected criteria from the General
Design Criteria (Title 10 CFR Part 50, Appendix A) of par-
ticular significance in nuclear power plant applications of
digital instrumentation and control (I&C) systems.]

Criterion 1.  Quality Standards and Records

Structures, systems, and components important to safety
shall be designed, fabricated, erected, and tested to quality
standards commensurate with the importance of the safety
functions to be performed. Where generally recognized
codes and standards are used, they shall be identified and
evaluated to determine their applicability, adequacy, and
sufficiency and shall be supplemented or modified as neces-
sary to assure a quality product in keeping with the required
safety function. A quality assurance program shall be estab-
lished and implemented in order to provide adequate assur-
ance that these structures, systems, and components will sat-
isfactorily perform their safety functions. Appropriate
records of the design, fabrication, erection, and testing of
structures, systems, and components important to safety shall
be maintained by or under the control of the nuclear power
unit licensee throughout the life of the unit.

Criterion 10.  Reactor Design

The reactor core and associated coolant, control, and pro-
tection systems shall be designed with appropriate margin to
assure that specified acceptable fuel design limits are not
exceeded during any condition of normal operation, includ-
ing the effects of anticipated operational occurrences.

Criterion 13.  Instrumentation and Control

Instrumentation shall be provided to monitor variables
and systems over their anticipated ranges for normal opera-
tion, for anticipated operational occurrences, and for acci-
dent conditions as appropriate to assure adequate safety,

including those variables and systems that can affect the fis-
sion process, the integrity of the reactor core, the reactor
coolant pressure boundary, and the containment and its asso-
ciated systems. Appropriate controls shall be provided to
maintain these variables and systems within prescribed op-
erating ranges.

Criterion 19.  Control Room

A control room shall be provided from which actions can
be taken to operate the nuclear power unit safely under nor-
mal conditions and to maintain it in a safe condition under
accident conditions, including loss-of-coolant accidents.
Adequate radiation protection shall be provided to permit
access and occupancy of the control room under accident
conditions without personnel receiving radiation exposures
in excess of 5 rem whole body, or its equivalent to any part
of the body, for the duration of the accident.

Equipment at appropriate locations outside the control
room shall be provided (1) with a design capability for
prompt hot shutdown of the reactor, including necessary in-
strumentation and controls to maintain the unit in a safe con-
dition during hot shutdown, and (2) with a potential capabil-
ity for subsequent cold shutdown of the reactor through the
use of suitable procedures.

Criterion 20.  Protection System Functions

The protection system shall be designed (1) to initiate
automatically the operation of appropriate systems includ-
ing the reactivity control systems, to assure that specified
acceptable fuel design limits are not exceeded as a result of
anticipated operational occurrences and (2) to sense acci-
dent conditions and to initiate the operation of systems and
components important to safety.

Criterion 21.  Protection System Reliability
and Testability

The protection system shall be designed for high func-
tional reliability and in-service testability commensurate

APPENDIX
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with the safety functions to be performed. Redundancy and
independence designed into the protection system shall be
sufficient to assure that (1) no single failure results in loss of
the protection function and (2) removal from service of any
component or channel does not result in loss of the required
minimum redundancy unless the acceptable reliability of
operation of the protection system can be otherwise demon-
strated. The protection system shall be designed to permit
periodic testing of its functioning when the reactor is in op-
eration, including a capability to test channels independently
to determine failures and losses of redundancy that may have
occurred.

Criterion 22.  Protection System Independence

The protection system shall be designed to assure that the
effects of natural phenomena, and of normal operating, main-
tenance, testing and postulated accident conditions on re-
dundant channels do not result in loss of the protection func-
tion, or shall be demonstrated to be acceptable on some other
defined basis. Design techniques, such as functional diver-
sity or diversity in component design and principles of op-
eration, shall be used to the extent practical to prevent loss of
the protection function.

Criterion 23.  Protection System Failure Modes

The protection system shall be designed to fail into a safe
state or into a state demonstrated to be acceptable on some
other defined basis if conditions such as disconnection of the
system, loss of energy (e.g., electric power, instrument air), or
postulated adverse environments (e.g., extreme heat or cold,
fire, pressure, steam, water, and radiation) are experienced.

Criterion 24.  Separation of Protection and
Control Systems

The protection system shall be separated from control
systems to the extent that failure of any single control system
component or channel, or failure or removal from service of
any single protection system component or channel which is
common to the control and protection systems leaves intact a
system satisfying all reliability, redundancy, and indepen-
dence requirements of the protection system. Interconnec-
tion of the protection and control systems shall be limited so
as to assure that safety is not significantly impaired.

Criterion 25.  Protection System Requirements
for Reactivity Control Malfunctions

The protection system shall be designed to assure that
specified acceptable fuel design limits are not exceeded for
any single malfunction of the reactivity control system, such
as accidental withdrawal (not ejection or dropout) of con-
trol rods.

Criterion 29.  Protection Against Anticipated
Operational Occurrences

The protection and reactivity control systems shall be
designed to assure an extremely high probability of accom-
plishing their safety function in the event of anticipated op-
erational occurrences.

10 CFR 50.59 CHANGES, TESTS,
AND EXPERIMENTS

[Reproduced below are the requirements for changes, tests,
and experiments (10 CFR 50.59) in nuclear power plants.
These requirements hold particular significance for applica-
tions of digital I&C systems.]

(a)(1) The holder of a license authorizing operation of a pro-
duction or utilization facility may (i) make changes in
the facility as described in the safety analysis report,
(ii) make changes in the procedures as described in
the safety analysis report, and (iii) conduct tests or
experiments not described in the safety analysis re-
port, without prior Commission approval, unless the
proposed change, test or experiment involves a
change in the technical specifications incorporated in
the license or an unreviewed safety question.

(2) A proposed change, test, or experiment shall be
deemed to involve an unreviewed safety question (i)
if the probability of occurrence or the consequences
of an accident or malfunction of equipment important
to safety previously evaluated in the safety analysis
report may be increased; or (ii) if a possibility for an
accident or malfunction of a different type than any
evaluated previously in the safety analysis report may
be created; or (iii) if the margin of safety as defined in
the basis for any technical specification is reduced.

(b)(1) The licensee shall maintain records of changes in the
facility and of changes in procedures made pursuant
to this section, to the extent that these changes consti-
tute changes in the facility as described in the safety
analysis report or to the extent that they constitute
changes in procedures as described in the safety analy-
sis report. The licensee shall also maintain records of
tests and experiments carried out pursuant to para-
graph (a) of this section. These records must include a
written safety evaluation which provides the bases for
the determination that the change, test, or experiment
does not involve an unreviewed safety question.

(2) The licensee shall submit, as specified in § 50.4, a
report containing a brief description of any changes,
tests and experiments, including a summary of the
safety evaluation of each. The report may be submit-
ted annually or along with the FSAR [Final Safety
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Analysis Report] updates as required by § 50.71(e),
or at such shorter intervals as may be specified in the
license.

(3) The records of changes in the facility shall be main-
tained until the date of termination of the license, and
records of changes in procedures and records of tests
and experiments shall be maintained for a period of
five years.

(c) The holder of a license authorizing operation of a pro-
duction or utilization facility who desires (1) a change
in technical specifications or (2) to make a change in
the facility or the procedures described in the safety
analysis report or to conduct tests or experiments not
described in the safety analysis report, which involve
an unreviewed safety question or a change in techni-
cal specifications, shall submit an application of
amendment of his license pursuant to § 50.90.
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In the Phase 1 report of this study (NRC, 1995), the com-
mittee noted that care must be exercised to take into account
inherent characteristics of digital systems and the effect of
these characteristics on the processes with which the digital
systems interface. Key characteristics of the digital systems
include real-time processing, data communications, sequen-
tial operation, multiplexing, multitasking, memory sharing,
and diverse data transmission and storage media, each of
which is discussed below.

REAL-TIME PROCESSING

Real-time systems are defined as those systems in which
the correctness of the system response depends not only on
the logical results of the computation but also on the time at
which the results are produced (Stankovic and Ramamrithan,
1988). A typical real-time system includes a controlling sys-
tem and a controlled system. The controlling system periodi-
cally receives and processes information about the controlled
system and the environment and generates control com-
mands in response to this information, which are applied to
the controlled system. For this operation to be stable and
meet performance requirements, the timing relationship be-
tween the controlling system and the controlled system must
be such that the complete control sequence (parameter sam-
pling, transmission process, control command generation,
and control command transmission back to the process) must
be faster than the response time of the controlled process.
For critical systems, timing analysis of the controlling sys-
tem typically considers the worst (rather than average) val-
ues for communication delays and execution time. Such
worst case analysis often places important constraints on the
design to ensure that timing bounds can be met. Such con-
straints include the use of a special-purpose real-time oper-
ating system kernel, nonpreemptive scheduling, and simple
data and control flow structures in order to reduce the
unpredictability of the response. Interrupts are frequently
disabled or are anticipated in the schedule and handled expe-
diently.  Real-time systems, because they must provide

APPENDIX
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guaranteed response in the worst case, are typically under-
utilized when analyzed for average behavior.

Failure modes of real-time systems include the typical
failure modes of the controlling system, augmented by
timing failures. A timing failure occurs when a deadline
is missed. The result of a missed deadline depends on the
controlled process. In some cases, a real-time system may
tolerate missing several consecutive deadlines if the out-
put parameters are held steady. However, there is often a
hard limit to the number of missed deadlines that can be
tolerated.

In large applications such as power plants, the real-time
processing systems are usually not written from scratch us-
ing general-purpose computers. Rather, many vendors offer
off-the-shelf systems, and these are widely used in distrib-
uted control systems in industrial applications (see, e.g.,
Sudduth, 1995). As a result, real-time distributed computer
systems designed for industrial process control are often a
collection of microprocessor-based modules interconnected
through a communication network, which execute well-de-
fined process control functions. Function modules are pro-
vided for data acquisition, control of process variables, op-
erator communication, and supervisory functions. Program-
ming of such commercially available process control sys-
tems often involves the selection and interconnection of
functional blocks from a library of modules. Usually this
interaction is programmed by the system designer using a
graphic interface. Many potential problems associated with
constructing real-time systems from scratch are avoided or
minimized by restrictions enforced by the use of these spe-
cial-purpose process control systems. For example, they of-
ten rely on the predefined standard function modules, rather
than requiring custom programming in general-purpose soft-
ware languages. This, plus the use of a real-time operating
system kernel (e.g., effects of cache memory), simplifies the
task of timing analysis and helps ensure predictability. Hard-
ware execution time variation is also an issue that must be
addressed. Of course, this does not eliminate all the potential
problems (e.g., software quality assurance).
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DATA COMMUNICATIONS

A distributed process-control system requires a reliable
communication network to link the control nodes together.
Reliable communication systems must provide a guaranteed
level of performance, even when heavily loaded, and must
be able to detect and recover when a message is lost or erro-
neous. The critical nature of the communication system has
led to the development of architectures (and associated pro-
tocols) for data-highway communication networks for dis-
tributed process-control systems. In a data-highway-based
communication system there is a data-link level but no higher
level of ISO network protocols (Schoeffler, 1984). Architec-
tures vary throughout the industry, but three types are com-
mon: the token passing ring-based, broadcast-based, and
cluster-based systems. Well-defined architectures and algo-
rithms for reliable communication have been developed for
each type of communication network (Jalote, 1994).

Failure modes associated with communication systems
include (a) lost and late messages; (b) misdirected messages;
(c) messages that lose meaning after being sent because the
sending processor rolls back to a previously saved check-
point owing to an error (commonly known as orphan mes-
sages; see Jalote, 1994); and (d) inconsistent messages to
other processes, which can cause the receivers to act incon-
sistently (commonly known as Byzantine messages; see
Lamport et al., 1982).

Failure modes associated with shared resources must also
be considered. Multiplexers that sample and combine the
data at the transmitting end and multiplexers that decode the
signals at the receiving end represent points of vulnerability
in the system because multiple signals are sequentially pro-
cessed by these devices.

SEQUENTIAL OPERATION

Microprocessors in digital instrumentation and control
(I&C) systems execute all software commands sequentially.
This sequential operation must be considered in addressing
the timing and scheduling considerations discussed above.
Implications of sequential operations include:

1. The sequential processing capacity of the modules in a
control loop needs to be such that loop control response
is several times faster than process response time. This
is based on closed-loop control stability theory. Al-
though this requirement applies to all control systems,
it must be carefully considered in digital control loops.
In digital systems additional delays may occur because
of interrupts or preemptions of a higher priority. As a
result, closed-loop control algorithms should be imple-
mented so that they are executed in a predictable man-
ner, without timing uncertainties introduced by unpre-
dictable interruptions or preemptions.

2. The use of dedicated and separate buses for closed-loop
control, for control and alarm operator interfaces, and

for performance calculations is highly desirable. This
approach reduces the introduction of unnecessary de-
lays into the control loops.

MULTIPLEXING

Digital systems have the capability of sampling multiple
plant process parameters and then bringing the sampled data
sequentially into digital memory over a single physical com-
munication channel. Similarly, digital systems have the ca-
pability of transmitting multiple command control signals to
plant processes one at a time over a single channel. Although
“multiplexing” is a term that has traditionally been applied
to the transmission of these types of process parameter sig-
nals, communication links in digital I&C systems also carry
multiplexed information of a broader nature, such as perfor-
mance analysis results, historical data files, and display data
files. These multiplexing capabilities introduce common
paths in the transmission of information. Also, the multi-
plexers are themselves sequential devices, which must be
considered in addressing the timing and scheduling consid-
erations and the communications considerations discussed
previously.

Multiplexing must be coordinated throughout the plant so
that all data are acquired and used in a consistent way. Mul-
tiplexing of time-sensitive data critical to plant performance
or protection against hazards is best handled via determinis-
tic data buses or data links, which handle data in a predict-
able manner that is easy to verify and validate in design re-
views and testing.

Most importantly, multiplexing of independent channels,
such as those used in safety systems, must be avoided since
it would destroy their independence. Good guidance on this
subject is provided in NUREG/CR-6082, Data Communi-
cations.

MULTITASKING

Multitasking involves the ability to interrupt a task in
progress and initiate or resume a different task that needs to
be performed on a higher priority. It is actually a feature of
the software but it can affect the performance of a digital
system and needs to be accounted for. Multitasking must be
considered in addressing the timing and scheduling consid-
erations discussed above.

In time-sensitive applications, preemptive multitasking is
not desirable as it may introduce uncertain delays. In this
case, handling tasks in a deterministic manner is preferred,
so that critical tasks are always scheduled and performed in
a predictable manner.

Multitasking is more generally acceptable in functions
that are not time-sensitive and do not interfere with time-
sensitive functions. For example, multitasking may be use-
ful in off-line functions such as historical data trending
analysis or diagnostics calculations.
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MEMORY SHARING

Digital systems make use of historical data values to per-
form control actions, to make performance calculations, and
to generate displays. These data are stored so that the data
may be accessible to multiple processors. One processor may
deposit in memory data sampled from a plant process while
other processors use these stored data for other functions.
For example, the level of water in a tank may be periodically
sampled and stored in memory by one processor while a
second processor uses the stored value to vary the opening
of a drain valve that regulates water level. A third processor
may use the same stored value to start a transfer of water to
another tank, and a fourth processor may use it to display the
level in the control room.

Memory sharing introduces the need to manage and pro-
tect the flow of data in and out of shared memories so that
data are valid and consistent at all times. This is a complex
subject and there is an extensive literature that should be con-
sulted (see, e.g., Suri et al., 1995; Tannenbaum, 1995; and
Jalote, 1994). The impact of memory sharing also must be con-
sidered in addressing timing and scheduling considerations.

DIVERSE DATA TRANSMISSION AND
STORAGE MEDIA

Digital signals can be stored and can travel on media that
are different from those used in analog systems. For example,
data may be stored on different types of magnetic media or
transmitted over optical data highways. The important dif-
ferences, both pro and con, need to be recognized.

For example, optical signal transmission media are often
used in digital systems. Optical media are more robust than

traditional electric conductors. Optical media are immune to
all forms of electromagnetic interference and eliminate prob-
lems introduced by ground loops in electric circuits. Optical
cable offers complete electrical isolation and is resistant to
most chemicals. It also generates relatively low noise and
produces low signal attenuation. However, the installation
of optical fiber cable requires special training and tools.

The use of diverse transmission and storage media in digi-
tal I&C systems does not present insurmountable challenges.
The media must be environmentally qualified in a manner
similar to that in which analog and digital equipment has
been qualified in the past.
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Glossary

Analog technology  A device in which data are represented
by a continuously variable quantity.

Code of Federal Regulations (10 CFR 50, 10 CFR 50.59,
10 CFR 50.90)  The Code of Federal Regulations, Title
10, Part 50, governs the licensing of domestic nuclear
power plants. Section 50.59 sets forth criteria for deter-
mining whether changes to a licensed nuclear power
plant require prior USNRC approval. Appendix A of
10 CFR 50 lists “general design criteria” to be followed
in the design, construction, and operations of nuclear
power plants.

Combinational logic  A Boolean algebraic function whose
output value is determined by the present conditions
(or current inputs), i.e., there is no “state” or memory.

Common-cause failure  Multiple component failures hav-
ing the same cause.

Common-mode failure  The failure of multiple components
in the same way. Both common-cause and common-
mode failures arise when the assumption of independence
of the failures of the components is violated. Common-
mode failures are a concern when the failures occur con-
currently or at least sequentially in a time frame before
the minimum number of component is recovered.

Common-mode software failure  Failure of redundant sets
of software in the same way.

Configuration control/management  A discipline apply-
ing technical and administrative direction and surveil-
lance to identify and document the functional and
physical characteristics of a configuration item, control
changes to those characteristics, record and report
change processing and implementation status, and
verify compliance with specified requirements (ANSI/
IEEE 610.12-1990).

Dedication The qualification process performed on commer-
cial-grade items proposed for use in safety systems to
assure an equivalent level of quality as obtained for
components developed and produced under the formal
quality programs of Title 10 CFR Part 50, Appendix B.

Defense-in-depth  The conservative design approach that

uses multiple, layered systems to provide alternate
means of accomplishing different functions related to
common goals. This approach provides added protec-
tion against natural phenomena and plant operational
transients and accidents.

Design basis  Information on plant functional components
and their response to a set of postulated failure scenarios.

Design faults (vs. random faults)  Design faults are those
committed during the original design or during subse-
quent modifications and cause the system that is actu-
ally implemented to be different from that which was
intended. Design faults can be contrasted with physical
faults (sometimes called random faults) which occur
during operation, caused by internal or external physi-
cal phenomena (wear-out, electromagnetic perturba-
tions, temperature, vibration, etc.).

Digital (technology) A device in which data are represented
by a combination of discrete digits, such as 0’s and 1’s.

Diversity  The use of two or more mutually exclusive means
of performing the same function. This includes design,
functional, and “nameplate” diversity. Design diversity
is the use of two or more components with a different
internal design to accomplish the same function. Func-
tional diversity is the use of two or more components to
achieve different component functions, although the
functions may be related in terms of higher-level func-
tions and requirements. Nameplate diversity is the use
of components from different manufacturers to accom-
plish the same function.

Engineered safety features actuation system  A set of plant
components that work with the reactor protection sys-
tem to initiate rapid and complete response actions in
response to plant transients and accidents.

Environmental qualification  A set of testing and certifica-
tion procedures to assure the operation of nuclear com-
ponents in anticipated environmental conditions.

Formal methods  The use of specifications with mathemati-
cally defined semantics and mathematical analysis
techniques defined for these specifications.
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Generic Letter (95-02)  Guidance from the USNRC on re-
view of digital I&C upgrades based on an endorsement
of EPRI TR-102348, “Guideline on Licensing Digital
Upgrades.”

Graded approach  Tailoring of review process and re-
sources based on the safety significance of the proposed
action.

Hazard analysis  A structured process for analyzing a sys-
tem to identify potential hazards and their root causes.

Human-machine interface  (also called human-system in-
terface and human-computer interface). For the pur-
poses of this report, the interactions of plant personnel
with the digital I&C system, including the effects of
computer displays, plant operations, and I&C main-
tenance.

Independence  Noninteracting or noninterfering compo-
nents. A set of components has “statistical indepen-
dence” when the joint probability of a compound event
among the set of components equals the product of the
probabilities of the individual events that make up the
compound event.

Instrumentation and control  Systems that provide plant
monitoring, control, and protection functions in nuclear
power plants.

Mean time between failures  A statistical estimation of the
average time between failures.

Memory sharing  The use of common memory storage
for different functions that use a common historical
data base.

Multiplexing  Transmission of data signals across shared
pathways. A multiplexer is a digital switch, connecting
data from one of many sources to its output.

Multitasking “Simultaneous” execution of several tasks
(processes) on a single computer processor. The oper-
ating system controls the switching between the differ-
ent tasks.

N-version programming  The development of different
versions of a software program to achieve the same
function by different design teams in an effort to
achieve fault tolerance.

Probabilistic (risk) assessment method  An analysis
method used to (a) assess the relative frequency and
consequences of postulated events, (b) search for de-
sign weaknesses, and (c) identify and assess the fre-
quency and associated risk of improbable events which
are beyond the plant design basis.

Reactor protection system  A set of plant components that
initiate rapid and complete response actions in response
to plant transients and accidents to bring the reactor to
a safe condition.

Redundancy  The use of identical or diverse items to pro-
vide alternate means of performing a required function

in the event of failure of an individual item. Redun-
dancy is used primarily as defense against “random” or
wear-out failures when no diversity is provided.

Safety analysis report  The formal documentation of the
basis for licensing a nuclear power plant.

Safety-critical application  Systems whose failure or mal-
function could cause or contribute to an accident.

Safety margin assessment  Assessment of (a set of) design
criteria relative to known failure criteria.

Safety (and nonsafety) systems  Those systems relied upon
to remain functioning during and following design ba-
sis events to ensure (a) the integrity of the reactor cool-
ant pressure boundary, (b) the capability to shut down
the reactor and maintain it in a safe shutdown condi-
tion, or (c) the capability to prevent or mitigate the con-
sequences of accidents that could result in potential
offsite exposures comparable to the 10 CFR 100 guide-
lines (IEEE 603-1991).

Separation  Physical or functional independence of systems.
Sequential logic  A Boolean algebraic function whose out-

put value is determined from the current inputs as well
as the current “state” which is typically stored in
memory elements or delay-inducing feedback loops.

Software quality assurance  Development processes and
standards that attempt to produce software with certain
specified qualities.

Software specification  A description of a piece of software
which is a basis for its design and implementation.

Standard Review Plan (and Branch Technical Positions,
Regulatory Guides)  A set of guidance for USNRC
reviewers as to what is needed from the licensee to as-
sess the adequacy of a proposed design or what repre-
sents a satisfactory method of complying with the li-
censing requirements. Branch technical positions, regu-
latory guides, and industry standards provide addi-
tional, more detailed guidance.

Static analysis  Either manual or automated analysis of soft-
ware source code to detect potential errors without ex-
ecuting the code.

Thread audit  A software code review procedure that traces
a particular software program function from input to
output.

Unreviewed safety question  A failure mode not previously
analyzed in a plant’s safety analysis report.

Verification and validation  Verification is the process of
determining whether or not the product of each stage of
the system design process fulfills the requirements im-
posed by the previous design stage. Validation is the
test and evaluation of the integrated system design to
ensure compliance with the functional, performance,
and interface requirements as specified in the system
functional requirements (IEEE 7-4.3.2 and IEC 880).

112 GLOSSARY

Copyright © National Academy of Sciences. All rights reserved.

Digital Instrumentation and Control Systems in Nuclear Power Plants: Safety and Reliability Issues
http://www.nap.edu/catalog/5432.html

http://www.nap.edu/catalog/5432.html

