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PREFACE v

Preface

The International Science Lecture Series (ISLS) operates as a special project of the National Research
Council's Commission on Physical Sciences, Mathematics, and Applications. The series was established in 1990
at the request of the Office of Naval Research (ONR) and joined in 1992 by the Air Force Office of Scientific
Research (AFOSR). The purpose of the series is to advance communication and cooperation within the
international scientific community. A search committee established by the National Research Council (NRC)
selects prominent U.S. scientists to lecture in three areas of basic scientific inquiry: ocean and meteorological
sciences, materials science, and information science. The countries in which the lectures are to be given are
selected on the basis of consultations with the international scientific community, with the science attache in U.S.
embassies, with senior representatives of ONR-Asia and ONR-Europe, and with both ONR and AFOSR
representatives in Washington, D.C. Wherever appropriate, each lecture in a host country is followed by formal
and informal discussions with senior government, industrial, and academic representatives to expand the dialogue
on research progress, problems, and areas of common interest in order to identify research opportunities that lend
themselves to greater cooperation and collaborative effort. Following each tour, the formal lecture is published for
wider international distribution.

The fourth lecture of the series, which is presented here, is Traffic Management for High-Speed Networks by
H.T. Kung, Gordon McKay Professor of Electrical Engineering and Computer Science, Harvard University. The
first lecture in the series, The Heard Island Experiment, was presented by Walter H. Munk, holder of the Secretary
of the Navy Research Chair at the Scripps Institution of Oceanography, University of California at San Diego, and
the second lecture, Fountainhead for New Technologies and New Science, was presented by Rustum Roy, Evan
Pugh Professor of the Solid State and professor of geochemistry, Pennsylvania State University. The third lecturer
was John E. Hopcroft, who is the Joseph C. Ford Professor of Computer Science at Cornell University and who
gave the lecture, Computing, Communication, and the Information Age.

Professor Kung's lecture tour consisted of two separate trips—one in the Far East and the other in Siberia. He
gave his lecture first at the Chinese University of Hong Kong on June 5, 1995, to the computer sciences
community. While in Hong Kong, Professor Kung and the ISLS representatives from the NRC, ONR, and AFOSR
also visited the Hong Kong University of Science and Technology and the Hong Kong University. Professor Kung
delivered his lecture at these two institutions as well. On June 8 he presented his lecture at the Sino-American
Joint Seminar on Trends in Information Science held in Beijing, China. Discussions also were held with the staffs
and faculties of Tsing Hua University and Peking University. Professor Kung visited Fudan University and
Shanghai Jiaotong University on June 14 and 15 and Zhejiang University in Hanzhou on June 16. He gave his
lecture at Fudan University.

The second tour took Professor Kung and the ISLS group to Novosibirsk, Siberia, in January 1996. They met
on January 8, 1996, with the staff of the A.P. Ershov Institute of Informatics

Copyright © National Academy of Sciences. All rights reserved.
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PREFACE vi

Systems and discussed future working relationships between the U.S. and Russian information sciences research
communities. On January 9, the ISLS group met with the staffs of the Institute of Automation and Electrometry as
well as the Institute of Computational Technologies. Professor Kung presented his lecture there on January 10 and
then visited the Institute for Information Systems and the Novosibirsk State University.

The National Research Council, the Office of Naval Research, and the Air Force Office of Scientific
Research would like to express their appreciation to the many host-country representatives for their hospitality and
their invaluable assistance in arranging Professor Kung's visits and the many discussions that followed the formal
lecture. The sponsors are also indebted to the American Embassy representatives in each of the host countries and
to the representatives of ONR-Asia and ONR-Europe for their tireless efforts to make the lecture tours a success.

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/5769.html

o o
0= CONTENTS i
28
23
s
53 Contents
59
o c
g =
=i
235
= 2
28
=
=0
T
;% % Abstract 1
s £
oy
s £ Why New Control Methods Are Needed 1
E g Rapid Increase in Network Speeds 1
5 0 Network Congestion Problem 2
_i» (cci Inadequacy of Brute-Force Approach to Providing Large Buffers 2
2E
g2 Use of Flow Control 4
S0 Control of Congestion for ATM Networks 4
[ § Technical Goals of Flow Control for Supporting ATM ABR Services 5
o o Two Traffic Models 6
E 2 A Flood Control Principle 6
£ g
22 Credit-based Flow Control 6
3 é Credit Update Protocol 7
35 Static vs. Adaptive Credit Control 9
z % Adaptive Buffer Allocation 9
= o Receiver-oriented Adaptive Buffer Allocation 10
= % Rationale for Credit-based Flow Control 12
= é Overallocation of Resources to Achieve High Efficiency 12
25 Link-by-Link Flow Control to Increase Quality of Control 13
§ % Per-VC Queueing to Achieve a High Degree of Fairness 14
8 E
g % Rate-based Flow Control 14
[C=
c 2
2 CreditNet ATM Switch 16
o) [
o 2 Experimental Network Configurations 18
< § Measured Performance on CreditNet Experimental Switches 19
R Summary and Concluding Remarks 20
[ k=]
2%
oz Acknowledgments 21
£
c é References 21
o5
s <
o)
T
59
25

o
oy
o
g5
5 £
a
n ©
< £
=2
S0
< S

print version of this publication as the authoritative version for attribution.

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/5769.html

peed Networks: Fourth Lecture International Science Lecture Se ries

viii

CONTENTS

‘uonnguye 1o} UOISIOA SAlJE}IOYINE B} se uoneolignd siy) Jo uoisiaa juud
8y} asn ases|d ‘papasul A|lejuaplooe usaq aney Aew sioud olydesbodA) swos pue ‘paulelal 8q jouued ‘Janamoy ‘Bupew.oy oloads-BuesadAy Jayjo pue ‘sajhls Bulpesy ‘syealq piom ‘syibus| sul| {jeulblo sy}
0} anJ) ale syealiq abed "saiy BumesadAy jeuiBlio ay) wolj Jou ‘Yood Joded [eulblo ay) Wwolj payeald saji TNX Wols pasodwooas usag sey 3Iom [eulBLio sy} Jo uonejussaidal [e)bip mau siy] 8} 4ad SIu} Inogqy

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/5769.html

o
L
o
=
c
5
o
2
©
]
X
[
o
2
S
o
o)
@
o
@
Q@
=
o
c
£
[0
0
o)
o
>
2
©
£
2
=
S}
o
-
=
IS
o
2
E
=
o
c
X
o
o
a
=
@
o
©
o
©
£
2
=
S
o
<
=]
£
<)
2
&=
e
9]
2L
@
)
2
G
0
Q@
=
4
=
X
£
o
2
E
e
o)
)
o
o
£
o)
o
1)
2
c
[0
9]
o
)
I
<
x~
pe
S)
B
©
£
2
=
o
o)
<
=
hat
S}
c
9
=
©
)
c
o)
®
o
2
[
o
2
©
=
2
S
2
@)
c
R
=
'_
o
=S
L
)
o
2
<
=
=
5
o
!
<

©
<
=
©
(2]
)
©
(2]
©
K
o
o
o}
h=
@
(2]
£
>
©
8
c
[}
S
[}
o
©
C
[}
o}
o
[
>
®©
<
>
©
IS
(2]
&2
S
2
£
[}
L
=
S
©
o
o)
o
Q
>
2
)
IS
o
(2]
°
c
©
o
o}
£
©
3
©
o
©
o
=
[}
c
C
I
o
-
[
>
[
2
o
<
=)
C
£
@©
IS
£
S
Re)
L
=
5}
@
o
Q
o
£
=
£
©
(2]
o}
Q
>
2
=
[}
<
S
o
°
C
©
73
2
>
2
@
=)
£
S
@©
[}
<
)
X
©
o
2
o
°
2
S
=
%)
<
=
<)
c
K}
©
£
©
£
2
=
s}
)
<
=

c
e
=

>3
Is!
=
=]

©
=

S
el

c
o)

2]

o

[

>

o
=
=

©
)
=

<}
z
=
=1
®©
©
z
=]

»

©

c

o
2

©
S
o

>

a

(2]
z
=
=

o

c
e

2]

o

[

>
-

c
=

S

WHY NEW CONTROL METHODS ARE NEEDED 1

Traffic Management for High-Speed Networks

Abstract

Network congestion will increase as network speed increases. New control methods are needed, especially
for handling "bursty" traffic expected in very high speed networks such as asynchronous transfer mode (ATM)
networks. Users should have instant access to all available network bandwidth when they need it, while being
assured that the chance of losing data in the presence of congestion will be negligible. At the same time, high
network utilization must be achieved, and services requiting guaranteed performance must be accommodated. This
paper discusses these issues and describes congestion control solutions under study at Harvard University and
elsewhere. Motivations, theory, and experimental results are presented.

Why New Control Methods are Needed

RAPID INCREASE IN NETWORK SPEEDS

Over the past decade, the speed of computer and telecommunications networks has improved substantially.
To wit:

* 1980s

1.5-Mbps (megabits per second) T1
e 4-or 16-Mbps Token Rings
* 10-Mbps Ethernet

* 1990s

* 45-Mbps T3

* 100-Mbps Ethernet

* 100-Mbps FDDI

* 155-Mbps OC-3 ATM
* 622-Mbps OC-12 ATM

Copyright © National Academy of Sciences. All rights reserved.
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WHY NEW CONTROL METHODS ARE NEEDED 2

This rapid growth in speed is expected to continue over the next decade, because many new applications in
important areas such as data and video will demand very high network bandwidths. These high-speed networks are
introducing major new challenges in network congestion control, as explained in the next two sections. That the
high-speed networks would make the solution for network congestion harder is contrary to what one's intuition
might suggest.

NETWORK CONGESTION PROBLEM

Any network has bottlenecks or congestion points, i.e., locations where more data may arrive than the
network can carry. A common cause for congestion is a mismatch in speed between networks. For example, a
typical high-performance local area network (LAN) environment in the next several years may have the
architecture shown in Figure 1. While the servers will use new high-speed asynchronous transfer mode (ATM)
connections at the OC-3 rate of 155 Mbps, many clients will still depend on old, inexpensive but slower, 10-Mbps
Ethernet connections. Data flowing from the servers at 155 Mbps to the clients at 10 Mbps will experience
congestion at the interface between the ATM and Ethernet networks.

Congestion can also occur inside a network node that has multiple ports. Such a node can be a switch such as
an ATM switch or a gateway such as a router. As depicted in Figure 2, congestion arises when data, destined for a
single output port, arrive at many different input ports. The faster and more numerous these input ports are, the
severer the congestion will be.

A consequence of congestion is the loss of data due to buffer overflow. For data communications in which
every bit must be transmitted correctly, lost data will have to be retransmitted, and will result in degraded network
utilization and increased communications delay for end users.

INADEQUACY OF BRUTE-FORCE APPROACH TO PROVIDING LARGE BUFFERS

A universal solution to the problem of losing data because of congestion involves buffer memory in which a
congested point can temporarily queue data directed at overloaded output ports. This use of buffer is illustrated in
Figure 2. However, simply providing large buffers would likely incur prohibitively high memory cost for high-
speed networks, because as network speed increases, so also will the following factors:

* Buffer overloading rate. Suppose that data from multiple input ports feed to a single output port, and that
all the ports are of the same speed. If all these ports now increase their speed by a factor of X, then the
overloading rate to the node buffer will also increase

WN Client
Congestion

Cliem
Server
155 1];‘.‘_"“ Client
A
Sarver Client
Figure 1 Congestion due to a mismatch in speed between 155-Mbps ATM network and 10-Mbps

Ethernet.

Metwark Node

Figure 2 Congestion, in a switch or gateway, due to multiple arrivals at the same output.
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by the same factor of X. If, to prevent buffer overflow, the same congestion control scheme is used as
was used before, then the feedback delay in the control system, which is a function of propagation delays
and largely independent of link speed, will remain essentially the same. An increase in link speed will
therefore demand an X-fold increase in the required buffer size, if possible data loss is to be kept to the
same level as before.

* Packet or burst size. For high-speed networks, high-level protocols will use data packets with an
increased number of bytes, in order to reduce packet processing overhead at end systems, such as the
packet interrupt frequency at receiving hosts. These large packets introduce large bursts of data that may
arrive at congestion points at the same time. Assuming the same average load as before, bursts of
increased size imply increased overlapping of arriving bursts at congestion points. A larger buffer is thus
needed to accommodate these simultaneously arriving large bursts.

» Transient traffic. Typical Transmission Control Protocol (TCP) sessions involve a few dozen kilobytes
[19], and the required transmission time on an OC-3 link at 155 Mbps is only a few milliseconds. (A
survey of Unix file sizes [7] has also shown a similar result for file sizes. That is, the average file length
is only around 22 kbytes, and most files are smaller than 2 kbytes.) Thus, for high-speed networks, these
sessions will not be long enough to achieve steady-state traffic flow beyond a local or metropolitan area.
When facing this type of transient traffic over a wide area, traditional end-to-end flow control methods
such as TCP will incur relatively long feedback control delays, and thus such methods cannot be effective
in reducing buffer usage inside a network.

* Bandwidth mismatch. As new networks are deployed, many of the relatively old, inexpensive, low-
bandwidth networks will still be in use. As these new networks with higher and higher speeds emerge,
gaps in speed between old and new networks will increase. For handling the same load, this greater
mismatch in bandwidth again implies the need for larger buffers.

* Load speed from computer sources. A single workstation or personal computer can now consume the
whole bandwidth of an OC-3 link. High-end computers such as servers tend to support high-bandwidth
network interfaces that run as fast as the fastest computer networks available. One can expect that, at any
point in time in the foreseeable future, several high-performance computers, if not just one, will always
be able to saturate the fastest links in any network.

To prevent data loss due to congestion, network buffers could be increased to accommodate the increase in
each of the above factors. But these factors increase independently, and the multiplicative effects of such increases
will demand enormously large buffers. In addition, as network usage increases, so also will the expected number
of active sessions on the network and their peak bandwidths. For each session, a network node may have to buffer
all the on-the-fly data from a distant sending host to itself when congestion occurs. The buffers occupied by the
session can be the entire TCP window if TCP is used. If there are N sessions, N times the size/capacity of this
buffer will be needed.

For all these reasons, brute-force methods of using larger and larger buffers cannot solve the congestion
problems to be expected with high-speed networks.
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USE OF FLOW CONTROL 4

Use of Flow Control

When congestion persists, no amount of buffering is sufficient in the longer term; instead, each source of
traffic flowing through a bottleneck must be persuaded to send no more than its fair share of the bottleneck's
capacity. That is, proper flow control can bound the buffer requirement.

This is fundamentally a feedback control problem, and many control ideas and principles apply. As depicted
in Figure 3, each network node, which can be switches or gateways, collects information about congestion, and
informs, directly or indirectly, the sources of data. This feedback is usually based on the amount of buffer space
available or in use in the node. The sources act to control how much data they send. This control loop has a delay
equal to at least twice the propagation delay between the switch and control point.

Control systems should seek to minimize this delay in feedback, since nodes will need to buffer any data that
arrive after the nodes signal the congestion status but before the end of the delay. Moreover, the feedback control
delay should be sufficiently small so that the control system can respond in time to any changes in traffic load.

CONTROL OF CONGESTION FOR ATM NETWORKS

Control of congestion for ATM networks is of particular interest, because such networks support very high
speed connections and multimedia services. An ATM network can simultaneously support multiple types of
services of various qualities. As illustrated in Figure 4, these include constant bit rate (CBR) services for voice and
other fixed-rate guaranteed traffic; variable bit rate (VBR) services for video; and available bit rate (ABR) services
for data.

Being able to support ABR for data communications represents a major advantage of ATM networks over
traditional time division multiplexing (TDM) networks. Under ABR services, users can have instant access to
available network bandwidth when they need it, and they do not have to hold onto unused bandwidth when they do
not need it. These services are exactly what many computer users desire.

In order to realize this potential of ABR services for data applications, nodes or end systems in a network
need to receive status information on buffer or bandwidth usages from downstream entities. That is, effective and
efficient flow control is essential.

Figure 4 ATM network.
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TECHNICAL GOALS OF FLOW CONTROL FOR SUPPORTING ATM ABR SERVICES

Flow control mechanisms designed to support ATM ABR services should meet a variety of technical goals,
including the following:

* Data should rarely, if ever, be discarded due to exhaustion of node buffer memory. As mentioned above,
such data may have to be retransmitted after a possibly lengthy time-out period, further contributing to
network congestion and the delay experienced by the user.

» Network links should be used at full capacity whenever possible. For instance, if one connection sharing a
link reduces the rate at which it sends, the others should increase their rates as soon as possible. In
particular, as illustrated in Figure 5, the flow control mechanism should allow ABR traffic to fill in,
instantly, unused bandwidth left on the link after guaranteed traffic is served.

* All the connections that are constrained by a bottleneck link should get fair shares of that link.

* The flow control mechanism should be robust. Loss or delay of control messages, and admission of
additional connections while maintaining the total traffic load, for instance, should not cause increased
congestion.

e The network administrator should not have to adjust any complex parameters to achieve high
performance.

* The flow control mechanism should have a cost commensurate with the benefits it provides.

Generally speaking, some existing LANs such as Ethernets have satisfied these goals. This explains at least
partially why they have been used widely for data applications.

New high-speed networks, such as ATM networks and switched Ethernets, use switches to achieve high
performance. They are unlike conventional Ethernets, which use shared media. End systems on switch-based
networks cannot monitor network congestion as easily as can end systems on shared-medium networks. Designing
flow control schemes to satisfy the above technical goals for these new switch-based networks—especially for
wide area networks (WANs)—is a significant challenge.

Available Bit Rate
{(ABR) Traffic

100%

Network
Utilization

Figure 5 Available bit rate (ABR traffic filling in bandwidth slack left by guaranteed traffic, to maximize network
utilization).
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CREDIT-BASED FLOW CONTROL 6

TWO TRAFFIC MODELS

Any prediction of how well a flow control scheme will work requires a model for the behavior of network
traffic. A full-blown model might involve characteristics of applications and higher-level protocols. For our
discussion here, it is enough to distinguish between smooth and "bursty" traffic.

A smooth traffic source offers a constant and predictable load, or changes only on time scales that are large
compared to the amount of time the flow control mechanism takes to respond. Such traffic is easy to handle well;
the sources can be assigned rates corresponding to fair shares of the bottleneck bandwidth with little risk that some
of them will stop sending and lead to underutilized links. Furthermore, switches can use a small amount of
memory, since bursts in traffic intensity are rare.

Sources of smooth traffic include voice and video with fixed-rate compression. The aggregate effect of a
large number of bursty sources may also be smooth, particularly in a WAN where the loads from a large number
of traffic streams are aggregated and the individual sources have relatively low bandwidth and arc uncorrelated.

Bursty traffic, in contrast, lacks any of the predictability of smooth traffic, as observed in some computer
communications traffic [8]. Some kinds of bursts stem from users and applications. A World Wide Web browser
clicking on a link, for instance, wants to see a page or image as soon as possible. The network cannot predict when
the clicks will occur, nor should it smooth out the resulting traffic, since doing so would hurt the user's interactive
response.

Other sources of bursts result from network protocols that break up transfers into individual packets,
windows, or RPCs, which are sent at irregular intervals. These bursts are sporadic and typically do not last long
enough on a high-speed link to reach steady state over the link round-trip time.

Designing flow control systems for bursty traffic is obviously much more difficult than designing control
systems for smooth traffic. In supporting computer communications, which are generally bursty, we will have no
choice but to face the challenge of designing effective flow control for bursty traffic.

A FLOOD CONTROL PRINCIPLE

An old principle for controlling floods suggests an approach to controlling network congestion. Dams on a
river for holding floods are analogous to buffers in a network for holding excessive data.

To control floods, dams are often built in series along a river, so that an upstream dam can share the load for
any downstream dam. As depicted in Figure 6, whenever a dam is becoming full, its upstream dams are notified to
hold additional water. In this way, all the upstream dams can help reduce flooding at a downstream congestion
point, and each upstream dam can help prevent flooding at all downstream congestion points. The capacity of
every dam is efficiently used.

Credit-Based Flow Control

An efficient way of implementing flow-controlled ATM networks is through the use of credit-based, link-
by-link, per-VC (virtual circuit) flow control [12, 14, 17]. As depicted in Figure 7, credit-based control works like
the method of controlling floods described above. Each
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CREDIT-BASED FLOW CONTROL 7

downstream-to-upstream notification is implemented with a credit record message. The scheme generally works
over a VC link as follows. A link can be a physical link connecting two adjacent nodes, or a virtual circuit
connecting two remote nodes. Before forwarding any data cell over the link, the sender needs to receive credits for
the VC from the receiver. At various times, the receiver sends credits to the sender indicating availability of buffer
space for receiving data cells of the VC. After having received credits, the sender is eligible to forward some
number of data cells of the VC to the receiver according to the received credit information. Each time the sender
forwards a data cell of a VC, it decreases its current credit balance for the VC by one.

Figure 6 Flood control analogy. All the dams (or buffers) on the path leading to the congestion point can help
prevent flooding (or cell loss). Notifications are denoted by dashed arrows.

Host 1

Figure 7 Credit-based flow control. Black dots stand for virtual circuit (VC) buffers.

There are two phases in flow controlling a VC [15]. In the first buffer allocation phase, the VC is given an
allocation of buffer memory in the receiver. In the second credit control phase, the sender maintains a non-
negative credit balance to ensure no overflow of the allocated buffer in the receiver.

CREDIT UPDATE PROTOCOL

The Credit Update Protocol (CUP) [12] is an efficient and robust protocol for implementing credit control
over a link. As depicted in Figure 8, for each flow-controlled VC the sender keeps a running total Tx_Cnt of all the
data cells it has transmitted, and the receiver keeps a running total Fwd_Cnt of all the data cells it has forwarded.
(If cells arc allowed to be dropped within the receiver, Fwd_Cnt will also count these dropped cells.) The receiver
will enclose the up-to-date value of Fwd_Cnt in each credit record transmitted upstream via a credit cell. When the
sender receives the credit record with value Fwd_Chnt, it will update the credit balance, Crd_Bal, for the VC:

Crd_Bal = Buf Alloc —(Tx_Cnt — Fwd_Cnt) (1)

where Buf_Alloc is the total number of cells allocated to the VC in the receiver.
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Sender Receiver
In-flight Cells
1o Arive o tsin
Crd_Bal Queue
I e
Tx_Cnt T --- Fwd_Cat
-
E Buf_Alloc
——
crd_pal i\  Tx cnt - Fwd_cat
= Buf_Alloc ¥

-{Tx_Cnt - Fwd_Cnt)

Figure 8 Credit Update Protocol (CUP). The dotted arrow indicates a credit record, transmitted upstream, containing
the current value of Fwd_Cnt at the receiver.

Note that the quantity computed by the sender, Tx_Cnt - Fwd_Cnt, represents the "outstanding credits"
corresponding to those cells of the VC that the sender has transmuted but the receiver has not founded. As depicted
in Figure 8, these cells are "in-flight cells to arrive" and "cells in queue" at the time when the receiver sends credit
record Fwd_Cnt to the sender. Thus Crd_Bal computed by the sender using Equation (1) is the proper new credit
balance, in the sense that, as long as the sunder transmits no more than Crd_Bal cells, it will not overrun the VC's
allocated buffer in the receiver. See [12] for a scheme of using credit_check cells periodically sent from the sender
to the receiver, to recover from possible loss of data or credit cells due to link errors.

The frequency at which the receiver sends credit records for a VC depends on the VC's progress. More
precisely, each time after the receiver has founded a certain number of cells, "N2" cells [14] for some positive
integer N2, the receiver will send a credit record upstream. The value of N2 can be set statically or adaptively (see
Equation (4) below).

The Buf_Alloc value given to a VC determines the maximum bandwidth allowed to the VC by credit flow
control Without loss of generality, we assume that the maximal peak bandwidth of any link is 1, and represent the
rate of a VC as a fraction of 1. For the rest of this section, we also make a simplifying assumption that all links
have the same peak bandwidth of 1. Let RTT be the round-trip time, in cell transmission time, of the link between
the sender and the receiver (see Figure 8), including both link propagation delays and credit processing time.
Assume that the receiver uses a fair scheduling policy between VCs with Crd_Bal > 0, when forwarding cells out
from its output link. Then, if there are N active VCs competing for the same output link, the maximum average
bandwidth over RTT that the VC can achieve is

BW = Buf_Alloc / (RTT + N2*N) 2)

Note that when there is only one VC using the output port, i.e., N = 1, the VC's bandwidth (BW) can be as
high as Buf_Alloc / (RTT + N2).

The CUP scheme is a lower-level and lighter-weight protocol than are typical sliding window protocols used
in, e.g., X.25 and TCP. In particular, CUP is not linked to retransmission of lost packets. In X.25 or TCP, loss of
any packet will stop the advancing window until the dropped packet has been retransmitted successfully. To
implement this, each data packet carries a
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CREDIT-BASED FLOW CONTROL 9

sequence number. In contrast, in CUP the sender does not retransmit lost data cells, the receiver does not reorder
received cells, and data cells do not carry sequence numbers. This simplicity is made possible because CUP need
only work for ATM VCs that preserve cell order.

It can be shown [14] that CUP produces the same buffer management results as the well-known
"incremental" credit updating methods (see, e.g., [7, 9]). In these other methods, instead of sending Fwd_Cnt
values upstream the receiver sends incremental credit values to be added to Crd_Bal at the sender.

STATIC VS. ADAPTIVE CREDIT CONTROL

We call a credit-based flow control either static or adaptive depending on whether the buffer allocation is
static or adaptive. In a static credit control, a fixed value of Buf_Alloc is used for the lifetime of a VC. Requiring
only the implementation of CUP, or some equivalent protocol, the method is extremely simple.

There are situations, however, where adaptive credit control is desirable. In order to allow a VC to operate at a
high rate, Equation (2) implies that Buf_Alloc must be large relative to RTT + N2*N. Allocating a small buffer to a
VC can prevent the VC from using otherwise available link bandwidth. On the other hand, committing a large
buffer to a VC can be wasteful, because sometimes the VC may not have sufficient data, or may not be able to get
enough scheduling slots, to transmit at the desired high rate. The proper rate at which a VC can transmit depends
on the behavior of traffic sources, competing traffic, scheduling policy, and other factors, all of which can change
dynamically or may not be known a priori. In this case, adaptive credit control, which is static credit control plus
adaptive adjustment of Buf_Alloc of a VC according to its current bandwidth usage, can be attractive.

Generally speaking, for configurations where a large Buf_Alloc relative to RTT + N2*N is not prohibitively
expensive, it may be simplest just to implement static credit control. This would give excellent performance.
Otherwise, some adaptive buffer allocation scheme, as described below, may be used to adjust Buf_Alloc
adaptively. To maximize flexibility, the adaptation can be carried out by software.

ADAPTIVE BUFFER ALLOCATION

Adaptive buffer allocation allows multiple VCs to share the same buffer pool in the receiver node adaptively,
according to their needs. That is, Buf_Alloc of a VC is automatically decreased if the VC does not have sufficient
data to forward, cannot get sufficient scheduling slots, or is back-pressured due to downstream congestion. The
freed-up buffer space is automatically assigned to other VCs that have data to forward and are not congested
downstream.

Adaptive buffer allocation can be implemented at the sender or receiver node. As depicted in Figure 9, in a
sender-oriented adaptive scheme [12, 17] the sender adaptively allocates a shared input-buffer at the receiver
among a number of VCs from the sender that share the same buffer pool. The sender can allocate buffer for the
VCs based on their measured, relative bandwidth usage on the output port p [12].

Receiver-oriented adaptation [13] is depicted by Figure 10. The receiver adaptively allocates a shared
output-buffer among a number of VCs from one or more senders that share the same buffer pool. The receiver can
allocate buffer for the VCs based on their measured, relative bandwidth usage on the output port q [13].

Copyright © National Academy of Sciences. All rights reserved.
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CREDIT-BASED FLOW CONTROL 10

Vel Lecation where Adaptive
Buffer Allocation Takes Place

Input-Bufier
Recebver

Figure 9 Sender-oriented adaptation. The circles are switches. Each darkened bar denotes a switch point.

Location where Adaptive
Buffer Allocation Takes Place

Figure 10 Receiver-oriented adaptation.

Receiver-oriented adaptation is suited for the case where a common buffer pool in a receiver is shared by
VCs from multiple upstream nodes. Figure 10 depicts such a scenario: the buffer pool at output port q of the
receiver switch Rev is shared by four VCs from two switches Sndl and Snd2. Note that the receiver (Rcv for
Figure 10) can observe the bandwidth usage of the VCs from all the senders (that is, Snd1 and Snd?2). In contrast,
each sender can observe the bandwidth usage only of those VCs going out from the same sender. Therefore, it is
natural to use receiver-oriented adaptation in this case.

Moreover, receiver-oriented adaptation naturally supports the adaptation of N2 values for individual VCs, in
order to minimize credit transmission overhead and increase buffer utilization. Since only the receiver needs to use
N2 values, it can conveniently change them locally, as described in the next section.

RECEIVER-ORIENTED ADAPTIVE BUFFER ALLOCATION

We describe the underlying idea of the receiver-oriented adaptive buffer allocation algorithm [13]. In
referring to Figure 10, let RTT be the maximum of all the R7Ts and M be the size, in cells, of the common buffer
pool in the receiver.

For each allocation interval, which is set to be at least RTT, the receiver computes a new allocation and an N2
value for each VC according to its relative bandwidth usage. Over the allocation interval, let VU and TU be the
number of cells forwarded for the VC and that for all the N active VCs, respectively. Then for the VC, the new
allocation is:

Buf Alloc = (Mi2 — TQ - Ny*(VUITU) (3)
and the new N2 value is

N2 =Buf Alloc/4, (4)

where TQ is the total number of cells currently in use in the common buffer pool at the receiver. For
exposition purposes this section ignores floor and ceiling notations for certain quantities, such as those in the
right-hand sides of the above two equations. See [13] for precise definitions and analysis of all quantities.
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CREDIT-BASED FLOW CONTROL 11

It is easy to see that the adaptive formula of Equation (3) will not introduce cell loss. The equation says that
for each allocation interval, the VCs divide a buffer of size M/2 - TQ - N according to their current relative
bandwidth usage VU/TU. Thus, the total allocation for all the VCs is no more than (M/2 - TQ - N) + N or M/2 - TQ,
assuming that each of the N VCs is always given at least one cell in its allocation. Since allocation intervals are at
least RTT apart, after each new allocation, the total number of in-flight % "_° ic “"""E'* e the total previous
allocation. Note that the total previous allocation is no more than , whete T preé’i‘s“’tﬁé‘yéz value used therein.
Therefore the total memory usage will never exceed (M/2 - TQ) + M/2 + TQ or M. Consequently, adaptive buffer
allocation will not cause cell loss. This analysis also explains why M is divided by 2 in Equation (3).

Equation (4) allows the frequency of transmitting credit cells of the VC, i.e., the N2 value, to adapt to the
VC's current Buf_Alloc, or equivalently, its relative bandwidth usage. That is, VCs with relatively large bandwidth
usage will use large N2 values. This will reduce their bandwidth overhead in transmitting credit records upstream.
(In fact, by adapting N2 values and by packing up to 6 credits in each transmitted credit cell, the transmission
overhead for credit cells can be kept very low. Simulation results in [13] show that this overhead is generally below a
few percent, and sometimes below 1 percent.) On the other hand, an inactive VC could be given an N2 value as
small as 1. With a smaller N2 value, the receiver can inform the sender about the availability of buffer space
sooner, and thus increase memory utilization. The N2 value would increase only when the VC's bandwidth ramps
up. Thus the required memory for each VC could be as small as one cell.

From Equations (2), (3), and (4), we can show that the adaptive scheme guarantees that a VC will ramp up to
its fair share. A sufficient condition is that a fair scheduling policy is employed, the switch buffer size

M=4*RTT + 2*N (5)
or larger is used, and a significant portion of the switch buffer is not occupied, e.g.,

TO < 2*RTT/3. 6)

The condition of Equation (6) holds if those VCs that are blocked downstream do not occupy much buffer
space at the current node. The adaptive buffer allocation scheme is indeed designed in such a way that inactive or
slow VCs will be allocated the very minimum or a small buffer space, respectively.

Assume that there are N - 1 active VCs that in aggregate already get the full link bandwidth of an output port
of the receiver. Now a new VC using the same output port starts and wishes to get its fair share, i.e., 1/N, of the
link bandwidth. Suppose that the VC's current buffer allocation X is insufficient for achieving this target
bandwidth. That is, by Equations (2) and (4),

or, equivalently,

Copyright © National Academy of Sciences. All rights reserved.
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CREDIT-BASED FLOW CONTROL 12

4-RIT
3-N

X =

Note that with the current allocation X, by Equation (2) the relative bandwidth that the VC can achieve
satisfies:

w.,._ X
v RIT+—‘:£~N

Since TQ < 2*RTT/3, it follows from Equation (5) and the last two inequalities above that:

(E—TQ-NJ -KUHE(Z-RIT-TQ}—XX——}X.
2 g RIT+ 5N

Thus the new allocation for the VC computed by Equation (3) will be strictly larger than X. In this way the
buffer allocation for the VC will keep increasing after each round of new allocation, as long as the achievable
bandwidth allowed by the current Buf_Alloc X is less than 1/N and the total queue length 7Q is less than
2%RTT /3.

In fact, the ramp up rate for a VC is exponential in number of allocations initially, when the bandwidth
allowed by the credit control is small and when TQ is small. We can easily explain this exponential ramp up, using
the last inequality expression above, for the simplifying case that 7Q = 0. When RTT is large and X*N/4 is much
smaller than RTT, the middle term is about a factor-of-two larger than the third term. That is, X is ramped up
roughly by a factor of two for every new allocation. In general, from the inequality expression we see that if M =
2% *RTT + 2*N, then the ramp up factor for each allocation is about . Therefore, the larger or M is, the faster
the ramp up will be.

RATIONALE FOR CREDIT-BASED FLOW CONTROL

We discuss some key reasons behind the credit-based approach to flow control. The same rationale, perhaps
formulated in a different form, is applicable to any flow control scheme.

Overallocation of Resources to Achieve High Efficiency

For reasons of efficiency, the size M of the fotal allocated buffer in the receiver generally needs to be larger
than RTT. This is overallocation in the sense that if traffic is 100 percent steady state, M need only be RTT for
sustaining the peak bandwidth of the output link. However, for bursty traffic, M needs to be larger than RTT to
allow high link utilization and reduce transmission time.

First consider static credit control. If the required memory cost is affordable, we can let Buf_Alloc be RTT +
N2 for every one of the N active VCs. Then by Equation (2) the maximum bandwidth the VC can achieve is at
least 1/N for any value of N. When a scheduling slot for the output link becomes available, an "eligible" VC at the
sender that has data and credit can transmit instantly at the peak link rate. When there are no other competing
VCs, i.e., when N =

Copyright © National Academy of Sciences. All rights reserved.
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CREDIT-BASED FLOW CONTROL 13

1, any single VC can sustain the peak link rate by Equation (2). Thus, link utilization is maximized and
transmission time is minimized.

Now consider adaptive credit control. As in the static case, M needs to be large for increased link utilization
and reduced transmission time. For adaptive buffer allocation, M needs to be large also for fast ramp up [15] as
explained above.

Intuitively, receiver-oriented adaptation needs more buffer than does sender-oriented adaptation, because
receiver-oriented adaptation involves an extra round-trip delay for the receiver to inform the sender of the new
allocation. Thus the minimum buffer size for receiver-oriented adaptation is increased from RTT to 2*RTT.
Suppose that the total memory size is larger than the minimum 2*RTT, e.g., as given by Equation (5). Then the
part of the memory that is above the minimum 2*RTT will provide "headroom" for each VC to increase its
bandwidth usage under the current buffer allocation. If the VC does increase its bandwidth usage, then the
adaptation scheme will notice the increased usage and will subsequently increase the buffer allocation for the VC
[12].

The receiver-oriented adaptive buffer allocation scheme in [13] uses M given by Equation (5). Analysis and
simulation results have shown that with this choice of M the adaptive scheme gives good performance in
utilization, fairness, and ramp up [13].

Link-By-Link Flow Control to Increase Quality of Control

Link-by-link flow control has shorter and more predictable control loop delay than does end-to-end flow
control. This implies smaller memory requirements for switching nodes and higher performance in utilization,
transmission time, fairness, and so on.

Link-by-link flow control is especially effective for handling transient "cross" traffic. Consider Figure 11,
where T is an end-to-end flow-controlled traffic using some end-to-end transport-level protocol such as TCP and
X is high-priority cross traffic. If X uses the whole bandwidth of the Switch3's output link, then the entire window
of T for coveting the end-to-end round-trip delay would have to be buffered to avoid cell loss. With link-by-link
flow control, all the buffers on the path from the source of 7 to Switch3 can be used to prevent cell loss. In
contrast, without link-by-link flow control, only the buffer at the congestion point (i.e., Switch3 in this case) can
be used for this purpose. The argument for making efficient use of buffers is similar to that for making efficient
use of dams in the flood-control analogy described above.

(a)
Switch1  Switch2 Switcha

Switchd

T

Cross Tralfic X

{b)

Switch1  Swiltch2 Swilch3 Switchd

Cross Traffic X

Figure 11 (a) With link-to-link flow control, all buffers on the path leading to the congestion point (Switch3) where
traffic T meets cross traffic X can be used for preventing cell loss; (b) without link-by-link flow control, only the
buffer in Switch3 can help.

Copyright © National Academy of Sciences. All rights reserved.
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CREDIT-BASED FLOW CONTROL 14

Moreover, sufficient predictability in the control loop delay is necessary for the receiver to perform policing.
After issuing a flow control command to the sender, the receiver will need to start policing the traffic according to
the new condition only after the control loop delay. If control loop delay cannot be bounded, it is impossible for
the receiver to decide when to start policing.

Per-VC Queueing to Achieve a High Degree of Fairness

To achieve fairness between bursty VCs sharing the same output, it is necessary to have separate queueing
for individual VCs. With a fair round-robin scheduling policy among these queues, cells from different VCs will
be sent out in a fair manner.

Per-VC queueing provides firewall protection against VCs interacting each other. Technology advances have
lowered the cost of implementing per-VC queueing. There are more and more per-VC queueing switches available
on the market. Fore System's ASX200WG is one example. Per-VC queueing will be the future trend for ATM
technology.

Rate-Based Flow Control

It is instructive to consider rate-based flow control schemes [3, 4], in contrast to the credit-based approach
described above. Rate-based flow control consists of two phases: rate setting by sources and network, and rate
control by sources. These two phases correspond to the buffer allocation and credit control phases in credit-based
flow control.

Rate control is a shaping function for which various implementations are possible. For example, when a cell
of a VC with a given rate r arrives, the cell will be scheduled for output at time 1/r after the previous output of the
same VC. By sorting arriving cells into buckets according to their departure times, rate control can be implemented
without per-VC queueing (although per-rate-bucket queueing may be needed).

Suppose that traffic is so smooth that it is possible to set the rate for each VC perfectly against some
performance criteria, and that these rates need not change over time to sustain the target performance. Then, if the
VCs are shaped at the sources according to the set rates, the rate-based flow control method should work perfectly
well. There would be no need for link-by-link flow control and per-VC queueing in the network. The buffer in a
switch could also be kept at the minimum, almost as in a synchronous transfer mode (STM) switch.

However, setting rates perfectly or near optimally is a complicated matter. Consider, for example, the
configuration in Figure 12, known at the Traffic Management Group of the ATM Forum in 1994 as Generic
Fairness Configuration (GFC) [20]. All traffic sources are assumed to be persistently greedy and can transmit at
the peak link rate when bandwidth is available. Links

DIB)  F{2) A(3) C(@) E(5)
)
() ST a5t B3

D{E) B(3) F(2) C(3)  E(8)

Figure 12 Generic Fairness Configuration (GFC). [ ]: Link bandwidth; link bandwidth = 1 if not indicated. (k):
Number of virtual circuits (VCs) in the VC group.

Copyright © National Academy of Sciences. All rights reserved.
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CREDIT-BASED FLOW CONTROL 15

have various propagation delays. The actual values of the propagation delays are not important to the discussion
here, and thus are not listed.

Note that both traffic B and E share the same link between S4 and S5, and the source of E is closer to the link
than that of B. This is analogous to a parking lot scenario in which E starts from a position closer to the exit than
B. In a normal, real-world parking lot, E would have an unfair advantage over B by being able to move itself in
front of B and get out first. However, in a good ATM network with separate virtual circuits for B and E, they
ought to share fairly the bandwidth of the link, as long as they are not bottlenecked elsewhere in the network.

With this fairness objective in mind, we naturally consider the performance criterion described below, which
is sometimes called "max-min" fairness [3, 4, 6] in the literature. First, the VCs on the most congested link will
share the link bandwidth equally, and this determines the rates to be set for these VCs. Then, apply the procedure
to the other VCs with the remaining bandwidth of the network. Continue repeating the procedure until rates for all
the VCs have been assigned. Table 1 shows the resulting rates assigned to individual VC groups.

Translating the above mathematical rate-setting procedure into an efficient and robust implementation is a
major challenge. First, with highly bursty ABR traffic, because load changes rapidly, there would be no static
rate-setting that could be ideal for any significant period of time. When traffic changes, "optimal" rates to be
assigned to the affected VCs must change accordingly.

For this reason, adaptive rate-setting is necessary for bursty traffic and has been the subject of intensive
research for many years. The Enhanced Proportional Rate-Control Algorithm (EPRCA) [18], one of the schemes
considered at the 1994 ATM Forum, represents the kind of adaptive rate-setting schemes this paper assumes.

Rate adaptation cannot be so precise that the newly derived rates will be exactly right with respect to current
load, for at least two reasons. First, information and measurements based on which particular adaptation is
performed cannot be totally complete or up to date due to various cost and implementation constraints. Second, the
feedback control time that the adaptation takes to inform sources can vary because of disparities in propagation
delay and link speed, congestion conditions, scheduling policies, and many other factors.

More interesting, perhaps, is that rate adaptation should not be precise either. To achieve high utilization with
bursty traffic, it is necessary that the total assigned rate for all the VCs over a link be higher than the peak link
rate. Consider the simple scenario shown in Figure 13 involving only two VCs, A and B. Assume that the two
VCs share the same switch output link

TABLE 1 Expected Rates for VC Groups in
Generic Fairness Configuration (GFC) of Figure 12

Group Bandwidth Bottleneck Link

A 1/27 = 0.037 S1-82
B 2/27=0.074 S4-S5
C 2/9= 0222 S3-54
D 1/27 = 0.037 S1-S2
E 2727= 0.074 S4-S5
F 1/3 = 0.333 S2-83

Copyright © National Academy of Sciences. All rights reserved.
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CREDITNET ATM SWITCH 16

of bandwidth 1, and that each has a data burst that would take a unit time to transmit over a link of bandwidth 1.
Suppose that the B burst arrives 1 unit time later than the A burst. Then as Figure 13 depicts, in the precise rate-
setting case where each VC is set with a rate of 0.5, it would take a total of 3 time units to complete the
transmission of both the A and B bursts. In contrast, in the overallocating rate-setting case where each VC is set
with a rate of 1, it would take only 2 time units to do the same. This need for overallocating resources is similar to
that discussed above for credit control.

Precize Allocation:
'qu Rate = .5 Peak Link
= : Rate =1

VC Rate = .5
(IDLE)
Transmission time = 3X
Over Allocation:
VCRate =1 Peak Link
Burst A Rate = 1
Switch
Burst B| (IDLE)

S TI—
Transmisslon time = 2X

Figure 13 Both bursts A and B complete transmission earlier and make higher utilization of switch output link in the
overallocating case than in the precise case.

Since adaptation cannot and should not be precise, rates set by the adaptation may not be totally correct.
Bounding the liability of overrunning switch buffers is therefore a first-order issue. This explains why credit-based
flow control has been desired to control buffer allocation and monitor the buffer usage, directly.

CreditNet ATM SWITCH

To study ATM-layer flow control, BNR and Harvard University have jointly developed an experimental ATM
switch [2], with both 622-Mbps (OC-12) and 155-Mbps (OC-3) ports. This effort is part of the CreditNet research
project supposed, in part, by the Defense Advanced Research Projects Agency (DARPA). Under this project, BNR
and Hazard have developed the ATM switch described here, whereas Carnegie Mellon University (CMU) and
Intel have developed an ATM-PCI host interface at both OC-3 and OC-12 rates.

This experimental CreditNet switch has a number of unique features. These include ATM-layer credit-based
flow control, per-VC round-robin cell scheduling, multicast support in hardware, highly programmable
microprocessor-based switch port cards, and built in instrumentation for performance measurement.
(Independently, Digital Equipment Corporation (DEC) has also developed a credit-based ATM network.)

Five of these experimental switches have been built; the first one has been operational since spring 1995.
Several ATM host adapters have been used in conjunction with the switch. These include those from DEC (for
TurboChannel), Sun (S-Bus), Intel (PCI) and Zeitmet (PCI). Both the OC-3 and OC-12 links have been used in
various experiments. In addition, a Q93B signaling

Copyright © National Academy of Sciences. All rights reserved.
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CREDITNET ATM SWITCH 17

system has been successfully implemented on the switch. As of spring 1996, one of the switches now operates on
site at Harvard, one is temporarily at a Sprint site to support a WAN congestion control trial, and others are at BNR
and CMU.

To implement credit-based flow control, the switch monitors the buffer use of each VC and provides feedback
to the immediately preceding switch or host along the VC's path. Since each switch has precise knowledge of the
resources a circuit is consuming, and the feedback loop is only one link long instead of the length of the entire
end-to-end connection, this flow control system allows much more efficient use of buffer memory and link
bandwidth.

As shown in Figure 14, the switch is physically organized as 16 modules that plug into a backplane and
memory buffer system. One of the modules is the switch control module for call processing using the Q93B
signaling standard.

The rest of the modules are port modules. Each port module has two 960 microprocessors, one for scheduling
mentioned above and one to handle real-time monitoring and control. These two microprocessors are not necessary
for a minimum implementation of a credit-based switch, but they provide the programming flexibility necessary to
study many research issues. For example, these processors provide the flexibility to experiment with different
ways of observing and reacting to network load conditions. Each port module also has a fiber-optic link interface
using Synchronous Optical Network (SONET) framing. The cell-handling hardware is built from field-
programmable gate arrays for control, and from static random access memories (RAMs) for tables and queues.

When a cell arrives at the switch, the input port broadcasts the cell's circuit identifier and address in the
common memory on the arrival bus on the backplane. Each output port monitors this backplane; when a port
notices that a cell has arrived for a circuit that leaves that port, it adds the cell's memory address to a queue.

When a cell leaves an output port, its circuit identifier is broadcast on the departure bus on the backplane. By
watching the arrival and departure buses, each input port maintains a count of the number of cells buffered for
each circuit that enters that port. This count is used both to provide credit-based flow-control feedback and to
decide which circuits are using so much memory that their data should be discarded.

The common memory architecture allows the switch to support multicast in an efficient way. A common
memory allocation engine maintains a list of free locations in the shared common

Common Memory
16K (or 64K) Cells

Switch | |1 15
Contral POt |mmww| Port
Module | | Module Module

ATM UNI at 622 Mbps (0C-12)
or 185 Mbps (OC-3)

Figure 14 Architecture overview of CreditNet switch.
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memory. Entries from this list are allocated to cells as they arrive. When a multicast cell's information is broadcast
on the arrival bus, more than one port module will enqueue this cell in its list of cells to send. However, the cell
requires only one common memory location.

The allocation engine hands out addresses of free slots in the common memory to the ports on demand, so
that they can store incoming data. When it does this, it initializes a list of egress ports that must send this cell out.
When a port sends out a cell, the presence of the cell's identifier on the departure bus tells the allocation engine to
remove it from the list. When the list becomes empty, the common memory location is recycled for future use. All
this is done by efficient hardware: the allocation engine requires only four memory accesses per port per cell
cycle.

For most purposes, the ingress and egress sides of a port are effectively independent. However, they have an
important interaction required for the credit protocol. Essentially, the credit protocol requires a sender to have a
credit for a given VC, before sending cells on it. Credit is granted by sending credit cells opposite the flow of data
(from receiver to sender). Thus, when the ingress side of a port realizes that a number of cells for that VC have
left the switch, it notifies the egress side of the same port to send a credit cell.

EXPERIMENTAL NETWORK CONFIGURATIONS

The CreditNet switch has been used to experiment with TCP performance over ATM networks. The
experiments described below use two network configurations in a LAN environment. The first, shown in Figure 15
(a), involves host A sending a continuous stream of data through the switch to host B. Host A's link to the switch
runs at 155 Mbps, while host B's link runs at only 53 Mbps, enforced by a properly programmed scheduler on the
link input. This is one of the simplest configurations in which congestion occurs. Note that after SONET and ATM
overhead, a 155-Mbps link can deliver roughly 134 Mbps or 17 megabytes per second (Mbyte/sec) of useful
payload to a host. A 53-Mbps link can deliver about 5.7 Mbyte/sec.

The second configuration, shown in Figure 15 (b), involves four hosts. Host A sends data to host C, and host B
to host D. The four host links run at 155 Mbps, and the bottleneck link between the switches runs at 53 Mbps. The
purpose of this configuration is to show how two conversations interact.

{a)
Host B
(b)
Host A Host C
155 Mbpsl = 155 Mbps
Host B Host D

Figure 15 (a) Network configuration for single TCP experiments on CreditNet and (b) configuration for two
competing TCPs. The shaded circles represent switches. Each darkened bar denotes a switch port.
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CREDITNET ATM SWITCH 19

The hosts in all these experiments are DEC Alpha 3000/400 workstations running OSF/1 V3.0. The OSF/1
TCP implementation [5], used in all the experiments reported in this paper, is derived from 4.3-Reno [21]. This
TCP tends to acknowledge, and thus transmit, pairs of packets. The TCP window size for these experiments is
limited to no more than 64 kbytes, and the packet size to 9180, except when noted. The workstations use 155-
Mbps OTTO TurboChannel adapters provided by DEC. The Alphas can send or receive TCP using the OTTOs at
about 15 Mbyte/sec. The OTTO drivers optionally implement CreditNet's credit-based flow control partially in
software; with credit turned on they can send and receive TCP at 13 Mbyte/sec.

The measurements are all directly derived from the instrumentation counters in the CreditNet switch
hardware. The hardware keeps track of the total number of cells sent by each VC and the number of cells buffered
for each VC.

MEASURED PERFORMANCE ON CREDITNET EXPERIMENTAL SWITCHES

ATM-layer credit-based flow control resolves some TCP performance problems over ATM networks when
packets are lost because of congestion [16]. The bottleneck switch no longer discards data when it runs out of
buffer memory and possibly causes TCP to endure lengthy time-out periods. Instead, it withholds credit from the
switches and/or hosts upstream from it, causing them to buffer data rather than sending it. This backpressure can
extend all the way back through a network of switches to the sending host. The effect is that a congested switch
can force excess data to be buffered in all the upstream switches and in the source host. Data need never be lost
because of switch buffer overran. Thus, if TCP chooses a window that is too large, the data will simply be buffered
in the switches and in the host; no data loss and retransmission time-outs will result.

Table 2 compares the useful bandwidths achieved with and without credit-based ATM-layer flow control in
the configurations shown in Figure 15. For the flow-controlled cases, the switch has 100 cell buffers (4800
payload bytes) reserved per-VC. For the non-flow-controlled cases, the switch has 682 (32 payload kbytes) cells
of buffering per-VC. Recall that for the configuration in Figure 15 the slow link can deliver at most 5.7 payload
Mbps, and the fast link 17. Thus in both the one TCP and two TCPs cases, TCP with credit-based flow control
achieves its maximum-possible bandwidth.

Using a configuration similar to that shown in Figure 15 (b), experiments involving one TCP and one UDP,
instead of two TCPs, have also been carded out. A typical measured result is as follows. When ATM-layer credit-
based flow control is used, UDP gets its maximum bandwidth limited only by the source, while TCP gets
essentially the remaining bandwidth of the bottleneck link between the two switches. However, when credit-based
flow control is turned off, TCP's throughput drops significantly and the total utilization on the bottleneck link by
both TCP and UDP is reduced to less than 45 percent. Thus, when competing with UDP, TCP with ATM-layer
flow control can keep up its throughput even though UDP does not reduce its bandwidth during network
congestion.

TABLE 2 Measured Total Bandwidth Achieved with and without ATM-Layer Credit-based Flow Control, for the
(a) and (b) configurations of Figure 15

Without ATM-Layer Flow Control With ATM-Layer Flow Control
(a) One TCP 0.1 Mbyte/sec 5.7 Mbyte/sec
(b) Two TCPs 0.2 Mbyte/sec 5.7 Mbyte/sec
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Figure 16 Measured switch buffer occupancy when one TCP scuds into a slow link, as depicted in Figure 15 (a), with
credit flow control turned on.

Figure 16 shows how much switch buffer space is used when one TCP sends into a slow link with credit flow
control turned on, for the configuration depicted in Figure 15 (a). The flow control system makes sure that enough
cells are always buffered that it can keep the output link busy, but never much more than that. The large
oscillations correspond to packet boundaries.

Summary and Concluding Remarks

Although the cost of memory has been dropping over the years, the speed of networks and the potential
number of simultaneous applications sharing a network have also been increasing. The brute-force way of simply
enlarging buffers to avoid data loss will quickly become technically and economically impractical.

Traffic management is therefore essential. For data applications, we need to ensure no loss due to congestion,
high utilization, and fairness, regardless of traffic patterns. This kind of guarantee may be a requirement, not just a
luxury, in order to provide acceptable service under harsh conditions expected in real-world data traffic.

The most visible sign of network overload due to traffic bursts is usually buffer exhaustion. Credit flow
control directly controls buffer allocation and monitors its usage.

Analysis, simulation, and actual experiments on switching hardware have shown that credit flow control can
work well over a wide range of network conditions. At one extreme, static allocation of buffers is simple and
provides the guarantee. The adaptive credit flow control system can reduce memory requirements to just a few
round-trip times' worth of cells, while maintaining no loss and high performance. Thus, a credit system can
provide good performance even if future networks are nothing like those currently predicted. Credit flow control is
an existence proof that control of congestion can enforce a guarantee of no data loss.

As our field experience with ATM networks expands, we will have much to learn, especially about the
interaction of ATM flow control with higher-lever protocols. Future research in congestion control should explore
the patterns of real traffic on high-speed networks. Working prototypes of the competing flow control systems
should be compared. Without such experience it is not possible to make proper trade-offs between performance
and cost.

Copyright © National Academy of Sciences. All rights reserved.
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