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Preface

Information derived from climate modeling has become increasingly im-
portant in recent years. Seasonal-to-interannual forecasts of the global
aspects of El Nifio/Southern Oscillation (ENSO) have been made and
have proven valuable in both public and private applications.

1. Patterns of global climate, especially the North American/Arctic
Oscillation and the Pacific Decadal Oscillation, have been shown to
strongly affect regional climate, raising questions about the mechanisms
and the predictability of these patterns.

2. Long-term climate change and the response of the climate to the
anthropogenic emissions of radiatively active gases and constituents have
been intensively studied over the last thirty years, with the results being
scrutinized to evaluate possible mitigation and adaptation.

3. Regional assessments of climate variability and change have be-
gun and this has led to an increasing awareness of the intricate interac-
tions of the physical climate, ecological systems, and human institutions.

More and more we understand that climate variability and change
impacts society and that dealing with climate-related disasters, conflicts,
and opportunities requires the best possible information about the past,
present, and future of the climate system.

It is in this context that the National Research Council (NRC) report
Capacity of U.S. Climate Modeling to Support Climate Change Assessment
Activities (NRC, 1998a) pointed out that the United States now lags be-
hind other nations in its ability to model the climate. At a time of in-

X
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creased need came a message of decreased capacity. This present report is
a response, a first response, to that report.

To address the issues involved in improving this situation, the NRC
empanelled the authors of this report and charged them with examining
the computer and human resource issues involved in assessing U.S. cli-
mate modeling needs, especially at the high-end of modeling. The panel
itself represented a wide range of expertise in climate and climate model-
ing, but to supplement its expertise a survey was conducted to gain an
appreciation of the magnitude of the issues and to elicit opinions from the
modeling community about our present plight and possible solutions. A
general meeting of modelers was held at the National Academies on Au-
gust 21, 2000, to further hear the concerns of the climate modeling com-
munity. Considering all these sources of input, the panel deliberated its
recommendations and produced this report.

The panel recognizes that one of the most important inadequacies of
this report is its inability to place climate modeling fully in the context of
the panoply of issues arising from the interaction of physical climate,
ecosystems, and human institutions The problem is just too big, as was
illustrated in a previous NRC report (NRC, 1999a—'Pathways’). The panel
hopes that this broader context will be recognized and will continue to be
addressed in the future.

The discussion of computer architectures reflects the updated infor-
mation available during panel deliberations and report preparation. Be-
cause the field of computer technology is fluid and rapidly evolving,
upgrades in computing systems, such as NCEP’s recent acquisition of an
IBM Power-3 Winterhawk-II, which occurred after the preparation of the
report, are not reflected in the report’s summary data on computer perfor-
mance (e.g., Table 3.1). The panel does not believe that such upgrades
would change its overall findings or recommendations.

The panel would like to acknowledge the dedicated industry of Dr.
Alexandra Isern, Dr. Vaughan Turekian, and Mr. Carter Ford, without
whom the production of this report would have been impossible.

E. S. Sarachik
Chair
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Executive Summary

BACKGROUND AND CHARGE

The U.S. research community is a world leader in the study and under-
standing of climate and climate variability. Modeling capabilities are being
applied to the study of anthropogenic impacts on the climate system, such
as those resulting from additions of radiatively active constituents to the
atmosphere, and from slow natural variations of climate. Short-term cli-
matic variations, such as those occurring with the El Nifio/Southern Oscil-
lation, are becoming better understood and may be increasingly predict-
able as a result of the observations and modeling by this community.

This skill of predicting short-term climate variations and the informa-
tion gained to better understand natural variability and the response to
natural and anthropogenic perturbations is of great societal, ecological,
and economic value for future planning. Recently a key use of climate
models has been the production of legally mandated climate assessments
(the U.S. National Assessment) and assessments required by international
agreement (the assessments of long-term climate change performed by
the Intergovernmental Panel on Climate Change and the Ozone Assess-
ments called for by the Montreal protocols). Regional assessments to char-
acterize climate impacts on a more local scale are increasingly in use, as
they become valuable for planning purposes in both the public and pri-
vate sectors.

Recognizing the societal importance of climate modeling, the National
Oceanic and Atmospheric Administration (NOAA) and the National Sci-
ence Foundation (NSF) requested the Climate Research Committee (CRC)
of the National Research Council (NRC) to investigate the current state of

1
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2 IMPROVING THE EFFECTIVENESS OF U.S. CLIMATE MODELING

U.S. climate modeling and its ability to meet these assessment demands.
In response to the request, the NRC produced a report entitled Capacity of
U.S. Climate Modeling to Support Climate Assessment Activities (NRC, 1998a).
This report evaluated allocation of resources to high-end modeling and
whether these resources were being used effectively. The CRC found that
“insufficient human and computational resources are being devoted to
high-end, computer intensive, comprehensive modeling, perhaps, in part,
because of the absence of a nationally coordinated modeling strategy.”
This present study focuses on the challenges posed in the 1998 report and
as specified in the statement of task given to the panel.

The purpose of this study is to provide relevant federal agencies and
the scientific community with an assessment of the nation’s technical
modeling needs and a vision of how government, interacting with the rest
of the scientific community, can optimize the use of modeling talents in
the United States. This study addresses the challenges posed in the Cli-
mate Research Committee’s 1998 report, Capacity of U.S. Climate Modeling
to Support Climate Change Assessment Activities. In pursuit of these objec-
tives, the panel:

1. Examines the major types of climate modeling, paying particular
attention to both the similarities (e.g., potential synergisms) and unique
characteristics of each. Specific issues to be addressed include model con-
struction and testing, data input and archival, ensemble simulation, inter-
rogation and diagnostics, evaluation, and operational utilization.

2. Describes the computational and human resources required to ef-
fectively conduct climate modeling in the United States to meet the needs
of the climate applications, policy, and scientific communities. This evalu-
ation will include consideration of shifts in computational architectures
and potential for, and cost of, improvements in model codes. It will also
consider the utilization of common climate modeling tools, protocols, and
data, and the availability of cooperative opportunities between different
scales of modeling effort and institutions.

3. Quantitatively assesses the computational and human resources
that are presently directed toward climate modeling in the United States.

4. Describes ways in which the efficacy of the U.S. climate modeling
enterprise might be improved, given the current needs and resources. The
report will define a set of issues that are fundamental to the enhancement
and sustenance of climate modeling in the United States.

CLIMATE MODELS AND OBSERVATIONS

Climate models are mathematical representations of the major sys-
tems (atmosphere, ocean, land, snow, and ice) whose interactions deter-
mine climatic means and climate variability. For the most complex mod-
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EXECUTIVE SUMMARY 3

els, components of the climate system are linked, or coupled, using algo-
rithms describing the connections between these systems. Due to limita-
tions in resolution such components as radiation, clouds, and turbulent
processes are generally unresolved in climate models and therefore re-
quire separate numerical representation. Although the climate compo-
nents in these models can be separately built and evaluated, the nature of
their coupling determines the behavior of the climate model. To evaluate
model realism, model outputs are compared to each other and to environ-
mental observations. The results of these comparisons form the basis for
changes to model code, which improve the mathematical representation
of physical processes.

Model simulations can be used for short-term environmental pre-
diction, climate prediction, and assessment of future climatic responses
to anthropogenic forcing. They can be combined with observations to
produce model-assimilated data sets, and to design and improve cli-
mate observing systems. Atmospheric analysis through the assimilation
of weather data into weather forecast models, and the need to downscale
and interpret the output of climate data to the local region, provides
a continual and necessary interaction between climate modeling and
weather modeling. Because models are tested and improved through
comparison to observational data, progress in modeling and observa-
tions are interdependent. An effective and integrated system for pro-
ducing and delivering climate information needs to be supported by
data collected from a dedicated climate observing system. Because the
present atmospheric observing system was built primarily for weather
prediction, and as such is subjected to major changes in time, it is inad-
equate to unambiguously detect and monitor climate change. With-
out regular and systematic analysis of parameters controlling the cli-
mate system, it is impossible to clearly document climatic variability
and long-term climate trends. The panel therefore notes that the lack of
a suitable sustained observing system for climate limits progress in cli-
mate modeling.

COMPUTING RESOURCES

The building of parameterizations of individual model elements; the
running of uncoupled atmosphere, land, and ocean models; and the diag-
noses and analyses of coupled climate model outputs can be accomplished
at the workstation level. The integration of the components into compre-
hensive coupled climate models, the running of these coupled models,
and the integration of global data with models can be attained only by
using the very highest end of supercomputers.

The panel concludes that sustained computational capabilities of 10-
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4 IMPROVING THE EFFECTIVENESS OF U.S. CLIMATE MODELING

100 Tflops! would meet the needs of the different types of climate model-
ing; this capability is almost attainable using present technology. The
potential for using this capability to achieve adequate throughput is de-
termined by the efficiency of a given model code on the available super-
computer architecture (parallel vector processors and massively parallel
commodity processors). The panel concludes that parallel vector comput-
ers provide superior processor speeds, greater usability, and lower hu-
man resource requirements; however, the massively parallel commodity
processor machines are currently the only ones that can be purchased in
the United States. The primary drawback to a massively parallel architec-
ture is that the speed at which climate modeling code will run on a large
number of parallel processors does not linearly increase with the number
of processors but is controlled by Amdahl’s law. This law essentially
states that incomplete parallelization of model code creates significant
computational inefficiencies and reduces the speed at which that code is
run on a large number of processors. Even perfectly written code must
deal with the irreducibly sequential underlying dynamics so that there
is an absolute theoretical limit with massively parallel machines to the
speedup factor possible over the speed of a single processor. This limit is
far less than the theoretical maximum based on the number of processing
elements.

As part of this study a survey was conducted to quantitatively assess
the computational and human resources presently directed toward cli-
mate modeling in the United States. The survey responses indicated that
access to increased computational power is desired across all modeling
scales but is most apparent at the highest end. Smaller and intermediate-
size modeling groups are able to accomplish modeling undreamed of a
generation ago, but they expressed the desire for increased access to
supercomputing facilities. A recurrent theme in the survey results was
the difficulty of hiring and retaining computer technologists because of
extraordinary competition from the information technology sector.

The survey also provided information on supercomputing capabili-
ties for climate modeling in the United States. With the exception of a few
centers devoted to prediction, most of the computational load in existing
centers is devoted to modeling for research purposes. Computing capa-
bilities at large modeling centers have sustained speeds between 10 and
100 Gflops (with most being toward the lower end of the range) on actual
model codes using massively parallel processing systems. These systems
enable present coupled climate models to be run for hundreds of model
years at resolutions of 300 km in the atmosphere and approximately 100

lComputer speed is frequently measured in units of “floating operations per second”, or
flops. Megaflops (Mflops) indicates a speed of a million operations per second. Gigaflops
(Gflops) equal 1000 Mflops, Teraflops (Tflops) equal 1000 Gflops.
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km in the ocean. One of the major problems faced by large modeling
centers is the conversion of existing model codes, previously optimized
for machines using small numbers of vector processors, to those that can
efficiently run on parallel architectures. The scarcity of human resources
in information technology further compounds this problem.

RESEARCH AND OPERATIONS

During the panel’s examination of measures to improve the effective-
ness of U.S. climate modeling, a distinction between modeling in response
to societal need (“operational” modeling) and modeling for research arose
from the necessarily differing roles played by the research community in
each. Societal requirements for the regular delivery of useful climate in-
formation products places demands on the research community that are
difficult to meet because of insufficient resources, the lack of research
organization capable of concentrating the resources needed to respond to
these demands, and an inappropriate management structure to carry out
the regular and systematic production of products. Although operational
modeling depends on research for its success, by itself, it is not a research
activity and cannot be well addressed in a research culture. The panel
concluded that the present research infrastructure spread among many
research agencies, each operating in its own interests according to its own
culture, is not capable of responding to the modeling demands of regular
assessment and prediction, nor is the management structure of the
U.S. Global Change Research Program (USGCRP) able to instill such a
culture or otherwise provide the focus required for regular climate prod-
uct production.

Analogous to operational weather forecasting, centralized climate
modeling activities and the maintenance of a climate observing system
should exist outside the research domain but should have a close interac-
tion with the research community. The beneficial interaction between re-
search and operational climate modeling communities requires that dif-
ferent groups be able to run a variety of models, interchange model
components and parameterizations, and compare output and observa-
tional data in common formats. This “Common Modeling Infrastructure”
is defined as a set of standards, protocols, and associated tools for physi-
cal parameters, model codes, file formats, diagnostics, visualization, and
data storage, as well as an ‘exchange infrastructure” that fosters efficient
collaboration among modeling groups.

The state of the climate system can only be defined using sustained
observations of critical components of the climate system. Observational
data assimilated into a comprehensive coupled climate model will enable
the verification and enhancement of model code to produce accurate and
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continual climate analysis. From panel deliberations and acknowledg-
ments of the robust linkages between research, observations, and climate
modeling, the panel endorses previous NRC reports (NRC, 1998b, 1999a,
1999b, 1999¢, 2000a, 2000b) that called for the development of a sustained
climate observing system.

RECOMMENDATIONS

Based on panel expertise, input from a one-day workshop held as
part of this study, and from a survey distributed to large, intermediate-
size, and small climate modeling centers, the panel makes the following
recommendations.

The Need for Centralized Operations

Recommendation 1: In order to augment and improve the effectiveness
of the U.S. climate modeling effort so that it can respond to societal needs,
the panel recommends that enhanced and stable resources be focused on
dedicated and centralized operational activities capable of addressing
each of the following societally important activities:

1. short-term climate prediction on scales of months to years;

2. study of climate variability and predictability on decadal-to-cen-
tennial time scales;

3. national and international assessments of anthropogenic climate
change;

4. national and international ozone assessments;

5. assessment of the regional impacts of climatic change.

The Need for Open Access to the Most
Appropriate Computer Architecture

Recommendation 2: The panel recommends the adoption of a scientific
computing policy ensuring open access to systems best suited to the needs
of the climate modeling community.

Recommendation 3: Researchers should have improved access to mod-
ern, high-end computing facilities connected with the centralized opera-
tional activities discussed in Recommendation 1. These facilities should
be sufficiently capable to enable comprehensive study of the climate sys-
tem and help develop models and techniques to address relevant high-
end climate modeling problems.
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The Need for a Common Modeling Infrastructure

Recommendation 4: In order to maximize the effectiveness of different
operational climate modeling efforts, these efforts should be linked to each
other and to the research community by a common modeling and data
infrastructure. Furthermore, operational modeling should maintain links to
the latest advances in computer science and information technology.

Human Resource Needs in Support of Climate Modeling Activities

The climate modeling community faces a severe shortage of qualified
technical and scientific staff members, who, because of high salaries and
incentives, find the high-tech industry more desirable than the research
and operational modeling centers. (Some overseas groups, such as the
European Centre for Medium-range Weather Forecasts (ECMWE), have
overcome this difficulty by offering lucrative salary packages that U.S.
modeling groups have been unable to match.) A further complication is
the dependence of university-based modeling groups on the vagaries of
short-term funding for employee salaries. The state of affairs also affects
graduate programs, wherein universities see many students accepting
attractive offers from private industry prior to completion of their de-
grees. This strain on human resources has resulted in declining graduate
enrollments in all areas of the climate sciences and in the growing dispar-
ity in the quality of life of scientists—especially young ones—and their
private sector counterparts.

The shortage of highly skilled technical workers is, however, not unique
to the climate modeling community; it is part of a larger shortage affecting
nearly all areas of science and engineering except those with strong link-
ages to the private sector. The complexity of the problem and the lack of
expertise on the panel to address this issue precludes this panel from mak-
ing any specific recommendations related to human resources.

Institutional Arrangements for Delivery of Climate Services

Recommendation 5: Research studies on the socio-economic aspects of
climate and climate modeling should be undertaken at appropriate insti-
tutions to design the institutional and governmental structures required
to provide effective climate services. This assessment should include:

1. an examination of present and future societal needs for climate
information;

2. a diagnosis of existing institutional capabilities for providing cli-
mate services;

3. an analysis of institutional and governmental constraints for sus-
taining a climate observing system, modeling the climate system, com-
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municating with the research community, and delivering useful climate
information;

4. an analysis of the human resources available and needed to accom-
plish the above tasks;

5. an analysis of costs and required solutions to remove the con-
straints in accomplishing the above tasks;

6. recommendations on the most effective form of institutional and
governmental organization to produce and deliver climate information
for the public and private sectors.

VISION FOR THE FUTURE

The panel envisions an operational entity or entities that would create
and deliver climate information products of benefit to society. This entity
would not only concentrate resources on the needed modeling activities
but would also establish and maintain a climate observing system to de-
velop and test climate models and make available climate information for
public and private use. Researchers would interact with this group to
develop, diagnose, and improve models and observational systems. This
interaction would provide the research community with otherwise unob-
tainable resources and result in enormous benefits and a sound founda-
tion for future improvements.
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Questioning the Effectiveness of
U.S. Climate Modeling

Over the last 30 years, data have revealed that the global climate is
naturally variable on many time scales (ranging from years to centuries
and longer) and may be changing in response to anthropogenic inputs of
radiatively active gases. The public and private sectors have become in-
creasingly concerned with the potential impacts of this change. In re-
sponse, the research community has been working to provide societally
beneficial information (e.g., NRC, 1999d), which has led to dramatic in-
creases in requests for climate information products, particularly those
that can be used to understand the impacts of climate changes and evalu-
ate strategies for dealing with them. Mathematical models based on the
laws of environmental physics and sound scientific measurements are the
primary tool that can be used to provide these products. When coupled
with descriptions of the social, political, technical, and economic impacts,
these models have the potential to predict future socio-economic changes
resulting from climate changes (e.g., Nordhaus and Boyer, 2000).

Recognizing the societal importance of climate modeling, the Na-
tional Research Council published a report entitled Capacity of U.S. Cli-
mate Modeling to Support Climate Assessment Activities (NRC, 1998a). This
report evaluated the allocations of resources to high-end climate model-
ing and whether these resources were being used effectively. The full text
of the Executive Summary of this report is given in Appendix B. The
report concluded that, while small- and intermediate-scale climate mod-
eling in the United States is effective and enjoying both national and
international prominence, climate modeling at the highest end is lagging
because of a lack of coordination among agencies, a lack of human and

9
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computer resources devoted to the highest end of modeling, and a lack of
an integrated national strategy for high-end modeling efforts. It further
concluded that (1) the United States lags behind other nations in its ability
to model long-term climate; (2) it is inappropriate for the United States to
depend on other countries to provide high-end climate modeling capa-
bilities; and (3) this dependence should be redressed by improving the
capabilities within the United States. Finally, it concluded that “to facili-
tate future climate assessments, climate treaty negotiations, and our un-
derstanding and predictions of climate, it is appropriate to develop
now a national climate modeling strategy that includes the provision of
adequate computational and human resources and is integrated across
agencies.”

This present study focuses on the challenges posed in the 1998 report
(NRC, 1998a) as specified in the statement of task given to the panel (Box
1-1).

To address these tasks, the Panel on Improving the Effectiveness of
U.S. Climate Modeling met three times and held a one-day workshop

Box 1-1
Statement of Task

The purpose of this study is to provide relevant federal agencies and the scien-
tific community with an assessment of the nation’s technical modeling needs and
a vision of how government, interacting with the rest of the scientific community,
can optimize the use of modeling talents in the United States. This study will thus
address the challenges posed in the Climate Research Committee’s 1998 report,
Capacity of U.S. Climate Modeling to Support Climate Change Assessment Activ-
ities. In pursuit of these objectives, the panel will produce a report that:

1. Examines the major types of climate modeling, paying particular attention
to both the similarities (e.g., potential synergisms) and unique characteristics of
each. Specific issues to be addressed include: model construction and testing,
data input and archival, ensemble simulation, interrogation and diagnostics, eval-
uation, and operational utilization.

2. Describes the computational and human resources required to effectively
conduct climate modeling in the United States to meet the needs of the climate
applications, policy, and scientific communities. This evaluation will include con-
sideration of shifts in computational architectures and potential for and cost of
improvements in model codes. It will also consider the utilization of common cli-
mate modeling tools, protocols, and data, and the availability of cooperative op-
portunities between different scales of modeling effort and institutions.

3. Quantitatively assesses the computational and human resources that are
presently directed toward climate modeling in the United States.

4. Describes ways in which the efficacy of the U.S. climate modeling enter-
prise might be improved, given the current needs and resources. The report will
define a set of issues that are fundamental to the enhancement and sustenance of
climate modeling in the United States.
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with approximately 50 participants from the climate modeling commu-
nity. This workshop was designed to gather information on community
perceptions of the current state of climate modeling and possible re-
sponses (Appendix F). To quantitatively assess the computational and
human resources presently directed towards U.S. climate modeling, two
surveys were developed (Appendixes C and D). One survey was sent to
large! and intermediate-size? modeling centers and one was sent to
modelers who conducted workstation® scale modeling (“small” in the
words of NRC, 1998a). Survey responses are tabulated in Appendix E.
Issues related to climate modeling have been the focus of a number of
recent reports (summarized in Appendix H). The key issues and concerns
arising from these reports that helped structure this study include:

1. the lack of adequate access to high-end computing by the climate
modeling community;

2. the scarcity of human resources applied to computational and sci-
entific research problems;

3. the difficulty of matching the financial rewards offered by private
industry;

4. the lack of appropriate software available to optimize performance
on the new generations of massively parallel computers;

5. the lack of software standards and protocols for building different
climate models and the absence of uniform computer and observational
data-archiving standards, which inhibits exchange of useful information;

6. the need for uniform criteria with which to judge climate models;

7. the need for widely available standard software tools to diagnose
and compare climate model output;

8. the need for a strong interaction between observations of the cli-
mate system, research into fundamental climate processes, and integra-
tive climate modeling.

Traditionally, climate modeling has been devoted to perfecting the
understanding of the climate system. This has been done by the climate
research community through competitive proposals that required little
interagency coordination and no general strategy for success. Increas-
ingly, however, modeling efforts have been directed towards the produc-

n this document a large or high-end effort is one using a global, coupled T42 (2.8° x
2.8°) atmospheric / 2° x 2° oceanic model (or finer resolution) for centennial-scale simula-
tions of transient climate change.

2In this document an intermediate center is one using a global, stand alone atmospheric
climate model at T42 (2.8° x 2.8°) resolution.

3Tn this document a small modeling center is that which uses a global, stand alone atmo-
spheric climate model at R15 (~4.5° x 7.5°) resolution.
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tion of climate information products in response to the societal demands.*
The interaction between researchers and users is then critical to determin-
ing what ought to be predicted and the limits and uncertainties of the
predictions (Hooke and Pielke, 2000). The prediction products would
then provide information and support decisions about agriculture, en-
ergy, health, transportation, food aid, disaster response, and other cli-
matically influenced activities. This desire for information products and
climate change assessments has been a primary motivator for increasing
the accuracy of climate model outputs, particularly those modeling the
climatic response to anthropogenically produced, radiatively active con-
stituents. Similarly, advances in the ability to predict seasonal-to-
interannual climate variations associated with the El Nifio/Southern Os-
cillation have led to public and private demands for skillful predictions
and for research on better ways of using the information (NRC, 1999c¢).

Increased societal demands for climate information products have
had significant impacts on the research community, which, both by lim-
ited capacity and by culture, is increasingly unable to respond to these
demands. Because the need for climate model products affects the current
state of climate modeling science, a discussion of the impacts of these
demands on the research community is included in this report. This situ-
ation is organizationally similar to that in the weather arena, where daily
and weekly forecasts are provided for widespread public and private use
by a service organization dedicated to that task, rather than by solicitation
of proposals from the weather research community. The production
of operational products in the weather community provides an organi-
zational and institutional paradigm that can be applied to the climate
situation.

This report will analyze the present capability for climate modeling in
the United States, the current ability to respond to assessment, and pre-
diction requirements. It will describe the new requirements being placed
on high-end climate modeling and discuss the computer, human, and
organizational resources needed to respond to these requirements. This is
followed by findings and recommendations designed to improve the abil-
ity of the climate community to meet these new challenges. The report
ends with a vision for how climate research, global observations, and
comprehensive climate modeling could be combined for the benefit of
science and society.

4The term “demand” is not used in this report in the strictest economic sense. Addition-
ally, references to societal demands, imperatives, and needs in this report are based on
panel members’ individual experiences and interactions with specific societal uses as well
as the perceptions of potential users of a broad range of climate modeling products and
services. These terms also reflect the increased reliance of regional and national assess-
ments on climate models. This latter point is addressed further in chapter 4.
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Climate Models, Observations, and
Computer Architectures

2.1 MODEL CONSTRUCTION

The internal cycling of the different elements in the Earth system and
their interaction and feedback with the other elements ultimately creates
climate. Creating models that characterize climate requires information
about the various subcycles in order to characterize the interactions and
feedbacks (Box 2-1) and the resulting amplification or dampening influ-
ences on the climate. Individual boxes and arrows (Figure 2-1) are useful
for demonstrating how the integration of the individual elements of the
environmental system ultimately produces a model for climate.

In general, each component of the climate system (atmosphere, ocean,
land, ice) is modeled separately. Oceanographers build models inputting
such information about the oceans as bottom and coastal topography,
total amount of water and total salt content. In response to time-depen-
dent inputs of freshwater (as rainfall and river runoff), momentum fluxes,
and heat fluxes at the surface the models calculate the distribution of
salinity, temperature, momentum (currents), density, and sea ice in the
oceans over time.

Similarly, atmospheric scientists build models of the atmosphere in-
corporating surface geography and orography and the amount and distri-
bution of gases in air (N,, O,, CO,, H,O and the more minor gases). In
response to the input of radiation from the sun, to boundary conditions of
specified time-dependent sea-surface-temperature (SST) and land surface

13
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Box 2-1
Feedbacks in Climate Models

Feedbacks in the climate system occur when the output from one component is
input into a second component, which then generates an output altering the first
component. For example, increasing ambient air temperatures cause higher sea-
surface temperatures, which result in decreased CO, dissolution into the oceans,
leading to higher atmospheric CO, concentrations, which increases ambient air
temperature. Climate models are constantly adjusted to account for the multiple
non-linear feedbacks, which are common in nature.

type, and to the distribution of industrial and other anthropogenic aero-
sols and gases, the atmospheric models calculate:

1. the time-dependent distribution of temperature and pressure,
2. momentum (winds),

1
Heating
Clouds
Winds
Temperature |
Precipitation
Evaporation ]4—
Tr. Znsfer of Transfer of
Atmosphere nergy Momentum
Ocean
y Currents
Temperature

FIGURE 2-1 A representation of the major coupling mechanisms between the
atmosphere and ocean subsystems. The processes in the shaded area are being
developed offline. (Figure adapted from McGuffie and Henderson-Sellers, 1997.
“A Climate Modelling Primer.” Figure 1-3 John Wiley and Sons, New York.)
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. precipitation,

. cloudiness,

. humidity,

. radiation within the atmosphere and at the lower boundary,
. the total infrared radiation escaping to space.

N OO W

Land specialists build models containing factors influencing the dis-
tribution and runoff of water on the surface, soil moisture, the growth of
vegetation (which in part determines land albedo, the amount of evapo-
transpiration, and the uptake of carbon dioxide) and include the geogra-
phy and topography of the land surface. In response to time-dependent
inputs of radiation, water, gases, and winds from the atmosphere, the
models calculate the time-dependent temperature, vegetation type, soil
moisture, snow cover, and runoff. Modeled biogeochemical cycles de-
scribe the exchange of carbon, constituents of nitrogen and sulfur be-
tween the biosphere, ocean, and atmosphere.

These different component models are incorporated into the climate
models, which use the interaction and feedbacks among the different
cycles to describe the temporal state of the climate. For example, fluxes of
water and momentum delivered from the atmosphere to the ocean in part
determine the sea-surface temperature, which in turn influences the at-
mospheric temperature. The coupling of these components forms a global
climate model.

One of the goals in climate modeling is to calculate the properties and
evolution of the climate system in response to forcings, which represent
the external changes in the components of the system, affecting climate.
Changes in solar output, the effective changes in solar radiation reaching
Earth caused by alterations in the orbital parameters of Earth, and change
in volcanic emissions of aerosols are clearly forcings external to the cli-
mate system. External forcings include those that are specified even when
they are internal to the climate system. Thus, specified changes in the
chemical composition of the atmosphere leading to alterations to the in-
coming or outgoing radiation are forcings within the climate system, but
because they are specified rather than calculated, they are treated as ex-
ternal forcings. Forcings have both a natural and anthropogenic compo-
nent (Box 2-2).

2.2 OBSERVATIONS AND CLIMATE MODELS

Most of the information about the climate system derives from obser-
vations taken for purposes other than climate. For example, operational
measurements of atmospheric temperature and humidity are routinely
taken by a variety of means for the purpose of weather forecasting. Be-
cause the period of interest is very short (up to about 10 days), constant
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Box 2-2
Humans and Climate Forcings

Over the past 30 years, there has been increasing interest related to the role of
humans in climate. Humans produce large amounts of gases and aerosols such
as CO,, soot carbon, and SO42' aerosols that are capable of altering the radiation
budget both directly and indirectly. Additionally, land-use practices alter the distri-
bution of vegetation on continents thereby changing the albedo, or reflectivity, of
the land surface. The impact of human activities on climate is strongly debated in
both the scientific and political communities. One of the goals of climate modeling
is to quantify the role of humans in forcing climate change.

changes in the models and observing systems are made to improve the
forecasts, but any change introduced into the system will cause a discon-
tinuity that can be confused with a climate change. Also, cost saving
measures for weather observations can put long time series, of major
value for climate, in jeopardy. It was a conclusion of NRC (1999b) that our
current ability to adequately document climate change was compromised
by an observing system unsuitable to the task.

The basic properties required of a climate monitoring system as enu-
merated in NRC (1999b) were:

1. Changes to an observing network should be assessed in terms of
the effects on climatic time series.

2. Any replacement instruments should be overlapped with the old
ones for an appropriate period of time.

3. Metadata which documents the instruments and procedures should
be kept and archived along with the data.

4. Data quality and homogeneity should be assessed as part of rou-
tine operating procedures.

5. The data should be used in environmental assessments of various
types so that it will be constantly examined.

6. Historically important time series within the observing system
should be maintained and protected.

7. Data poor or otherwise unknown or sensitive regions should re-
ceive special priority.

8. The entire system should be designed with climate and weather
requirements in mind.

9. Commitment to old systems and a transition plan from research to
operations needs to be a part of the system.

10. Every effort should be made to facilitate access and use of the
data by national and international users.
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A climate observing system is inadequate when it either fails to mea-
sure climatically important quantities or when the measured quantities do
not satisfy the 10 properties above. By this standard there is not an ad-
equate climate observing system. The existing weather observing system
does not satisfy the 10 principles. Some important climatic quantities, such
as subsurface ocean temperature and salinity, land soil moisture, and the
concentrations of specific atmospheric species such as the hydroxyl radical,
are either measured inadequately or are not measured at all.

An effective integrated system for producing and delivering climate
information has as one of its major elements the climate observing sys-
tem. To the extent our vision of coupled climate observations, high-end
modeling, and research is the proper one, and to the extent that the rela-
tionships between the elements are as important as the elements them-
selves, one cannot solve the high-end modeling problem without solving
the sustained climate observations problem. Because observations cost an
order of magnitude more and the infrastructure to maintain sustained
observations is again an order of magnitude more than any likely model-
ing infrastructure, the problem of producing and delivering climate infor-
mation is, to first order, one of creating and maintaining a climate observ-
ing system.

Improving Climate Models with Observations

Climate models are built using our best scientific knowledge of the
processes that operate in the atmosphere, ocean, land, and cryospheric
systems, which in turn are based on our observations of these systems.
Climate models and their gradual improvement therefore arise from the
totality of the research enterprise, which can be diagrammed as shown in
Figure 2-2. The climate system is observed, and on the basis of these
observations, physical processes (e.g., the radiative and other thermal
processes that determine the temperature) and the large-scale structure of
the component systems are understood. Models of the component sys-
tems are constructed and compared to observations. When disagreements
between models and observations are noted, model processes are im-
proved, perhaps by performing field studies devoted to a single process
(e.g., clouds) or perhaps to acquire a detailed set of observations of a set of
interacting processes by which to improve the details of component mod-
els. The state and accuracy of climate models depends on the state of all
the elements of Figure 2-2. It is in this sense that climate models contain
our accumulated wisdom about the underlying scientific processes and
can be no better than our observations of the system and our understand-
ing of the processes that interact to form the climate.

Weather forecasting provides an example of a process for improving
climate modeling based on the interactions of the elements in Figure 2-2.
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FIGURE 2-2 Modeling paradigm.

Sustained global observations of the atmosphere have been taken for the
last 50 years in support of weather forecasting. These observations are
assimilated into a global atmospheric model, and an analysis of the cur-
rent state of the atmosphere is performed in order to initialize a weather
forecast. The skill of the forecast is primarily determined by the accuracy
of this initial analysis, which in turn depends on the coverage of the
observations, the quality of the observations, the accuracy of the models,
and the accuracy of the data assimilation scheme.

The sequence of twice (or four times) daily analyses is normally what
researchers consider “data,” but it is as close to an optimal blend of obser-
vations and model output as current science allows. Thus, weather pre-
diction is the arena in which observations used to define climate are taken
and archived, ultimately forming the basis for our knowledge of the cli-
mate of the interior of the atmosphere. Hollingsworth et al. (1999) have
articulated the advantage of linking observations with forecasting; “The
forecast centre’s ability to compare every single instantaneous observa-
tional measurement with a forecast of that measurement is a powerful
scientific resource.” This resource can be employed to improve the pa-
rameterization of processes in models, and to gauge the adequacy of the
observing system ultimately improving the forecast models, and the skill
of weather forecasts. A similar method to improve the parameterizations
of processes consists of confronting models with data taken from field
programs designed to illuminate physical processes not adequately re-
solved by routine weather observations. Combinations of the two meth-
ods can be used.
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2.3 PURPOSES OF CLIMATE MODELING

Climate models are employed for a number of different purposes.
Climate models as close to comprehensive as possible can be used to
simulate the climate system. The model can be run for a long time and its
annual cycle and variability about that annual cycle assessed. Once the
model has proven itself in this simulation mode, simulations can be per-
formed on the climate model, which clearly could not be performed on
the climate. For example, the climate model can be used to simulate the
response of the climate model to external changes, such as to the solar
constant or to volcanic eruptions. The most common type of assessment is
to increase the concentrations of carbon dioxide in a model according to
the measured increase over the last 45 years and inferred increases before
that. The response of the climate system to these changes, with or without
external changes, can then be compared to the observed changes in order
to infer the causes of whatever climate change has occurred. The climate
model can then be run into the future to either examine the response to
projected increases in the concentrations of radiatively active constituents
or, in the case of comprehensive climate models, to examine the response
to projected emissions of radiatively active constituents.

Coupled climate models can be used to probe for predictability on
short time scales (months to years) when some data exists. Ideally, a
coupled assimilation is performed using past data to achieve an initial
analysis of the state of the coupled atmosphere-ocean-land system, and
the system is allowed to run freely to give a (retrospective) prediction of
the state of the climate. Because the data exists for the prediction period,
these hindcasts can be used to determine what the skill of prediction
would have been over a long series of forecasts if they had taken place
prospectively instead of retrospectively. Once skill in hindcast mode is
demonstrated, coupled climate models can be used to predict the climate
a season to a year in advance.

Coupled climate models can be used to probe for predictability in the
climate system on longer time scales when no observational data exists. A
long simulation can be run and the model output treated as if it were true
observational data. The method described above can then be used on the
simulated model output, perhaps sampled at points for which observa-
tions could exist, and simulated predictions could be made. Comparing
the predicted state of the climate to the simulated “true” future state
(again perhaps sampled at the points of a presumed observational sys-
tem) could give a rough guide to the existence of predictability.

A similar method could be used to guide the design of proposed
observing systems. The state of the model climate is completely known in
both space and time. The ability of various proposed observing systems
to accurately describe the model climate could be tested by sampling the
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model system at the proposed observation points with errors characteris-
tic of actual observing systems.

Because the details of the climate are affected by weather noise that
needs to be averaged out in climate assessments, climate ensembles must
often be run. Ensembles usually include 10-30 members (see discussion
in Section 5.1).

An important recent use for models is to downscale information from
the resolution at which the climate is simulated by global models, to a
much smaller region at much higher resolution in order to capture the
local characteristics of the specific region. Output from the global climate
model is used as lateral boundary conditions for much higher resolution
regional atmospheric models that then capture the local peculiarities of
terrain and orography and, ideally, return details on local weather and
weather changes under different climatic regimes. Questions have arisen
as to the consistency of this method because it does not allow the back
reaction from the small to the large-scale.

2.4 COMPUTER ARCHITECTURES IN SUPPORT
OF CLIMATE MODELING

Climate and weather modeling require enormous computing capacity
and capability. Over the next few years the two supercomputer architec-
tures that will provide this computing power are vector parallel processor
machines (currently manufactured primarily in Japan) and microprocessor-
based massively parallel computers (currently manufactured primarily in
the United States) (Box 2-4).

In a few years, high-end computer systems expected to be available
internationally can be divided roughly into the following categories:

1. Clusters of nodes, each node having multiple shared-memory pro-
cessors (SMP) running some variant of the Unix operating system. These
server systems are composed of commodity processor and memory chips
on nodes interconnected by custom-designed networks.

2. Loosely integrated clusters of PCs running the Linux operating
system. “Linux clusters” are based on commodity PCs using standard PC
processor and memory chips and interconnection networks built of com-
modity parts. These build-your-own systems are considerably cheaper
per peak gigaflop than those in category 1, but they tend to be software
poor and often suffer from reliability problems.

3. Computers based on an innovative and promising new architec-
ture are being produced in limited quantities by TERA, a small U.S. com-
pany. The TERA computer uses specially designed processors that use
dataflow concepts to support fine-grain parallelism; each processor sup-
ports up to 128 threads of execution to hide the latency of outstanding
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Box 2-3
A quick tour of the computer terminology used in this report

The heart of any computer is its processing element (PE; also known as ‘pro-
cessor’ or ‘central processing unit’). The PE can have multiple pipelines, each of
which can evaluate floating-point operations in a sequence of stages, one stage
per clock cycle. Each PE may have its own memory unit that only it can address
directly, as in a normal personal computer (PC), or it may share access to a mem-
ory unit with several other PEs (see node). The PE may read from and write to
memory directly, as in traditional vector processors like the Cray C90 and NEC
SX-4, but this requires very high memory bandwidth. Cache-based microproces-
sors use memory chips that are very slow compared to those used in vector ma-
chines. To compensate, microprocessor-based computers place one or more lev-
els of cache between the processor and memory units.

Cache is a special memory unit that provides very fast access to and from the
PE. If the datum needed by the PE resides in the highest-level (L1) cache, it can
be retrieved from cache to the PE in only a small number of clock cycles. If not, a
“cache miss” occurs and the request must then go to the next level (L2, etc.) of
cache. If the datum is not in any level of cache, the request goes to the memory
unit on the node. Each successive level of cache is progressively larger but takes
longer for the requested datum to reach the PE.

A node is a collection of two or more processors grouped together so that they
share access to a common memory unit. This set of PEs is said to have uniform
memory access to the entire unit of shared memory. A node has a single-system
image because only a single copy of the operating system needs to be stored in
memory to be shared by all the PEs.

A collection of nodes connected by a network is said to have distributed shared
memory if the computer’s architecture supports direct reading or writing by a PE of
data stored in memory units on the other nodes. Such a computer also has a
single-system image. If inter-node communication can only take place via mes-
sages that must be handled by the PEs, then the computer simply has distributed
memory. In either case, because the time to access off-node memory is much
longer than on-node memory and even varies with the “distance” between the
nodes in the network, off-node memory access is termed non-uniform memory
access .

memory references. The San Diego Supercomputer Center owns an 8-
processor TERA that has been shown to perform extremely well on prob-
lems involving gather-scatter memory operations (Oliker and Biswas,
1999).

4. Tightly integrated VPP systems with distributed shared memory
using high-performance processors, memory, and interconnection net-
work custom-designed to work together. Manufactured by Japanese ven-
dors, these systems are widely used in countries other than the United
States, where political pressures prevent their sale. VPP systems may
become available again from once preeminent Cray Research Inc. (CRI).
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Box 2-4
Supercomputing Architectures

The largest collection of PEs supporting a single-system image, whether it is a
node or a collection of nodes interconnected by a network, is termed a symmetric
multi-processor or shared-memory processor (SMP) system. An SMP cluster is a
collection of SMP systems that are connected by yet another network.

It has become customary to use the terms “Vector Parallel Processor” (VPP)
and “Massively Parallel Processor” (MPP) to refer to computers based on custom-
designed vector processors and commodity microprocessors, respectively. This
can be confusing because both classes of computers actually use multiple pro-
cessors operating in parallel to compute different parts of the problem. Further-
more, both types of computers employ networks that interconnect the processors
to permit the exchange of information. The distinctions between VPPs and MPPs
are manifested by (a) the number and power of the processors and (b) the manner
and speed with which data can be moved from memory to the processors. Vector
processors are more than an order of magnitude faster than the fastest micropro-
cessors, so while VPPs might have 16-32 PEs, an MPP with comparable peak
speed might have 512-1024 PEs. In addition, the ratio of sustained-to-peak perfor-
mance for a typical parallelized code is in the range of 30—40% for VPPs but only
~10% for MPPs. It is the large number of processors that gave rise to the term
“massively”. The power of vector processors depends critically on having a very
fast network connecting the PEs to memory, capable of delivering one (or more)
operand(s) per clock cycle. The commodity memory chips used with microproces-
sors are, by comparison, quite slow. Cache must then be used to keep data “clos-
er” to the PEs. To obtain good performance requires that the programmer explicitly
design the code to divide the problem up into very small “pieces”, each of which
will fit in L1 cache. Because present-day SMPs are built of cache-based micropro-
cessors, “SMP cluster” supercomputers are often referred to as MPPs, and may
be referred to as such in this report.

After falling on hard times due to the shrinking marketplace for super-
computers, CRI was purchased by SGI, and later sold to TERA, which
adopted the name “Cray Research” as its own. Prior to being acquired by
TERA, CRI was designing the SV-2, a scalable vector successor to the T3E.
Time will tell whether TERA /CRI management will decide to produce
the SV-2.

What are the implications for climate, atmosphere, and ocean model-
ing of such limited options? Let’s look more closely at the characteristics
of clusters of processors like those in categories 1 and 2 above.

1. Commodity processors are very slow (a factor of 10 or more) com-

pared to custom-designed vector processors. This means, of course, that
proportionately more commodity processors must be used to get the same
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peak performance. Getting the same sustained performance may or may
not be possible, depending on the scaling of the model as more processors
are employed.

2. A much larger network is needed to connect the processors. To
hold down the cost of the network, commodity components are used,
although the performance of the network suffers. The success of the CRI
T3E (an SMP type of computer) has been largely because of its very fast,
custom-designed interconnection network.

3. Finally, the large size and reduced performance of the interconnec-
tion network compounds the slowness of the memory chips, resulting in
long delays (high latency) in obtaining data from outside a node. Addi-
tional levels of cache introduced in an attempt to hide the latency further
complicate the job of the programmer and software engineer. The intrin-
sic ability of the TERA computer to hide latency without using cache is
intriguing but needs to be tested on a variety of applications.

These shortcomings of commodity-based supercomputers are par-
ticularly detrimental in the context of climate, ocean, and atmosphere
modeling. An important characteristic of the oceans, and therefore, of the
climate system is the slow rate of change of the deep ocean in response to
changes in surface forcing. In modeling, this leads to very long integra-
tions, measured in both simulated and actual. There are several reasons
for this:

1. In order that “climate change” due to changes in forcing be distin-
guishable from “model drift” caused by starting the ocean model from
initial conditions that do not represent a quasi-equilibrium state of the
ocean model, the model must be integrated for thousands of simulated
years until an equilibrium state is reached. Acceleration techniques
(Bryan, 1984) have been developed to speed the approach to equilibrium
in the deep ocean, but even with acceleration the model may have to be
run for hundreds of (unaccelerated) “surface years.”

2. Once a suitable initial condition for the ocean model is obtained,
the model must be run for centuries in order to sample the broad spec-
trum of time-scales present in the natural variability of the ocean.

3. In scenarios for global climate change due to anthropogenic influ-
ences, such as global warming, effects in the models become perceptible
over decades to centuries, depending on the assumed rate of change in
the forcing.

Completing such long (in simulated time) runs in an acceptable
amount of wall-clock time places limits on the spatial resolution that can
be used. The longer and more numerous the runs, the coarser the resolu-
tion must be. One might think that the wall-clock time could be reduced
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arbitrarily by simply applying more processors. But when the number of
grid points per processor, known as the “subgrid ratio,” becomes too
small, various inefficiencies come into play, reducing or eliminating en-
tirely the benefit of adding more processors.

The principal inefficiency arises from the incomplete parallelization
of the code. It is quantified by Amdahl’s Law (Hennessy and Patterson,
1990), which can be stated as follows. Let T, (1) be the total wall-clock
time required to complete some calculation on a single processor [proces-
sor element (PE)]. Let T, and T_ be the times to run the serial and parallel
portions of the code, respectively, on one PE. Then Ty (1) = T, + T,. Now
on a system with N PEs, the time to run the parallel portion of the code is
reduced to T, /N, while the serial part still runs on one PE in T,. Thus,

tot(N) T, + T /N and the speed-up on N processors is S(N, f,) = Ttot(l) /
T (N, )= (}%+f/N) Heref, =1-f =T,/ (T, + T)) is the fraction of
smgle -PE tlme spent on serial code. For arge - values of ] N, S(N, f) = 1/1,,
independent of N. A well-parallelized code might have f. ~ 1% and a
highly parallelized code might have f, ~ 0.1%, giving asymptotic speed
ups of 100 and 1000, respectively. This speedup limit is a property of the
code, not the computer, and cannot be exceeded regardless of the number
of PEs applied (Plate 1).

The implications of Amdahl’s law are serious when one considers
the difference in performance between custom-designed vector and com-
modity cache-based PEs. Not only do vector parallel processor (VPP)
systems have much higher peak performance per PE (~ 3 Gflops/PE for
the NEC SX-4) than do cache-based distributed memory machines (~ 0.5
Gflops/PE on the SGI Origin 2000) but the sustained performance is
also typically a much higher percentage of peak performance on VPPs
(~ 30-40%) than on SMPs (~10%). Thus, the sustained per-processor
floating-point performance ratio is roughly a factor of 20 or more in
favor of the vector processors.

An example may help illustrate the consequences of Amdahl’s Law.
Assume that some simulation, such as a century-long run with a medium-
resolution ocean model, requires 10> floating-point operations to com-
plete and you want it finished overnight (12 hours). This implies an ag-
gregate sustained rate of 23 Gflops (Table 2-1).

Obtaining the degree of parallelism corresponding to f=0.01 in atmo-
spheric and oceanic codes is challenging. The modest speedup needed by
the VPP system is attained easily for £ =0.01 and trivially for f{ =0.001. The
much larger speedup of 463 required for the SMP system cannot be at-
tained with any number of processors applied to a code with f=0.01
because S(N, f,) < 1/f,=100. The SMP system is hard pressed even with a
much more highly parallelized code (f,=0.001): To attain a speedup of 463
requires 850 processors, an efficiency of 54%. The network needed to
support 850 PEs is much larger; to control its cost it must be built from
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Box 2-5
Measuring the Sensitivity of Peak Versus Sustained
Performance for Specific Applications

Fast processing speeds quoted for highly parallel machines, such as those
listed on the website of the top 500 supercomputers (http://www.top500.0rg/), are
often determined using a collection of matrix routines making up the benchmark
software Linpack. The difficulty in using Linpack to compare computing perfor-
mance for climate modeling applications is that each Linpack routine represents a
small computational kernel that can be optimized for MPP systems, whereas a
climate modeling code must represent a diverse set of physical processes and
therefore lacks a kernel with a comparable degree of parallelism. To enable a
more realistic benchmark, the National Aerodynamic Simulation (NAS) Parallel
Benchmark Suite (Bailey et al., 1991) was developed (Figure 2-3).

Performance (Gflop/s)

Theoretical Peak Linpack Best Performing Ayerage Application MAS Parallel
100% 76.6% Application 11.6% Benchmarks
44.1% 51%

Effectiveness/Utilization

Figure 2-3 Measured performance of applications on the 644-processor Cray T3E
at the National Energy Research Scientific-Computing Center (NERSC). This fig-
ure shows the sensitivity of performance to specific applications. These perfor-
mance curves show that the Linpack benchmark does not represent a general
application environment accurately. The average application at NERSC performs
at 11.6 % of the theoretical peak. In U.S. climate-modeling centers a 10% perfor-
mance goal is often set. Thus, to achieve sustained speeds of 10-100 Tflops, peak
speeds of 100—-1000 Tflops would be required. Sustained-to-peak ratios in excess
of 33% are common on the Japanese VPP computers, which coupled with their
much higher single processor speed leads to a performance-usability gap between
MPP and VPP systems.
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TABLE 2-1 Serial and Parallel Performance of Models on
Microprocessor and Vector Processor Systems

Computer type VPP SMP
Sustained rate [Gflops/PE] ~1 ~0.05
T;o¢(1) [hours] 278 5556
Speed-up factor required = S(N, f) 23 463

N required if f; = 0.01 30 no solution
Efficiency = S(N, £,=0.01)/N 77% —

N required if f; = 0.001 24 850
Efficiency = S(N, f;=0.001)/N 96% 54%

cheaper, slower parts than a network to support 24-32 vector processors.
As pointed out earlier, the large size of the network and the slowness of
the network components conspire to reduce further the effectiveness of
SMP clusters compared to VPPs.

Strictly speaking, Amdahl’s Law can be applied rigorously only to
systems in which a single processor has uniform access to all of the
memory required to hold the same problem that is run on N processors.
This is the case in traditional shared-memory VPPs like the Cray C90 and
NEC SX-4, but it is not so in distributed-memory SMPs like the SGI Origin
2000 or the IBM SP. The latter have non-uniform (much slower) access to
memory that resides on other nodes, compared to the access rate to mem-
ory on the processor’s node, resulting in further slow down.

Another major inefficiency that affects codes on parallel computers is
load imbalance: different processors have differing amounts of work to
do, so that some sit idle while others are overburdened. This is a problem
for atmospheric General Circulation Models (GCM) that arises from dif-
fering amounts of work over land and ocean in the day and night hemi-
spheres and at different latitudes. In ocean models land points must be
eliminated from the computational domain to the greatest extent possible
so that processors do not sit idle. If the component models of a coupled
model run in parallel, load imbalance can cause components to sit idle
while waiting to receive information from another component.

Box 2-6
The Load Balancing Issue

To achieve good performance with massively parallel computers each proces-
sor should be given an equal “load” of the total computational work. If there is a
load imbalance where one or more processors compute significantly more of the
load, then a significant fraction of the processors may lay idle during a given com-
putation, reducing both efficiency and overall performance.

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10087.html

CLIMATE MODELS, OBSERVATIONS, AND COMPUTER ARCHITECTURES 27

These facts regarding parallel scalability are reflected in the perfor-
mance achieved for important, widely used climate and weather codes.
Table 2-2 summarizes the performance of several such codes, including

TABLE 2-2 Comparison of Capacity and Capability Between Vector
Processors and Massively Parallel Processors in Supercomputing

Single Processor

Multiple Processor

Model (serial execution) (parallel execution)
Processor type ~ Micro Vector Micro Vector
IFS (ECMWF)  1CRI LRyjitsu ICRI LFujitsu
2T3E 2VPP 5000 2T3E 2VPP 5000
[1] 3600 Mhz 39.6 Gflops peak 3600 Mhz 39.6 Gflops peak
41 PE 41 PE 41408 PEs 498 PEs
52.14 fdpd 5102.5 fdpd 51800 fdpd 57100 fdpd
ON/A ON/A ON/A ON/A
748 756
MC2 (Canada)  1SGI INEC 1sG1 INEC
20rigin 2000 25X-5 20rigin 2000 25X-5
[2] 3250 Mhz, 4 MB 38 Gflops peak 3250 Mhz, 4 MB 38 Gflops peak
41 PE 41 PE 412 PEs 428 PEs

580 Mflops 53500 Mflops 5840 Mflops 595200 Mflops
616% 644% 614% 642%
744 748
GME/LM LCRI IFyjitsu LCRI IFyjitsu
(Germany) 213E 2yP 5000 213E 2yP 5000
[3] 3600 Mhz 39.6 GF/s peak 3600 Mhz 39.6 Gflops peak
41 PE 41 PE 41200 PEs 42
560 Mflops 53000 Mflops 52 52
65% 631% 67 6?
750 750
MMS5 (US) ICompagq IFufitsu ICompagq IFujitsu
2Alpha Server 2VP 5000 2Alpha Server 2yP 5000
[4] 3667 Mhz 39.6 Gflops peak 3667 Mhz 39.6 Gflops peak
41 PE 41 PE 4512 PEs 420 PE
5360 Mflops 52156 Mflops 545317 Mflops 527884 Mflops
627% 622% 66.6% 615%

76

716

The entries in the table are: Imanufacturer; 2model; 3processor characteristics; 4number of processing
elements (PEs); Ssustained rate obtained with model (units are either “fdpd” = forecast days per day, or
“Mflops”), bsustained rate as % of peak performance rate; and 7ratio of sustained rates per processor of
vector processor(s) to microprocessor(s).

[1] Personal Communication, David Dent, ECMWF, Great Britain.

[2] Personal Communication, Steve Thomas, NCAR, USA. Also see: M. Desgagne, S. Thomas, M. Valin,
“The Performance of MC2 and the ECMWEF IFS Forecast Model on the Fujitsu VPP700 and NEC SX-4M”,
to appear in the Journal of Scientific Programming.

[3] Personal Communication, Ulrich Schaettler, Deutscher Wetterdienst, Germany. Also see the paper: D.
Majewski, et al., The Global Icosahedral-Hexagonal Grid Point Model (GME) Operational Version and
High-Resolution Tests, ECMWF Workshop on Global Modeling, 2000.

[4] Personal Communication, John Michalakes, NCAR, USA. Also see the web site: http://www.mmm.
ucar.edu/mm5/mpp/helpdesk and the paper: J. Michalakes, “The Same Source Parallel MM5” to appear in
the Journal of Scientific Programming.
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IFS, MC2, MM5, and LM/GME (A more detailed description of each code
is provided in Appendix I). Each code has a best microprocessor and
vector performance achieved for both serial and parallel execution. We
then compare them using the ratio of the sustained performance per pro-
cessor between vector and microprocessor machines for both serial and
parallel execution. The implications of the different performance charac-
teristics will be explored in the following sections.
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State of U.S. Climate Modeling

An important task of this study was to quantitatively assess the
computational and human resources presently directed towards climate
modeling in the United States. To accomplish this goal two surveys
were developed (Appendixes C and D). One of these surveys was sent
to large and intermediate-size modeling centers and one was sent to
small centers. After these surveys were drafted, a specialist in social
surveying edited them to ensure that the information collected was as
free of bias as possible. These surveys were sent to 50 modeling institu-
tions and groups and 42 responses were received. The panel does not
claim to have surveyed all groups or institutions operating small-scale
modeling efforts. Because of the varied and extensive use of modeling in
many areas of earth science, it would be extremely difficult to identify
all of these small centers, thus, those responses that were received were
taken to be indicative of smaller efforts. A good estimate of resources
could be obtained for the largest centers because they were easier to
identify, and all responded. Survey responses are discussed below and
tabulated in Appendix E.

3.1 MODELS

The information collected on current modeling activities shows the
robust and varied nature of climate and weather modeling in the United
States. Smaller modeling centers enjoy a level of resources equivalent to
what would have been considered supercomputer resources only a de-

29
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cade ago allowing them to run either in-house (regional and global) com-
ponent models, component models from the larger centers, or a combina-
tion of the two. Smaller centers can even run coupled climate models but
at coarse resolution (e.g., 800 km) or a higher resolution (300 km) for
shorter time periods. Responses to the question about improvements that
are being planned for models at all centers were varied, but most involved
a mixture of increased model physics, dynamics, numerics, efficiency,
and applicability. Many respondents also noted the desire to better incor-
porate new types of satellite and radar data.

In general, most respondents stated that their code was portable on
platforms other than those on which they normally operated although
some models required a moderate amount of optimization to ensure that
they ran with minimal performance loss. Most centers release their mod-
eling results to the wider scientific community without restrictions. A few
centers freely release their data but stipulate that the results be used only
for research purposes; others limit the release of modeling results to
collaborators.

Large and intermediate-size modeling centers were asked whether
there were plans to convert model code to run on massively parallel
(MPP) architectures. Most institutions responded that this conversion
had already taken place although those that have converted or are in the
process of converting noted the difficulty in transferring certain models
to an MPP architecture. Many respondents also noted that this conver-
sion required significant programmer time and drained resources that
could have been devoted to other activities. When asked for comment
on the relative merits and hindrances of MPP versus VPP architectures,
the majority of respondents preferred VPP architecture for the follow-
ing reasons:

1. MPP systems are generally more difficult to program and require
increased computer expertise. There are therefore significant training is-
sues involved in the use of these systems. These difficulties are particu-
larly significant for university centers as they often rely on graduate stu-
dent labor that is characterized by high turnover.

2. Data assimilation and processing are more difficult on MPP
systems.

3. VPP systems are more stable and reliable.

4. There are significant scalability problems on MPP systems.

5. There is a lack of compilers on current MPP systems that make
these systems difficult to use.

Despite the difficulties with MPP systems some respondents felt that

these systems had significant benefits over VPP systems (e.g., lower mem-
ory cost and increased aggregate CPU power).
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3.2 COMPUTING!

Most small and many intermediate-size modeling centers either rely
on the use of workstations or clusters of workstations for their modeling
efforts or they collaborate with the larger centers and use their computa-
tional facilities. Larger-size modeling centers primarily rely on super-
computers for their climate and weather simulations. Of the large model-
ing centers surveyed, half share their computational time with the wider
community. The computing capacity of large and intermediate-size mod-
eling centers are described in Table 3-1. This table also includes planned
upgrades to existing systems.

When asked what upgrades would be incorporated if funds were
available, the responses were varied (Table 3-1; Appendixes C and D),
although the majority of centers noted the need for increased capabilities
such as additional processors, nodes, and disk space or some combina-
tion. Some centers also noted the need for additional network bandwidth
to more rapidly acquire data sets from remote sources. Some of the smaller
centers, when asked what additional upgrades would be incorporated if
funds were available, said they would prefer to devote any new funds to
the purchase or enlargement of an existing PC cluster rather than pooling
these funds to upgrade shared supercomputing resources.

Most centers (large, intermediate, and small) responded that comput-
ing capabilities were limiting the resolution and number of model runs
and the production of real-time forecasting products. Although it is argu-
able that the desire will always be to produce a greater number of higher
resolution, higher complexity model runs regardless of the available com-
putational capacity, it is apparent that the ability to accurately model
weather and climate at finer spatial and temporal scales is dependent on
the ability to obtain a robust estimate of climate model uncertainty. This
requires the analysis of a large number of cases and ensemble members
per case. Increased model quality will lead to increased predictive skill
and higher quality operational products for climate and weather predic-
tion. Thus, the computational limitations noted in the survey are not only
affecting current research activities and model development but also the
production of outputs required for operational use.

It is important to note that, in addition to the need for additional
computing capabilities, many respondents discussed the critical need for
qualified scientists, modelers, and hardware and software engineers. This
need is discussed more fully in the next section.

1 The information in Table 3-1 was accurate at the time that the survey results were
assembled. Since then, information detailing the upgraded computing capabilities at NCEP
was provided. The recently upgraded machine uses IBM’s Power 3 Winterhawk-II technol-
ogy, operating at 375mhz. The system has 2208 processors in 40 frames and has 512 com-
pute nodes, with 2 GB memory per node.
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TABLE 3-1 Computing Resources Located At Large Modeling Centers’
Institution? Computer System Processors Last Upgrade
CIT-JPL ICray T3D/T3E 1512 1999
25GI Origin 2000 2128
COLA 1SGI Origin 2000 116 CPUs 1999
2Compaq ES40 24 CPUs
3Compaq DS20
Csu 1SGI Origin 2000 110 20% of inventory
20ctane 212 upgraded/year
FSU BM SP2 with 9 2 of the 260 series No major upgrades.
nodes running on a are dual processors,
fast interconnect the remaining 4 units
bus are 4 processor
machines.
6 RS6000 model
260/270 series.
UCLA LCompagq XP1000- 15 11999
cluster
UH ICray SV-1 124/300 Mhz March1999
25GI Origin 2000 232 /250 Mhz 2March 1999
3SGI Origin 2000 316/195 Mhz + 3March 2000
4SGI Origin 2000 8/30 Mhz 4December 1999
44/180 Mhz
Ul INekoTech Jaguar b 11995
333Mhz 21 21997
2DCG Computers 31 31997
Viper 500 MHz 4 41998
3DCG Computers LX 51 51999
533 MHz
4DCG Computers LX
533 MHz
SMicroWay Alpha
600 MHz
IRI ICray J-9 18 and 16 4 years for Crays;
25GI 02000 264 nearly 1 year for
3NEC SX-4B 32 Origin upgrade, just

over 1 year for SX4.
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Sustained System
Performance

Central Memory /
Secondary Disc Storage

Future Upgrades
Planned

110~50 Gflops

12,5 Gflops
21.25 Gflops

No information
provided.

Unknown.

12 Gflops

128.8 Gflops
216 Gflops
36.2 Gflops
41.4 Gflops

No information
provided.

11.5 Gflops
25 Gflops
32.5 Gflops

No information provided.

4GB
24 GB/node
Disk capacity: 2.3

TB (shared via gigabit-
switch LAN)

No information provided.

Each machine has
approximately 2Gb of
memory; 270’s have ~ 50
GB of disk space Other
machines have ~ 9Gb of
disk space per machine.

12 GB/0.1 TB

116.0 GB RAM/156GB

214 GB RAM/180 GB

345 GB RAM/36 GB

41.0 GB RAM/1 TB RAID5
(capacity is extended by
Veritas HSM using a tape

library with 13.6 TB capacity)

164 M/9 G

2128 M/18G
3128 M/18 G
4128 M/18 G
5256 M/18 G

132 Gbytes, 1.4Tb
216 Gbytes, 0.1Tb
38 Gbytes; 0.2Tb

Additional mass store
available (10Tb at LDEO,
larger system at SDSC)

No information
provided.

None.

8-processor Origin
in 2000 (Chance).

None planned.

No information
provided.

Three AlphaStation-
type workstations
in the next five
years.

Crays will be
replaced within the

next year. New system

not known yet.
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TABLE 3-1 Continued
Institution? Computer System Processors Last Upgrade
LANL 1SGI Origin 2000 11024 11999
NASA-DAO  1SGI Origin-2000 1Six 64-CPU 12000

clusters machines, one 32-

CPU machine

NASA-GISS  1SGI Origin 2000 196 11998
NASA-GSFC  !CRAY T3E/600 11024 12000

2DEC alpha 4100 212 21999
NCAR- ICray C-90 l16 IDecomissioned
M. 2Cray J-90 216-20 in late 1999
Blackmon 3SGI Origin 332, 64 or 128 4Spring 2000

4IBM SP 4Variety of

configurations

NCAR- ICRAY T3E900 Unknown. Unknown.
W. 28GI Origin
Washington ~ 3Origin 2000/128

4HP SPP2000

5IBM SP2

6Sun Starfire

7DEC/Compagq

8Alpha Cluster

9Linux Cluster
NOAA-CDC  !Compagq 112 machines each May 2000.

AlphaServer DS10
2Sun Enterprise
4500

3Sun Ultra 60

4Sun Enterprise 450

with a single 466mhz
Alpha 21264 processor
22 machines one with
8 UltraSparc II 400mhz
processors, the other
with 4

36 machines each with
2 360mhz UltraSparc
IT processors
44machines each with
4 300 MHz UltraSparc
IT processors
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Sustained System

Central Memory /

Future Upgrades

Performance Secondary Disc Storage Planned
1100 Gflops 1256 MB/processor or Unknown.
(theoretical 256 GB/system

sustained )¢

1. 3-4 GFLOPS on
each of the 64-
CPU clusters

1For mostly single-
processor and
ensembles of runs
it is ~ 75 Gflops

140 Gflops
21 Gflop

L-5 Gflops
3-5 Gflops

Both using 64
processors

Unknown.

16.3 Gflops
23.6 Gflops
33.25 Gflops
43.6 Gflops

LINPACK Gflops
for aggregate of
each system type.

116 GB central memory;
disk space varies

1Central memory 20
GB/1000 GB

1128 GB (mem) 750 GB
(disk)

235 GB (mem) 1800 GB
(disk), 20 TB mass
strorage system

Unknown.

No information provided.

TEach node has 512
MB/50 GB

24 GB on the 8-processor
machine, 2 GB on the 4-
processor machine

31 GB RAM on 3 machines,

2GB on the others
4 GB

2928 GB of disk storage
shared by the Sun
systems.

Only minor
upgrades planned.

Upgrade to 128 processors
and an upgrade of chip
speed to the current state of
the art as well as
increased disk storage.

land 2. doubling of
capability for the
current system in
2001 and another in
2003.

New system
procurement to be
installed in early
2001

NCAR will soon be
involved in
procurement for a
new system to be
installed in early
2001.

AlphaServer cluster
will be upgraded, as
faster processors
become available
(resources permitting).

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10087.html

36

IMPROVING THE EFFECTIVENESS OF U.S. CLIMATE MODELING

TABLE 3-1 Continued

b

Institution Computer System Processors Last Upgrade
NOAA-GFDL  1SGI/Cray T932 L1122 lUpgraded to 26
2SGI/Cray T94 224 processors in 1996;
35GI/Cray T3E 3128 450-MHz was de-rated to 22
(water-cooled processors in 1999
chassis) because of
irreparable damage
to the inter-
processor network.
SThe air-cooled T3E
system with 40
450-MHz processors,
each with 128 MB
of memory was
replaced with a
water-cooled T3E
with 128 450-MHz
processors, each
with 256 MB of
memory.
NOAA-NCEP 11BM-SP 1768 INov. 1998; Major
28GI/Origin 2000 2256 upgrade due in
Sept. 2000
2Fall 1999
NPGS IT3E 1256 0-3 years old
28GI Origin 2000 2128
3IBM SP2 364
All off-site
NRL LCray C90 (2 116/8 11999
systems at FNMOC) 28 21999
2Dec Alpha (NRL 3128 32000
system) 41088 41998
3SGI 02K (FNMOC)
4T3E (DoD
HPC/NAVO)
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Sustained System
Performance

Central Memory /
Secondary Disc Storage

Future Upgrades
Planned

Sustained system
performance of
approximately 14—
15 Gflops for the
laboratory’s actual
workload.

Unknown.

110 Gflops
210 Gflops
35 Gflops

16.4/3.2 Gflops
22.0 Gflops
340 Gflops
450 Gflops

Central Memory:
10.004 TB (Shared
Memory)

20.001 TB (Shared
Memory)

30.033 TB (Distributed
Memory)

Secondary Storage:
132 GB

22 GB

30 GB

Rotating Disc Secondary
Storage:

1450 GB

2770 GB

3430 GB

1256MB/node on 384
nodes, ~96GB total
2128GB total

0.5-1.0 GB

18GB/3 TB
28GB/1 TB
3256GB/3.7TB
4387GB/1.5 TB

Acquire a balanced
high performance
system to replace
the current
SGI/Cray systems.
The first phase of
this new system is
expected to provide
at least a three-to-
four-fold increase in
performance. The
second phase,
should deliver a
substantial increase
in performance over
the phase-one
system.

-The IBM-SP will be
upgraded to 128
nodes (2048 PE)
system in Sept. 2000
-Further upgrades
to increase

capacity in 2001.
-NAVO MSRC will
continue to increase
its total capacity

by installing new
systems such as
Sun server and

IBM SP.

The remote
systems have plans
in the works for
upgrades of 2x to

5x in computing power.

SGI O2K will be
upgraded to SGI SN1
during fall 2000. DoD
HPC undergoes
constant upgrades.
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TABLE 3-1 Continued

Institution? Computer System Processors Last Upgrade
PNNL- 1.3 SUN ultra 5 11 11999

S. workstations 216 22000

Ghan 2Beowulf cluster

PNNL- 11BM-SP2 1512 11999

R.

Leung

PSU ICray SV-1 116 (each 1.2 GF) 12000 - Cray SV-1

2IBM RS6000 SP (8
Winterhawk nodes)

28 nodes of 4 cpus
each (32)

replaced a J-class
machine
2Brand new

2This table does not include the potentially large amount of classified computer capabilities
located at Department of Energy Laboratories that are occasionally used for climate model-
ing by in-house research groups.

bInstitutions defined in Appendix J.
¢No more than 1/16 of the total number of processors is applied to a single operation.
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Sustained System Central Memory /

Future Upgrades

Performance Secondary Disc Storage Planned

10.2 Gflop 1512 Mb /30 GB Upgrade Beowulf

22 Gflops 24 GB/320 GB network to gigabit.

1247 Gflops 1262 GB/5 TB Upgrade IBM-SP by
replacing all existing
processors with
faster ones.

6 Gflops 14 GB/220 GB The IBM is an effort

26 Gflops 216 GB/292 GB to match the

architectures of
recent U.S. lab
purchases. If
successful in
transitioning codes to
this machine the plan
is to increase the
number of cpus,
hopefully by a factor
of 3.
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3.3 HUMAN RESOURCES

The survey responses revealed an overwhelming need at many of the
modeling centers for highly qualified technical staff, such as modelers,
hardware engineers, computer technologists, and programmers, who are
difficult to find because private industry lures them away with higher
salaries and other financial incentives.

An interesting point to note from the survey responses is that staff-
ing levels at all three sizes of centers are similar despite differences in
the scale of effort. This is likely because at the smaller centers many of
those listed as staff are students and post-docs, whose number vary
depending on funding levels. There are approximately 550 full-time
employees dedicated to climate and weather modeling in the United
States. This number is likely to be low because all small modeling cen-
ters were not surveyed, and there were a few intermediate-size centers
that did not respond.

Most centers, regardless of size, indicated the likelihood of increasing
the number of staff in the near future. Although many of the staffing
increases listed were in the area of software development and computa-
tional support, a number of institutions were also increasing the scientific
staff devoted to model interpretation and parameterization. Larger cen-
ters tended to be more satisfied with their staffing numbers. In part, this
difference appears to be due to difficulties in finding stable, long-term
funding for permanent staff at the small centers.

The respondents from universities differed in the belief that there is a
decrease in the availability of high quality graduate students entering the
atmospheric sciences. Those centers that felt there were sufficient stu-
dents noted that the greater difficulty was finding continued funding to
support the highest quality students available.

3.4 THE HIGHER-END CENTERS

Table 3-1 gives a synoptic view of the computer resources available to
the higher-end centers in the United States. In general, most of the centers
have computer capabilities on the order of 20 Gflops with one or two
having twice that. With these resources most coupled climate models are
run at about 300 km resolution in the atmosphere and about 100 km in the
ocean.

In contrast, the European Center for Medium-range Weather Fore-
casting (ECMWF) has a 100-processor Fujitsu VPP5000 rated at a sus-
tained 300 Gflops, a 116-processor Fujitsu VPP700 rated at a sustained 75
Gflops, and a 48-processor VPP700E rated at a sustained 34 Gflops. Its
forecast model is run at 60 km resolution globally while its seasonal-to-
interannual predictions are run at about 130 km resolution globally in a
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one-tiered sense and with ensembles of 15 per month. For more detailed
information refer to http://www.ecmwf.int/research/fc_by_computer.html.

The Japanese Frontier Program is developing a 10 km global atmo-
spheric model and has contracted for a supercomputer (“The Earth Simu-
lator”) having a sustained speed of 5 Tflops (http://www.gaia.jaeri.go.jp/
OutlineOfGS40v3_1.pdf).

3.5 ORGANIZATIONAL BACKGROUND

The earlier modeling report (NRC, 1998a) pointed out the basic health
of small-scale climate modeling and the lagging progress of high-end
climate modeling: these findings were confirmed above. That report sum-
marized the difficulties faced by high-end climate modeling as follows:
“The lack of national coordination and funding, and thus sustained inter-
est, are substantial reasons why the United States is no longer in the lead
in high-end climate modeling.” It also identified the United States Global
Change Research Program (USGCRP) as the only available mechanism to
coordinate and balance the priorities established by individual agencies,
but pointed out that the USGCRP did not have the means to do this.

More background is appropriate and again the organizational com-
parison of weather and climate proves valuable. The government organi-
zation for weather and weather forecasting was solidified about 1970
when NOAA and its Weather Service was placed in the Department of
Commerce. The Weather Service embodied a specific agency structure
with a well-defined mission that could be evaluated by progress in the
production, accuracy, and delivery of weather forecast products.

The development of climate research in the United States was has-
tened by concerns over the perceived problem of global warming, but
was constrained by the existence of an agency structure that had solidi-
fied by 1970. No additional government re-organizations occurred after
1970 and previous ones did not have climate as a tangible concern. Be-
cause no single agency could address all the aspects of climate (or more
precisely, because many agencies claimed different aspects of climate but
none were founded with climate as a mission), the Global Change Re-
search Act of 1990 established the U.S. Global Change Research Program
(USGCRP) “aimed at understanding and responding to global change,
including the cumulative effects of human activities and natural processes
on the environment, and to promote discussions toward protocols in glo-
bal change research and for other purposes” (Appendix A of NRC, 1999a).
It set into motion the USGCRP interagency process that addressed the
following research elements:

1. global observations of “physical, chemical and biological processes
in the earth system”;
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. documentation of global change;
. studies of earlier global change using paleo proxies;
. predictions of global change including regional implications;

5. “focused research initiatives to understand the nature of and inter-
actions among physical, chemical, biological, and social processes related
to global change.”

=~ W N

It also called upon the National Research Council to evaluate the science
plan and provide priorities of future global change research. This was the
motivation behind the NRC “Pathways” report (NRC, 1999a).

The Pathways report pointed out the flaws in the conception and
implementation of the USGCRP—in particular that “in practice, the moni-
toring of climate variability is not currently an operational requirement of
the USGCRP nor is there an agency of the U.S. government that accepts
climate monitoring as an operational requirement or is committed to it as
a goal.” It also expanded the domain of climate research to include vari-
ability on seasonal-to-interannual and decadal-to-centennial time scales.

A group of agencies, each devoted only to research and combined in
the USGCRP, is currently the only institutional arrangement for perform-
ing climate research; for establishing and sustaining a climate observing
system; for identifying, developing and producing climate information
products; for delivery of these products; and for building the general
infrastructure needed to accomplish these tasks. The USGCRP is cur-
rently the only entity organized to develop climate models and to secure
the computational and human infrastructure needed to respond to the
demands placed on the climate modeling community. About 6% of the
$1.8 billion annually allocated to the USGCRP is devoted to modeling and
this includes the major data assimilation efforts of the NASA Data
Assimilation Office.

3.6 SUMMARY OF HIGH-END CAPABILITIES IN
THE UNITED STATES

With a sustained computer capability of 20 Gflops, the current capabil-
ity of some of the U.S. high-end centers, a climate model consisting of a 300
km resolution atmosphere with 20 levels in the vertical, a land model, and
100 km ocean model, all coupled together and well coded for parallel
machines is able to simulate 5-10 years per wall-clock day (see http://
www.cgd.ucar.edu/pem/sc99/img002.jpg. A 1000-year run would therefore take
between 3 and 6 months to complete as a dedicated job. As we will see in
the next section, these run times are too long to address some of the recent
demands placed on the U.S. climate modeling community.
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Increased Societal Demands
on U.S. Modeling

There are clear societal needs and mandates to which the modeling
community must respond. As these needs arise, the ability of the model-
ing community to develop and deliver relevant products as it is presently
constituted continues to fall behind (NRC, 1998a). Understanding the
influence of climate change on environmental cycles, both at a regional
and global scale, is crucial to various aspects of society. For example, the
combination of observations of climate change and projections of future
alterations to climate resulting from anthropogenic inputs and natural
variability have increased the awareness of the importance of accounting
for the impacts of climate change. As a result, there have been increasing
demands on the climate modeling community to provide climate data for
use in assessments of the impacts of climate change at various time scales,
on regional and global scales. This section outlines some of these recent
demands.

4.1 OZONE ASSESSMENTS

The discovery of the catalytic destruction of ozone by chlorinated
compounds, in particular chloroflourocarbons (CFCs), led to a number of
international assessments of the physical and chemical states of the strato-
sphere under the auspices of the World Meteorological Organization
(WMO) and the United Nations Environment Program (UNEP).

The first of these assessments (WMO, 1982) dealt with the observa-
tions and theory of ozone chemistry using one- and two-dimensional
models of the chemistry of the stratosphere. In an assessment leading up

43
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to the Vienna Convention in 1985 (WMO, 1985) the situation had not
changed very much although the use of full three-dimensional models for
off-line tracer advection for use in chemical calculation was just becoming
possible.

The Montreal Protocols, which limit the release of CFCs into the at-
mosphere, were signed in 1987, and the 1989 assessment (WMO, 1989)
was input to these protocols. The state of modeling had advanced signifi-
cantly with the availability of three-dimensional models of the strato-
sphere with the recognition that some stratospheric chemistry problems,
such as the Antarctic ozone hole, were inherently three-dimensional. The
Montreal Protocols required that the parties to the protocols to assess the
control measures on the basis of available scientific, technical and eco-
nomic information, at least every four years beginning in 1990. Notable in
the first assessment (WMO, 1991) are chapters on the radiative forcing of
climate, the role of ozone as a greenhouse gas and an evaluation of the
effects of aircraft and rockets on the ozone layer. The expansion of interest
of the assessment seems to have required rapid turnarounds so that
mostly simplified models were used for the ozone chemistry which had
since become extremely complex. Both the 1994 and 1998 Assessments
(WMO, 1994; WMO, 1998) are dominated by two-dimensional models,
but there were indications that fully three-dimensional models of the
coupled climate and stratospheric chemistry were coming online.

The relationship between ozone and the climate problem, wherein
ozone is affected by the climate of the atmosphere and in turn affects the
climate, indicates the difficulty of the problem and points to the time
when common tools will be used for both the Ozone Assessments and the
Intergovernmental Panel on Climate Change (IPCC) assessments (below).
As long as these remain separate, it appears that only two-dimensional
models can, at present, address the full range of purely stratospheric
chemistry concerns. As the problems are recognized to be intimately
related and mutually dependent, it is expected that the demands on the
modeling community for both assessments will converge.

4.2 IPCC

The IPCC was established in 1988 under the joint auspices of the
WMO and the UNEP: “to assess the scientific, technical and socio-eco-
nomic information relevant for the understanding of the risk of human-
induced climate change. It does not carry out new research nor does it
monitor climate-related data. It bases its assessment mainly on published
and peer reviewed scientific technical literature” (http://www.ipcc.ch/
about/about.htm).

The IPCC is organized into three scientific working groups. Only
Working Group 1, which is devoted to scientific aspects of the global
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climate and its changes, concerns us here. Working Group 1 publishes an
assessment every five years. The third assessment report has been re-
cently released. Because the assessment reports are consensus documents
involving hundreds of world scientists and because the Working Group
Reports have international state review and endorsements, the assess-
ment reports have demonstrated unusual authority and serve as standard
sources for climate and climate change information.

The involvement of U.S. scientists in the IPCC process is through
participation in writing the assessment reports, in reviewing the drafts of
the report either as an individual scientist or as part of the governmental
review, and perhaps most importantly, as producer of the scientific infor-
mation on which the reports are based. The USGCRP program office
supports individual scientist’s participation in the IPCC writing process,
organizes the U.S. governmental review, and provides the venue, re-
sources, and scientific and technical personnel to support international
Working Group II on Impacts, Adaptation, and Vulnerability.

Although participation by individual modelers in the IPCC Working
Group I is informal and voluntary, it is a point of national pride that
national models be included. Indeed, it is hard to see how the major
industrialized nations of the world could make vital national decisions
about greenhouse gases unless their own scientists have been involved.
The Hadley Centre, for example, was created within the United Kingdom
Meteorological Service to perform the data analyses and modeling runs
needed to feed the IPCC process, especially with respect to detection and
attribution of existing climate change and projection of future climate
change. It is in these areas, which require long runs of coupled climate
models, that the United States has had no similar concerted response, and
has been shown to be lagging (NRC, 1998a).

4.3 U.S. NATIONAL ASSESSMENT

The USGCRP has been mandated by statute to undertake scientific
assessments of the potential consequences of global change for the United
States. The Global Change Research Act of 1990 (P.L. 101-606) states that
the federal interagency committee for global change research of the Na-
tional Science and Technology Council “shall prepare and submit to the
President and the Congress an assessment which —

1. integrates, evaluates, and interprets the findings of the Program
and discusses the scientific uncertainties associated with such findings;

2. analyzes the effects of global change on the natural environment,
agriculture, energy production and use, land and water resources, trans-
portation, human health and welfare, human social systems, and biologi-
cal diversity; and
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3. analyzes current trends in global change, both human-inducted
and natural, and projects major trends for the subsequent 25 to 100
years.”

This first U.S. national assessment (http://www.gcrio.org/nationalassess
ment/) includes a set of regional assessments, assessments of the conse-
quences of climate change on five important societal and economic sec-
tors of the nation (water resources and availability, agriculture and food
production, human health, forests, and coastal areas), and a synthesis for
policymakers.

The National Assessment used two model scenarios for long-term
climate change: one produced by the Hadley Centre and one by the Cana-
dian Climate Centre. These global models were chosen mostly because
their output was available in time for the first step of the National Assess-
ment, presentation of the scenarios to regional meetings so that the indi-
vidual regions could study scenarios for future changes and possible re-
sponses in their own regions. The dependence of the National Assessment
on foreign model results is contrary to the recommendations outlined in
NRC (1998a), which argues that it is inappropriate for the United States to
depend on foreign models for decisions about its own national interests.
However, further review (Box 4-1) illustrates the difficulty of having a
U.S. model respond to the needs of the National Assessment.

The 20 U.S. regions were asked to consider the two differing scenarios
using the best guess of atmospheric concentrations of radiatively active
constituents over the next 25-100 years. The regions were then asked to
interpret the results and uncertainty of the results for their regions in
terms of the interacting effects on such elements as water, energy, ecosys-
tems, coasts (if any), forest, agriculture, and quality of life. The regional
specificity of the two global models was poor with a resolution of T42 or
approximately 300 km at the latitude of the United States. At the resolu-
tions of these models orography was severely truncated, and it became
difficult to assess future water resources in those regions that depend on
mountain icepack for meltwater, since the extent of such icepack was
badly misrepresented in the models and the height of the mountains was
generally too low; the effect of warming on the icepacks was therefore
generally too large (e.g. Plate 2).

The public law that called for the assessment requires a similar as-
sessment every four years although the magnitude of the task was hardly
foreseen by the authors of the law. A regular assessment would be con-
ducted continually at specified intervals (probably no more frequently
than 10 years or so) so that

1. The inter-communication that produces the assessment would
continue.
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Box 4-1
The National Assessment

In the winter of 1998 an official of the USGCRP asked scientists at the National
Center for Atmospheric Research (NCAR) if they could run one or more simula-
tions with the NCAR Climate System Model (CSM) that could be used in the Na-
tional Assessment of Climate, which was being planned at that time. The planning
committee for the assessment had decided to use data from two models, one from
Canada and the other from the United Kingdom, as a starting point. The USGCRP
official felt it would be desirable to have at least one American model being used
for the assessment. There was a fairly tight time line to produce the data, approx-
imately 10 months, in order for CSM data to be given to the people who would
carry out the assessments.

The NCAR scientists recognized that this would be a major undertaking. They
had no readily available emission scenarios for the twent-first century, and it was
unclear how quickly credible scenarios could be developed. It was also unclear
how much could be done with important components, particularly interactive sul-
fate aerosols, that were not included in the original CSM. A major complication
was the lack of supercomputer time to carry out the necessary runs.

The Climate of the 20t Century run performed using the CSM took the equiv-
alent of three months of fully dedicated Cray C-90 time. (This means all 16 pro-
cessors of the C-90 running 24 hours a day, 7 days a week. Actually, the C-90
was never fully dedicated to the CSM because of the demands from competing
modeling groups. The actual time for the run was closer to 6-12 months to com-
pletion.) The C-90 was part of NCAR’s Climate Simulation Laboratory, which sup-
ported a variety of modeling activities. It was not possible, for the U.S. Assess-
ment runs to use the fully dedicated machine. When it became clear that NCAR
could not meet the deadline using the computers at NCAR, the USGCRP official
volunteered to ask other agencies participating in USGCRP whether they had time
available on a C-90 for this project. They did not.

NCAR scientists continued to work on the project, and two scenarios were
developed; (1) a “business as usual” scenario with no political intervention to re-
strict greenhouse gas emissions; and (2) a “doubling carbon dioxide” scenario with
interventions that restricted emissions to levels where the concentration of carbon
dioxide in the atmosphere would asymptote to 550 ppm shortly after 2100. These
scenarios were developed before any scenarios were developed for the most re-
cent IPCC report, but they do not differ greatly from the IPCC scenarios. An
interactive sulfate aerosol component model for the direct effect only was complet-
ed and tested in the atmosphere model. The scientific parts of the project were
successfully carried out. Unfortunately, no extra computer time was found and the
deadline was not met. NCAR completed the runs (using private resources to buy
computer time in Japan) after the deadline, and data was made available to the
assessment community, but it was not used.

2. Comparison of successive assessments might demonstrate a deeper
insight into the response of the global climate and the regional climate.

3. The regions would demonstrate progress in understanding the in-
tegrated changes likely to occur and would gain a feeling for the vulner-
ability of their societies and institutions.
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4. The questions arising from the ongoing assessment would stimu-
late the local regions’ research agenda into their own modes of life and
activities.

The ongoing nature of the assessment indicates that the demands on
models will also be ongoing. The inability of the main U.S. modeling
institution to come to grips with the first U.S. National Assessment
(Box 4-1) and the inability of the United States to address climate change
assessment requirements (NRC, 1998a) indicates that responding to the
national assessment in the future will be a major problem for the U.S.
modeling community.

4.4 SEASONAL-TO-INTERANNUAL FORECASTING

The development of seasonal-to-interannual forecasting grew out of
the Tropical Ocean-Global Atmosphere (TOGA) program and the result-
ing understanding achieved in simulating and forecasting the El Nifio/
Southern Oscillation (ENSO). The history of TOGA and the development
of short-term climate forecasting has been well documented in NRC (1996)
and in a special issue of the Journal of Geophysical Research (Vol. 107,
Issue C7, June 29, 1998).

The early realization of the usefulness of the forecasts led to the estab-
lishment of the ENSO Observing System in the tropical Pacific Ocean
(NRC, 1994), which because of this perceived usefulness, survived the
end of TOGA. It is being maintained as a quasi-operational observing
system to this day (McPhaden et al, 1998). Because the ENSO Observing
System provides the initial conditions needed to make forecasts of the
phases of ENSO, a number of different seasonal-to-interannual forecast-
ing efforts were established throughout the world, all using the data
produced by the ENSO Observing System. Significant seasonal-to-inter-
annual efforts in prediction exist at many places in the United States, in
Australia, at the ECMWEF, and in Germany.

A comparison of the prediction activities at the National Centers for
Environmental Prediction (NCEP) and ECMWEF provides insight into a
potential path for seasonal-to-interannual prediction in the United States.
(Ji et al, 1996; Barnston et al., 1994). The NCEP coupled model is a two-
tiered system to save computer time: it first initializes and then predicts
the tropical Pacific SST using a T40 (approximately 300 km) atmosphere
coupled to an ocean in which only the tropical Pacific is active. The active
Pacific has 150 km resolution in the zonal direction and 30-km to 100-km
resolution in the meridional direction from the equator to 45°. The tropi-
cal Pacific SST is calculated monthly 6 months in advance. The global SST,
with the predicted tropical SST, and the rest of the global SST started at
observed values, and relaxed to climatology, is used to force a global
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atmospheric model at higher resolution to predict the global effects of
tropical Pacific SST. An ensemble of 18 members of the T40 NCEP model
is then used to predict the climate over the United States six months in
advance. The final outlook, a part of the NCEP products suite (available at
http://www.ncep.noaa.gov/) is subjectively determined from this ensemble
and other statistical forecasts and is issued once a season.

In contrast, the ECMWF predictions are run in a one-tiered sense: the
T63 atmosphere (about 200 km resolution) is coupled to a global ocean
with resolution similar to NCEP, high at the equator and reducing gradu-
ally with latitude. The global ocean is initialized each week using all
global data available, and an ensemble of seven 6-month predictions is
run every week with the full coupled model.

Both NCEP and ECMWEF release public forecasts of ocean SST. The
NCEP outlook is for the United States only, while the ECMWF issues
forecasts for the global tropics, Africa, South America, and East Asia; all
other forecasts are available to member states of the European Centre
only.

The potential economic value of these forecasts has been explored in
detail (a bibliography is maintained at http:/ /www .esig.ucar.edu/biblio/
comprehensive.html); the public sector and many industries use these
forecasts and clamor for more forecast skill. A large amount of research
on seasonal-to-interannual predictability and prediction is being con-
ducted (The July 2000 issue of the Quarterly Journal of the Royal Meteoro-
logical Society was devoted to the results of two programs, PROVOST
(Prediction of Climate Variations on Seasonal-to-Interannual Time Scales)
and DSP (Dynamical Seasonal Prediction), which are looking toward co-
ordinated atmospheric GCM simulations in response to specified SST). A
bibliography of several hundred references on seasonal-to-interannual
forecasts is being maintained at <http://www.atmos.washington.edu/
tpop/pop.htm>. Itis clear that many nations, including the United States,
will expand their research in seasonal-to-interannual predictions, create
operational forecast systems, and apply the results for public good and
private gain.

4.5 DECADAL AND LONGER VARIABILITY

One of the major advances of climate research over the last decade or
so has been the realization that decadal and longer variability in the past
has taken place in only a handful of patterns, in particular the Pacific
Decadal Oscillation (PDO), the North American Oscillation (NAO) and its
counterpart, the Arctic Oscillation (AO), the Atlantic Subtropical Dipole,
the Antarctic Oscillation, and a number of other more regional patterns
(NRC, 1998c). These patterns of variability have a profound effect on
water resources, storms, food and fish resources, energy production and
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consumption, and the general economy and well-being of societies. Over
the United States increasing amounts of variance of temperature and pre-
cipitation are successively explained by ENSO, the PDO, and the NAO
(Higgins et al, 2000), implying that being able to predict these patterns
would explain successively greater amounts of these crucial climatic vari-
ables, with obvious social and economic implications. The response of
these patterns to the addition of radiatively active constituents to the
atmosphere is also an active field of research with the idea gaining cur-
rency that global warming intensity and patterns cannot be understood
without understanding the changes of these decadal patterns with time.

One of the recommendations of the IPCC Third Assessment Report
was that patterns of long-term climate variability should be addressed
more completely. This topic arises both in model calculations and in the
climate system. In simulations the issue of climate drift in model calcula-
tions needs to be clarified in part because it compounds the difficulty of
distinguishing signal and noise. With respect to the long-term natural
variability in the climate system per se, it is important to understand this
variability and to expand the emerging capability of predicting patterns
of such organized variability as ENSO. This predictive capability is both a
valuable test of model performance and a useful contribution to natural
resource and economic management.

The possibility of projecting these patterns was discussed in NRC
(1998¢), and indications of predictability of the NAO (Rodwell et al, 1999;
Saravanan et al, 2000), the PDO (Venzke et al, 2000), and the subtropical
Atlantic Dipole (Chang et al, 1998) have been demonstrated. The actual
and simulated forecasting of these patterns requires a tremendous amount
of computer resources, comparable to ensembles of global warming simu-
lations. We expect the study of decadal variations and the predictability
of these variations to continue with the aim of discovering useful future
predictability as a guide to long-term planning similar to the case of glo-
bal warming simulations.
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5

Responding to Climate
Modeling Requirements

The following is needed in order to respond to the climate modeling
requirements described in the previous sections:

1. additional computational resources, and human resources;

2. new mechanisms of standardization and interchange of models,
model components, and model output;

3. increased availability of standardized diagnostic tools for standard-
ized model evaluation;

4. new modes of organization and management.

5.1 COMPUTATIONAL RESOURCES REQUIRED

Model Resolution

A weather or climate model begins with fundamental equations gov-
erning the motions of the atmosphere, oceans, and sea ice, which are
derived from physical laws, particularly the conservation of mass, mo-
mentum, and energy (e.g., Washington and Parkinson, 1986). These equa-
tions also include any other algorithms describing the movement of trac-
ers and reactive chemicals through the modeled system. A number of
recent books document the extensive treatments of various aspects of
model building and the numerical methods needed to implement the
models (Trenberth, 1992; Randall, 2000; Kantha and Clayson, 2000).

For the purposes of this analysis an atmospheric resolution of 30 km
is used. This scale is viewed as a minimum resolution for acceptably
modeling the orographic influences (Plate 2) and in particular to assure
that a drop of water falling as precipitation falls into the correct catchment
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basin. It is also the minimum scale that can resolve weather motions
characteristic of the climate being simulated. While it can be questioned
whether such high resolution is needed for the climate simulation, it
should be noted that the downscaling needed for applications is a one-
way process. It uses the large-scale simulation as boundary conditions for
smaller-scale simulations, but does not feed back on the larger scales.
Thus, the highest resolution possible for the climatic simulation will as-
sure the best possible downscaling. We will not argue that 30 km is the
ultimate scale needed in the atmosphere but simply use it as a character-
istic desirable scale needed to model the atmosphere for climate simula-
tions. Such definiteness is also needed to estimate the computational re-
sources required in this chapter. This resolution may be insufficient for
many hydrological problems where resolution is important to adequately
represent the groundwater paths and the many interacting spatial scales
that affect water on its path from clouds to land to its ultimate return to
the ocean. A land soil moisture and vegetation model must be embedded
in the atmospheric model.

The relationship between horizontal and vertical scales is defined by
the Rossby radius, such that a 30 km scale in the horizontal gives 300 m
scales in the vertical. This implies a need for 50 layers up to the tropical
tropopause at a height of 15 km. These layers may be augmented by
increased resolution in the surface boundary layer. Including the strato-
sphere in the model requires additional vertical levels. Any sub-grid scale
processes, including clouds, turbulent mixing, and boundary layer pro-
cesses, not resolved by 30 km resolution, must be parameterized in terms
of quantities on the resolved scale.

The ocean model is similarly coded from the equations of motion and
the conservation of water and salt. To resolve western boundary currents
a resolution of at least 10 km in the horizontal and 100 m in the vertical is
required. The resolution in the vertical may be enhanced by extra layers
to resolve the surface mixed layer. A sea ice model must be embedded in
the ocean model in order to get the surface albedo of Earth correct and to
ensure the correct salt balance of the ocean.

Because the ocean heat capacity is large and changes slow, it generally
takes about 10,000 model years to spin up a coupled climate model to
equilibrium, although acceleration techniques are available to speed the
process. The model must be run at least 1,000 years, starting from near this
equilibrium state, to diagnose its climatology and variability. Only after
these diagnoses are performed is the climate model ready for use.

Ensembles

Because climate models may be sensitive to small changes in initial
conditions, ensembles of many runs are made, each with slightly different
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initial conditions. The spread of the model results across the ensemble
gives some idea of the sensitivity of the run to initial conditions and
therefore the uncertainty of the final results.

To get an idea of the total output spread ensembles usually consist of
10-30 members. Practical exigencies of each problem determine the time
allowed to complete the ensemble of runs. As a rough guide an ensemble
of runs for weather prediction must be completed each day, for seasonal-
to-interannual prediction each month, and for long-term climate change
each year or two.

Computer Resources for the Various Types of Modeling

Simulation

Approximately 10V floating-point operations are required to run a
30-km, 50-level atmospheric model for one model year. It takes roughly
the same number of floating point operations to run a 10-km, 50-level
ocean model for one year. Including all sub models and couplings, we can
assume it takes of order 5*10'7 floating point operations to run a coupled-
climate model one model year.

A thousand-year model run would therefore take 5*10?° floating-point
operations. As a rule of thumb, to develop a climate model, at least 10,000
simulated model years are required. Therefore 5*10?! floating point op-
erations are needed to develop a model.

We see that on the order of 10-100 Tflops of sustained computer speed
is needed to develop climate models at the specified resolution in reason-
able amounts of time (Table 5-1). Adding components to form more com-
prehensive climate models takes still longer. Coupling additional chemi-
cal components of carbon models can increase these estimates by an order
of magnitude. To analyze the variability and mean state of these runs a
comparable amount of time is needed so that a number of thousand-year

Box 5-1
Capacity vs. Capability

Computing capacity — The ability to run many computing jobs, none of which
requires all of even a large part of available computing resources. High computing
capacity enables the throughput of many jobs that for climate modeling are often
ensembles of runs with slight variations in initial or boundary conditions. Typically,
these jobs can be run simultaneously thus providing a form of parallelism.
Computing capability — Simulations for which a single coupled or component
model uses all or a large fraction of the entire system. Such calculations are much
more demanding because they require the model code to efficiently use the num-
ber of processors available.
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TABLE 5-1 Time to Perform a 10,000-Model Year Run at Various
Sustained Operating Speeds

Sustained Speed (Gflops) Wall-clock Time (years)
5 30,000

100 1,500

1000 150

10,000 15

100,000 1.5

model runs can be done by a sustained 100-Tflops computer on the order
of a year. Model development and climate simulation require the greatest
capability.

Weather Prediction

Ensembles of 10-day forecasts with an atmosphere-only model are
required. For the purpose of this exercise other crucial parts of a forecast
system, such as quality control, data assimilation, and initialization, are
ignored. At the resolution specified above, a ten-day forecast requires
2*10 flop and an ensemble of 30 each day requires 6*10'° flops each day.
Each member of the ensemble may be executed on a separate computer
with the members potentially processed simultaneously. This requires
the application of 20 Gflops acting over a day for each forecast, so a
collection of 30 machines each operating at a sustained speed of 20 Gflops
is required. This is an example of capacity computing since 20-Gflop ma-
chines are currently available. If the ensembles must, for some reason, be
done sequentially each day, 600 sustained Gflops are required.

With the implementation of more sophisticated analysis schemes,
such as four-dimensional variability (4-D VAR), the computational costs
associated with preparation of the model initial states have become very
significant. As an indication of this, of the ECMWF operational work,
only 10% is attributed to the high-resolution 10-day forecast. The 4D-Var
analysis consumes about 45% and the ensemble prediction system an-
other 45%.

Short-Term Climate Prediction

For the purposes of this exercise, a six-month coupled forecast per-
formed once a day so that we have an ensemble of 30 once a month is
assumed. Again, the other parts of the forecast process are not included.
Using the numbers for the resolution given above, 2.5*10" flops need to
be done each day which requires a sustained 2.5 Tflops.

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10087.html

RESPONDING TO CLIMATE MODELING REQUIREMENTS 55

Greenhouse Simulation

The resources needed to perform global warming projections are simi-
lar to those for simulations in developing and testing the models, except
that an additional number of projections must be run. For each specified
future concentration of radiatively active gases and constituents an en-
semble of 100-year runs, each differing slightly in initial conditions, is
needed.

Because the IPCC special report on emissions lists a number of future
scenarios, an ensemble should be done for each emission scenario to simu-
late the full range of possible outcomes. Assuming a 10-member ensemble,
1,000 years of model years for each scenario or something on the order of
10,000 additional model years is implied. Thus, global warming projec-
tions put similar demands on high-end computing as simulation, and we
can similarly conclude that a 10-100-Tflops computer would satisfy the
needs for global warming projections. Additional computational demands
arise when downscaling global warming projections to specific regions.

Compromises

In general it has not been the resolution needs of climate models that
have determined computer purchases but rather computer availability
that has determined the highest resolution at which climate models could
be run. It was pointed out in Section 3.6 that at current resolution (about
300 km in the atmosphere) a thousand-year model runtime would take a
current dedicated supercomputer running at 10-20 Gflops on the order of
3-6 wall-clock months to accomplish. Some Japanese computers can be
bought now that run at a sustained 1 Tflops, a factor of 50 times faster,
thus allowing a current increase in resolution of about a factor of 3 (100
km). The tradeoff between computer power and desired resolution is a
compromise that will exist for a very long time.

5.2 WILL MASSIVELY PARALLEL ARCHITECTURES SATISFY
OUR NEEDS?

Speed and Usability

The earlier modeling report (NRC, 1998a) detailed the NCAR pro-
curement procedure that led to a Commerce Department anti-dumping
tariff on Japanese vector computers. As noted in the discussion in Section
2.4, multi-processor machines are subject to limitations in speedup
(Amdahl’s law) such that the speedup factor over a single processor per-
formance is less than the number of processors. The use of fast custom-
designed processors helps to overcome the limitations of Amdahl’s law.
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For climate modeling, which has inefficiencies in code and a certain irre-
ducible amount of sequential operations, parallel vector machines, cur-
rently built only by Japanese manufacturers, enjoy a throughput advan-
tage of about a factor of 40 (per processor) over currently available
massively parallel computers on real climate codes.

If Japanese supercomputers continue to be excluded from the U.S. mar-
ket, we are faced with relatively limited options, all that remains are clus-
ters of commodity-based SMP or PC nodes. The survey results (Appendix
E) of the performance of current parallel climate models show that these
machines do not compete effectively with Japanese VPPs in performance.
Air-cooled Japanese vector machines are about 40 times faster (per proces-
sor) on climate and weather codes than current U.S. microprocessor-based
machines. The latest Japanese vector machines are achieving impressive
performance: 3-10 Gflops sustained per processor on real climate applica-
tions. The best microprocessors currently are achieving about 0.1 Gflops
per processor.

These Japanese machines also have an additional advantage, that of
usability. These machines have been developed in a sequence of incremen-
tal changes of the vector processor line that ended in the United States
with the Cray T90. The software has developed slowly and carefully, and
this generation of Japanese supercomputers, in particular the Fujitsu VPP
line and the NEC SX-5 (http://www.hpc.comp.nec.co.jp/sx-e/sx-world/), have
a full range of scheduling and balancing software and a robust compiler
for FORTRAN. The machines are therefore usable, and the generation of
coupled model codes written for vector machines work on them with
minor modifications. In contrast, MPP and SMP machines are less mature
and generally lacking the full range of software that allows immediate
and facile use.

Vector or MPP or Both?

Massive parallelism and vector technology are not mutually exclu-
sive. In fact, both Cray scalable vector machines and Japanese vector ma-
chines can be built with hundreds or thousands of processors. The Japa-
nese have done a good job in building scalable interconnects for massively
parallel vector machines in their NEC SX-5 and Fujitsu VPP5000: Both
machines can be scaled up to 512 processors. The Earth Simulator project
in Japan is building a network of parallel vector supercomputers with as
many as 4096 processors designed to deliver sustained speeds of 5 Tflops.

Because this study also shows that much faster computers with larger
memories are required to meet the needs of the U.S. climate modeling
community, the choice is stark. If U.S. climate scientists are not able to
purchase Japanese vector machines, they will continue to be unable to
compete with their European and Asian counterparts.
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Well-designed parallel applications can be written so that they scale
and perform well on both vector and microprocessor-based machines. It is
quite straightforward to do this for problems that use domain decomposi-
tion for parallelism; nearly all climate applications use domain decomposi-
tion. For cache-based microprocessors domains should be sub-divided into
small two-dimensional patches so that better cache performance is achieved,
while vector machines perform better with long vectors, so that long, thin
patches are more appropriate. Note that either partitioning can be achieved
with the same code. Only a few parameters need be changed to achieve
either decomposition in the same code.

Nevertheless, massively parallel machines cannot provide infinitely
scalable performance. Amdahl’s Law is a stern taskmaster, such that mas-
sively parallel processors require that the code be almost perfectly paral-
lel to obtain good performance, which is difficult to achieve. Synchroniza-
tion, load imbalance, and serial execution inherent in some codes makes
achieving 99% parallelism very difficult, yet a code that is 99% parallel
can achieve at most 100-fold speedup, even on a thousand-processor ma-
chine (Plate 1).

Most environments for climate could use both types of machines.
Vector machines for mainframe performance, scalability, and reliability,
and particularly for capability computing as defined in Box 5-1. SMP and
MPP machines are well suited to capacity computing applications requir-
ing large throughput of multiple jobs and for pre- and post-processing of
data sets, and for data assimilation, where the ratio of vector to micropro-
cessor speeds is low (between 4 and 6).

The Bottom Line

Clearly the easiest path to good performance is for U.S. scientists to
have access to machines with the most powerful processors, the small-
est and fastest network, and the fastest memory access, making cache
unnecessary. That the Japanese computers are currently superior in
both speed and usability for weather and climate model codes is with-
out question. It is no coincidence that in countries other than the United
States, the great majority of weather services and climate research insti-
tutions have purchased, or are about to purchase, Japanese parallel
vector computers. We note finally that a previous NRC report (NRC,
1998a) has stated: “The United States must apply greater resources,
particularly (but not exclusively) in the area of advanced computer
machines. National boundaries should not influence where machines
are purchased.”
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5.3 THE NEED FOR CENTRALIZED FACILITIES
AND OPERATIONS

Viewed purely as research the 20+ intermediate-size and large U.S.
climate-modeling activities are healthy and diverse, allowing many peo-
ple to engage in productive and innovative climate research. Viewed from
the point of being able to bring concentrated resources to bear on specific
problems, the 20+ differing climate activities could be considered dupli-
cative, inefficient, and sub-critical. This shortcoming is illustrated by one
of the responses to the survey, which stated that “the first problem in the
United States is fragmentation, and very inefficient use of resources/ /
single agencies, such as NOAA and NASA are unable to organize an
integrated global modeling effort within their agency.” Owing to the in-
creasing range of climate products required by diverse users, there is
increasing need for a single agency charged with assembling and dissemi-
nating the various climate products to these diverse user groups.

One solution to this problem would be to have a few centralized
climate modeling activities under the auspices of a single agency, which
are of critical size and have adequate resources, each devoted to a specific
task. These centralized modeling activities would maintain close linkages
to the various research and user groups and would undertake model
building, quality control and validation of models and products, product
design, regular and systematic product development, and integration
of observational data. Although these operational activities would be
centralized, they would take advantage of research activities external
to operations, including model development, analysis, diagnostics, and
interpretation.

Perhaps the most telling argument for centralization of operational
climate modeling is by analogy. Every major country in the world that
invests in weather services has chosen to have the forecasts centralized in
a modeling and prediction center, usually co-located with other weather
activities.

5.4 FOSTERING COOPERATION WITH A
COMMON MODELING INFRASTRUCTURE

The Efficiency of Cooperation

Small modelers in the United States have modern workstations avail-
able to them, sometimes with more than one processor. These worksta-
tions can be used for coarse-resolution ocean models run for tens of model
years; high-resolution atmospheric models for a few days or weeks; de-
velopment of radiation codes, boundary layer models in the atmosphere
and ocean, and new numerical schemes; and the diagnosis and analyses
of observed data and the output of large models.
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By definition high-end modelers have supercomputers available to
them. In the United States, this group is unique because it can currently
run high-resolution ocean models for hundreds of model years, atmo-
spheric general circulation models for hundreds of model years, very-
high-resolution global atmospheric models for a few model months,
coupled-atmosphere ocean models for hundreds of model years, en-
sembles of seasonal-to-interannual forecasts (in two-tiered configura-
tions) for six months to a year in advance, and ensembles of weather
forecasts. Until recently these two groups of modelers have tended not
to interact.

The desirability for interaction of these classes of modelers is over-
whelming and brings benefits to both classes. Small-scale modelers who
develop parameterizations prove the worth of these parameterizations in
a climate model and to demonstrate this worth they need access to high-
end computers and models. High-end modelers gain the expertise of a
large number of smaller modelers. The output of large models is usually
underanalyzed and making it available to a wider community not only
gives smaller modelers and diagnosticians access to a system approximat-
ing the climate so that they may understand its mechanisms but also gives
invaluable feedback to the high-end modelers about the fidelity and faults
of their climate models.

An effective U.S. modeling effort therefore requires better coopera-
tion. This in turn requires an extensive and effective shared infrastructure
that facilitates the exchange of technology and provides means and
metrics to rigorously benchmark, validate, and evaluate models and fore-
cast systems. It should, for example, allow university researchers access
to an integrated forecast system, through which they can investigate the
impacts of a new process parameterization. It should facilitate and sup-
port the interaction between focused centers and the broader research
community for development and process experimentation, as well as
evaluation and diagnostics of simulations and predictions.

The technical difficulties of exchange can be satisfied by the common
modeling infrastructure (CMI), but the full potential of interaction can be
realized only if access to computers and the free availability of models
and model output is assured on a mutually beneficial basis.

Common Modeling Infrastructure

The process of developing, evaluating, and exercising complex mod-
els and model components is resource intensive. It places serious de-
mands on personnel, computing, data storage, and data access that cannot
be met by any single group or institution. Incorporating new understand-
ing or new technology into comprehensive models and forecast systems
additionally requires effective collaboration and communication between
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the research community and model developers. Currently, the U.S. mod-
eling effort is limited in both of these respects. The distribution of effort is
less of a problem than the fragmentation of efforts, most operating with
their own standards for codes, data, and model and forecast evaluation.
The technical effort required to port codes and data from one center to
another or to incorporate new components into an existing system often
prevents effective interaction, and even communication between groups.
As aresult, the enterprise as a whole is inefficient, and progress is slowed.

The concept of CMI was initiated at the NSF/NCEP Workshop on
Global Weather and Climate Models (NSF/NCEP, 1998), where the par-
ticipants agreed that global atmospheric model development and appli-
cation for climate and weather in the United States should be based on a
common model infrastructure. The CMI was proposed to address the
growing perception that the diversity of models currently in use at U.S.
modeling centers is acting as a barrier to collaboration among groups. To
this end a CMI steering committee was established to develop a flexible
modeling infrastructure with standards and guiding principles to facili-
tate the exchange of technology between operational and research,
weather and climate modeling groups in the United States. The proposed
goals were to accelerate progress in global numerical weather prediction
(NWP) and climate prediction, to provide a focal point and shared infra-
structure for model development, and to provide a means for assessing
physical parameterization schemes. A CMI does not imply a common
model; it is simply the set of standards and protocols that ensures com-
mon features of different models and compatibility of files not only among
different models but also with observational data.

Once established the CMI group recommended the creation of core
models devoted to a particular modeling focus (e.g., numerical weather
prediction, seasonal-to-interannual prediction, decadal variability). In the
development of these core models it was recommended that each should
concentrate on a problem that would benefit from broad involvement of
the modeling community and that should be associated with a center
whose mission is directly related to that problem (such as NCEP for
NWP). Furthermore, the core models should be based on a flexible com-
mon model infrastructure and permit a range of options for different
physical problems with standard configurations defined for operational
applications. These configurations would represent the primary develop-
ment path for the core models and would provide controls upon which
improvements could be tested. Candidates for core models would be
based on well-defined code standards designed to advance the goals of
the common model infrastructure. New codes should be straightforward
to enable the integration of new diagnostics to model output and to imple-
ment new parameterizations. Core model codes should also be portable
to several machines.
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Software Framework

The key to making models and model components interoperable is
the existence of a common framework that is flexible, modular, and effi-
cient. The framework needs to separate the scientific and computational
components of the code in order to facilitate the separate development
efforts in each area and to ensure the greatest portability across multiple
computing architectures. Framework prototypes have been developed at
a few centers, and there is consensus on the outlines of a broader-based
framework even at present. Development of a community framework,
however, represents a significant software development exercise over a
period of several years, with continuous support for maintenance and
evolution thereafter.

Data Standards

Models and analysis tools interface with data constantly. Researchers
collaborate extensively through data exchange. The research enterprise
will be aided greatly by standards that minimize the effort in accessing
and exchanging information. Perhaps most important is the development
of community metadata standards and conventions. With standardized
metadata, applications programs and models can be tailored to exchange,
access, and manipulate data efficiently and effectively, even in a remote
site, with minimal effort. This ultimately will lead to greater interoper-
ability between software applications and easier interaction between in-
dividuals and between groups.

Community Modeling Repository

A comprehensive and well-supported community modeling resource
will allow the full potential of established coding frameworks and data
standards to be realized. The repository will house a full array of model
components and physical parameterization codes, including full dynami-
cal cores and integrated physics packages of one or more “standard”
models (supported by large development and support efforts in the na-
tional program), all fully documented, with validation output, and fully
consistent with the community modeling framework and standards. It
will allow a graduate student at any university access to complete coupled
or uncoupled models and to components that could be used to construct
a new model for research. The advantage of the repository for modeling
centers will be the ease with which model components and parame-
terizations can be exchanged with other groups and the ease with which
their model can be ported, tested, and run at numerous other sites. To be
effective the repository must be well staffed in software engineering, in-
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formation management, and quality control. The staff will actively solicit
continuing expansions and updates of the repository, ensure compliance
with standards, and support the use of repository resources throughout
the community.

Several other common needs can also be effectively met through a
repository including statistical analysis, diagnostic and visualization tools,
standard algorithms (such as model clocks and calendars), physical con-
stants, and certain standard data (e.g., vegetation, surface elevation). The
repository will simplify the locating of possible tools or resources for
model-based development and research. It will include adequate docu-
mentation to inform users how to access and use the resources and will be
fully compatible with the community modeling framework, making
access, porting, and use of resources straightforward.

Common Tests and Evaluations

Development inevitably involves testing and evaluation. Though
much of this work is specific to particular research projects, there are
important benchmark simulations and results that are of widespread sci-
entific (and societal) interest. Examples include climate change simula-
tions with prescribed trace gases (e.g., IPCC-related simulations) and sea-
sonal forecast suites. A valuable component of an enhanced common
modeling infrastructure is the establishment and maintenance of commu-
nity benchmark calculations and evaluation metrics. These would fit eas-
ily into a general repository structure, providing continually clear and
succinct results with which state-of-the-art assessments can be made and
evaluation of new tools measured.

5.5 HUMAN RESOURCES

In the surveys referred to in Chapter 3, the respondents commented
that, after the availability of computer time, their most pressing need was
for computer technologists to convert code from existing machines to the
new parallel machines and in general to optimize code for use on this new
class of machines. At a time when Internet companies offer large salaries
or stock options or both, it becomes very hard for research grants to
compete for computer technologists. Even though some technologists
want to stay in a research environment despite the relatively small mon-
etary rewards, the numbers are small, and research groups compete for
the few that are available. This problem is one of the unintended conse-
quences of the enforced shift from vector to massively parallel machines
available to the U.S. high-end modeling community.

Indeed, most U.S. Earth science centers are experiencing increased
turnover in computational positions, with a net migration away from the
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field. Significant numbers of earth scientists are leaving the field after
school, rather than moving into scientific positions. To compete with the
non-scientific information technology job market, scientific organizations
need to offer not simply competitive salaries but also development of job
skills that are attractive to mainstream professionals and career paths
comparable to others in the scientific field. There is also a disturbing
tendency for decreases at the front end of the employment pipeline, with
1998 showing a 20% drop in the number of Ph.D.s awarded in meteorol-
ogy and oceanography over 1997 (UCAR Quarterly, Spring 2000), which
was not mirrored in other scientific fields. According to UCAR Quarterly
this drop in graduates is mirrored by a drop in enrollments: “During the
past year, members of the UCAR Board of Trustees have expressed con-
cern about a perceived sudden drop in the number of qualified students
applying to their graduate departments.”

The staffing issues discussed above are likely to continue their nega-
tive impact on climate modeling science into the near future. To prevent
the continued drain of competent scientists and technicians to overseas
institutions and to the information technology (IT) sector requires such
actions as increasing salaries at modeling institutions and improving ca-
reer development for technical staff.

One technical solution to this problem can be modeled after the Ap-
plication Service Provider (ASP) phenomenon. An ASP is a commercial
company that creates a shared service center accessible over the Internet.
Companies pay monthly fees to the ASP for the shared services of a
limited number of IT professionals. Using this concept in a centralized
computer facility would allow climate scientists to have access to the
small number of IT professionals available to the entire community. The
overall human resources issue is so fluid and so deeply rooted in the
economic and social conditions in the United States that, aside from not-
ing the problem and its likely effect on any attack on the climate modeling
problem, it is difficult to present any global solutions.

5.6 NEED FOR CLIMATE SERVICES AND MANAGEMENT ISSUES

The current approach of expecting existing organizations within the
USGCRP to deliver climate information products as an activity ancillary
to their primary missions has not been successful (NRC, 1998a). Simply
providing these organizations with small amounts of additional funding
to give them incrementally greater capability is therefore not an effective
remedy to the current situation. To provide the required capabilities for
climate modeling activities and to insure the production of climate mod-
eling products, there needs to be some organizational entity with its pri-
mary mission being the delivery of these products. For the sake of this
discussion only, this entity will be designated a Climate Service—no
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agency or other organizational connotation is implied. The discussion
then will delineate the properties of this Climate Service needed to deliver
climate information products.

Institutional and Incentive Issues

The Climate Service must have a clearly defined mission, focused on
the delivery of the product and the assurance of product quality. These
products should be the result of the scientific process, though the delivery
of the product will require bringing closure to incomplete scientific argu-
ments to allow production of software suites. Different versions of the
model generating climate products need to be tested and validated prior
to their use for product generation.

The defined mission of the Climate Service will be to provide an
overarching structure to facilitate prioritization of institutional needs and
decision making. Though the mission is essential, it is also important that
there is an executive decision-making function vested in a small group of
science and software managers, whose performance is measured by the
successful delivery of the products and subsequent customer response.
At the lead of this group will be an individual with the ultimate authority
and responsibility for product delivery.

The current fragmented situation does not support an effective incen-
tive structure at any level. At the lowest level scientists are generally re-
warded for individual accomplishments of discovery-driven research. At
the next level, even in the most project-focused organizations, funds flow
into organizations from a variety of program managers. The program man-
agers naturally command the allegiance of these subsets of the organization
and are generally not rewarded for the delivery of successful products by
the organizations they fund. This programmatic fracturing extends to com-
putational resources, and in most U.S. laboratories there is a disconnect
between computational resources and the delivery of simulation and as-
similation products. The disconnect arises because the computing organi-
zation is often funded to pursue computational research in information
technology programs or the computing facility is run as an institutional
facility and the product generation exists in an uncomfortable balance with
large numbers of small discovery-driven research projects. Finally, the or-
ganizations that are expected to deliver the needed Earth science products
are often embedded in large Agency laboratories whose basic metrics of
success do not include delivery of successful Earth science simulation and
assimilation products. All told, the current structure of Earth science activi-
ties in the United States is fracturing rather than unifying.

For an executive function to be effective, an organization has to have
an incentive structure that connects all facets of the organization to the
responsibility for successful product generation.
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Business Practices

A functioning Climate Service that contains the attributes described
above would stand in stark contrast to the pervasive scientific culture of the
United States. Such an organization would vest the decision-making func-
tion in an executive process that acts in the best interest of the delivery of
the institutional products. Such a Climate Service will require supporting
business practices that are significantly different from those currently used
in the scientific community. These business practices must be unifying.
They must provide a mechanism for stable and effective external review
and integration with the discovery-driven research community.

As with the scientific and computational aspects of this enterprise,
the business practices need to be considered in a systematic and inte-
grated way. They need to support the goals and function of the charged
institute. While the complete specification of these business practices are
beyond the scope of this document, the following can be derived from
experience in the current organizations.

Funding should be:

1. focused on delivery of products;

2. stable over 10-year time periods;

3. balanced on all elements of the organization;

4. under the direction of the executive decision-making function re-
sponsible for scientific quality and operational success;

5. isolated from the program volatility of funding agencies.

Review:

1. conventional peer review will not work;

2. need to develop review techniques to support organization, in-
cluding review of science and operations;

3. different levels of review are needed for scientific and operational
purposes.

Business practices:

1. success of the Climate Service must be a critical metric for success
of the hosting agencies;

2. contractual vehicles must support the organizational goals;

3. salary structures must allow effective recruiting and retention of
personnel.

5.7 REWARDING THE TRANSITION WITHIN
THE RESEARCH COMMUNITY

There must be an incentive for the research community to develop
societally useful products for transition to the Climate Service. The situa-
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tion can be explained most easily by considering the transition from re-
search to operations. Suppose the research community develops some-
thing valuable, such as the development of seasonal-to-interannual pre-
diction and the ENSO Observing System (see NRC, 1996). Research from
the TOGA program demonstrated the predictability of aspects of ENSO.
From this an observing system was established, and insight into the kind
of questions that must be answered in order to use these types of climate
forecasts were asked (NRC, 1999c¢).

A natural transition would then be to recognize the value of ENSO
predictions, and on the basis of demonstrated value, move the prediction
aspect and the routine observations needed to initialize the prediction
into the operational domain using new resources in anticipation of dem-
onstrated benefits. Instead, most of the prediction and all the observing
system has remained in the research domain. Resources that should be
used to explore and develop new knowledge is therefore going into ac-
tivities that are not research but undoubtedly contribute to research. As a
result, the “reward” for the research community to develop seasonal-to-
interannual prediction has been decreased financial resources. As noted
in the Pathways report (NRC, 1999a), “A research program can maintain
a permanent observing system only when the system is relatively cheap
and does not inhibit other research objectives. When there is an opera-
tional need for a system, funding must not come from research sources,
else the building of a permanent observing system could gradually im-
poverish the research enterprise.”

Developing societally valuable research that leads to climate informa-
tion products should lead to a clear transition path whereby the products
find a home in the Climate Service. The reward to the research commu-
nity should be the freeing up of resources so that research can address
new problems, perhaps leading to new societal benefits.

5.8 PROVIDING THE BEST POSSIBLE SERVICE
TO AN INFORMED PUBLIC

A Climate Service focused on the production and delivery of climate
information must make these products as useful as possible to its custom-
ers. Weather forecasting has dealt with similar problems for a long time
and therefore provides a framework for modeling for societal benefit;
some of the discussion is based on lessons from that arena. To provide the
best weather and climate services, effective interaction with informed
customers is essential. To do this requires meeting several challenges.

The first challenge is to make sure that the most current and reliable
information reaches the public. The products must be authoritative and
one way of assuring this is to have an unbiased organ of the govern-
mental bureaucracy either produce or bless the product. Professional
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organizations, such as the American Meteorological Society (AMS) and
the American Geophysical Union (AGU), strive to put out the best infor-
mation possible and they are answerable to professionals in the field. The
public makes the final choice of what to believe, however; so the educa-
tional system must emphasize the basics of science and critical thinking to
the generations of future voters.

The second challenge is to engage the scientific community in such
efforts. Scientific institutions often state education as a goal, but lack of
commitment at the supervisor level or by peers and narrowly defined
reward structures can discourage scientists from engaging in public or
educational outreach activities. Such commitment involves allowing time
and resources for training and the outreach activities themselves.

The third challenge is to decrease public confusion about climate is-
sues. Public exposure to climate change is often in the form of sound bites
explaining the latest weather disaster in terms of El Nifio or global warm-
ing. Yet climate issues are difficult to understand without going back to the
basics. Trying to explain the question of natural versus anthropogenic cli-
mate change to the public, for example, involves many issues, including;:

1. how climate change is measured over different time scales (issues
of pollen proxies, sea life, crop records, and more recently, instrument
corrections);

2. what determines climate and climate change (changes in green-
house gases, aerosols, land-surface properties, solar output, ocean);

3. the physical processes (especially radiation);

4. what a numerical model is;

5. how a climate model is tested (against past and present climate,
testing of parameterization schemes against special data sets, studying
the way the model responds to data input if run as a weather model); and

6. what the differences in climate models really mean.

Clearly, teaching such material involves not a single lecture but a
carefully crafted set of activities and discussions that the audience (typi-
cally teachers) can use to pass on the information. Because climate and
weather sciences evolve, a means of getting new information (e.g., Web
sites) is included, along with contact information for future questions.

The fourth challenge is maintaining strong links between the forecast-
ing and user communities and their customers. All sides must agree on
what is needed, what is reliable, what is most usable, and what is realistic.
This is best met when the first three challenges are met. It is essential,
however, that the providers learn from the customers, or that they learn together.
The very nature of the modeling products produced by the Climate Ser-
vice must be negotiated between the service and its customers. This in-
volves not only formal interaction but also research on societal aspects of
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use of weather and climate information (Pielke and Kimpel, 1997). We
expect that the creation and distribution of useful climate products for the
public and private use will be the best way of maintaining these links.

5.9 SUMMARY

Increased computational and human resources are required to effec-
tively respond to the various demands outlined in Section 4. A new way
of focusing resources to meet the specific challenges posed by these vari-
ous demands implies a less fragmented and therefore more centralized
mode of addressing these problems. The nature of the institutional and
management requirements were discussed in terms of a Climate Service,
which here is the designation for the organizational entity that would
create the climate information products and manage the climate model-
ing activities that would deliver these products. The full range of func-
tional components of such a Climate Service extend beyond climate mod-
eling and were not discussed. This will be presented in Section 7, where
an overall vision of its functions and its interaction with the research
community is presented.
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Improving the Effectiveness
of U.S. Climate Modeling

Currently, U.S. climate modeling is characterized by a highly cre-
ative, productive, and healthy community, particularly at the intermedi-
ate and smaller scales of effort. Despite this success, high-end modeling
capabilities lag behind those of other nations. The Panel on Improving the
Effectiveness of U.S. Climate Modeling was convened to provide federal
agencies with an assessment of the nation’s technical modeling needs and
to provide recommendations on how government, interacting with the
scientific community, can optimize the use of modeling talents in the
United States.

The two primary users of climate models are the research community,
whose goals are to advance the understanding of the climate system, and
the operational community, which uses models for the production of cli-
mate prediction products in response to societal demands. The two groups
are connected because research is crucial for constructing and evaluating
the models needed to produce useful products, and the operational infra-
structure required to produce these products (such as a sustained observ-
ing system, modeling system, and resulting model assimilated data prod-
ucts that result) are of great utility to the research community.

There are, however, differences between these two groups. The re-
search community’s approach to modeling is exploratory and sometimes
without a clear path, with success judged by peer review. The operational
community operates with a more clearly defined mission and success is
often judged by the utility of a given product. Operational modeling is
more rigidly constrained by external controls and evaluation procedures

69
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requiring a dependable infrastructure with a high level of organization
and centralization.

During its deliberations, the panel identified the key issues influenc-
ing the effectiveness of U.S. climate modeling. The following sections
identify these issues and outline the panel’s recommendations. These rec-
ommendations are based on input from a survey distributed to many of
the U.S. modeling centers, a workshop held in Washington, D.C., and the
expertise of the panel and address some of the missing elements in U.S.
climate modeling.

The Need for Centralized Operations

Information about future climate is crucial for addressing numerous
societal needs. Different communities and subsets of society require dis-
tinct climate-related products. Thus, centralized modeling activities un-
der the auspices of a single agency are needed to assemble and distribute
the necessary climate information and products to diverse user groups.
The United States has not as yet centralized its climate activities.

Centralized modeling activities should have close linkages to re-
search and user groups and ought to include model building, quality
control and validation of models and products, product design and regu-
lar and systematic product production, and integration of observational
data. Centralized activities require computational systems adequate to
address these problems. Although the operational activities would be
centralized, they should take advantage of research activities external to
operations, including model development and analysis, diagnostics, and
interpretation.

The European Centre for Medium-Range Weather Forecasts (ECMWF)
is one model of a successful dedicated modeling facility. The center was
established as a European cooperative weather forecasting venture. During
its lifetime it has produced some of the highest-quality, highest-resolution
forecasts from any modeling group. It is not clear, however, that this model
translates into leadership in modeling research or research into the long-
term aspects of the climate system. Although this model may be successful
in Europe, it is not clear that it can be applied to the more decentralized U.S.
climate modeling community.

Many of the measurements and observations used to define climate
are made in the arena of weather prediction, and many of the atmospheric
processes and feedbacks that influence short-term weather contribute to
climate. Therefore, the panel recognizes that strong weather forecasting
capabilities are necessary preconditions for effective climate model devel-
opment, and close ties should be maintained between climate and weather
modeling activities.
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Finding: Increased demands for operational climate products of ben-
efit to society, such as those required for the IPCC and National Assess-
ments and for short-range climate forecasts, have placed heavy demands
on the research community, which is neither well suited by culture nor by
organization to regularly produce these products. Despite this the re-
search community is essential in providing the knowledge needed to de-
velop effective climate products.

Finding: When comparing U.S. and European high-end modeling the
panel finds that U.S. modeling is still lagging in its ability to rapidly
produce accurate high-resolution model runs. This situation has wors-
ened since the publication of the NRC report Capacity of U.S. Climate
Modeling to Support Climate Change Assessment Activities (NRC, 1998a).

Recommendation 1: In order to augment and improve the effective-
ness of the U.S. climate modeling effort so that it can respond to societal
needs, the panel recommends that enhanced and stable resources be fo-
cused on dedicated and centralized operational activities capable of ad-
dressing each of the following societally important activities:

1. short-term climate prediction on scales of months to years;

2. study of climate variability and predictability on decadal-to-cen-
tennial time scales;

3. national and international assessments of anthropogenic climate
change;

4. national and international ozone assessments; and

5. assessment of the regional impacts of climatic change.

The Need for Open Access to the Most Appropriate
Computer Architecture

The most effective means to obtain superior computer performance is
to utilize machines with powerful processors; small, fast networks; and
rapid memory access. Currently, Japanese parallel vector supercomputers
provide the fastest and most capable architecture for the sustained pro-
cessing of climate model codes. Access to these computing systems for
U.S. scientists is limited due to the high tariffs put on these systems as a
result of a Commerce Department anti-dumping order.

In order to provide high-quality climate products as well as operate
an effective research program, the climate modeling community should
have access to state-of-the-art, high-end computing facilities connected
with centralized modeling activities as discussed previously. These com-
puting facilities should have sufficient capabilities to comprehensively
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investigate the climate system and to enhance and develop models to
better understand climate change. To provide the most capable computa-
tional resources available, national boundaries should not influence where
computers are purchased (NRC, 1998a).

Finding: Current U.S. high-end modeling efforts are being hindered
by the forced acceptance of a computational architecture ill-suited to pro-
cess the algorithms employed to model the earth’s complicated climate
system.

Recommendation 2: The panel recommends the adoption of a scien-
tific computing policy ensuring open access to systems best suited to the
needs of the climate modeling community.

Recommendation 3: Researchers should have improved access to
modern, high-end computing facilities connected with the centralized
operational activities discussed in Recommendation 1. These facilities
should be sufficiently capable to enable comprehensive study of the cli-
mate system and help develop models and techniques to address relevant
high-end climate modeling problems.

The Need for a Common Modeling Infrastructure

Effective climate model development is often hindered by an incom-
patibility between model components developed in different groups. A
protocol to facilitate the scientific exchange of common diagnostic tools,
the interchange of model components, and the exchange of data in a
common data format is not yet in general use. To aid the evaluation and
exchange of technological and research advances within and among the
research and operational modeling communities, a set of common diag-
nostic and visualization tools and a set of programming and data stan-
dards is needed. The panel believes that a set of common modeling tools
and standards would enhance the cooperation between high-end mod-
elers and smaller scales of effort, would increase the efficiency of climate
model development, and would reduce duplication of efforts among
groups.

Finding: A common modeling infrastructure, consisting of system
software and model code would reduce the inefficiencies within the cli-
mate modeling research communities and would allow the research and
operational communities to interact successfully.

Recommendation 4: In order to maximize the effectiveness of different
operational climate modeling efforts, these efforts should be linked to each
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other and to the research community by a common modeling and data
infrastructure. Furthermore, operational modeling should maintain links to
the latest advances in computer science and information technology.

Human Resource Needs in Support of Climate Modeling Activities

The climate modeling community is facing an overwhelming short-
age of qualified technical and scientific staff. This difficulty is, in part, due
to the inability of both research and operational modeling centers to com-
pete with the high salaries and incentives offered by the high tech indus-
try. Some overseas groups, (e.g. ECMWEF) have overcome this difficulty
by providing highly lucrative salary packages that modeling groups in
the United States are unable to match. This situation is aggravated in U.S.
university-based modeling groups since they are often dependent on the
vagaries of short term funding for employee salaries. Furthermore, this
situation is impacting university graduate programs as many students
receive lucrative offers from private industry prior to the completion of
their degree. This human resource problem is reflected by declining grad-
uate enrollments in all areas of the climate sciences and in the growing
disparity in the quality of life of scientists, especially young ones, living in
major cities, and their private sector counterparts.

Finding: The panel finds that there is currently a strain on human
resources in the climate modeling community. U.S. modeling groups are
having difficulty competing with private industry and with overseas in-
stitutions for the high skilled and experienced scientists and computer
technologists needed to ensure an effective modeling effort in both re-
search and operational modeling efforts.

The shortage of highly skilled technical workers is not particular to
the climate modeling community, but is part of a larger shortage of hu-
man resources affecting nearly all areas of science and engineering. The
complexity of this problem, and the lack of expertise on the panel to
address this issue, precludes this panel from making any specific recom-
mendations related to human resources.

Institutional Arrangements for Delivery of Climate Services

The panel has argued that the suite of designated “Climate Services”
consisting of the establishment and sustenance of a climate observing
system, the production of useful model products on the global and re-
gional scale, and delivery and dissemination of these useful products
would satisfy societal demands and would be of great benefit to the
research community. In what form these climate services would be deliv-
ered; how much of the climate information would be developed and
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delivered by public versus private sources; which agencies would take
part; what roles they would play; and how the links between operational
modeling, sustained observations, and research are to be established and
maintained are all open questions and beyond the expertise of the panel.

Recommendation 5: Research studies on the socio-economic aspects
of climate and climate modeling should be undertaken at appropriate
institutions to design the institutional and governmental structures re-
quired to provide effective climate services. This assessment should
include:

1. an examination of present and future societal needs for climate
information;

2. a diagnosis of existing institutional capabilities for providing cli-
mate services;

3. an analysis of institutional and governmental constraints for sus-
taining a climate observing system, modeling the climate system, com-
municating with the research community, and delivering useful climate
information;

4. an analysis of the human resources available and needed to accom-
plish the above tasks;

5. an analysis of costs and required solutions to remove the con-
straints in accomplishing the above tasks;

6. recommendations on the most effective form of institutional and
governmental organization to produce and deliver climate information
for the public and private sectors.
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A Vision for the Future

The panel believes that successful implementation of the recommen-
dations given in the previous chapter would go a long way toward mak-
ing both modeling for societal benefit and modeling purely for under-
standing much more effective. The panel also notes that the integration of
operations and research for both modeling and observations is a prereq-
uisite to successfully producing and delivering useful climate informa-
tion. The panel is compelled to augment its view that addressing model-
ing alone is not enough, and that climate modeling can be made more
effective by the creation of operational entities that maintain observing
systems, produce and disseminate climate information, and are respon-
sible for coordinating certain functions with the climate research commu-
nity and the weather forecasting operational community.

High-end climate modeling depends on observations and on research.
Likewise, climate research depends on high-end modeling and observa-
tions. Observational data assimilated into a comprehensive coupled cli-
mate model enables the verification and enhancement of model code to
produce accurate and continual climate analysis. From panel delibera-
tions and acknowledgements of the robust linkages between research,
observations and climate modeling, the panel endorses previous NRC
reports (NRC, 1998b, 1999a, 1999b, 1999¢, 2000a, 2000b) that called for the
development of a sustained climate observing system. In this section, the
panel presents a vision of an operational entity that facilitates the synergy
among sustained climate observations, high-end modeling, and research
while identifying, creating, and producing climate information useful to
society.

75
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7.1 CLIMATE RESEARCH AND CLIMATE OPERATIONS

We have distinguished modeling for societal benefit and modeling
for understanding. Modeling for societal benefit is product oriented, re-
quires regular and systematic runs of climate models, and is user driven
and user evaluated. Modeling for understanding is freer, competitive,
driven and evaluated by scientific priorities, evaluated by peers, and gen-
erally less capable of being organized or constrained. We recognize that
these distinctions are not universal and are therefore imperfect, but we
have found it useful to make these distinctions in order to consider the
needed organizational aspects for each type of modeling.

It is the nature of all climate research that a proper balance between
process studies, background observations, and modeling best advances
the understanding of the entire system. It is the difficulty of climate re-
search that, while it is easy to put together field programs of limited
duration to measure poorly understood processes, it is almost impossible
to sustain measurements on climatic time scales. The climate research
community neither has the infrastructure for doing so nor are sustained
observations amenable to the usual peer review process, because sustain-
ing observations is not itself research.

Climate operations has an analogous structure. It needs an observing
system and it produces model products using high-end modeling, some for
analyzing and improving the observing system and some for diagnostic and
predictive information. A prime function of climate operations is the design
and delivery of climate information products that benefit society and put
demands on the observational system and on modeling. These societal func-
tions are qualitatively different from research functions. They tend to have
time constraints determined by the nature of the decision to be made, they
require specific products to be delivered in forms most useful to decision
makers, and they are judged by a different standard from curiosity-driven
research. In practice the difference between this type of product-driven re-
search and curiosity-driven research shows up as differences in resources
and organizations required, which, in turn, implies different modes of man-
agement and funding. Product-driven research tends to be large scale (be-
yond the scale of a single principal investigator), more expensive, and more
highly centralized. The additional resources required are justified in terms of
benefits to users with the ultimate evaluation done not by modelers but by
the users themselves. In particular, operations can (and must) sustain infra-
structure and can (and must) sustain an observing system.

7.2 MUTUAL INTERACTIONS AND MUTUAL BENEFITS
BETWEEN CLIMATE RESEARCH AND CLIMATE OPERATIONS

Operations provide enormous benefits to research and are most likely
to be successful when interacting strongly with research. For example, the
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current weather observations network is maintained by the Weather Ser-
vice for construction of weather forecast products. The long records of
upper air observations, taken globally since the 1950s, are an invaluable
resource for atmospheric researchers. Indeed, it is hard to imagine the
upper-air network being maintained in the research domain in a principal
investigator mode of operation. It is also hard to conceive of weather
operations existing without the development and improvement of nu-
merical weather forecasting, which arose in the research domain. It is this
synergy between the weather forecasting operations and atmospheric re-
search that is most valuable both to researchers and to society.

But we note the asymmetry between the two types of activities. Cen-
tralized, expensive, and ongoing operations can contribute greatly to cu-
riosity-driven research, but research that is decentralized and organized
predominately in a principal investigator mode cannot produce the ex-
tensive regular and systematic products demanded by society. It can,
however, design and help develop these products.

It is this asymmetry between research and operations that must be
recognized for us to present our vision. We envision a modeling activity
that responds and contributes to both research and societal requirements.
Because of the noted asymmetry, each function can be fulfilled only with
the involvement of the other. Because the analysis of the state of the
climate system also involves model assimilated data and because model
development requires a constant confrontation between observations and
models, we can diagram the needed interactions as in Figure 7-1.

Research

Information

High-End

Modeling

FIGURE 7-1 Interactions between climate information, high-end modeling, re-
search, and sustained observations.
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As in a similar model for research (Figure 2-2), the interactions and
balance of components of Figure 7-1 are crucial. Research, in the usual
distributed principal investigator mode, is needed to define and under-
stand the climate problem and constantly improve the components of
models through deepened understanding derived from process studies,
small-scale models, and the diagnosis and analysis of observations. Sus-
tained observations are the basis for our knowledge about the climate
system. It involves long-term, accurate, and calibrated measurements of
all components of the climate system. This element may use existing ob-
servations of the atmosphere, ocean, land, hydrosphere, etc. taken for
different purposes but must assure they are maintained as climate obser-
vations (NRC, 1999b). The high-end modeling component synthesizes the
research and assimilates the sustained observations to provide climate
information products for use by researchers and society.

It is the concept behind Figure 7-1 that forms our larger vision of
effective climate modeling in the United States. Modeling is thus put in its
proper context: as synthesizer of research, as assimilator of observations,
and as producer of products for society. It is in the implementation of this
concept that the details of our vision must be fleshed out in the relation-
ships implied by the arrows and in the organization and resources needed
for the components. It is clear that by considering large-scale modeling
and its proper context we have once again come upon the needed func-
tional components of a Climate Service.

Within the conceptual picture of Figure 7-1, we begin with the high-
end modeling component. The magnitude of the problem is large because
it involves modeling the climate system and assimilating large amounts
of data, including satellite data. As long as it involves any of the several
activities detailed in Chapter 4, the climate models involved will be large,
as close to comprehensive as possible, requiring simulations of thousands
of model years to develop and many hundreds to apply.

An effective modeling activity for both operations and research
should have models and model components developed and improved in
the research domain, run in the operations domain, and analyzed in both
domains. The process should be ongoing and cyclic and should involve
focused parts of the research community in every phase of the cycle. It
should have centralized parts in order to accomplish its operational man-
date and may have a degree of decentralization for the research functions
(consistent with need to run on high-end computers). This model should
avoid the duplication and disorganization endemic (and probably neces-
sary) to a successful small-scale research enterprise.

We see the optimal way of fulfilling this requirement as a small num-
ber of operational Centers (either new or existing, colocated or otherwise
in touch), each devoted to a different societal need (i.e., producing a dif-
ferent product), each adequate in resources to its task, interacting with
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each other and the research community through a mechanism of exchange
involving a common modeling infrastructure.

In addition to the development and operation of a high-end climate
model, each center should include a facility (people, storage devices, and
machines) for the storage and distribution of model codes and output to
the research community and for the collection of parameterizations and
diagnostics from the research community, all in common formats. Com-
mon diagnostic tools would be developed and used by all large modeling
centers and by the researchers interacting with them. Research funding
and Center computer time should be made available to the research com-
munity for model improvement. The Centers themselves would have a
certain amount of funding available for the research they deem necessary
for advancing their tasks.

To develop and evaluate the needed models, the Centers and the
distributed research community must cooperate. The Centers build and
run the models. They make available to the research community the out-
put of the models. While universities do not have the resources to run the
models, they can certainly diagnose their output. The university research
community thus has access to the latest model output and the Centers
gain an ongoing diagnosis of the state of the models.

Similarly, in the building of the models the parameterization of unre-
solved processes (e.g., clouds, mixing in the ocean, soil moisture) in the
Center models should be competed for by interested researchers. The
research community would gain the funding and resources (monetary
and computer) for better defining climate processes, and the Centers
would gain the expertise and perhaps manpower to run the extensive
tests needed to find out if new parameterizations improve the model. One
of the absolutely necessary functions of the Centers” interaction with the
research community is enabling and facilitating the arduous process that
takes researchers from the analysis of data from the synoptic network or
from field programs to the development of improved parameterization
schemes for use in climate models. Again, crucial to this interchange is the
standardization of protocols of data and codes common both to the Cen-
ters and to the research community. This would also guard against dupli-
cation because the codes would be available to and used by all modeling
Centers and all members of the research community.

Observations are critical for defining the state of the models and for
providing the analyses against which the models can be tested. The cli-
mate models of course need to be tested against an analysis provided by a
model different from the one being tested. Because much of the model
atmospheric data is ingested for purposes of weather prediction at NCEP,
it is important that the operational climate centers be tightly connected to
NCEP.

The output of the Centers” analysis models should be made available
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to the research community. This should include ocean analyses, land
analyses, coupled-climate analyses, and atmospheric reanalysis. The re-
search community will benefit from having the various analyses to diag-
nose, and the operational climate observational community (when they
exist) will benefit from the diagnoses. The Centers will have improve-
ments in observing design for their own diverse purposes as one of their
tasks, so that both observations and modeling will benefit from an opti-
mized observing system.

We do not mean to imply that the entire climate research community
should be engaged with climate operations—this would be neither practi-
cal nor desirable. But the benefits to be gained from having climate re-
search interacting with climate operations would stimulate research and
enrich operations to an extent that the benefits of interaction would be
hard to overlook.

7.3 FROM VISION TO REALITY

Climate Research and Climate Operations are not interchangeable
and both are needed to construct and disseminate climate information
products for the benefit of society. Climate Operations will be expensive,
with the major cost being the climate observing system. Because of the
integrated nature of the functions needed for Climate Operations, high-
end modeling must be considered an essential part of operations.

The nation needs the best possible climate information on which to
base decisions about the future. The panel has no doubt that the nation
will, at some point in the future, choose to institute Climate Operations.
An effective high-end climate modeling activity is an essential step on the
way.
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Capacity of U.S. Climate Modeling to
Support Climate Change
Assessment Activities

EXECUTIVE SUMMARY

The U.S. government has pending before it the ratification of the
Kyoto Protocol, an agreement to limit the emissions of greenhouse gases
(GHGs), which is largely based on the threat GHGs pose to the global
climate. Such an agreement would have significant economic and na-
tional security implications, and therefore any national policy decisions
regarding this issue should rely in part on the best possible suite of sce-
narios from climate models.

The U.S. climate modeling research community is a world leader in
intermediate and smaller! climate modeling efforts—research that has
been instrumental in improving the understanding of specific compo-
nents of the climate system. Somewhat in contrast, the United States has
been less prominent in producing high-end climate modeling results,
which have been featured in recent international assessments of the im-
pacts of climate change. The fact that U.S. contributions of these state-of-
the-art results have been relatively sparse has prompted a number of
prominent climate researchers to question the current organization and
support of climate modeling research in the United States, and has led,
ultimately, to this report.

LAn example of what is referred to in this document as a small modeling effort is one
using a global, stand-alone atmospheric climate model at R15 (~4.5° x 7.5°) resolution; an
example of an intermediate effort is one using a global, stand-alone atmospheric climate
model at T42 (2.8° x 2.8°) resolution; an example of a large or high-end modeling effort is
one using a global, coupled T42 atmospheric/2° x 2° oceanic model (or finer resolution) for
centennial-scale simulations of transient climate change.
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In this evaluation of U.S. climate modeling efforts, the Climate Re-
search Committee (CRC) was asked by USGCRP agency program manag-
ers to address three key questions, which form the basis for the NRC
Statement of Task (Appendix B) for this report:

1. Do USGCRP agencies have a coordinated approach for prioritizing
from a national perspective their climate modeling research and assess-
ment efforts?

2. Are resources allocated effectively to address such priorities? A
related question that the report addresses is whether currently available
resources in the United States are adequate for the purpose of high-end
climate modeling.

3. How can the U.S. climate modeling community make more effi-
cient use of its available resources?

¢ Regarding the first question — the CRC has reached the conclusion
that although individual federal agencies may have established well-
defined priorities for climate modeling research, there is no integrated
national strategy designed to encourage climate modeling that specifically
addresses, for example, the objectives of the USGCRP, the needs for com-
prehensive contributions to the IPCC science base, and the priorities devel-
oped by the CRC in its chapter in the Board on Atmospheric Sciences and
Climate’s report, Atmospheric Sciences Entering the Twenty-First Century
(NRC, 1998a). We suggest that the science-driven climate modeling agenda,
which has been largely shaped by individual investigators, has been rea-
sonably effective in advancing the frontiers of science, but has not been
adequately responsive to the immediate needs of the broader community
(e.g., the “impacts” and “policy” communities).

* With respect to the second question — we find that compared
with intermediate and smaller modeling efforts, insufficient human
and computational resources are being devoted to high-end, computer
intensive, comprehensive modeling, perhaps, in part, because of the
absence of a nationally-coordinated modeling strategy. Consequently,
in contrast to some of the foreign modeling centers, U.S. modeling centers
have found it difficult to perform coupled atmosphere—ocean climate
change scenario simulations at the spatial resolutions relevant to certain
national policy decisions (e.g., finer than 500 km x 800 km). The recog-
nized strengths of U.S. intermediate modeling capabilities (see, e.g., the
sizable contributions from the U.S. coarse-resolution climate modeling
efforts in the IPCC reports) have not been effectively harnessed in the
development of high-end, U.S.-based models. For instance, leading Earth
system modeling efforts in the United States suffer from a computationally
limited ability to test and run models in a timely fashion. The ability of the
climate community to acquire state-of-the-art mainframes is severely ham-
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pered by a Department of Commerce “antidumping order” prescribing a
financial penalty in excess of 400 percent for the purchase of the world’s
most powerful commercial supercomputers, which are Japanese in ori-
gin. The climate community has not been provided with the financial or
computational resources to overcome this barrier and has, therefore, been
unable to fully capitalize on the scientific potential within the United
States. Not only is insufficient access to powerful computers hampering
scientific progress in understanding fundamental climate processes, it is
also limiting the ability to perform simulations of direct relevance to policy
decisions related to human influences on climate. However, at least as
important as the insufficiency of computing resources are the lack of na-
tional coordination and insufficient funding of human resources.

* Regarding the third question — the CRC finds that:

1. A national set of goals and objectives that are agreed to by the
USGCRP agencies is essential.

2. A concerted effort by the relevant agencies is needed to establish
a coordinated national strategy for climate modeling.

3. In order to optimally use existing scientific capabilities, adequate
resources, including greatly improved supercomputing capabilities,
need to be provided to the climate modeling community.

4. The reliance of the United States upon other countries for high-
end climate modeling must be redressed.

In order to avoid the aforementioned problem regarding priority set-
ting, the USGCRP could assume increased responsibility for identifying,
from an interagency perspective, any gaps or imbalances in the research
priorities established by the individual agencies. At present, however,
this is made difficult because some agencies have excluded from their
USGCRP budgets the computational and human resources to support
comprehensive, coupled atmosphere-ocean climate modeling efforts on
par with those in several foreign countries. Although an entirely top-
down management approach for climate modeling is viewed as unde-
sirable, national economic and security interests nevertheless require a
more comprehensive national strategy for setting priorities, and im-
proving and applying climate models. An effective national approach to
climate modeling should ensure that available resources are allocated
appropriately according to agreed upon science research and societal
priorities and are efficiently utilized by the modeling community. We
acknowledge that justification for and design of such a strategy would
require a more complete evaluation of the current status of climate mod-
eling in the United States than was possible in developing this report.
Development of such a strategy should take place with full involvement
of climate modelers within academia and the national climate research

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10087.html

APPENDIX B 93

centers, along with users of climate modeling results and agency program
managers.

Climate modeling in the U.S. promotes a healthy competition among
various groups, but without better coordination of research among na-
tional laboratories and between them and the academic community, it may
be difficult to optimally utilize available human and high-end computer
resources. In particular, standardization of model output, model evalua-
tion tools, and modular programming structures can facilitate model devel-
opment and minimize duplication of effort, with the possibility that pru-
dent standardization may yield some cost savings. High-end modeling
coordination could also be enhanced through refereed workshops to dis-
cuss the pertinent scientific and associated societal issues and to recom-
mend priorities. Effective collaborative linkages between process studies
and modeling groups should also be encouraged to facilitate the difficult
task of developing, implementing, and testing new model parameteri-
zations. In addition, increased coordination of research-based and opera-
tional modeling activities will help ensure that expertise in these two com-
munities is shared. These are but a few of the types of coordinating activities
that should be vigorously and consistently pursued.

The CRC finds that the United States lags behind other countries in
its ability to model long-term climate change. Those deficiencies limit
the ability of the United States:

1. to predict future climate states and thus:
a) assess the national and international value and impact of cli-
mate change;
b) formulate policies that will be consistent with national objec-
tives and be compatible with global commitments;
2. to most effectively advance understanding of the underlying scien-
tific issues pertaining to climate variability and change.

Although collaboration and free and open information and data
exchange with foreign modeling centers are critical, it is inappropriate
for the United States to rely heavily upon foreign centers to provide
high-end modeling capabilities. There are a number of reasons for this,
including the following;:

1. U.S. scientists do not necessarily have full, open, and timely access
to output from European models, particularly as the commercial value of
these predictions and scenarios increases in the future.?

2U.S. researchers do, however, currently have access to output from most simulations of
transient climate change produced by foreign models.
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2. Decisions that might substantially affect the U.S. economy might
be made based upon considerations of simulations (e.g., nested-grid runs)
produced by countries with different priorities than those of the United
States.

3. If U.S. scientists lose involvement in high-end modeling activities,
they may miss opportunities to gain valuable insights into the underlying
processes that are critical to subsequent modeling investigations. In this
regard the issue of accessibility is much more than just a commercial and
political issue; in order to most effectively advance the science in the
United States, researchers need to have access to both model output and
the models themselves to iteratively diagnose the output, advance our
knowledge of climate, and improve the models’ predictive capabilities.

4. There are currently relatively few modeling centers anywhere in
the world capable of producing moderate resolution (e.g., 250-300 km
grid spacing), transient climate simulations. The differences in simulated
climate produced by each of these models” different structures help to
bound the range of outcomes that the climate system might produce given
a certain forcing scenario. Thus, the state of climate modeling throughout
the world is such that the addition or removal of even a single model
could affect the confidence levels assigned to certain scenarios of future
climate change. In other words, not only would the United States benefit
from enhancements in its modeling capabilities, the international com-
munity would benefit from these efforts as well. The marginal benefits
from only modestly increased investments in comprehensive models in
the United States could be very large, because, if properly coordinated,
the enhanced emphasis on high-end modeling could be built upon the
excellent existing U.S. strength in small and intermediate modeling.

Thus, to facilitate future climate assessments, climate treaty negotia-
tions, and our understanding and predictions of climate, it is appropriate
to develop a national climate modeling strategy that includes the provi-
sion of adequate computational and human resources and is integrated
across agencies.
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Questionnaire Sent to Large and
Intermediate Modeling Centers

I. General information
1. Name of Institution:
2. Name of Research Group (if applicable):

3. Name and contact details of person completing this survey:
Name

Position
Address

Phone
Fax
e-mail

4. Please indicate the primary funding sources for your modeling

efforts and an approximate percent breakdown where there is more than
one source.

5. How would you describe the purpose(s) of your modeling efforts?

6. What percentage of your modeling activities are devoted to opera-
tional versus research purposes?

7. Please describe groups with which you have significant collabora-
tion and briefly describe the nature of this collaboration.

95

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10087.html

96 APPENDIX C
II. Current U.S. Modeling capabilities

1. Please provide your opinion on current U.S. climate and weather
modeling capabilities relative to overseas efforts. Please describe where
differences in capabilities exist and what you feel are the causes for these
differences.

2. If you stated that U.S. climate and weather modeling capabilities
are behind those of other countries, do you have any suggestions to rem-
edy this deficiency?

III. Computational resources

Resources currently in use

1. What are the manufacturers and models of the computer systems
you rely on for your modeling efforts?

2. What was the year of installation or of the last major upgrade to
each of these systems?

3. How many processors are currently operating on each of these
systems?

4. What is the estimate of sustained system performance (Gflops) of
each of these systems?

5. What is the central memory (GB) and secondary disc storage for
each system (GB/TB)?

6. How many CPU hours are used per month? What is the cost of this
time?

7. Is computational time shared with the wider community? If so,
how is this interaction organized?

Future requirements needed to improve climate and weather mod-
eling efforts

1. Please list any future upgrades that are planned to your current
systems.

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10087.html

APPENDIX C 97

2. What additional upgrades would be incorporated if funds were
available?

3. Does modeling capacity or capability limit your current activities
or does some other factor? Could you make use of additional modeling
capacity or capability for additional activities?

IV. Models

1. Please provide your thoughts on the relative merits and hindrances
of running your models on massively parallel processing systems relative
to parallel vector architectures.

2. Are model results produced by your facility made available to a
wider scientific community? If so, are any restrictions placed on the data?

3. What climate and/or weather models are run at your institution?
(please also include specifics on model type)

4. Please provide a detailed description of these models including the
following:

a. minimum grid size that can be used

b. maximum number of vertical levels that can be used

c. atmospheric constituents that are used to force the model includ-
ing aerosols

d. modules that are available to model earth systems (e.g. land sur-
face vegetation, atmospheric chemistry, biogeochemistry (both land and
ocean), terrestrial hydrology (both surface and soil hydrology), sea ice,
etc.)

e. treatment of boundaries in the model (e.g. swamp ocean, specifies
SSTs etc.)

f. the minimum time-step that can be used in the model

5.In an attempt to gauge the maximum achievable performance (R, )
of your systems in a manner that is comparable to other systems reported in
this survey we would appreciate the following information. What is the
approximate run time needed to simulate 15 model years on your fastest
computer using your highest resolution model? Assume that it is dedicated
to the task and that optimal multi-tasking (e.g., running as many separate
simulations as can be accommodated by all of the machine’s processors and
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dividing the final wallclock time by the number of simulations) is utilized?
Please be specific as to the parameters used during this test.

6. How “portable” is your code without experiencing major perfor-
mance loss?

7. What future improvements are being planned for this model?

V. Human resources

Within this section, we would like to develop a profile of the compu-
tational and human resources that are presently directed toward model-
ing in the U.S.

1. What is the current number of staff that are directly involved with
the following and their approximate annual cost:

a. Science/Research

b. Hardware maintenance

c. Software tool development

d. Model code development

e. Model simulation interpretation

2. Are the number of staff supporting your efforts sufficient? If not,
please describe where improvements are needed.

3. When staffing positions in the categories listed above, what are the
main difficulties, if any, involved (i.e. level of training required, salary
requirements).

4. Please describe any future changes in staffing that are planned.

5. Are you currently planning to (or intending to in the future) con-
vert model codes to run on massively parallel machines? If currently
converting, what experience do you have with this process? If intending
to in the future, what are your plans for doing so?

VI. Miscellaneous
1. Do you feel that your modeling efforts are being limited by lack of

sufficient high-end computing resources? By people? By other resources?
By any other factors?
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2. What is your highest priority if some of these limiting factors are
removed?

3. Do you have any other comments that you feel this panel should be
aware of?

4. This survey was distributed to the groups listed below. If there is a
group that has not been included in this list that you feel should be con-
sidered as part of our data collection, please provide us with the name
and address of this institution and the person to whom this survey should
be directed.
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Questionnaire Sent to Small
Modeling Centers

I. General information
1. Name of Institution:
2. Name of Research Group (if applicable):
3. Name and contact details of person completing this survey:
Name
Position
Address
Phone
Fax
e-mail
4. Please indicate the primary funding sources for your modeling
efforts and an approximate percent breakdown where there is more than
one source.

5. How would you describe the purpose(s) of your modeling efforts?

6. What percentage of your modeling activities are devoted to opera-
tional versus research purposes?

100
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II. Interaction with major modeling centers

1. Please describe groups with which you have significant collabora-
tion and briefly describe the nature of this collaboration.

2. If you currently have extensive collaboration with other groups,
what are the main reasons for this collaboration?

3. Do you feel that your modeling effort would be aided by altering
the organization of U.S. climate modeling resources? If so, what changes
would you recommend be made?

ITII. Current U.S. modeling capabilities

1. Please provide your opinion on current U.S. climate and weather
modeling capabilities relative to overseas efforts. Please describe where
differences in capabilities exist and what you feel are the causes for these
differences.

2. If you stated that U.S. climate and weather modeling capabilities
are behind those of other countries, do you have any suggestions to rem-
edy this deficiency?

IV. Computational resources (please answer to the best of your knowl-
edge):

1. If you operate your own computing facilities for use in your model-
ing efforts, what are the manufacturers and models of these computer

systems?

2. What was the year of installation or of the last major upgrade to
each of these systems?

3. How many processors are currently operating on each of these
systems?

4. What is the estimate of sustained system performance (Gflops) of
each of these systems?

5. What is the central memory (GB) and secondary disc storage for
each system (IB)?
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6. How many CPU hours do you currently use per month? What is
the cost of this time?

V. Future requirements

1. Please list any future upgrades that are planned to your current
systems.

2. What additional upgrades would be incorporated if funds were
available?

3. Does modeling capacity limit your current activities? Could you
make use of additional capacity for additional activities?

VI. Models

1. What type of climate and/or weather models are run at your insti-
tution?

2. Are model results produced by your facility made available to the
wider scientific community? If so, are any restrictions placed on the mod-
els or data?

3. Do you use models or outputs from other facilities? If so, are any
restrictions placed on the models or data?

4. How many different models do you run? Which are the most com-
puter intensive?

5. Please provide a brief description of these models including the
following:

a. minimum grid size that can be used

b. maximum number of vertical levels that can be used

c. atmospheric constituents that are used to force the model includ-
ing aerosols

d. modules that are available to model earth systems (e.g. land sur-
face vegetation, atmospheric chemistry, biogeochemistry (both land and
ocean), terrestrial hydrology (both surface and soil hydrology), sea ice,
etc.)

e. treatment of boundaries in the model (e.g. swamp ocean, specifies
SSTs etc.)

f. the minimum time-step that can be used in the model
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6. In an attempt to gauge the maximum achievable performance (R ;)
of your systems in a manner that is comparable to other systems reported in
this survey we would appreciate the following information. What is the
approximate run time needed to simulate 15 model years on your fastest
computer using your highest resolution model? Assume that it is dedicated
to the task and that optimal multi-tasking (e.g., running as many separate
simulations as can be accommodated by all of the machine’s processors and
dividing the final wallclock time by the number of simulations) is utilized?
Please be specific as to the parameters used during this test.

7. How “portable” is your code without experiencing major perfor-
mance loss?

8. What future improvements are being planned for this model?

VII. Human resources

Within this section, we would like to develop a profile of the compu-
tational and human resources that are presently directed toward model-
ing in the U.S.

1. What is the current number of staff that are directly involved with
the following and their approximate annual cost:

a. Science/Research

b. Hardware maintenance

c. Software tool development

d. Model code development

e. Model simulation interpretation

2. Are the number of staff supporting your efforts sufficient? If not,
please describe where improvements are needed.

3. When staffing positions in the categories listed above, what are the
main difficulties, if any, involved (i.e. level of training required, salary
requirements).

4. Please describe any future changes in staffing that are planned.

5. Do you feel that future modeling efforts will be hindered by the

availability of quality graduate students? If so, what steps would you
recommend to remedy this problem?
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VIII. Miscellaneous

1. Do you feel that your efforts are being limited by access to high-end
computing resources? By access to model output from large modeling
centers? By availability of diagnostic tools? By any other factors?

2. Do you have any other comments that you feel this panel should be
aware of?

3. This survey was distributed to the groups listed below. If there is a
group that has not been included in this list that you feel should be con-
sidered as part of our survey, please provide us with the name and ad-
dress of this institution and the person to whom this survey should be
directed.
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Climate Modeling Survey:
Summary Responses

42 Responses Received

Note: As a point of reference, there were two unique questionnaires
that were sent out to U.S. modeling centers for the purposes of this report.
One questionnaire was sent out to large and intermediate centers, and a
second questionnaire was sent to small centers.! Thus, the ‘coding’ after
each question, e.g., I6L (large/intermediate), 16S (small), specifies the
question number as in the surveys above and whether it was common to
both questionnaires, or exclusive to one or the other. In some instances, a
question was specific to only one survey as it was believed to be inappro-
priate to the other category of modeling centers.

1. What percentage of your modeling activities are devoted to op-
erational versus research purposes? (I6L, 16S)

39 Majority research oriented
3 Majority operations oriented

> Out of the responses that were majority research oriented, some
stated that their research had direct operational relevance.

LAn example of what is referred to in this document as a small modeling effort is one
using a global, stand-alone atmospheric climate model at R15 (~4.5° x 7.5°) resolution; an
example of an intermediate effort is one using a global, stand-alone atmospheric climate
model at T42 (2.8° x 2.8°) resolution; an example of a large or high-end modeling effort is
one using a global, coupled T42 atmospheric / 2° x 2° oceanic model (or finer resolution)
for centennial-scale simulations of transient climate change.

105
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2. Please describe groups with which you have significant collabo-
ration and briefly describe the nature of this collaboration. (I7L, II1S)

> From the responses received, there appears to be strong connec-
tions between the major centers and academia and vice-versa.

3. Please provide your opinion on current U.S. climate and weather
modeling capabilities relative to overseas efforts. Please describe where
differences in capabilities exist and what you feel are the causes for
these differences. (II1L, III1S)

U.S. is:

Ahead Behind Comparable
Weather 2 20 6
Climate 1 21 9

Why are there differences?
Underfunded

Understaffed

Lack of computer resources

Lack of common center/coordination

Other statements:

Comparable to other countries at all but high-end

Model development is weak here and overseas

U.S. is ahead in diversity and size of effort

It is more difficult to organize the U.S. effort due to its size and diversity

4. If you stated that U.S. climate and weather modeling capabilities
are behind those of other countries, do you have any suggestions to
remedy this deficiency? (II2L, ITI2S)

7 Increased Funding

8 Shared Infrastructure
18 Enhanced Organization
25 Hardware

8 Adequate brainpower

5. Do you feel that your modeling effort would be aided by altering
the organization of U.S. climate modeling resources? If so, what changes

would you recommend be made? (II3S)

6 Yes
5 No
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Observations of the affirmative responses:

* Too many underfunded, understaffed groups

¢ Inadequate links to data collection

* More emphasis should be placed on the vulnerability of the Earth
system to the spectrum of environmental stresses, rather than focus pri-
marily on the effects of greenhouse gases.

e U.S. should take the lead in the physics of the climate system and
its parameterization

¢ Devolve computing resources away from computer centers to the
users

¢ Develop a responsive, interactive computing environment

* Make it easier to access climate models for climate applications
and to long-term model simulation data for analysis

What additional upgrades would be incorporated if funds were avail-
able? (III2bL, V2S)
7 Upgrades for PC clusters
More nodes
Increased bandwith
Increase general computational power
Increase disk storage
Increase file migration capabilities
Purchase Alpha-type workstations
Upgrade to parallel vector systems if possible
None
More processors

AN = WA WN

6. Does modeling capacity or capability limit your current activi-
ties or does some other factor? Could you make use of additional mod-
eling capacity or capability for additional activities? (III3bL, V3S)

27 Yes
2 No

7 Additional human resources
18 Additional computing capabilities

7. Is computational time shared with the wider community? If so,
how is this interaction organized? (III7L)

9 Yes
12 No

2 Yes, via scientific collaboration
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Only within DOD and with DOD funded scientists
Sharing is through a queuing system

Sharing through proposals for computer time
Sharing only within DOE

Via allocation process

Via output only

_— Wk, N W

8. Please provide your thoughts on the relative merits and hin-
drances of running your models on massively parallel processing sys-
tems relative to parallel vector architectures. (IVI1L)

4 Massively parallel architecture is better
18 Parallel vector architecture is better

MPP architecture is better but:

— There are a lack of compilers for these systems

— The transfer of code to MPP is not easy

— Vendors are not ready to supply the needed systems

Other comments:

MPP is harder to use

MPP benefit is that the processing time is cheaper as the cost of the
systems and maintenance is less than for parallel vector systems

MPP offers more CPU power and memory per dollar spent

Some new models can only be run on MPP

MPP requires longer code development

MPP is not scalable

MPP offers poor system software and is unstable

MPP requires additional personnel

MPP offers poor communication among processors

9. Do you use models or outputs from other facilities? If so, are any
restrictions placed on the models or data? (VI3S)

12 Yes
0 No

Restrictions:

Output is restricted to research collaborators

DOE security restrictions on computing access

No restrictions

Some foreign data is restricted

Some data are restricted due to being in a pre-release state
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10. How “portable” is your code without experiencing major per-
formance loss? (IV6L)

22 Very portable

2 Somewhat portable

8 Code is custom altered for specific platforms

1 Code works on MPP only

1 Code is portable to VPP and MPP with some limitation

11. Are you currently planning to (or intending to in the future)
convert model codes to run on massively parallel machines? If cur-
rently converting, what experience do you have with this process? If
intending to in the future, what are your plans for doing so? (V5L)

10 Already converted
12 Underway
2 Not underway

12. Are model results produced by your facility made available to
the wider scientific community? If so, are any restrictions placed on the
models or data? (VI2S)

10 Yes
0 No

Are model results produced by your facility made available to a wider
scientific community? If so, are any restrictions placed on the data? (IV2L)

3  Yes with some restrictions

21 Yes

1  Yes, but only with collaborators
0 No

Additional:
2 More widely distributed if resources were available
1 Yes, through published work

13. Are the number of staff supporting your efforts sufficient? If
not, please describe where improvements are needed. (V2L)

6 Yes
20 No
Staff needed for:
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Data interpretation and analysis
Programmers

Software engineers

Hardware maintenance

Model simulation interpretation
High-performance applications

Are the number of staff supporting your efforts sufficient? If not, please
describe where improvements are needed. (VII2S)

4 Yes
8 No

Staff needed for:

Data interpretation and analysis
Programmers

Model developers

14. Do you feel that your efforts are being limited by access to

high-end computing resources? By access to model output from large
modeling centers? By availability of diagnostic tools? By any other fac-
tors? (VIII1S)

11 Yes
1 No

Skilled personnel are not centrally located

No long-term strategy

Data outputs need to be made more user friendly
Satellite data needs to be made more user friendly
Access to computing

Access to global models

Stable funding

== O = = =

Do you feel that your modeling efforts are being limited by lack of
sufficient high-end computing resources? By people? By other resources?
By any other factors? (VI1L)

26 Yes
27 No

Factors:
17 People
18 Computing

Other factors:
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Lack of well-documented modern model codes
Network bandwidth

Data storage

Stable funding

15.

When staffing positions in the categories listed above, what are

the main difficulties, if any, involved (i.e. level of training required,
salary requirements). (V3L, VII3S)

1 Research is very specialized

16 Salary is not competitive

10 Finding funding

15 Level of training

7 Difficult to find qualified programmers

1 Navy bureaucracy

3 Difficult to find model developers

1 No difficulty

16. Please describe any future changes in staffing that are planned.
(V4L)

7 None

8 Model/software support
8 Scientist

5 Modeler

1 Hardware

Please describe any future changes in staffing that are planned. (VI4S)

4 None

4 Model/software support
3 Scientist

0 Hardward maintenance

17.

What is your highest priority if some of these limiting factors

are removed? (VI2L)

11

N+ =N

Enhanced computing capabilities

Enhanced human resources

Improved physical performance of the models
Build a modeling system infrastructure
Increase the number of models

Increase model resolution
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Develop a high performance regional climate model
Adapt model code for parallel systems

Perform simulations on non-local systems
Additional Ré& D research funding

_ e

18. Do you feel that future modeling efforts will be hindered by
the availability of quality graduate students? If so, what steps would
you recommend to remedy this problem? (VI5S)

3 No
5 Yes

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10087.html

Appendix F

Workshop Agenda

IMPROVING THE EFFECTIVENESS OF CLIMATE MODELING

AUGUST 21-23, 2000

NATIONAL RESEARCH COUNCIL

WASHINGTON, D.C.

AGENDA
Monday, August 215

OPEN SESSION

8:00 a.m. Breakfast
8:45 a.m. Welcome and Introduction
9:00 a.m. Large-Scale Modeling in
the United States
9:45 a.m. Large-Scale Modeling in Europe
10:30 a.m. Parallel Supercomputing for

Weather and Climate

11:15 a.m. Curiosity-Driven vs. Product-
Driven Research

113

Lecture Room

Joe Friday

Maurice Blackmon

Lennart Bengtsson

Matthew O’Keefe

Ricky Rood
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12:00 p.m. Paths Towards Increasing the
Effectiveness of U.S. Climate Ed Sarachik
Modeling

12:30 p.m. Working Lunch

1:30 p.m. Afternoon Session: Interactive discussion between the

attendees and the panel

Topics:

— How can we constitute large-scale modeling in response to
national needs?

— How can we increase the benefits to the research community
responding to national needs?

5:00 p.m. Adjourn for the day and dinner in the Members Room
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Workshop Participants

Phil Arkin

Bob Atlas

Dave Bader

Anjuli Bamzai
Lennart Bengtsson
Alan Betts

Maurice Blackmon
Jay Fein

Carter Ford

Joe Friday

W. Lawrence Gates
Bryan Hannegan

Timothy Hogan
Alexandra Isern
Tim Killeen
Ants Leetma

Margaret Leinen
Margaret Lemone
S.-J. Lin

Eric Lindstrom

National Oceanic and Atmospheric
Administration

National Aeronautics and Space
Administration

Department of Energy

National Science Foundation

Max Planck Institut fur Meteorologie

Atmospheric Research

National Center for Atmospheric Research

National Science Foundation

National Research Council

National Research Council

Lawrence Livermore National Laboratory

Senate Energy and Natural Resources
Committee

Naval Research Laboratory

National Research Council

National Center for Atmospheric Research

National Oceanic and Atmospheric
Administration

National Science Foundation

National Center for Atmospheric Research

National Aeronautics and Space
Administration

National Aeronautics and Space
Administration
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Jerry Mahlman
Robert Malone
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Appendix H

Summary of Other Relevant Reports

i. The Report of the DOE/NSF National Workshop on Advanced Scientific
Computing.

This workshop report (commonly called the “Langer Report”) was
designed to provide a foundation for establishing a science-driven na-
tional infrastructure of terascale computing, communications, and ad-
vanced simulation. Weather and climate prediction were given as ex-
amples of scientific and engineering applications needing such expanded
computing facilities. This report discussed the following obstacles to the
successful use of terascale computing facilities: (a) the scarcity of human
resources applied to computational and scientific research problems; (b)
the difficulty of matching the financial rewards offered by private indus-
try, and; (c) the lack of proper software available to usefully optimize
performance on the new generations of massively parallel computers.

Relevant recommendations arising from this workshop were:

1. the U.S. should launch a vigorous effort to make high-speed
computing systems accessible to the national scientific and engineer-
ing communities;

2. the U.S. should concurrently launch a vigorous effort to develop
software, algorithms, communication infrastructure, and the visualiza-
tion systems necessary for effective use of the next generation of comput-
ing facilities;

3. the U.S. scientific and engineering communities should prepare to
use these computing facilities to solve complex problems of both basic
and strategic importance;
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4. hardware, software and communications developments should be
coordinated with these scientific and engineering applications (DOE/NSF,
1998).

ii. Report of the NSF/NCEP Workshop on Global Weather and Climate
Modeling

This interagency workshop report discusses the future of weather
and climate modeling in the United States. An important outcome of this
report was the recognition that the diversity of U.S. modeling has created
a barrier to efficient collaboration between various modeling groups. Rec-
ommendations were:

1. a common modeling infrastructure should be established to facili-
tate the evaluation and exchange of technological and research advances
in the broader modeling community, with exchanges envisioned not only
between the operational and research communities but also between the
numerical weather prediction and climate modeling communities;

2. the common modeling infrastructure should be advanced by estab-
lishing modeling standards and guiding principles and by focusing efforts
on the development of a finite number of core models, each of which would
be devoted to a major area of modeling (e.g., numerical weather prediction,
seasonal to interannual prediction, decadal variability);

3. the National Centers for Environmental Prediction be one of the
centers associated with a core model promoting the common modeling
infrastructure because of its responsibility for U.S. operational forecasts
and because of its critical data assimilation activities.

iti. President’s Information Technology Advisory Committee

The President’s Information Technology Advisory Committee on fu-
ture directions in information technology (PITAC, 1999) recommended
increased investment in information technology, with priorities in the
areas of software, information infrastructure (including networks), and
high-end computing systems, noting that “extremely fast computing sys-
tems, with both rapid calculation and rapid data movement, are essential
to provide accurate weather and climate forecasting ... to conduct scien-
tific research in a variety of different areas and to support critical national
interests.”

iv. Accelerated Climate Prediction Initiative

An interagency committee charged with making recommendations
on the implementation of the Department of Energy Accelerated Climate
Prediction Initiative (ACPI; Gates et al., 1999) produced a report that
argued for a climate modeling structure that would include a centralized
computing facility; a modeling and research consortium of exclusive us-
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ers of the facility for specific projects involving model development,
model diagnoses and predictions on all time scales; and a group of re-
gional climate centers (recommended to be initially three to five in num-
ber) that would interface with local user communities to examine the
impacts of climate change and variability on regional scales. The commit-
tee also recommended a national software and communications infra-
structure to “provide a significantly enhanced capability to store, access,
transfer, diagnose and visualize the results of high-end climate model
simulations, [and to] provide an effective software and communications
network linking the project’s components and participants ...”

A review of the ACPI program by the JASON Group noted that (JA-
SON, 1998):

1. substantial increases in the computational power available to U.S.
researchers are well warranted and can contribute to a better understand-
ing of the climate system;

2. computational power alone will not greatly improve our abilities
to predict climate, and linked observational programs and process stud-
ies are also essential for a balanced global change effort.

v. High-End Climate Science: Development of Modeling and Related Com-
puting Capabilities (USGCRP, 2000).

This report, solicited by the Office of Science and Technology Policy,
was designed to make recommendations that “responds to unmet na-
tional needs in climate prediction, climate-science research and climate-
change assessment.” The basic recommendation of this report is the cre-
ation of a dedicated organization, called the “Climate Service,” designed
to respond to the various requirements and demands placed on the cli-
mate community. The report distinguishes between traditional research
(discovery-driven) and the type of activity required by new demands on
the climate community (product-driven). This Climate Service should be
product-driven, centralized, and requires a new business plan to manage
the Service in an integrated manner.

The report recommends that the Climate Service should have access
to computational systems with the highest level of capability and should
engage in two major core simulation activities: one in weather and one in
climate. It noted that the obstacles to forming the Service are organiza-
tional and computational. In particular, it noted that the U.S. policy on
high performance computing, imposing restrictive duties on Japanese
vector supercomputers, significantly complicates the people problem for
the Climate Service in that massively parallel distributed-memory com-
puters requires a much greater investment in software, both system and
applications, and therefore requires just the type of information technolo-
gists in greatest demand in a booming software industrial environment.
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In order to remedy the fragmentation of effort discussed in NRC,
1999a, the report also recommends the Climate Service seek integration of
effort across the disciplines involved in weather and climate modeling,
across institutions, and across modeling, data and computational sys-
tems. A software infrastructure to enable collaboration and development
of software by multiple scientists at multiple institutions, to allow a tran-
sition path from discovery-driven research to product-driven activities,
and to optimize across computational resources and scientific research is
also recommended. Issues of machines and software form an important
part of the report.
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Appendix I

Description of Different Codes

a. ECMWF’s IFS (Integrated Forecast System)

The ECMWF’s IFS code is a parallel spectral weather model that is
also used for seasonal climate prediction. Its structure is similar to climate
codes from NCAR, including CCM, but its parallel execution model is
highly evolved. It uses domain decomposition in two-dimensions and
performs both spectral and Legendre transformations on the grid data.
The sustained rates reported for IFS are in units of forecast days per day
(in other words, the ratio of simulated time to real wall-clock time). The
two machines compared with this code are the T3E (600-MHz Alpha
processors) and the Fujitsu VPP5000. A single processor of the VPP5000
achieves 48 times the sustained speed of a single Cray T3E processor. In
parallel configurations this ratio (of sustained rates per processor) in-
creases to 57 when IFS executes on 1408 T3E processors and 98 VPP5000
processors. Notice that only 98 VPP5000 processors are nearly four times
faster than 1,408 T3E processors.

Analysis of the performance of the IFS code (at T213 L31 resolution)
on a variety of machines, (both microprocessor- and vector-based) indi-
cates that machines with small numbers of fast vector processors are su-
perior to highly parallel microprocessor-based SMPs (Fig. A-1).

b. Environment Canada’s MC2

MC2 is a regional, non-hydrostatic weather model. It uses a variety of
sophisticated solvers and is structured somewhat like a global spectral
model. In Table 4-3 we show the sustained performance in Mflops of MC2
for the Origin 2000 (250-MHz R10000 processors with 4-MB caches) ver-
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sus the NEC SX-5, a Japanese VPP. Like the IFS code, the MC2 code
executes nearly 50 times faster (on a per-processor basis) on the SX-5
compared to the R10000. The aggregate performance achieved on 28 SX-5
processors is 95,200 Mflops, almost 50% of the potential peak speed of the
SX-5 in this parallel configuration. These speeds dwarf the 840 Mflops
achieved on a smaller 12-processor configuration of the Origin.

c. NCAR’s MM5

MM5 is a grid-based, hydrostatic mesoscale model originally devel-
oped at Penn State. Its performance on a single Alpha 667-MHz processor
is 360 Mflops, about 27% of peak performance. This is a much higher
percentage of the peak microprocessor speed than is achieved by most
weather models and is due primarily to MM5’s good cache useage. When
parallel execution of MM5 is considered, the AlphaServer cluster (128 4-
processor machines connected together into a 512-processor configura-
tion) is about 60% faster than a 20-processor VPP5000.

The per-processor speed ratio between the 512-processor Alpha and
20 processor VPP5000 is 16 in favor of the vector machine, much less than
the 50-times difference found with the other codes. However, the lower
ratio is consistent with the MM5, which attains sustained-to-peak perfor-
mance a factor of 3 higher than the other codes.

d. German Weather Service’s LM and GME

Only limited performance data was available for the local (LM) and
global (GME) weather models used by the German Weather Service
(Deutscher Wetterdienst). LM is a regional model, while GME is a global
model developed using an icosahedral-hexagonal grid. Both these mod-
els execute nearly 50 times faster (either serial or parallel) on a VPP5000
than on a Cray T3E.

The actual performance of real weather and climate codes support
our contention that currently Japanese parallel vector supercomputers
significantly outperform American-manufactured MPPs based upon mi-
croprocessor technology. If VPPs are not available, it is more difficult to
get good performance. This is particularly true for “capability comput-
ing” (see Section 3-1). As was demonstrated above, Amdahl’s law re-
quires a very high degree of parallelism in a model to achieve effective
speedups on large numbers of processors. Recognizing this, SMP vendors
have been moving to a hybrid architecture that places multiple processors
on each node. SMP clusters typically have nodes that contain 2-16 proces-
sors sharing uniform memory access (UMA) via a bus or, when the num-
ber of processors exceeds 8, a higher-performance intra-node network. To
take advantage of this UMA feature the preferred intra-node program-
ming model is OpenMP threads, an evolving standard for what was once
known on CRI VPP machines as “multi-tasking.” MPI is used for the non-
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uniform memory access (NUMA) inter-node communications. Although
this hybrid programming model adds another layer of complexity, it of-
fers a useful path to parallelism if it can be efficiently implemented. For
example, rather than doing two-dimensional domain decomposition
in longitude and latitude, with the hybrid model one might decompose
and use MPI only in latitude while treating parallelism in longitude with
threads spread across the processors on each node.
Important considerations from a software standpoint are

1. optimizing the placement of data with respect to the processor(s)
that will use it most;

2. minimizing the number and maximizing the size of messages sent
between nodes;

3. maximizing the number of operations performed on data that is in
cache, while minimizing the amount of data required to be in cache for
these operations to occur.

Normally, one expects the operating system or job scheduler to take
care of “1” automatically. If data is not localized on the same node as the
processor that will use it most often, performance will suffer and is likely
to be quite variable from run to run. Item “2” requires careful planning of
MPI calls. Item “3” requires the most code changes, such as subdividing
the computational domain into blocks small enough so that all data for
any single block will fit into cache. More radical steps involve converting
from Fortran 90 to Fortran 77 in order to get explicit do-loops, re-ordering
array and loop indices, in-lining subroutine calls, fusing loops, and other
optimizations that would be left to the compilers if only they were capable.
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Acronyms
ACPI Accelerated Climate Prediction Initiative
AGU American Geophysical Union
AMS American Meteorological Society
AO Arctic Oscillation
ARM Atmospheric Radiation Measurement
ARPS Advanced Regional Prediction System
ASP Application Service Provider
CCN Cloud Condensation Nuclei
ccrr Climate Change Prediction Program
CDC Climate Diagnostics Center
CFC Chlorofluorocarbon
CIT California Institute of Technology
CMI Common Modeling Infrastructure
CMIP Coupled Model Intercomparison Project
COAMPS Coupled Ocean/Atmosphere Mesoscale Prediction

System
COARE Coupled Ocean Atmosphere Response Experiment
COLA Center for Ocean-Land-Atmosphere Studies
CONV Conventional Data
CPU Central Processing Unit
CRC Climate Research Committee
CRI Cray Research, Inc.
CRM Cloud-Resolving Mode
CSM Climate System Modeling
CSuU Colorado State University
125
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DAO
DAS
DEC
DOE
DSP
ECMWF

ENSO
EOS
EPA
EUMETSAT
FGGE
FIFE
FLOPS
FSU
GARP
GATE
GCIP
GCM
GCSS
GEOS
GEWEX
GFLOP
GFDL
GISS
GLA
GSFC
HPCC
IBM
IFS
INDOEX
IPCC
IRI
ISLSCP

IT
ITCZ
JPL
LANL
LAWS
LES
MFLOP
MOS
MPI

APPENDIX |

Data Assimilation Office

Data Assimilation System

Digital Equipment Corporation

U.S. Department of Energy

Dynamical Seasonal Prediction

European Centre for Medium-range Weather
Forecasts

El Nifio/Southern Oscillation

Earth Observing System

Environmental Protection Agency

European Meteorological Satellite

First GARP Global Experiment

First International Satellite Land Surface Climatology

Floating Point Operations per Second

Florida State University

Global Atmospheric Research Programme

GARP Atlantic Tropical Experiment

GEWEX Continental-Scale International Project

General Circulation Model

GEWEX Cloud System Study

Goddard Earth Observing Satellite

Global Energy and Water Cycle Experiment

GigaFlop

Geophysical Fluid Dynamics Laboratory

Goddard Institute for Space Studies

Goddard Laboratory for Atmospheres

Goddard Space Flight Center

High Performance Computing and Communications

International Business Machine

Integrated Forecast System

Indian Ocean Experiment

Intergovernmental Panel on Climate Change

International Research Institute

International Satellite Land Surface Climatology
Project

Information Technology

Intertropical Convergence Zone

Jet Propulsion Laboratory

Los Alamos National Laboratory

Laser Atmospheric Wind Sounder

Large Eddy Simulations

MegaFlop

Model Output Statistics

Message Passing Interface
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MPP Massively Parallel Processor

NAO North American Oscillation

NAS National Aerodynamic Simulation

NASA National Aeronautics and Space Administration

NCAR National Center for Atmospheric Research

NCEP National Centers for Environmental Prediction

NERSC National Energy Research Scientific-Computing
Center

NOAA National Oceanic and Atmospheric Administration

NPGS Naval Postgraduate School

NRC National Research Council

NRL Naval Research Laboratory

NSCAT NASA Scatterometer

NSF National Science Foundation

NUMA Non-Uniform Memory Access

NWP Numerical Weather Prediction

OLR Outgoing Longwave Radiative Flux

OSE Observing System Experiments

OSSE Observing System Simulation Experiments

PC Personal Computer

PDO Pacific Decadal Oscillation

PE Processing Element

PI Principal Investigator

PILPS Project for Intercomparison of Landsurface
Parameterization Schemes

PITAC President’s Information Technology Advisory
Committee

PNNL Pacific Northwest National Laboratory

PROVOST Prediction of Climate Variations on Season-to-
Interannual Time Scales

PSU Pennsylvania State University

RAMS Regional Atmospheric Modeling System

RMS Root Mean Square

ROC Relative Operating Characteristic

SATEMS Satellite Temperature Soundings

SCM Single-Column Model

SGI Silicon Graphics International

SMP Shared-Memory Processor

SMP Symmetric Multi-Processor

SSM/I Special Sensor Microwave/Imager

SST Sea Surface Temperature

SV Scalable Vector

TAO Tropical Atmosphere Ocean array

TFLOP Teraflop
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TIROS Television Infrared Operational Satellite

TIROS-N Television Infrared Operational Satellite - Next-
generation

TOGA Tropical Ocean-Global Atmosphere

UCAR University Corporation for Atmospheric Research

UCLA University of California at Los Angeles

UH University of Hawaii

Ul University of Illinois

UMA Uniform Memory Access

UNEP United Nations Environment Program

USGCRP United States Global Change Research Program

USWRP United States Weather Research Program

VPP Vector Parallel Processor

WCRP World Climate Research Programme

WMO World Meteorological Organization

WRF Weather Research and Forecasting

XBT Expendable Bathy-Thermographs
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PLATE1 Amdahl’s Law: Impact of the number of processors (axis labeled p) on
the parallel efficiency (vertical axis) for a range of code parallelization (axis
labeled x), between 90% and the ideal but unattainable 100%. a) Multiprocessing
system with a number of processors between 1 and 32. Note that the greenish
area, representing practically attainable efficiencies, ranges from over 20% for
low parallelization to well over 50% for high parallelization. b) Massively parallel
processor, with 40 to 1024 processors. Note that the attainable ranges of efficiency
are well below 10% except for the hard-to-reach highest ranges of code parallel-
ization (over 99%).
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b.

PLATE 2 a. Terrain over North America on a model grid at 240 km horizontal
resolution. b. Terrain over North America on a model grid at 30 km horizontal
resolution. (Provided by M. Blackmon)
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