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Preface

The purpose of this study is to describe the processes through which concep-
tual models of flow and transport in the fractured vadose zone are developed,
tested, refined, and reviewed. The Panel convened a two-day workshop in March
1999, during which a large group of specialists from the hydrogeologic, geochem-
ical, soil science, and related fields discussed the current state of knowledge,
lessons learned from field investigations, and needs for future research. A series
of invited presentations provided the basis for much of the discussion at this
workshop. Individually authored papers based on these presentations are pre-
sented as Chapters 2-11 in the second part of this volume.

The Panel was charged with preparing a consensus report on the develop-
ment and testing of conceptual models for fluid flow and transport in the frac-
tured vadose zone. The Panel’s conclusions and recommendations were based in
large part on the workshop presentations and discussions. This report is intended
to describe the present status of conceptual model building in the fractured va-
dose zone; to provide guidance to regulatory agencies on the review process for
conceptual models developed for site licensing; to compile knowledge and expe-
riences from related disciplines so that technical communities can benefit from
advances in related fields; and to identify future research needed to advance the
technical basis for developing and evaluating vadose zone conceptual models.

In its consideration of transport in the vadose zone, the Panel focused on the
application of environmental tracers (such as tritium and chlorine-36) because
they provide integrated responses that are difficult to determine by point mea-
surements of fluid potential or moisture content. The Panel briefly reviewed

ix
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approaches for modeling transport of conservative solutes, but the scope of the
study did not include reactive solutes or water-rock interactions.

The Panel report (Chapter 1) is composed of three main sections. First, we
discuss general considerations applicable to the development and testing of con-
ceptual models. Second, we summarize the current state of knowledge of flow
and transport processes in the fractured vadose zone. Third, we present our con-
clusions and recommendation.

This report has been reviewed in draft form by individuals chosen for their
diverse perspectives and technical expertise, in accordance with procedures ap-
proved by the NRC’s Report Review Committee. The purpose of this indepen-
dent review is to provide candid and critical comments that will assist the institu-
tion in making its published report as sound as possible and to ensure that the
report meets institutional standards for objectivity, evidence, and responsiveness
to the study charge. The review comments and draft manuscript remain confiden-
tial to protect the integrity of the deliberative process. We wish to thank the
following individuals for their review of this report:

John D. Bredehoeft, The Hydrodynamics Group, Story, Wyoming

June T. Fabryka-Martin, Environmental Technology, Los Alamos National
Laboratory, New Mexico

Jane C. S. Long, Mackay School of Mines, University of Nevada, Reno

Mark Person, Department of Geology and Geophysics, University of
Minnesota, Minneapolis

Daniel B. Stephens, Daniel B. Stephens and Associates, Inc., Albuquerque,
New Mexico

Although the reviewers listed above have provided many constructive com-
ments and suggestions, they were not asked to endorse the conclusions or recom-
mendations nor did they see the final draft of the report before its release. The
review of this report was overseen by George Hornberger, University of Virginia,
Charlottesville, appointed by the Commission on Geosciences, Environment, and
Resources, who was responsible for making certain that an independent examina-
tion of this report was carried out in accordance with institutional procedures and
that all review comments were carefully considered. Responsibility for the final
content of this report rests entirely with the authoring committee and the institution.

In addition, we acknowledge peer reviews provided by the following for the
invited papers (Chapters 2-11): S. Bradford, J. D. Bredehoeft, J. Fabryka-Martin,
R. Healy, D. L. Hughson, V. Kapoor, K. Karasaki, K. Keller, S. Kung, E.
Kwicklis, L. D. McKay, J. W. Mercer, R. L. Michel, B. Mohanty, J-V. Parlange,
L. Pyrak-Nolte, E. H. Roseboom Jr., B. R. Scanlon, D. B. Stephens, T. K.
Tokunaga, and E. P. Weeks. Although these papers have undergone peer review,
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their inclusion in this report does not constitute any specific endorsement of their
contents, either by the Panel or the National Research Council.

Paul Hsieh

Chair, Panel on Conceptual Models of
Flow and Transport in the Fractured
Vadose Zone
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Executive Summary

Fluid flow and solute transport within the vadose zone, the unsaturated zone
between the land surface and the water table, is the cause of expanded plumes
arising from localized contaminant sources, and an understanding of vadose zone
processes is an essential prerequisite for cost-effective contaminant remediation
efforts. Contamination of the vadose zone can result from many causes, including
chemical spills, leaky underground storage tanks, leachate from waste disposal
sites and mine tailings, and application of agricultural chemicals. Another major
environmental concern is the potential for long-term migration of radionuclides
from low- and high-level nuclear waste disposal facilities. Development of flow
and transport models for the vadose zone is a key requirement for designing
remediation and long-term stewardship strategies. The presence of fractures and
other channel-like openings in the vadose zone poses a particularly significant
problem, because such features are potential avenues for rapid transport of chemi-
cals from contamination sources to the water table.

The underpinning of any vadose zone fluid transport model is the concep-
tualization of (1) the relevant processes, (2) the structure of the subsurface, and
(3) the potential events or scenarios that impact the behavior of the modeled
system. These conceptualizations together form a “conceptual model,” and it is
such conceptual models that are the focus of this Panel’s study. In cases where
multiple competing conceptual models could lead to drastically different conclu-
sions, strategies for evaluating these models must be based on sound technical
criteria. The need to develop such strategies and criteria was a key reason for the
appointment of this Panel (see Box 1).

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10102.html

ractured Vadose Zone

2 CONCEPTUAL MODELS OF FLOW AND TRANSPORT

BOX 1
Statement of Task

A panel under the auspices of the U.S. National Committee for Rock Mechan-
ics will organize and conduct a workshop on conceptual models of fluid infiltration
in fractured media. The study will focus on the scale, complexity, and site-specific
conditions and processes that need to be determined in order to develop an appro-
priate conceptual infiltration model. Examples of questions that may be addressed
are: (1) Does the conceptual model provide an adequate characterization of the
system? (2) How well does the model perform in comparison with competing mod-
els? (3) Is the data base adequate to estimate model parameters with sufficient
reliability that the associated prediction uncertainties are acceptable in light of the
intended application of the model? (4) What are the opportunities for field testing
and verification of the model? The Panel will produce a consensus report of its
findings and conclusions. A series of individually authored papers that were pre-
sented at the workshop will be appended to the report.

When carefully developed and supported by field data, models can be effec-
tive tools for understanding complex phenomena and for making informed pre-
dictions. However, model results are always subject to some degree of uncer-
tainty due to limitations in field data and incomplete knowledge of natural
processes. Thus, when models form the basis for decision-making, uncertainty
will be an inescapable component of environmental management and regulation.
A key consideration in any modeling process is whether the model has undergone
sufficient development and testing to address the problem being analyzed in a
sufficiently meaningful manner.

After reviewing the process through which conceptual models of flow and
transport in the fractured vadose zone are developed, tested, refined, and re-
viewed, the Panel produced the following conclusions grouped according to the
two major topics addressed in this report: (1) general considerations during the
development and testing of conceptual models, and (2) flow and transport in the
fractured vadose zone. These conclusions are followed by the Panel’s recommen-
dations for research activities that will contribute to the conceptual modeling
process.

CONCLUSIONS ON DEVELOPMENT AND TESTING OF
CONCEPTUAL MODELS

1. Development of the conceptual model is the most important part of the
modeling process. The conceptual model is the foundation of the quantitative,
mathematical representation of the field site (i.e., the mathematical model), which
in turn is the basis for the computer code used for simulation.

Copyright © National Academy of Sciences. All rights reserved.
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2. The context in which a conceptual model is developed constrains the
range of its applicability. A conceptual model is by necessity a simplification of
the real system, but the degree of simplification must be commensurate with the
problem being addressed.

3. It is important to recognize that model predictions require assumptions
about future events or scenarios, and are subject to uncertainty. Quantitative
assessment of prediction uncertainty should be an essential part of model predic-
tion. A suite of predictions for a range of different assumptions and future sce-
narios is more useful than a single prediction.

4. Testing and refinement of the conceptual model are critical parts of the
modeling process. Reasonable alternative conceptualizations and hypotheses
should be developed and evaluated. In some cases, the early part of a study might
involve multiple conceptual models until alternatives are eliminated by field
results.

5. Although model calibration does provide a certain level of model testing,
a good fit to the calibration data does not necessarily prove that the model is
adequate to address the issues in question. A model that matches different types
of calibration data collected under different field conditions is likely to be more
robust than a model that matches a limited range of calibration data. However, if
the model cannot be calibrated to match the calibration data, this is an indication
that the conceptualization should be re-examined.

6. Checking model simulation results against field data (that were not used
for calibration) is one, but not the exclusive, approach to model testing. Where all
field data are needed for calibration, and none are left for further testing, this does
not mean that the model cannot be used for prediction.

7. From an operational perspective, the goal of model testing is to establish
the credibility of the model. In addition to testing and evaluation, the credibility
of a model can be enhanced by independent peer review and by maintaining an
open flow of information so that the model is available for scrutiny by concerned
parties.

CONCLUSIONS ON FLOW AND TRANSPORT IN
THE FRACTURED VADOSE ZONE

1. There exists a body of field evidence indicating that infiltration through
fractured rocks and structured soils does not always occur as a wetting front
advancing at a uniform rate; accordingly, any model simulations that assume a
uniform wetting front within a homogeneous medium may provide erroneous
estimates of flux and travel times through the vadose zone.

2. The current state of knowledge is not adequate to determine which pro-
cesses are likely to control unsaturated flow and transport at a given field site.
Although laboratory and theoretical analyses demonstrate that film flow in frac-

Copyright © National Academy of Sciences. All rights reserved.
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tures can transport fluid and solute at rates substantially higher than transport by
capillary flow, the significance of film flow at the field scale is controversial.

3. Although not identical, structured soils and fractured rocks exhibit many
similarities in flow and transport processes. Macropores and aggregates in struc-
tured soils are respectively analogous to fractures and matrix blocks in rock, and
therefore communication between workers in both soil science and fractured rock
fields will be mutually beneficial.

4. Models of varying complexity have been developed for preferential flow,
but their adequacy for field-scale application requires further testing. In order to
avoid explicitly simulating the mechanisms that cause preferential flow, current
models simulate fast and slow flow by use of a composite hydraulic conductivity
curve or by dual permeability domains. Further testing is required to determine
whether such models are adequate for field-scale application over a broad range
of field conditions.

5. The interaction between fracture and matrix exerts a strong control on
fluid and solute movement. However, the strength of this interaction in the field
is not well known. The simplified representation of this interaction in current
models also requires further evaluation.

6. Solute transport in the fractured vadose zone can exhibit complex behav-
ior due to the large variations in fluid velocity and the interplay of advective and
diffusive transport between fractures and matrix. Solute transport models are
more complex than flow models, and can involve multiple regions to represent
the diversity of macropore and micropore sizes.

7. Environmental tracers should be included in field investigation strategies
from the very beginning of a site characterization program. Use of geochemical
and environmental tracer data in several studies has led to substantial revisions of
conceptual models initially based upon hydrodynamic analysis.

RECOMMENDED RESEARCH

Flow and transport in the fractured vadose zone have been, and will continue
to be, an active area of research in both the soil science and subsurface hydrology
disciplines. The research recommended in this report is not meant to be inclusive.
Instead, the list below reflects topics that address the issues identified in this
report so that conceptual models of flow and transport can be improved.

1. Fundamental research to understand flow and transport processes in un-
saturated fractures should continue. Particular emphasis should be placed on
understanding mechanisms that cause non-uniform (preferential) flow, film flow,
and intermittent behavior.

2. Research is needed to understand the spatial variability in vadose zone
properties, and to develop upscaling methods. Spatial variability is a key cause of
model uncertainty, because the subsurface cannot be exhaustively sampled. Up-
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scaling methods are needed to derive field-scale flow and transport properties
from small-scale laboratory measurements.

3. There is a need for comprehensive field experiments in several fractured
vadose zone geologic environments. These experiments should be designed to
understand the controlling processes for a broad range of field conditions, to
evaluate methods of parameter upscaling, and to test alternative conceptual models.

4. Current models should be evaluated for their adequacy for simulating
flow and transport in the presence of fingering, flow instability, and funneling. Of
particular importance is the evaluation of transfer coefficients to represent fluid
and solute exchange between fracture and matrix.

5. There is a need to develop quantitative assessments of prediction uncer-
tainty for models of flow and transport in the fractured vadose zone. Meaningful
quantification of uncertainty should be considered an integral part of any model-
ing endeavor, as it establishes confidence bands on predictions given the current
state of knowledge about the system.

6. Research should be undertaken to develop improved techniques for geo-
chemical sampling of the fractured vadose zone. Improved sampling techniques
will facilitate the use of environmental tracers and geochemical data for concep-
tual model building.

Copyright © National Academy of Sciences. All rights reserved.
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Conceptual Models of Flow and Transport
in the Fractured Vadose Zone

INTRODUCTION

A significant number of subsurface environmental problems involve fluid
flow and solute transport in the fractured vadose zone. In this report, the vadose
zone refers to that part of the subsurface from land surface to the lowest seasonal
water table elevation. The vadose zone may be composed of consolidated rock
and/or unconsolidated granular material, including soils. Contamination of the
vadose zone can result from many sources, including chemical spills, leaky un-
derground storage tanks, leachate from waste disposal sites and mine tailings, and
application of agricultural chemicals. Another major environmental concern is
the potential for long-term migration of radionuclides from low- and high-level
nuclear waste disposal facilities. The presence of fractures and other channel-like
openings in the vadose zone poses a particularly significant problem, because
such features are potential avenues for rapid transport of chemicals from con-
tamination sources to the water table.

A key component in assessing contamination hazards and designing reme-
dial actions is the development of flow and transport models to approximately
represent real systems. Present-day models often use computer programs to simu-
late flow and transport processes, and such models are applied throughout the
scientific, engineering, and regulatory arena. When carefully developed and sup-
ported by field data, models can be effective tools for understanding complex
phenomena and for making informed predictions for a variety of assumed future
scenarios. However, model results are always subject to some degree of uncer-
tainty due to limitations in field data and incomplete knowledge of natural pro-

9
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cesses. Thus, when models form the basis for decision-making, uncertainty will
be an inescapable component of environmental management and regulation. A
key consideration in the modeling process is whether or not the model has under-
gone sufficient development and testing to address the problem being analyzed in
a sufficiently meaningful manner.

The underpinning of any vadose zone fluid transport model is the concep-
tualization of (1) the relevant processes, (2) the structure of the subsurface, and
(3) the potential events or scenarios that impact the behavior of the modeled
system. These conceptualizations together form a “conceptual model,” and it is
such conceptual models that are the focus of this Panel’s study. The evolution of
a conceptual model, from the initial formulation through the subsequent revisions
and refinements, is the crux of the model development process. Conceptual mod-
els of fully saturated flow in granular aquifers have progressed to a relatively
mature state due to a long history of model development and application. By
contrast, conceptual models of partially saturated flow and transport in fractured
vadose zone environments are poorly developed and largely untested. In cases
where multiple competing conceptual models could lead to drastically different
conclusions, strategies for evaluating these models must be based on sound tech-
nical criteria. The need to develop such strategies and criteria was a key reason
for the appointment of this Panel.

The purpose of this study is to investigate the processes through which
conceptual models of flow and transport in the fractured vadose zone are devel-
oped, tested, refined, and reviewed. The Panel convened a two-day workshop in
March 1999, during which a large group of specialists (see Appendix A) from the
hydrogeologic, geochemical, soil science, and related fields discussed the current
state of knowledge, lessons learned from field investigations, and needs for future
research. A series of invited presentations provided a basis for much of the
discussion at the workshop. Individually authored papers based on these presen-
tations are presented as Chapters 2-11.

The Panel was charged with preparing a consensus report on the development
and testing of conceptual models for fluid flow and transport in the fractured
vadose zone. The Panel’s conclusions and recommendations were based in large
part on the workshop presentations and discussions. The report is intended to:

» provide information on contemporary philosophies, approaches, and tech-
niques for conceptual model building;

e provide guidance to regulatory agencies on the review process for con-
ceptual models developed for site licensing;

 bring together knowledge and experiences from related disciplines so that
technical communities can benefit from advances in related fields; and

« identify future research needed to further the technical basis for develop-
ing and evaluating conceptual models of flow and transport in the fractured
vadose zone.
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The Panel devoted a major portion of its study to an analysis of fluid flow
models in the fractured vadose zone because (1) understanding flow is a prereq-
uisite for understanding transport, (2) questions regarding the nature of fast path-
ways are a major concern, and (3) recent studies, especially investigations at the
potential site for a nuclear waste repository at Yucca Mountain, have accumu-
lated a significant body of knowledge applicable to fractured vadose zone mod-
els. In its consideration of transport in the vadose zone, the Panel focused on the
application of environmental tracers (such as tritium and chlorine-36) because
they provide integrated responses that are difficult to determine by point mea-
surements of fluid potential or moisture content. The Panel briefly reviewed
approaches for modeling transport of conservative solutes, but the scope of the
study did not include reactive solutes or water-rock interactions.

The Panel report is composed of three main sections. First, we discuss gen-
eral considerations applicable to the development and testing of conceptual mod-
els. Second, we summarize the current state of knowledge of flow and transport
processes in the fractured vadose zone. Third, we present our conclusions and
recommendations. Appended to the Panel report are the invited papers based on
presentations at the workshop. These papers served as the starting point for
workshop discussions, and form much of the background material used in prepa-
ration of this report. Although the papers have undergone peer review, their
inclusion in this report does not constitute any specific endorsement of their
contents, either by the Panel or by the National Research Council.

DEVELOPMENT AND TESTING OF CONCEPTUAL MODELS

Definition of Conceptual Model

Models representing natural systems are often viewed as composed of two
components, a conceptual model and a mathematical model. In general terms, a
conceptual model is qualitative and expressed by ideas, words, and figures. A
mathematical model is quantitative and expressed as mathematical equations.
The two are closely related. In essence, the mathematical model results from
translating the conceptual model into a well-posed mathematical problem that
can be solved.

Various definitions of conceptual models can be found in the scientific and
technical literature. These definitions are generally consistent in their fundamen-
tal meaning, and differ mainly in scope, detail, and context. The statement of the
conceptual model often reflects the key questions and unknowns to be investi-
gated. For example, Anderson and Woessner (1992) give the following definition
for the purpose of modeling groundwater flow in aquifers:

A conceptual model is a pictorial representation of the groundwater flow sys-
tem, frequently in the form of a block diagram or a cross section.
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This relatively brief statement is suitable for modeling groundwater flow because
the process is well understood, and the principal concern is the delineation of
subsurface structure, such as stratigraphy, and the spatial distribution of hydrau-
lic properties, such as hydraulic conductivity. By contrast, Tsang (1991) gives the
following definition in the context of modeling a broad range of coupled physi-
cal-chemical processes:

A site-specific conceptual model consists of three main components: structure,
processes, and boundary and “initial” conditions. “Structure” refers to the geo-
metric structure of the system, such as stratigraphy, faults, heterogeneity, frac-
ture density and lengths, and other geometric and geologic characteristics. “Pro-
cesses” are physical and chemical phenomena such as buoyancy flow, colloidal
transport, matrix diffusion, and dissolution and precipitation. “Boundary condi-
tions” are constant or time-dependent conditions imposed on the boundaries of
the model domain. “Initial conditions” are the physical and chemical conditions
over the model domain at a particular instant of time. This is usually taken at
the initial instant of time, though in general it can be any specified point in time.

The more detailed statement reflects the complexity of the modeled processes,
some of which may be poorly understood.

In the present study, we define a conceptual model as follows: A conceptual
model is an evolving hypothesis identifying the important features, pro-
cesses, and events controlling fluid flow and contaminant transport of conse-
quence at a specific field site in the context of a recognized problem. This
definition stresses several ideas. A conceptual model is a hypothesis because it
must be tested for internal consistency and for its ability to represent the real
system in a meaningful way. The hypothesis evolves (is revised and refined)
during testing and as new information is gathered. Although a conceptual model
is by necessity a simplification of the real system, the degree of simplification (or
conversely, the amount of complexity retained in the model) should be commen-
surate with the problem being addressed. In order to present a clear and easily
understandable definition, we have used the term ‘events’ rather than the math-
ematically explicit terms ‘initial conditions’ and ‘boundary conditions’ that have
been used in earlier definitions. The context in which the model is developed
constrains the range of applicability of the model.

The Modeling Process

We refer to the modeling process as an iterative sequence of actions that
includes (1) identifying a site-specific problem; (2) conceptualizing important
features, processes, and events; (3) implementing a quantitative description; (4)
collecting and assimilating field data that are used to calibrate the model and
evaluate its predictive capabilities; and (5) developing predictions that are used to
resolve the identified problem. This process is illustrated by the flow chart in
Figure 1-1.
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FIGURE 1-1 Flow chart illustrating the elements of the modeling process.
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The modeling process usually begins with some initial perception of a field
problem, expressed as questions to be answered or decisions to be made (as
indicated in the upper left of Figure 1-1). Available site-specific data, related
experience, and generic scientific knowledge are then combined to identify the
factors (features, processes, and events) that are important for the identified
problem. This typically involves preliminary calculations using generic param-
eters to understand the relative importance of various aspects of the problem.
The result of this assessment is the initial conceptual model.

The formulation of this initial conceptual model is arguably the most impor-
tant step in the modeling process. The conceptual model is the foundation of the
mathematical model, and strongly influences the type of computer code to be
used and the design and priority of site characterization activities. Philips (this
report, Chapter 9) describes a case study where processes that were neglected in
the initial conceptual model were later found to be of fundamental importance,
leading to a substantial revision of the conceptual model. Such revisions, possi-
bly with additional iterations, may be expected in complex environments where
often poorly understood physical, chemical, and biological processes interact.
Therefore, the conceptual modeling process should consider a broad range of
reasonable alternative hypotheses. It is also important to employ a variety of
different types of data. For example, an initial conceptual model that is based on
regional water budgets, general hydraulic properties, and sparse environmental
tracer data is more likely to include relevant and significant processes than if
only general hydraulic properties were considered. The conceptual model is the
foundation upon which all aspects of the modeling process are constructed, and
this should be clearly understood by all members of a project team, from data
gatherers to modelers to managers. In any situation where a particular field prob-
lem requires a linkage between site characterization and performance assess-
ment, the development of a conceptual model and the continued testing and
assessment of the model should be an explicitly required component of efforts to
address the problem.

The next step in the modeling process is the development of a quantitative
description of the conceptual model in terms of mathematical equations to be
solved—the mathematical model. Except for simple problems, mathematical
equations are usually solved by use of a computer code, also called a numerical
model. A newly developed computer code must be tested to assure that it cor-
rectly solves the equations of the mathematical model. This “verification” pro-
cess typically involves comparisons of the numerical results with known solu-
tions for related simple configurations. Because the verification process of a
complex code usually involves piecemeal testing of the individual transport pro-
cesses represented by the model, without simultaneous testing of all or most
features of a code, it is rarely possible to be assured that a code is fully verified.
In addition, even a well-established computer code should be used carefully by
knowledgeable analysts to avoid potential problems such as numerical instability.
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A mathematical model always includes a number of parameters, such as the
distribution of hydraulic properties within the modeled region. At the early stages
of the modeling process, the values of some of these parameters are unknown.
The process of estimating these parameters is known as model calibration or
parameter estimation. The calibration process will typically include sensitivity
analyses, designed to elucidate how changes in parameters can influence the
simulation results. Calibration procedures based on statistical/stochastic formu-
lations can also provide quantitative measures of uncertainty in the parameter
estimates. Such information is extremely valuable for guiding the collection of
additional field data to refine the model. As shown in Figure 1-1, the calibration
step can involve significant feedback to the conceptual model.

Model calibration is often achieved by adjusting model parameters, either
manually or by automated methods, until the model simulated results agree with
field data to an acceptable level. As the model is a simplification of the real
system, a perfect fit between the simulated results and field data is unlikely to be
achieved. A serious lack of fit indicates that the conceptual model should be re-
examined. On the other hand, a good fit does not necessarily prove that the
conceptual model is adequate to address the issues in question. Another compli-
cating factor may be that a measured parameter may not be the same as a mod-
eled parameter, e.g., it is difficult to determine what the measured moisture
tension at a porous tip actually represents for a situation where the moisture
originates as film-flow in a fracture. Additional model testing, which creates
another feedback loop to the conceptual model element in Figure 1-1, is essential
to gain confidence that the model provides meaningful results that can be used
for decision-making and problem resolution. Model testing is discussed in fur-
ther detail in the next section.

It is important to recognize that model predictions require assumptions
about future events or scenarios. The importance of this “event” component of
the conceptual model is made clear by postaudit studies of groundwater models
(e.g., Anderson and Woessner, 1992, p. 288-293). These studies suggest that,
when model predictions were compared to actual outcomes, a major reason for
inaccurate prediction was that the assumed future scenarios (e.g., future stresses
on the system) did not occur. This finding points to the need for developing
model predictions for many different possible future scenarios.

Another important aspect of model prediction is uncertainty, which arises
from many factors, such as simplification of the real system, limited field data,
measurement errors, and multiple conceptualizations or interpretations that can-
not be resolved by existing data. Even if the modeling process has undergone
several cycles of revision, testing, and gathering of additional field data, predic-
tion uncertainty is reduced but not entirely eliminated. Decisions based on model
predictions must take this into account by approaches such as analysis of risks,
worst-case scenario, or incorporation of safety margins. If the conceptual model
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uncertainty is too great, the project goals may not be achievable within a reason-
able time or at acceptable cost. Alternatively, it may be necessary to redefine the
original problem to be resolved.

Model Testing

The formulation of a conceptual model is inherently subjective in that it
relies on limited available site-specific observations and data, as well as experi-
ence and insights developed through work on similar sites and/or related prob-
lems. A conceptualization is susceptible to biases arising from the disciplinary
background and experience of the analyst, and/or by differing perceptions of the
problem as influenced by external social and political forces. Although model
calibration represents one level of testing by requiring the model to reproduce
one set of field data, the model may be applied to field conditions that are
significantly different than the conditions under which calibration data were col-
lected. For these reasons, it is important to test the predictive capabilities of a
model.

Due to the large variability in the objectives of modeling projects, it is not
possible to provide a prescriptive step-by-step procedure for model testing. The
amount of effort devoted to model testing will strongly depend on the question to
be resolved, the scope of the investigation, available resources, and the conse-
quence of an inadequate or inappropriate model. In this section, we discuss some
general issues that should be considered in conceptual model testing. We assume
at the outset that the computer code used for simulation is already verified, in
other words, that the program logic and numerical algorithm are correctly imple-
mented, and the results are free of computational errors.

A traditional procedure of model testing is to use the calibrated model to
simulate a set of field data that was not used during the calibration process. For
example, if historical data exist for the site, a portion of the data may be used for
calibration and the remaining data used for testing. Alternatively, the model is
used to predict the result of a field experiment, and the experiment is then carried
out as a check against model predictions. The test is successful if the model
simulation agrees with the test data, within reasonable limits, without the need to
further adjust the model parameters. A model that passes one or a series of such
tests would have demonstrated a certain level of predictive capability. If the
model fails the test, then the test data are used to further calibrate the model and
additional field data are needed for a new round of testing.

Although the above test procedure is conceptually appealing, it may not
always be feasible. In most cases, field data are limited and all the data must be
used for calibration, leaving none for testing. Therefore, a broader view of model
testing is often necessary. One approach is to evaluate how well the conceptual
model represents the real system in terms of features, processes, and events. This
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involves both examining the model assumptions and evaluating alternative hy-
potheses. The underlying rationale is that a model that has undergone such
evaluations can be used with an increased degree of confidence.

As an example of evaluating a “feature” component of the conceptual model,
consider the question of whether a geologic stratum that is represented in the
model as a continuous layer underlying the entire model region may in fact be
discontinuous and absent at certain locations. The first step in evaluating this
alternative hypothesis is to consider its consequence. This can be done by modi-
fying the model according to the alternative hypothesis (discontinuous layer),
recalibrating the model, and developing new predictions. If the modified model
with changed parameters cannot match the data, this is an indication that the
alternative hypothesis is inconsistent with available field data. If recalibration is
successful but the new predictions are similar to the old predictions, this is an
indication that the alternative hypothesis is of little consequence (within the
context of the question to be resolved). In both cases, the alternative hypothesis
may not warrant additional consideration. However, if the recalibrated model
leads to new predictions that are significantly different from the old predictions,
then further investigations are needed. The continuity of the layer in question
may be evaluated by geophysical methods to image the subsurface, by test borings
at strategic locations, or by using an understanding of the depositional environ-
ment to infer the likelihood that the layer may be continuous or discontinuous.

Whether or not a model can be “validated” is a topic that has seen substan-
tial debate in recent years. Certain authors (e.g., Konikow and Bredehoeft, 1992;
Oreskes et al., 1994) have presented the opinion that models cannot be validated,
because the truth of scientific theory can never be proven. Describing a model as
“validated” implies, especially to a nontechnical audience, a level of correctness
and certainty that is unattainable. Other authors (e.g., see discussion by Jarvis
and Larsson, this report, Chapter 6) argue that a “validated model” can be taken
to mean that a model is acceptable for its intended use. Currently, there is a lack
of consensus on the definition of “validation.”

From an operational point of view, model testing and evaluation can be
viewed as activities designed to establish the credibility of a model. In this re-
gard, peer review is an important part of the modeling process. Review by a
group of objective, independent, and respected experts can utilize knowledge
and opinions beyond those of the study team. Maintaining a free flow of infor-
mation (e.g., field data, model results) can also add a significant measure of
credibility, because the model is open to scrutiny by concerned parties (e.g.,
regulators, license applicants, government agencies, public citizen groups, and
the general scientific community). In the final analysis, whether or not a model is
acceptable to concerned parties depends on whether or not these parties have
confidence that the model predictions provide meaningful input for decision-
making and problem resolution.
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FLOW AND TRANSPORT IN THE FRACTURED VADOSE ZONE

Nature of Problem

A major issue in the investigation of the vadose zone is estimating fluid flux
and solute travel time from land surface to the water table. Field observations
suggest that infiltrating water and solute may not necessarily advance downward
as a uniform infiltration front, as would be simulated by a model of infiltration
into a homogeneous medium. Instead, fluid and solute may travel at widely
different fluxes and velocities through different parts of the vadose zone. Field
evidence for uneven water movement includes the detection of environmental
tracers indicating that relatively young water has moved to significant depths in
arid regions, where infiltration rates are expected to be small. For example, at the
Exploratory Studies Facility, Yucca Mountain, Nevada, water with a bomb-pulse
chlorine-36 signature (that is, water less than 50 years old) was found several
hundred meters below the land surface (Fabryka-Martin et al., 1998; see also
discussion by Phillips, this report, Chapter 9), whereas a simple model of infiltra-
tion through a homogeneous vadose zone would predict travel times of hundreds
to thousands of years to reach such a depth.

In this study, we focus on five major issues that cause difficulties for estimat-
ing fluid flux and travel times through the fractured vadose zone. First, flow in
unsaturated fractures may occur as either capillary flow or film flow. Recent
studies have also reported intermittent flow behaviors that are not considered by
classical theory. The field conditions under which these flow mechanisms occur
(either simultaneously or one predominating over the other) are poorly under-
stood. Second, preferential flow can occur in the vadose zone as a result of
heterogeneities and/or flow instability. The factors controlling preferential flow
are difficult to characterize and quantify. Third, as water moves through variably
saturated fractures, a portion of the flow is imbibed into the rock matrix. Al-
though the degree of imbibition exerts a strong influence on fluid movement, the
nature of fracture-matrix interaction is not well known. Fourth, solute transport in
fractured rocks can exhibit complex behaviors that are difficult to interpret. De-
velopment of conceptual models may be more difficult for transport than for
flow. Fifth, in a number of important cases, the interpretation of environmental
tracers has lead to conclusions that seemingly contradict the initial conclusions
based on classical hydrodynamic analysis. Resolution of this apparent conflict is
a necessary requirement before robust conceptual models can be developed. In
the remainder of this section, we present a summary of the current understanding
of these five issues.

Capillary Flow, Film Flow, and Intermittent Behaviors

The basic notion of capillarity, as developed in classical theory of unsatur-
ated flow, is that fluid is held under tension in pore space within an unsaturated
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porous medium. In drier conditions (lower saturation, larger magnitude of nega-
tive pressure head), fluid occupies the smaller interstices between solid grains.
With increasingly wet conditions (higher saturation, negative pressure head ap-
proaching zero), the fluid occupies increasingly larger pores. By drawing an
analogy between an unsaturated porous medium and an unsaturated fracture, an
understanding of fluid within interstitial space can be applied to fluid within a
fracture aperture. A basic assumption is that the fluid is in contact with both sides
of the fracture wall. This analogy suggests that in drier conditions, the fluid is
held within small apertures, and that with increasingly wetter conditions, fluid
will occupy increasingly larger apertures. The term “capillary flow” refers to
flow, either in interstitial pore space or within fractures, under these conditions.

Figure 1-2 illustrates the current conceptualization of capillary flow in a
fracture subject to increasing levels of saturation. Figure 1-2a illustrates a frac-
ture that is essentially dry, and there is no fluid flow in the fracture plane. In
Figure 1-2b, the shaded areas illustrate islands of water around the contact re-
gions. At this saturation, there is still no flow in the fracture plane because the
wetted areas are disconnected. In Figure 1-2c, saturation has increased to a point
where the wetted areas are connected to form contiguous pathways within the
fracture, thus allowing fluid flow along the fracture plane. The rate of fluid flow
is controlled by the local fracture aperture of the wetted areas. In Figure 1-2d, the
fracture is close to complete saturation (except for a trapped air bubble), and the
flow rate along the fracture plane is higher than in Figure 1-2c.

In the case of an air-filled fracture in the vadose zone (Figure 1-3), “film
flow” occurs as a thin film of fluid flowing down the fracture wall. Unlike
capillary flow, in which the fluid contacts both fracture walls, the film of fluid
contacts only one fracture wall, with an air phase between itself and the opposing
fracture wall. The film of fluid flows under the force of gravity and is not affected
by capillary forces within the fracture. Consequently, film flow can occur in
small-aperture as well as large-aperture fractures, flow rate is not directly con-
trolled by the width of the fracture aperture, and the onset of flow does not require
a contiguous fluid-filled pathway within the fracture. Dragila and Wheatcraft
(this report, Chapter 7) suggest that film flow is likely to occur in fractures larger
than approximately 1 mm, because less energy is required to transport fluid that
contacts one fracture wall compared with the transport of fluid that contacts both
fracture walls.

Film flow can exhibit behaviors that are not expected in capillary flow. In
laboratory experiments on a sample block of Bishop Tuff, Tokunaga and Wan
(1997) demonstrated that the average fluid film velocity could be about 1,000
times faster compared to the average pore water velocity if the sample is saturated
and subjected to a unit hydraulic gradient. Analysis by Dragila and Wheatcraft
(this report, Chapter 7) suggests that the free-surface film flow may behave in a
chaotic manner and may develop solitary waves, that is, water traveling in
“lumps” over a thin film substrate. These solitary waves can carry mass (as
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FIGURE 1-2 Conceptualization of capillary flow in a fracture at increasing levels of
saturation (plan view of fracture face). Hatched areas denote regions where opposing
fracture walls are in contact. Gray areas denote wetted regions. (a) A dry fracture. (b)
Wetted areas form islands around the contact regions but are disconnected. (c) Wetted
areas are connected to form contiguous pathways in the fracture. (d) Fracture near full
saturation with one trapped air bubble. From Peters, R.R., and E.A. Klavetter, 1988. A
continuum model for water movement in an unsaturated fractured rock mass. Water Re-
sources Research 24(3): 416-430. Copyright by American Geophysical Union.
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FIGURE 1-3 Film flow in a fracture, except where water contacts both fracture walls at
locations of small fracture aperture. Film thickness is denoted by 8. From Tokunaga,
T.K., and J. Wan, 1997. Water film flow along fracture surfaces of porous rock. Water
Resources Research 33(6): 1287-1295. Copyright by American Geophysical Union.

opposed to just energy), and travel at a speed about twice the average film speed.
Solitary waves may also lead to sporadic flow behavior. If a solitary wave grows
in amplitude or enters a region of smaller fracture aperture, the film may contact
the opposite fracture wall. This produces a situation in which capillary force
becomes important, and results in a temporary change in flow rate.

In both capillary flow and film flow situations, a portion of the infiltrating
fluid can travel at velocities significantly higher than the remainder of the fluid.
Thus, estimation of solute travel time based on the average advance of an infiltra-
tion front may not accurately represent the fastest solute travel. In capillary flow,
heterogeneity and flow instability can cause large variations in velocity, resulting
in “preferential flow” (discussed at greater length below). The combination of
film flow in fractures and capillary flow in the matrix may also increase transport
rates. Dragila and Wheatcraft (this report, Chapter 7) hypothesize a scenario in
which fractures that are not connected with each other can nonetheless enhance
infiltration rates. During an infiltration event, a fracture in the vadose zone not
exposed to the surface may generate seepage by creating a capillary barrier against

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10102.html

ractured Vadose Zone

22 CONCEPTUAL MODELS OF FLOW AND TRANSPORT

the unsaturated porous matrix. If the fracture is inclined towards the vertical, the
seepage may generate a free-surface film that will flow at very rapid speeds to the
lower terminus of the fracture, where the fluid is again absorbed into the matrix.
By this mechanism, the fracture becomes a short circuit to the porous matrix
flow. A series of fortuitously placed fractures could substantially increase the
transport rate.

At the field scale, the approach for modeling film flow (in a fracture net-
work) is unclear. Current studies of film flow have been conducted primarily at
the laboratory scale (in a single fracture). In Chapter 7, Dragila and Wheatcraft
model film flow by a set of ordinary differential equations that is a simplified
form of the momentum and conservation equations of fluid mechanics. By con-
trast, Tokunaga and Wan (1997) characterize film flow by measuring how “‘sur-
face transmissivity” and average film thickness vary with (negative) pressure
head. The resultant curves appear analogous to the hydraulic conductivity and
retention curves used in traditional models of capillary flow (discussed in next
section). Nonetheless, it remains an open issue whether a film flow model can be
combined with the capillary flow model at the field scale, or whether the two
types of flow require a fundamentally different approach.

There is also a diversity of opinions concerning whether film flow plays a
significant role in infiltration. Because fluid films can travel at high velocities,
Tokunaga and Wan (1997) state that “film flow can be an important mechanism
contributing to fast flow in unsaturated fractures and macropores.” However,
based on order-of-magnitude calculations for conditions applicable to Yucca
Mountain, Pruess (1999) suggests that “rates of film flow will be small.” Resolu-
tion of this and associated issues relating to film flow will have to await future
research.

Recent laboratory experiments using a transparent epoxy replica of a rock
fracture (Su et al., 1999) have demonstrated intermittent flow behaviors that are
not considered by classical theory. Observations of water invasion into an ini-
tially dry fracture replica indicated that flow paths in the fracture consisted of
broad, water-filled regions, known as “capillary islands,” connected by thin
threads of water, known as “rivulets.” Even though inflow to the fracture replica
was kept constant, intermittent flow persisted in the form of cyclic snapping and
re-forming of rivulets.

Figure 1-4 illustrates the intermittent flow cycle observed by Su et al. (1999).
The cycle begins just after the rivulet has snapped, and water accumulates in a
small capillary island just upstream of the snap point (Figure 1-4b). The capillary
island grows in size (Figure 1-4c) and then migrates down the fracture replica,
leaving behind a new rivulet (Figure 1-4d). Finally, the capillary island drains
towards the bottom outlet (Figure 1-4e), and the rivulet eventually snaps, starting
a new cycle.

Su et al. (1999) hypothesized that the type of intermittent flow observed in
their experiments evolves from liquid flowing through a sequence of small to
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large to small apertures. In Chapter 8, Doe analyzes the physics of capillary
islands, based on the work by Furmidge (1962) on sliding of liquid drops on solid
surfaces. These studies have enhanced the conceptual understanding of intermit-
tent flow in unsaturated fractures. How to incorporate these small-scale mecha-
nisms into field-scale models remains a difficult challenge.

Preferential Flow

While the simplest conceptualization of infiltration in the vadose zone is that
of a uniform, downward-advancing wetting front in a homogeneous medium,
field observations indicate that infiltration can be non-uniform (e.g., Kung, 1990a,
see also discussion by Hendrickx and Flury, this report, Chapter 5). The term
“preferential flow” is often used to describe non-uniform (or uneven) water flow
characterized by widely different local-scale velocities. The consequence of pref-
erential flow is that a portion of the infiltrating water can be concentrated to move
along certain pathways at rates that are significantly faster than the rest of the
infiltrating water. With the occurrence of preferential flow, contaminants carried
by the infiltrating water can reach a given depth in less time than predicted by
calculations assuming a uniform wetting front.

As pointed out by Hendrickx and Flury (this report, Chapter 5), the term
“preferential flow,” in itself, does not distinguish among the causes of the non-
uniform flow. Nonetheless, preferential flow is generally recognized to arise
from three factors (Figure 1-5): (a) the presence of macropores (including frac-
tures), (b) the development of flow instability, and (c) “funneling” of flow due to
the presence of sloping layers that redirect the downward water movement. More
sophisticated geological characterization of any particular site, with a well devel-
oped understanding of inhomogeneity, will contribute to the development of
models that appropriately describe preferential flow.

Macropores refer to void space whose characteristic dimensions are signifi-
cantly larger than the characteristic pore size in the rest of the medium. Soil
macropores include decayed root channels, earthworm burrows, gopher holes,
and drying cracks in fine-textured (clay) soils. In structured soils, where the
primary grains are clustered into aggregates, the interaggregate pore space is
another macropore example. Rock fractures may be also considered as a kind of
macropore. Under certain conditions, the macropores allow water to move rap-
idly through the subsurface while bypassing the smaller pore spaces. The term
“macropore flow” is often used to describe this bypassing process.

Although the physics of macropore flow in near-surface soils and in deep
subsurface fractured rock are similar, macropore properties may be dynamically
altered to different extents and in different ways. In near-surface soils, processes
such as shrink-swell, freeze-thaw, biological activity (leading to earthworm holes
and root channels), and physical manipulation (e.g., plowing of an agricultural
field) can dynamically alter the preferential flow pathways. Because these pro-
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FIGURE 1-5 Different causes of preferential flow. (a) Macropore flow. Thickness of
irregular lines indicates macropore size. Modified after Mohanty, B.P., R.S. Bowman,
J.M.H. Hendrickx, and M.Th. van Genuchten, 1997. New piecewise-continuous hydraulic
functions for modeling preferential flow in an intermittent-flood-irrigated field. Water
Resources Research 33(9): 2049-2063. Copyright by American Geophysical Union. (b)
Unstable flow in fine-over-coarse-layered sand system. From Glass, R.J., and J-Y. Par-
lange, 1989. Wetting front instability. 1. Theoretical discussion and dimensional analysis.
Water Resources Research 25(6): 1187-1194. Copyright by American Geophysical Union.
(c) Funnel flow. Reprint from Geoderma, 46, K-J.S Kung, Preferential flow in a sandy
vadose zone. 2. Mechanism and implications. Pp. 59-71, 1990b, with permission from
Elsevier Science.
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cesses and their dynamics tend to decrease with depth, they are less important in
the deeper subsurface, where fractured rocks predominate. Nonetheless, counter
to common assumptions, rock fractures can also be dynamically altered. Berkowitz
et al. (this report, Chapter 4) indicate that in some situations, unsaturated flow
pathways within fractured rock can be altered by chemical dissolution and pre-
cipitation.

Preferential flow may also occur in the absence of macropores, in the form
of unstable flow in which an initially subhorizontal, downward-moving wetting
front breaks into “fingers.” This type of flow pattern is sometimes referred to as
“fingering.” Wetting front instability can occur in a layered soil profile, as the
front moves from a fine-textured layer into coarse-textured layer (Hill and
Parlange, 1972). Instability and the resultant fingering can also occur in seem-
ingly homogeneous soils, due to water repellency and/or air entrapment, and in
fracture planes, as demonstrated by the laboratory experiments of Nicholl et al.
(1994).

Another cause of preferential flow is lateral redirection of water through an
interbedded soil profile that consists of sloping layers. Where a sloping layer acts
as a barrier to flow, the downward infiltrating water will be redirected laterally
above that layer. As illustrated in Figure 1.5c, the redirected flow is focused into
a narrow column that can move downward at a faster rate than a broad wetting
front in a homogeneous medium. The term “funnel flow” is often used for this
process (Kung, 1990b). The same mechanism can occur in a subvertical fracture
containing a subhorizontal obstacle, as illustrated by the computer simulation of
Pruess (1999). In this simulation (Figure 1-6), the wetting front travels down a
uniform fracture to a depth of 100 m in 456 days. However, when the fracture
contains a subhorizontal obstacle, the redirected flow is funneled into a narrow
column that reaches the 100-m depth in significantly less time (203-113 days).

A variety of approaches have been developed for modeling preferential flow.
For field application, it is difficult to distinguish among the various mechanisms
that cause preferential flow, and these mechanisms often act together to reinforce
each other. Many models of preferential flow employ a combination of “fast
flow” and “slow flow” components. Figure 1-7 (modified after Altman et al.,
1996) summarizes a series of increasingly complex models that have been used to
simulate preferential flow. This figure was originally prepared in the context of
flow through fractured rocks, but may be viewed in the broader context of prefer-
ential flow (that is, fractures may be replaced by macropores, and matrix may be
replaced by micropores).

Figure 1-7a illustrates the traditional porous medium model of capillary flow
in the vadose zone. The governing equation is Richards’ equation, which is derived
from a combination of Darcy’s law (for unsaturated flow) and the principle of
mass conservation. The arrow in the schematic representation indicates fluid flow
through the porous medium. The medium is characterized by two functional
relationships: (1) the hydraulic conductivity curve, which gives the relation be-
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FIGURE 1-6 Result of computer simulation to illustrate funnel flow in a single fracture.
The four panels show simulated water saturation at time of breakthrough at —100 m depth
for seepage in a subvertical (80°) fracture with a single embedded subhorizontal obstacle
of rectangular shape and variable length. The impermeable obstacle starts at the left
boundary at a depth of <4 m and slopes downward to the right at an angle of 14°. Differ-
ent cases were simulated in which the length interval (L) blocked by the obstacle was (a)
L=16m, (b) L=12m, (¢c) L =8 m, and (d) L = 0 m (i.e., no obstacle). Modified from
Pruess, K., 1999. A mechanistic model for water seepage through thick unsaturated zones
in fractured rocks of low matrix permeability. Water Resources Research 34(4): 1039-
1051. Copyright by American Geophysical Union.

tween (unsaturated) hydraulic conductivity and pressure head, and (2) the reten-
tion curve, which gives the relation between water content and pressure head. On
the right side of Figure 1-7, the hydraulic conductivity curve is schematically
drawn as a single curve. However, the relation is known to be hysteretic, which
means that the curve during wetting is different than the curve during drying.
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FIGURE 1-7 Alternative conceptual models and their relative permeability characteristic
curves (equivalent to hydraulic conductivity function in text) for flow through fractured
rocks. From Altman et al. (1996, Figure 2-2).

Figure 1-7b illustrates a simple extension of the traditional porous medium
model to account for fracture flow. This is achieved by using a composite hydrau-
lic conductivity function that represents both matrix and fractures. The arrow in
the schematic representation indicates fluid flow through the composite (matrix
and fracture) system. The underlying assumption is that locally, the pressure head
in the fracture is equal to the pressure head in the matrix. At low saturation
(greater magnitude of negative pressure head), flow is assumed to occur only in
the matrix, and so the conductivity function represents only the matrix. At high
saturation (pressure head approaching zero), flow is assumed to occur in both the
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matrix and the fractures, and the conductivity function represents both compo-
nents. Near full saturation, the fracture conductivity may be significantly higher
than the matrix conductivity. Thus, the composite hydraulic conductivity curve
may have a double hump appearance. By using such an unconventional hydraulic
conductivity curve, a traditional model of unsaturated flow can be adapted for
preferential flow. However, this approach may not always be applicable. Mohanty
et al. (1997) successfully used this approach to simulate preferential flow in a
flood-irrigated agricultural field. However, Flint et al. (this report, Chapter 2)
noted that the assumptions behind this approach might not hold for arid environ-
ments such as Yucca Mountain.

In the dual-porosity model (Figure 1-7c), the fracture and the matrix are
separately represented by two interacting continua. For saturated conditions, this
approach is widely used in modeling flow in fractured porous media. The as-
sumption is that flow takes place only through the fracture network, as indicated
by the flow arrow in the fracture continuum. Fluid exchange may occur between
fracture and matrix, as indicated by the two smaller arrows between the fracture
and matrix continua. However, there is no flow through the matrix blocks. For
unsaturated conditions, however, this approach is seldom used because it is gen-
erally too restrictive. One exception is modeling of solute transport under steady-
state flow where solute exchange may occur between the flowing water (in the
fractures) and the immobile water (in the matrix) by diffusion.

The dual-permeability model (Figure 1-7d) is an extension of the dual-porosity
model to allow for flow through the matrix blocks, as indicated by the additional
flow arrow in the matrix continuum. This type of model is widely used for
simulating preferential flow. The model involves two water retention functions,
one for the fracture network and one for the matrix, and two hydraulic conductiv-
ity functions: Kf(hf) for the fracture network, and K|, (h,,) for the matrix, where hf
and h,, are the pressure heads in the fracture network and matrix, respectively.
The flow between the fracture and matrix, denoted by I , is often expressed as:

r,=a,(h-—h,), (1.1)

where o, is a transfer coefficient (Gerke and van Genuchten, 1993b). The value
of o, exerts a strong control on flow through the fracture-matrix system, and is
discussed in greater detail in the next section on fracture-matrix interaction.

In a discrete fracture model (Figures 1-7e and f), fractures are explicitly
represented in the model. This approach was first developed for saturated do-
mains, where the matrix can be assumed to be impermeable (Figure 1-7e). To
simulate saturated flow, discrete fracture models require data on the geometry
and transmissivity of individual fractures. Such data are almost always far from
complete for a given field site. In this regard, discrete fracture models share the
data burden of any model that attempts to capture the detailed heterogeneity of
the flow system. Field applications of discrete fracture models typically employ
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(1) major, flow-controlling features determined by field characterization, (2) sto-
chastically generated fracture networks based on statistics of fracture geometry
and transmissivity, and (3) geologic understanding of the fracture origin and
growth process. This topic was discussed in detail by the Committee on Fracture
Characterization and Fluid Flow (NRC, 1996, Chapter 6).

When applied to the fractured vadose zone, discrete fracture models require
the ability to simulate flow in the matrix as well as in the fractures (Figure 1-7f).
Because fractures and matrix occur together in the same domain, the flow field
can be highly complex, as indicated by the numerous arrows in the schematic
representation. Fractures may be represented by two-dimensional elements em-
bedded within a three-dimensional mesh representing the matrix. In addition to
geometry data, each fracture in the model must be assigned a hydraulic conduc-
tivity curve and a retention curve. Because the data requirements are extremely
demanding, unsaturated discrete fracture models have primarily been applied to
simple ideal systems for conceptual understanding (e.g., Wang and Narasimhan,
1985), to laboratory experiments (e.g., Kwicklis et al., 1998), or to hypothetical
field settings with orthogonal fracture networks (e.g., Therrien and Sudicky,
1996).

Discrete fracture models are also valuable for understanding the effects of
fracture geometry. As discussed by Doe (this report, Chapter 8), these geometric
effects include (1) diversion, (2) focusing, and (3) discontinuity in the fracture
network. Diversion occurs when fractures have a strongly preferred orientation,
thus imparting anisotropy to the rock. Fluid flow deviates from the direction of
hydraulic-head gradient towards the preferred orientation. Focusing refers to the
localization of seepage due to heterogeneities within the flow system. According
to Pruess (1999), focusing can be induced by fracture intersections and termina-
tions, as well as by asperity contacts in individual fractures. Discontinuity in the
fracture network may result in the absence of a through-going preferential path-
way. Thus, fluid may flow rapidly in fractures, but will slowly bleed into the
matrix at fracture terminations that do not connect to other fractures.

The models illustrated in Figure 1-7 all assume applicability of Richards’
equation, and hence of Darcy’s law. This assumption may not be strictly correct
for the fracture system. Single or dual continuum models (Figure 1-7b, ¢, and d)
assume that the fracture network can be replaced by a porous medium. Analysis
by Kwicklis and Healy (1993) suggests that a continuum representation of a
fracture network may be more suitable for some ranges in pressure head than for
other ranges. In discrete fracture models, an individual fracture is typically treated
essentially as a thin layer of porous medium. However, preferential flow within a
fracture (e.g., Figure 1-6) can focus transport to a narrow region. Unless each
fracture is represented by a fine mesh in the model, such mechanisms will not be
explicitly simulated. Furthermore, at the small-scale level, intermittent flow be-
haviors observed in recent visualization experiments (e.g., Su et al., 1999) are not
characterized by Darcy’s law.
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For practical applications, however, the real issue may not necessarily be the
validity of Darcy’s law as such, but whether Darcy’s law, even if formally in-
valid, can still provide an adequate and useful description of the preferential flow
process. Alternative descriptions of the flow regime in fractures include
Manning’s equation for turbulent overland flow (Chen and Wagenet, 1992), kine-
matic wave theory (e.g., Germann and Beven, 1985), and simple gravity-flow
models (e.g., Jarvis et al., 1991, see also Jarvis and Larsson, this report, Chapter
6). These alternatives, however, also involve simplifying approximations. It is
unclear whether or not these alternatives would provide substantive enhance-
ments for practical applications.

Fracture-Matrix Interaction

The extent to which fracture-matrix interaction controls unsaturated flow
depends on a number of factors. Upon the initiation of fracture flow (e.g., after a
precipitation event), water in the fracture may be imbibed into the rock matrix
(Figure 1-8). Factors that may create “strong” fracture-matrix interaction include:
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FIGURE 1-8 Imbibition of fluid from fracture to matrix.
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high matrix suction, large contact area between water and fracture wall, and
absence of fracture coatings that impede matrix imbibition. Under these condi-
tions, water in the fracture will be quickly absorbed into the matrix, and fracture
flow cannot be sustained. By contrast, factors that create “weak” fracture-matrix
interaction include: low matrix suction, small contact area between water and
fracture wall, and presence of fracture coatings. Under these conditions, water in
the fracture is not readily absorbed into the matrix, and fracture flow may occur
to significant depths.

Although fracture-matrix interaction can, in principle, be analyzed by a de-
tailed simulation of water flow in a fracture and propagation of the imbibition
front in the matrix, current models of flow in the fractured vadose zone generally
treat fracture-matrix interaction in a simplified manner. Whether or not the sim-
plifications are justified generally depends on site-specific conditions. For ex-
ample, the equivalent continuum model using a composite hydraulic conductivity
function (Figure 1-7b) assumes that locally, the pressure head in the fracture is
equal to the pressure head in the matrix. Under this simplification, fracture flow
will not occur until the matrix is fully saturated. Although this simplification may
be appropriate for certain field conditions (e.g., Mohanty et al., 1997), there are
other situations where it cannot be applied (e.g., it may not be suitable for drier
environments; see Flint et al., this report, Chapter 2).

In dual porosity and dual permeability models (Figure 1-7c and d), fracture-
matrix interaction is represented by equation (1.1), where the transfer parameter
o, describes the extent of fracture-matrix flow. Many investigators, starting with
Warren and Root (1963), have studied the nature of o,. Typically, o, depends on
the matrix hydraulic conductivity and average fracture spacing (or equivalently,
the average size of the matrix blocks). It is commonly assumed that fracture-
matrix flow can occur over the entire fracture surface. However, recent findings
from experiments at Yucca Mountain suggest that the above approach for calcu-
lating o, significantly overestimates the degree of fracture-matrix interaction
(see discussion by Flint et al., this report, Chapter 2). A relatively large value for
o, implies little to no fracture flow. By contrast, evidence indicating significant
fracture flow at Yucca Mountain includes: detection of an environmental tracer
(bomb-pulse chlorine-36) at depth, an estimated infiltration rate that is greater
than the saturated matrix hydraulic conductivity of welded tuff units, and geo-
chemical nonequilibrium between perched water and pore water in the rock ma-
trix. These findings suggest that fracture-matrix interaction is relatively weak at
Yucca Mountain.

To avoid overestimating the degree of fracture-matrix interaction at Yucca
Mountain, Ho (1997) applied a reduction factor to decrease the fracture-matrix
interface area. This was based on an assumption that if preferential flow occurs in
the fracture plane, then only a fraction of the fracture plane is wetted, and the
connection area between fracture and matrix is reduced. In addition, Liu et al.
(1998) proposed the “active fracture model,” which hypothesized that only a

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10102.html

ractured Vadose Zone

VADOSE ZONE CONCEPTUAL MODELS 33

portion of the fractures in a connected network contribute to water flow, while
other fractures are simply bypassed. This would further reduce the connection
area between fractures and matrix. These factors led Ho (1997) to reduce the
fracture-matrix interaction by four orders of magnitude in order to better model
infiltration at Yucca Mountain and simulate the fast transport of bomb-pulse
nuclides.

Fracture-matrix interaction can also be reduced by the presence of fracture
surface coatings that impede matrix imbibition (Thoma et al., 1992). To account
for fracture coatings, Gerke and van Genuchten (1993b) characterized the frac-
ture-matrix interface by a hydraulic conductivity function, K ( h), where h is
defined as some type of average (e.g., arithmetic, geometric) of pressure heads in
the fracture and in the matrix. This approach can also be applied to structured
soils. Soil aggregate can have a higher local bulk density (and hence lower
conductivity) near its surface than in the aggregate center, due to deposition of
organic matter, fine-texture mineral particles, or various oxides and hydroxides
on the aggregate exteriors or macropore walls. Analysis by Gerke and van
Genuchten (1993a) suggests that when K, is roughly equal to K|, (the conductiv-
ity of the soil matrix), pressure head in the fractures should be nearly in equilib-
rium with pressure head in the matrix (except for very large blocks), and this will
not result in significant fracture flow. To allow fracture flow over a significant
depth, K, must be smaller than K, by several orders of magnitude, or the matrix
block sizes must be relatively large. These findings emphasize the importance of
fracture coatings for controlling fracture flow.

For field-scale models, the parameters describing fracture-matrix interac-
tions will probably have to be determined by model calibration or inversion (see
Bodvarsson et al., this report, Chapter 11), as there are no methods to determine
these parameters by direct measurements. Although calibration may provide a
good match between simulated results and existing field data, use of the model
for different stresses or climate conditions may require extrapolation to condi-
tions beyond those used in the calibration. For example, as flux increases, the
fracture-matrix interaction factor may change in two ways: by an increase in the
contact area between the fracture and the matrix, or by an increase in the number
of fractures actively carrying water. How to accommodate such changes remains
a challenging topic for future research on fracture-matrix interaction.

Solute Transport

Modeling solute transport in the fractured vadose zone adds several layers of
complexity compared with modeling fluid flow. The following discussion is
limited to modeling of nonreactive solute of sufficiently low concentration that
density effects can be neglected. In the traditional approach to modeling solute
transport, the fluid flow problem is first solved to determine the distribution of
fluid velocity. The transport of solute by this velocity field is known as advection,
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which is one of two transport mechanisms recognized in classical transport theory.
The second transport mechanism is hydrodynamic dispersion, which describes
the spreading and mixing of solute due to (1) microscopic and local-scale varia-
tions in velocity that are not explicitly described by the above velocity field, and
(2) molecular diffusion. In the classical approach, hydrodynamic dispersion is
represented as a Fickian (diffusion-like) process. The resulting equation govern-
ing solute transport is known as the advection-dispersion equation.

For modeling solute transport in saturated fractured rocks, a simple exten-
sion to the classical model is applied to incorporate the effects of solute diffusion
between mobile and immobile fluids. In a number of tracer experiments in satu-
rated fractured rocks, the breakthrough curve (plot of concentration versus time)
exhibits a long tail, or skewness towards later times (e.g., Novakowski et al.,
1995). This feature is commonly interpreted to result from the solute moving
through the fracture network while diffusing into the immobile fluid within the
matrix. The conceptual flow model is that of the dual-porosity model illustrated
by Figure 1-7c. The long tail in the breakthrough curve is explained by the later
diffusion of solute from the matrix back into the fractures. This “matrix diffu-
sion” can be considered as one example of solute exchange between mobile and
immobile fluids. In addition to the matrix, regions of immobile fluid may exist
within an individual fracture (if flow through the fracture is channeled) and in
“dead-end” fractures of a network. Solute exchange between mobile and immo-
bile fluid is commonly represented by a diffusion equation (e.g., Tang et al.,
1981). Models of this type typically assume steady-state flow.

For the fractured vadose zone, solute transport models typically assume that
fluid flow occurs in the matrix blocks and in the fractures. The conceptual flow
model is that of the dual permeability model illustrated by Figure 1-7d. Gerke and
van Genuchten (1993a) use two advection-dispersion equations, coupled by a
solute transfer term, to describe solute transport in the fracture and in the matrix.
Solute transfer between the two domains can occur both by fluid flow (advection)
and by diffusion. The latter is often approximated as a first-order process; that is,
the diffusive flux is proportional to the difference between solute concentration in
the fracture and in the matrix. For certain field settings, the advective mass
transfer can act in a direction opposite to the diffusive mass transfer. For ex-
ample, Gerke and van Genuchten (1993a) simulated the infiltration of solute-free
water into a fractured vadose zone that contained initial solute in the matrix
blocks. As the solute-free water infiltrated down the fractures, a portion was
imbibed into the matrix by capillary forces. At the same time, the solute in the
matrix tended to diffuse back into the fractures because of the concentration
difference between the two domains. The result was a highly complex response in
the fracture-matrix system.

Further refinements of solute transport modeling have led to the develop-
ment of multiregion models (e.g., Gwo et al., 1995; Hutson and Wagenet, 1995).
In these models, the fractured rock or macroporous soil is represented by more
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than two domains (or regions). These domains may be delineated in a somewhat
arbitrary manner, or may be associated with geological features such as different
types of fractures and matrix blocks. For example, Gwo et al. (1995) used a three-
region model, composed of macropores, mesopores, and micropores, to simulate
flow and transport through a laboratory column of soil from a forested watershed.
In Chapter 3, Jardine et al. conceptualize the fractured weathered shale at the Oak
Ridge National Laboratory to be composed of primary fractures, secondary frac-
tures, and soil matrix. They also describe various experiments to examine the
interaction and mass transfer between the different domains. In general, multi-
region models are more flexible than dual- or single-domain models. However,
this flexibility comes at the cost of additional model parameters. Calibration of
multiregion models requires a significant amount of field data.

Solute transport can also be simulated in a discrete fracture model as shown
in Figure 1-7f. Substantial insight can be gained by using such a model for
examining the complex interactions between solutes in fractures and in the ma-
trix. For example, Therrien and Sudicky (1996) simulated three-dimensional
transport from a hypothetical waste facility in a fractured, low-permeability stra-
tum overlying an aquifer. Their results show that where vertical fractures are
sparse, the contaminant plume can become discontinuous, making it difficult to
interpret the data from a field-monitoring program. Another value of discrete
fracture models is for assessing the adequacy of continuum models such as dual-
permeability or multidomain models. For a realistic field application, however, a
discrete-fracture model may be problematic due to the large data requirement.

Use of Environmental Tracers

As noted by Phillips (this report, Chapter 9), environmental tracers have not
been widely applied in hydrologic investigations of fractured rocks, even though
they offer a powerful and direct method for assessing solute transport effects.
Often, the approach to subsurface investigation is first to characterize fluid flow
processes, and then to evaluate the additional processes that affect solute trans-
port. While this approach can lead to a detailed understanding of flow processes,
key solute transport mechanisms can be overlooked. In some cases, interpretation
of environmental tracers has lead to drastic revisions of a conceptual model based
initially solely on hydrodynamic analysis. For example, Phillips (this report,
Chapter 9) points out that measurements of tritium in the fractured chalk of
southern England (see Foster, 1975, and Foster and Smith-Carrington, 1980)
revealed that the process of matrix diffusion was active, and this in turn explained
an apparent contradiction between the rapid hydraulic response of the aquifer to
recharge versus the highly attenuated movement of dissolved pollutants.

Environmental tracers consist of solutes that have a widespread or global
occurrence from both natural and anthropogenic sources in precipitation, and
have been entering the subsurface over large spatial and typically long temporal
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scales (tens to millions of years). The large space and time scales associated with
these tracers result in a signal that is naturally integrated. When samples for
environmental tracer analyses are collected from a point in the subsurface, the
results represent an integration of upstream transport mechanisms. This is in
contrast to most hydraulic measurements where point sampling yields a point
measurement.

While numerous environmental tracers have been used in subsurface hydrol-
ogy, the existence of both air and water phases in the vadose zone is likely to
complicate the use of some tracers, especially those that utilize dissolved gases.
Environmental tracers that are likely to be useful for directly investigating fluid
flow in fractured vadose zones include tritium, stable isotopes of oxygen and
hydrogen in the water molecule, halides, and chlorine-36; see Phillips (this re-
port, Chapter 9) for a brief discussion of these tracers. Other tracers that may be
useful for indirectly examining fluid flow include carbon-14, uranium-series nu-
clides, strontium isotopes, boron-11, silicon-32, and iodine-129; see Cook and
Herczeg (2000) for a discussion of these tracers. In addition, dissolved gas tracers
such as helium-3, chlorofluorocarbons (CFCs, synthetic gases that were released
into the atmosphere beginning in the early 1940s), and krypton-85 can provide a
measure of groundwater age in the saturated zone. These age estimates may also
be useful for indirectly characterizing fractured vadose zones.

Characterizing the fractured vadose zone can be accomplished by measuring
the distribution of environmental tracers in the subsurface. In the absence of
preferential flow, or in stratigraphic intervals of fractured rocks where matrix
flow dominates, the vertical profile of tritium in the vadose zone can be used to
estimate infiltration rates by identifying the depths of tritium peaks correspond-
ing to atmospheric testing of nuclear weapons. However, if the majority of re-
charge at a site occurs via fracture flow, a detailed investigation of matrix pro-
cesses in the vadose zone may be misleading. Furthermore, if the infiltration is
localized by a few high porosity features or faults or other heterogeneities, an
investigation at a random point in the map may miss the dominant vertical flow
paths. In these cases, the vadose zone can be evaluated by sampling at the water
table, that is, where the infiltrating fluid and solute enter into the underlying
saturated zone. While the details of flow and transport processes will tend to be
less well resolved by this approach, the integration (averaging) of processes may
be enhanced.

The following three examples illustrate the importance of sampling from
both the vadose and the saturated zones. In the first example, Wood and Sanford
(1995) found significant differences in the chloride concentrations in pore waters
in the unsaturated zone, compared with mean chloride concentrations in underly-
ing groundwater in Texas. These differences were interpreted to mean that the
majority of recharge occurred along preferential (macropore) pathways, which
were not detected by sampling in the vadose zone. In the second example,
Solomon et al. (1995) obtained groundwater ages as a function of depth below the
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water table, and then calculated vertical fluid velocities and recharge rates through
the vadose zone on Cape Cod, Massachusetts. Groundwater ages were zero at the
water table because the dating method (tritium/helium-3) utilized a dissolved gas,
which exchanged into pore air in the vadose zone. Solomon et al. (1995) also
delineated the depth of the tritium bomb peak that occurred in 1963. The differ-
ence between the total travel time of water as delineated by the tritium bomb peak
(30 years), and the tritium/helium-3 age of the water since it was at the water
table (16 years), provided a measure of the travel time in the vadose zone (14
years). In the third example, Busenberg et al. (1993) found that concentrations of
CFCs dissolved in groundwater near the water table were much larger than ex-
pected based on measurements of the CFC content of pore air immediately above
the water table. They concluded that preferential flow was not equilibrating with
the vadose zone atmosphere and was responsible for significant recharge to the
Snake River Plain aquifer.

A mass balance of environmental tracers within the vadose zone can be
useful for evaluating regional-scale solute and fluid fluxes, without necessarily
understanding the details of fracture flow, fracture-matrix interaction, etc. (e.g.,
Cook et al., 1994). This approach assumes that a mass balance can be adequately
formulated using subsurface measurements (i.e., that spatial variations in the
tracer distribution can be adequately sampled), and the tracer input is sufficiently
well known. It can be argued that over long time scales, diffusion processes tend
to reduce small-scale spatial variation in tracer concentrations, making a mass
balance feasible. However, this approach has not been extensively tested in frac-
tured vadose zones.

Environmental tracers may also be useful for evaluating and testing specific
processes that are included in a conceptual model. For example, Desaulniers et al.
(1981) evaluated the influence of fractures on solute transport in a clay-rich till in
Southern Ontario. They found that profiles of oxygen isotopes and chloride were
best explained by molecular diffusion, with minimal advective transport in frac-
tures. Because of their usefulness, environmental tracers should be considered a
primary method for investigating fractured vadose zones and for formulating and
testing conceptual models, and they should be included in the field investigation
strategy from the very beginning of site characterization.

CONCLUSIONS AND RECOMMENDATIONS

This report discusses the process through which conceptual models of flow
and transport in the fractured vadose zone are developed, tested, refined, and
reviewed. A conceptual model is defined as an evolving hypothesis identify-
ing the important features, processes, and events controlling fluid flow and
contaminant transport of consequence at a specific field site in the context of
a recognized problem. The conclusions presented below are grouped according
to the two major topics addressed in this report: (1) general considerations during
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the development and testing of conceptual models, and (2) flow and transport in
the fractured vadose zone. These conclusions are followed by the Panel’s sugges-
tions for research activities that will contribute to the conceptual modeling
process.

Conclusions on Development and Testing of Conceptual Models

1. Development of the conceptual model is the most important part of
the modeling process. The conceptual model is the foundation of the quantita-
tive, mathematical representation of the field site (i.e., the mathematical model),
which in turn is the basis for the computer code used for simulation. Given a
sufficiently robust conceptual model, different mathematical formulations will
probably produce similar results. By contrast, an inappropriate conceptual model
can easily lead to predictions that are orders of magnitude in error.

2. The context in which a conceptual model is developed constrains the
range of its applicability. A conceptual model is by necessity a simplification of
the real system, but the degree of simplification must be commensurate with the
problem being addressed. Thus, a conceptual model developed for addressing
one type of problem may not be adequate for another type of problem. For
example, a conceptual model developed for estimating recharge flux may not be
adequate for estimating contaminant travel time from land surface to the water
table.

3. It is important to recognize that model predictions require assump-
tions about future events or scenarios, and are subject to uncertainty. Quan-
titative assessment of prediction uncertainty should be an essential part of
model prediction. A suite of predictions for a range of different assumptions and
future scenarios is more useful than a single prediction. Uncertainty in model
predictions can be partially quantified by sensitivity analysis (how uncertainties
in estimated model parameters affect model predictions), by using a statistical- or
stochastic-based calibration procedure, or by formulating the mathematical model
in a probabilistic framework. However, it is difficult to quantitatively assess the
possibility that the conceptual model might not adequately represent the major
features and processes in the real system.

4. Testing and refinement of the conceptual model are critical parts of
the modeling process. The initial conceptual model is developed based upon
limited field data and is susceptible to biases reflected by the disciplinary back-
ground and experience of the analyst. Therefore, site investigation should not be
designed solely to support the initial conceptual model. Reasonable alternative
conceptualizations and hypotheses should be developed and evaluated. In some
cases, the early part of a study might involve multiple conceptual models until
alternatives are eliminated by field results.

5. Although model calibration does provide a certain level of model
testing, a good fit to the calibration data does not necessarily prove that the
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model is adequate to address the issues in question. The significance of a good
fit to calibration data generally depends on the nature of the data. A model that
matches different types of calibration data (e.g., heads and fluxes) collected
under different field conditions (e.g., at different water contents) is likely to be
more robust than a model that matches a limited range of calibration data. How-
ever, if the model cannot be calibrated to match the calibration data, this is an
indication that the conceptualization should be re-examined.

6. Checking model simulation results against field data (that were not
used for calibration) is one, but not the exclusive, approach to model testing.
In some cases, all field data are needed for calibration, and none are left for
further testing. However, this does not mean that the model cannot be used for
prediction. A broader view of model testing is to develop greater confidence that
the model provides a good representation of the real system. This can be achieved
by strengthening the justifications for model assumptions, and by evaluating
alternative hypotheses.

7. From an operational perspective, the goal of model testing is to estab-
lish the credibility of the model. A credible model is essential if it is to gain
acceptance by parties involved in decision-making or problem resolution. In
addition to testing and evaluation, the credibility of a model can be enhanced by
peer review undertaken by an independent panel of experts, and by maintaining
an open flow of information so that the model is available for scrutiny by con-
cerned parties.

Conclusions on Flow and Transport in the Fractured Vadose Zone

1. There exists a body of field evidence indicating that infiltration
through fractured rocks and structured soils does not always occur as a
wetting front advancing at a uniform rate. Large variations in fluid velocity
(i.e., preferential flow) may be caused by (a) the presence of macropores and
fractures, (b) flow instability, or (c) funneling effects. Thus, model simulation
based upon a uniform wetting front advancing down a homogeneous medium
may provide erroneous estimates of flux and travel times through the vadose
zone. Sophisticated characterization of geological inhomogeneity within the va-
dose zone increases the likelihood that non-uniform flow can be appropriately
modeled.

2. The current state of knowledge is not adequate to determine which
processes are likely to control unsaturated flow and transport at a given field
site. Laboratory and theoretical analyses demonstrate that film flow in fractures
can transport fluid and solute at rates substantially higher than transport by capil-
lary flow. However, at the field scale, the significance of film flow and the
modeling approach are topics of controversy. The field environments in which
film flow plays a significant role during infiltration are poorly understood. In
addition, it is unclear whether film flow can be incorporated into traditional
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models of capillary flow by defining effective curves for hydraulic conductivity
and retention, or whether it requires a fundamentally different set of governing
equations to describe the dynamics of a water film.

3. Although not identical, structured soils and fractured rocks exhibit
many similarities in flow and transport processes. Macropores and aggregates
in structured soils are respectively analogous to fractures and matrix blocks in
rock. However, soil studies are typically conducted in the shallow subsurface,
where macropores may be dynamically altered to a greater degree than rock
fractures at greater depths. Nonetheless, knowledge gained from study of one
medium may be useful for the other. Communication between workers in the soil
science field and in the fractured rock field will be of benefit to both groups.

4. Models of varying complexity have been developed for preferential
flow, but their adequacy for field-scale application requires further testing.
The approach in many current models is to avoid explicitly simulating the mecha-
nisms that cause preferential flow. Instead, the model is implemented to simulate
fast and slow flow, by use of a composite hydraulic conductivity curve or by
dual-permeability domains. Such approaches have been successfully applied to
laboratory and small-scale experiments. However, further testing is needed to
examine whether these models are adequate for field-scale application over a
broad range of field conditions. This issue is of particular concern in the fractured
vadose zone because of the inherently nonlinear nature of processes involved. As
flow conditions change, different flow and transport mechanisms, not repre-
sented in the model, may become important, leading to large errors in predictions.

5. The interaction between fracture and matrix exerts a strong control
on fluid and solute movement. However, the strength of this interaction in
the field is not well known. The simplified representation of this interaction
in current models also requires further evaluation. Factors controlling frac-
ture-matrix interaction include the density of water-transmitting fractures, the
amount of wetted area on the fracture surface, the hydraulic conductivity of the
matrix, and hydraulic conductivity at the fracture-matrix interface. Current mod-
els lump these factors into a transfer coefficient that is determined by model
calibration rather than by direct measurements. Whether or not this approach can
adequately simulate flow under a range of field conditions requires further
evaluation.

6. Solute transport in the fractured vadose zone can exhibit complex
behavior due to the large variations in fluid velocity, and the interplay of
advective and diffusive transport between fractures and matrix. Better un-
derstanding of such systems is required in order to effectively analyze complex
responses. Solute transport models are more complex than flow models, and can
involve multiple regions to represent the diversity of macropore and micropore
sizes. To apply these models, greater guidance is needed on how to delineate
different pore regions, and how to determine the parameters that characterize
solute exchange between pore regions.
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7. Environmental tracers should be included in field investigation strat-
egies from the very beginning of a site characterization program. In a number
of studies, geochemistry and environmental tracer data have led to substantial
revisions of the conceptual models initially developed based upon hydrodynamic
analysis. These experiences emphasize the need for better integration of geochem-
istry and environmental tracers early in the model development process.

Recommended Research

Flow and transport in the fractured vadose zone have been and will continue
to be an active area of research in both the soil science and subsurface hydrology
disciplines. The research recommended in this report is not meant to be inclusive.
Instead, the list below reflects topics that deserve greater attention so that concep-
tual models of flow and transport can be improved, and to address the issues
identified in this report.

1. Fundamental research to understand flow and transport processes in
unsaturated fractures should continue. Better understanding of fundamental
processes will improve the model representation of the real system. Particular
emphasis should be placed on understanding mechanisms that cause non-uniform
(preferential) flow, film flow, and intermittent behavior.

2. Research is needed to understand the spatial variability in vadose
zone properties, and to develop upscaling methods. Spatial variability is a key
cause of model uncertainty, because the subsurface cannot be exhaustively
sampled. Furthermore, vadose zone properties are typically determined by small-
scale laboratory measurements. To use these small-scale measurements, upscaling
methods are needed to derive field-scale flow and transport properties needed in
models. Such upscaling methods should be based on a thorough understanding of
small-scale processes, together with an understanding of how these interact and
contribute to large-scale phenomena.

3. There is a need for comprehensive field experiments in several frac-
tured vadose zone geologic environments. These experiments should be de-
signed to understand the controlling processes (capillary flow, film flow, and
intermittent behavior) for a broad range of field conditions, to evaluate methods
of parameter upscaling, and to test alternative conceptual models.

4. Current models should be evaluated for their adequacy for simulat-
ing flow and transport in the presence of fingering, flow instability, and
funneling. One approach is to construct a model with detailed representation of
small-scale heterogeneities based on high-resolution field or synthetic data, so
that the processes causing preferential flow are explicitly simulated. The model
results can then be compared to results from simpler models that do not explicitly
simulate preferential flow. Of particular importance is the evaluation of transfer
coefficients to represent fluid and solute exchange between fracture and matrix.
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5. There is a need to develop quantitative assessment of prediction un-
certainty for models of flow and transport in the fractured vadose zone.
Meaningful quantification of uncertainty should be considered an integral part of
any modeling endeavor, as it establishes confidence bands on predictions given
the current state of knowledge about the system. If prediction uncertainties are
realistically quantified, postaudit studies can be carried out in a systematic hy-
pothesis-testing framework, which can provide a great deal of insight about the
predictive capabilities of the model.

6. Research should be undertaken to develop improved techniques for
geochemical sampling from the fractured vadose zone. Current sampling
technology is very limited, especially for sampling at depth. Destructive core
sampling followed by fluid extraction is a viable approach for sampling matrix
water in the unsaturated zone. Sampling fluids directly from fractures remains
problematic. Improved sampling techniques will facilitate the use of environmen-
tal tracers and geochemical data for conceptual model building.
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Development of the Conceptual Model
of Unsaturated Zone Hydrology at
Yucca Mountain, Nevada

Alan L. Flint,! Lorraine E. Flint,! Gudmundur S. Bodvarsson,?
Edward M. Kwicklis,? and June Fabryka-Martin?

ABSTRACT

Yucca Mountain is an arid site proposed for consideration as the nation’s first
underground high-level radioactive waste repository. Low rainfall and a thick un-
saturated zone are important physical attributes of the site because the quantity of
water likely to reach the waste and the paths and rates of movement of the water to
the saturated zone under likely future climates will be major factors in estimating
the concentrations and times of arrival of radionuclides at the surrounding acces-
sible environment. The framework for understanding the hydrologic processes that
occur at this site and that control how quickly water will penetrate through the
unsaturated zone to the water table has evolved during the past 15 years. Early
conceptual models assumed that very small volumes of water infiltrated into the
bedrock, that much of the infiltrated water flowed laterally within the upper
nonwelded units because of capillary barrier effects, and that the remaining water
flowed down faults with a small amount flowing through the matrix of the lower
welded, fractured rocks. When evidence accumulated indicating that infiltration
rates were higher than initially estimated, and that mechanisms supporting lateral
diversion did not apply at these higher fluxes, the flux calculated in the lower
welded unit exceeded the conductivity of the matrix. This required water to flow
vertically in the high-permeability fractures of the potential repository host rock.

lys. Geological Survey, Sacramento, California
2 Lawrence Berkeley National Laboratory, Berkeley, California
3 Los Alamos National Laboratory, Los Alamos, New Mexico

47

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10102.html

ractured Vadose Zone

48 CONCEPTUAL MODELS OF FLOW AND TRANSPORT

The development of numerical modeling methods evolved concurrently with the
conceptual model in order to account for the observations made at the site, particu-
larly fracture flow deep in the unsaturated zone. This paper presents the history of
the evolution of conceptual models of hydrology and numerical models of unsatur-
ated zone flow at Yucca Mountain, Nevada.

INTRODUCTION

On-land geologic disposal of high-level nuclear waste has been an issue in
the United States for nearly half a century. In 1958, the National Academy of
Sciences recommended considering geologic disposal of high-level nuclear waste
(HLW). In 1959, concerns about the thermal effects of nuclear-waste disposal
were added to the recommendation. In the early 1970s, Winograd (1972, 1974)
proposed storing nuclear waste in the unsaturated zone, although it was not until
the early 1980s that such a design was seriously considered. In 1976, the Director
of the U.S. Geological Survey (USGS) suggested to the U.S. Energy Research
and Development Administration [ERDA, the predecessor to the U.S. Depart-
ment of Energy (DOE)] that a nuclear test site in Nevada [Nevada Test Site
(NTS)] be examined for potential sites for HLW disposal. The major attributes of
the NTS as a potential site for disposal are that it is in a remote location, it is a
large contiguous block of land under federal ownership, there is much informa-
tion on the unsaturated zone based on studies of the underground nuclear testing
and the associated presence of radionuclides in the subsurface, rainfall is low, and
there is a thick unsaturated zone with a variety of rock types (Winograd, 1971).
Initially, however, use of the saturated zone as a nuclear waste repository was the
prevailing choice (Roseboom, 1983; Hanks et al., 1999). By 1978, the first bore-
holes were being drilled on Yucca Mountain to explore the character of the
saturated zone for disposal of nuclear waste. The high fracture transmissivity and
elevated groundwater temperature of the saturated zone below Yucca Mountain
made this zone undesirable as a repository site. In 1982, USGS scientists sug-
gested to DOE that the unsaturated zone at Yucca Mountain be considered in-
stead. Because Nuclear Regulatory Commission (NRC) draft regulations 10 CFR
60 “Disposal of High Level Waste in Geologic Repositories,” published in 1981,
covered only repositories in the saturated zone, the USGS also suggested to the
NRC that the regulations be modified to include the unsaturated zone, and
Roseboom (1983) pointed out how such a repository would differ from one in the
saturated zone. After extensive public comment and review, the final version of
10 CFR 60 that included the unsaturated zone was released in 1985.

The purpose of this paper is to describe and trace the evolution of the concep-
tual model of groundwater flow in the unsaturated zone at Yucca Mountain. For
this discussion, a conceptual model is simply a relevant set of concepts that
describe, in a qualitative way, the behavior of a natural system. Numerical mod-
els of the same system, which also will be discussed in this paper, are based on
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the same set of concepts but describe the behavior of the system in a quantitative
manner. It is important to note that the history of the characterization of Yucca
Mountain or, in particular, the evolution of a conceptual model of groundwater
flow at the Yucca Mountain site, cannot be accurately reconstructed solely on the
basis of citable literature. To fully understand this history requires reference to
unpublished or draft reports, memoranda, and rough notes. In addition, many of
the concepts for the model were developed during discussions between DOE and
such entities as the Nuclear Waste Technical Review Board (NWTRB), the Advi-
sory Committee on Nuclear Waste (ACNW), or NRC technical interchanges. In
many cases, ideas were developed and worked out during informal get-togethers
and, as such, many important ideas and information used in the development are
not readily available or directly citable.

YUCCA MOUNTAIN SITE DESCRIPTION

Yucca Mountain is located in southern Nevada about 145 km northwest of
Las Vegas (Figure 2-1). The study area covers approximately 45 km?, of which
approximately 5 km? covers the potential repository site. Beneath the crest of
Yucca Mountain, the water table ranges from approximately 350-750 m below
land surface, with an average of 500 m. The potential repository host rock is the
Topopah Spring Tuff of the Paintbrush Group, a densely welded and fractured
tuff located in the unsaturated zone at an average depth of 300 m below land
surface (Hanks et al., 1999).

Climate and Precipitation

An understanding of the response of the hydrologic system to current cli-
matic conditions is a prerequisite for predicting the response of the system to
potential future climatic conditions (Botkin et al., 1991). The climate in the
Yucca Mountain area is arid to semiarid. Weather patterns vary seasonally. Sum-
mer precipitation comes primarily from the south and southeast. Winter winds
bring moisture from the west, and hence the climate is subject to a regional rain
shadow east of the Sierra Nevada and has been for the entire geologic history of
Yucca Mountain, more than 13 million years. Topographic effects cause substan-
tial variability in average annual precipitation in the Yucca Mountain area. Pre-
cipitation averages from less than 130 mm for lower elevation locations in the
south to more than 280 mm for higher elevation locations in the north, with an
estimate of 170 mm directly over the potential repository location (Hevesi and
Flint, 1996).

Regional Hydrogeology

Yucca Mountain is located within the Basin and Range physiographic prov-
ince (Grayson, 1993). The linear mountains and valleys of this area that have a
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distinct north to northwest trend define the Basin and Range physiography. Within
the Basin and Range physiographic province, there are several topographic re-
gions. Yucca Mountain is in the Death Valley region, which has the largest and
most prominent desert basin in the Basin and Range physiographic province. The
Death Valley region is primarily in the northern Mojave Desert; the region ex-
tends northward into the Great Basin Desert and lies in the rain shadow of the
Sierra Nevada. Death Valley itself is the ground-water discharge area for a large
part of the Death Valley region. The Death Valley region is composed largely of
closed topographic basins that apparently coincide with several closed shallow
groundwater flow systems (Winograd and Thordarson, 1975). Recharge in these
systems is sparse, and is derived mostly from the higher altitudes and comes as
infiltration of precipitation or the infiltration of ephemeral runoff. Discharge
occurs primarily by spring flow and by evaporation and transpiration of shallow
ground water from playas. The deepest part of the saturated flow system consists
of extensive Paleozoic carbonate aquifers that connect the closed shallow ground-
water systems at depth. Discharge from the system occurs in several intermediate
areas that are geomorphically, stratigraphically, and structurally controlled; but
ultimately, most groundwater flow discharges to Death Valley. The predominant
direction of drainage for surface-water and groundwater flow in the Death Valley
region is generally from north to south because of a decrease in the average
altitude from north to south in the southern Basin and Range area.

Site Geology

Yucca Mountain consists of a 1-3-km-thick sequence of ash flow and ash fall
tuffs erupted from Timber Mountain, a source caldera complex located directly to
the north. The unsaturated zone at Yucca Mountain is about 500-750 m thick
(Snyder and Carr, 1982; Buesch et al., 1996), characterized by pyroclastic flows
that consist of separate formations. From youngest to oldest, the formations are
the Rainier Mesa Tuff (11.6 million years) of the Timber Mountain Group; the
Tiva Canyon, Yucca Mountain, Pah Canyon, and Topopah Spring Tuffs of the
Paintbrush Group (12.7 million years); the Calico Hills Formation (12.9 million
years); and the Prow Pass, Bullfrog, and Tram Tuffs of the Crater Flat Group
(13.5 million years) (Carr et al., 1986; Sawyer et al., 1994) (Figure 2-2). Inter-
stratified with these formations are bedded tuffs that consist primarily of fallout
tephra deposits and small amounts of pyroclastic flow deposits and reworked
material (Moyer and Geslin, 1995; Buesch et al., 1996). The bottom and top of
the Tiva Canyon and Topopah Spring Tuffs contain vitric, nonwelded to densely
welded tuff; the interiors of the tuffs are thick, crystallized, and moderately to
densely welded and fractured. Most of the lithostratigraphic units in the Tiva
Canyon and Topopah Spring Tuffs are laterally continuous and stratiform (Scott
and Bonk, 1984). The Yucca Mountain and Pah Canyon Tuffs are relatively thick
to the north of the potential repository location near Yucca Wash and contain
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Currently used Scott and Montazerand  U.S. DOE
nomenclature Lithology others (1983) Wilson (1984) (1984)

) Tiva Canyon Tiva Canyon
Tiva Canyon Tuff (TCw) | welded Member welded unit (TS) TCw
S
o
_CC'J Yucca Mountain Tuff, Nonwelded, Paintbrush
2 Pah Canyon Tuff and [ nonwelded argillic and nonwelded PTn
S bedded tuffs (PTn) vitric tuffs unit (P)
E TSwi
Topopah Spring welded Topopah Spring | Topopah Spring TSw2
Tuff (TSw) Member welded unit (TS)
TSw3
Calico Hills Formation (CHn) Nonwelded, Calico Hills
vitric (CHv) nonwelded vitric and nonwelded CHn
zeolitized (CHz) zeolitized tuffs unit (CH)
Nonwelded,
Prow Pass Tuff (PPW) welded/ vitric and Cra.ter Flat PPw
nonwelded o unit (CF) CFUn
=3 zeolitized tuffs
o
O Nonwelded
= welded/ o ’ Crater Flat BFw
T Bullfrog Tuff (BFW) nonwelded VI.tI'.IC and unit (CF) CFUn
5 zeolitized tuffs
<
(6]
Tram Tuff (TRW) welded | Notincluded Crater Flat TRw
unit (CF)

FIGURE 2-2 Hydrogeologic units and lithostratigraphy currently used at Yucca Moun-
tain, and as used in earlier publications.

both nonwelded and welded intervals. The welded intervals of these units, how-
ever, thin southward starting near Drill Hole Wash, and, therefore, only thin
welded intervals occur in the center of the potential repository location. These
welded intervals are absent altogether from the southern half of the repository
location (Moyer et al., 1996). The nonwelded tuffs of the Paintbrush Group,
including the nonwelded intervals of the Yucca Mountain and Pah Canyon Tuffs,
the interstratified bedded tuffs, the nonwelded base of the Tiva Canyon Tuff, and
the nonwelded top of the Topopah Spring Tuff collectively are commonly re-
ferred to as the Paintbrush nonwelded hydrologic unit (PTn). The Calico Hills
Formation (CHn) is composed of nonwelded pyroclastic flow and fallout depos-
its (Moyer and Geslin, 1995). Tuffaceous rocks have been zeolitized (CHz) at the
north end of Yucca Mountain, yet parts of the formation remain largely vitric
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(CHv) towards the south end of the mountain. The Prow Pass Tuff is a compound
cooling unit and consists of nonwelded to partially welded tuff at the top and
bottom with intervals of welded tuff. The vitric parts of this unit are typically
zeolitized in the north, but only in the southwestern part of Yucca Mountain does
a significant part of this unit remain vitric, with partially to moderately welded,
crystallized tuff in the interior of the unit.

Site Geomorphology

The hydrology of Yucca Mountain has largely been influenced by interrela-
tionships between tectonic and geomorphic processes. Faults and fault scarps,
and erosional processes on the eastern sloping ridge, have defined the topography
of the mountain, and have created a series of washes (Figure 2-1) that are downcut
to varying degrees into different bedrock layers. The topography generally is
controlled by high-angle faults that tilt the resistant volcanic strata eastward.
Locally, slopes are steep on the west-facing escarpments of the Solitario Canyon
Fault and in some of the valleys that cut into the more gentle eastward-facing dip
slopes. Narrow valleys and ravines have been cut into the bedrock. Floors of
wider valleys consist of alluvial deposits that have formed terraces into which
intermittent streams have cut channels. Locally, small sandy fans flank the lower
slopes and spread out on the valley floors. East of the crest of Yucca Mountain,
drainage is into Fortymile Wash; west of the crest of the mountain, streams flow
southwestward down fault-controlled canyons and discharge in Crater Flat. The
study site area can be divided into two parts north and south of Drill Hole Wash.
The washes in the southern area trend eastward, are relatively short (less than 2
km), and are defined by erosional channels that produce gently sloping sideslopes.
The washes north of Drill Hole Wash are controlled by faults, are northwest
trending, and are approximately 3-4 km long with steep sideslopes.

Alluvial deposits in the valley floors and washes include fluvial sediments
and debris-flow deposits. Soil development and thickness of the alluvial deposits
are variable, and the soils are gravelly in texture. The deposits range from 100 m
thick in the valleys to less than 30 m thick in the mouths of the washes. Midway
up the washes, most alluvial fill is less than 15 m deep in the center of the wash.
Many of these deposits have developed cemented calcium carbonate layers (Flint
and Flint, 1995).

DEVELOPMENT OF INITIAL CONCEPTUAL AND NUMERICAL
MODELS (1983-1990)

A conceptual model describes the physical processes that are part of an
environment, how they relate to each other, and which processes dominate the
system. It describes the physical framework within which the processes can be
understood and numerical relations can be developed.
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Conceptual Model Issues at Yucca Mountain

Many current and historical issues are relevant to the discussion of the con-
ceptual model of unsaturated zone hydrology at Yucca Mountain. We discuss the
most significant issues and how the associated components of the conceptual
model developed or were modified as the conceptual model changed. A simpli-
fied schematic that highlights these issues is presented in Figure 2-3.

In general, the major components of the conceptual model include the fol-
lowing processes and features: (1) surface infiltration rates and their distributions
in space and time, (2) lateral flow in the nonwelded PTn, (3) lateral flow at the
vitric-zeolitic interface in the matrix of the deep nonwelded tuffs (CHv and CHz),
(4) the role of faults as conduits or barriers to flow, (5) the occurrence and
stability of perched water, (6) the distribution and significance of fast pathways,
and (7) the flux between fractures and matrix in unsaturated rock. Most concep-
tual models for Yucca Mountain include these components, but advances in our
scientific understanding of these processes and features have greatly influenced
the way the conceptual and numerical models have developed over the years.

Initial Data Collection

Initial data collection at Yucca Mountain consisted of mapping the bedrock
surface and drilling boreholes to describe the geology and water table depths at
the site. By 1986, more than 100 boreholes had been drilled at or near Yucca

Precipitation: spatially and temporally variable

Infiltration: variable in space and time (1)
Surface +

\“Fauh conduit or barrier (4)
TCw

fracture/matrix flow (7) + lateral flow
PTn —

\mammwﬁ%. _etera fow (2) ——
1 lateral flow (2) —=

perched water (5)
TSw T
lfast fracture flow (6)
fracture/matrix flow
CHv
matrix flow (3)\~
CHz — lateral flow [—
fracture/matrix flow CHz ‘ ’
hvd
water table

FIGURE 2-3 Generalized conceptual model of the hydrology for Yucca Mountain, Neva-
da. Arrows denote direction of flow; numbers denote the major components described in
the text; and abbreviations for lithostratigraphy are described in Figure 2-2.
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Mountain. Many of the early holes drilled during the late 1970s extended to the
water table, yielding important data such as potentiometric surfaces, groundwater
chemistry, detailed lithostratigraphy, and matrix properties (Anderson, 1981;
Rush et al., 1983; Weeks and Wilson, 1984; Whitfield et al., 1984; Flint and Flint,
1990). These were followed in 1984 by an extensive series of shallow boreholes
that were drilled to investigate shallow infiltration processes (Hammermeister et
al., 1985). Studies of the surface geology at Yucca Mountain had already been
ongoing for more than 10 years (Byers et al., 1976; Scott et al., 1983; Scott and
Bonk, 1984) prior to the time that investigations of infiltration and percolation
processes began in earnest.

A stop-work order for most site characterization activities was issued by the
DOE in early 1986 because of concerns related to the quality assurance of data
collection; however, selected surface and laboratory investigations (those consid-
ered to be collecting irretrievable data) were allowed to continue in order to
characterize the geology, faults, and matrix and fracture properties of Yucca
Mountain (Klavetter and Peters, 1987; Istok et al., 1994; Flint et al., 1996b).
After the stop-work order was lifted in late 1991, a series of shallow, cored
neutron boreholes were drilled to study infiltration processes (Flint and Flint,
1995). On completion of the neutron boreholes, deep boreholes were drilled for
long-term monitoring and geotechnical boreholes were drilled along the surface
projection of the underground Exploratory Studies Facility (ESF) prior to its
construction (Rousseau et al., 1998) to provide design information for the con-
struction of the ESF. The results of core analysis and borehole instrumentation
and geophysics, which measured subsurface conditions, have aided in the devel-
opment of the conceptual model used to help understand infiltration and percola-
tion rates and processes at Yucca Mountain. The measurements and analyses
have provided detailed data sets needed for the development and testing of the
site-scale numerical flow model.

Early Conceptual Models of Hydrology at Yucca Mountain

The earliest detailed conceptual model of the unsaturated zone at Yucca
Mountain was published by Scott et al. (1983) (Figure 2-4). Their conceptual
model of hydrology at Yucca Mountain is a component of a larger geologic/
hydrologic framework model that is presented in a very straightforward manner.
First, they identified the problem and stated that groundwater was one of the most
critical parameters for nuclear waste isolation. Second, they described the strati-
graphic, structural, and hydrologic framework that is the basis of their geologic/
hydrologic framework model by presenting the detailed geologic setting. Third,
they identified the relevant hydrologic processes needed to describe the hydrol-
ogy for their geologic/hydrologic framework model. Finally, using these pro-
cesses and applying them to their model, they described the hydrologic conse-
quences of groundwater flow.
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Although Scott et al. (1983) acknowledged that there were uncertainties in
their estimates, their conceptual model of the hydrologic system was as follows:
approximately 200 mm/yr precipitation falls on Yucca Mountain, of which about
3 percent enters the hydrologic system (6 mm/yr net infiltration). This infiltrating
water moves vertically through fractures in the welded Tiva Canyon Tuff (TCw;
in 1983 the accepted nomenclature was Tiva Canyon Member), vertically as
matrix flow in the nonwelded PTn (although they believed some potential existed
for lateral flow at the TCw-PTn interface), vertically through fractures in the
welded Topopah Spring Tuff (TSw) and through the matrix in the lower vitric
nonwelded tuffs, laterally at the vitric-zeolitic interface of the nonwelded tuffs,
and vertically in lower zeolitic nonwelded tuffs. They also believed that lateral
flow occurred along the tilted strata and that the potential existed for perched
water to accumulate on the upgradient side of faults. Although they believed that
faults could be either sealed or open to flow, they cautioned that faults should be
assumed to be open in the absence of evidence to the contrary. This first and
simple conceptual model is perhaps closer to the current (2000) conceptual model
for Yucca Mountain than any of those formulated in the intervening years.

A somewhat more simplified conceptual model was proposed by Roseboom
(1983) as a generic case for considering the unsaturated zone in the arid south-
west for HLW disposal. As explained in the Introduction, the NRC’s existing
draft regulations assumed that all repositories would be in the saturated zone and
the regulations would have to be changed to accommodate unsaturated sites.
Thus, Roseboom presented the first diagrammatic representations of a repository
in unsaturated rock (Figure 2-5) and pointed out fundamental differences be-
tween repositories in the saturated and the unsaturated zone. Although the model
was generic for the most part, specific discussions in Roseboom’s paper of Yucca
Mountain presented a conceptual model similar to that of Scott et al. (1983).
Assuming that precipitation is 127 mm/yr and that 3 percent of this precipitation
becomes net infiltration, Roseboom estimated a recharge rate of 3.8 mm/yr to the
local water table; he said that the flow path was downward, with no lateral
component, and that flow was rapid through the fractured zones. The amount of
flux through the repository, therefore, would be directly related to the average
precipitation. Roseboom also believed that even higher infiltration rates for short-
term climate change could be easily drained from the stratigraphic horizon in
which the repository is located because of the high fracture permeability. Rapid
drainage of water through fractures would minimize contact time between water
and the waste canisters and therefore repositories in the unsaturated zone would
be preferable to repositories in the saturated zone if the host rock had high
fracture permeability.

In 1984, Montazer and Wilson (1984) presented a detailed conceptual model
of Yucca Mountain (Figure 2-6) that was based on soil physics; this model was
similar to the model of Scott et al. (1983) but with several exceptions. Montazer
and Wilson estimated that the average annual precipitation at Yucca Mountain is
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approximately 150 mm. Using the same 3 percent rate for net infiltration as Scott
et al., they calculated a net infiltration of 4.5 mm/yr but suggested that recharge
ranged from 0.0-4.5 mm/yr. They believed that water probably infiltrated either
directly into fractures within bedrock exposures or as surface runoff seeping into
alluvium beneath the channels of washes. As water saturated the walls of the
fractures, it could continue flowing to greater depths without increasing the satu-
ration of interior matrix blocks.

Despite their belief that complete matrix saturation was not necessary to
induce and propagate fracture flow, they introduced a relation between effective
(bulk) permeability and matrix potential for a combined fracture-matrix medium
(composite porosity, see Figure 2-10, which is discussed later) that required high
matrix saturations before fractures would conduct water. Figure 2-7 shows their
analysis of flow through a single fracture (curve 2) transecting a porous matrix
(curve 1) with much lower effective permeabilities. At very low levels of satura-
tion, flow due to gravity or “drainage” is limited to the matrix and follows curve
1 to lower levels of permeability and saturation. As the water content increases to
higher levels of partial saturation, this curve crosses the curve for the fracture. At
higher saturation levels, fracture flow dominates the drainage. Scott et al. (1983)
suggest that with rapid wetting from periods of intense precipitation, less com-
plete saturation of the matrix might occur. Curves la and 1b illustrate the “hyster-
esis effect” of more rapid wetting, which effectively moves curve 1 to lower
values because air becomes trapped in the matrix. This would reduce the perme-
ability to lower values as the wetting rate increases. Thus with more rapid wet-
ting, the fractures become more dominant in draining the rock mass. The com-
bined uppermost parts of a fracture curve and a matrix curve can be combined to
represent a single medium with composite porosity, and is termed an “equivalent
continuum.”

Montazer and Wilson (1984) maintained that most of the infiltrating water
(4 mm/yr) was diverted laterally within the Paintbrush nonwelded unit (PTn) and
that the remaining water (0.5 mm/yr) moved downward through the matrix of the
Topopah Spring welded unit (TSw). They cited work by Weeks and Wilson
(1984), who estimated a downward flux of between 0.003 and 0.2 mm/yr in the
matrix of the TSw, as support for the matrix flow component of their conceptual
model. Montazer and Wilson suggested that lateral flow would lead to perched
water on the upgradient side of faults, but that the water would ultimately move
into the fault and recharge the saturated zone. Noting the sharp contrast in pore
size distributions of the TSw compared with those of the underlying nonwelded
and bedded vitric tuffs, they believed that the vitric tuffs with their much larger
pores would act as a capillary barrier to vertical flow, leading to lateral flow in the
TSw, whereas zeolitic tuff, which has much smaller pores, would not divert flow.
This perspective differs from the one held by Scott et al. (1983), who proposed
that the zeolitic boundary would be a barrier because of the low conductivity of
this unit. The most significant differences between the conceptual model by
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FIGURE 2-7 Hypothetical relationship between effective permeability and matric poten-
tial for a double-porosity medium. Curves la and 1b are wetting curves for the matrix;
and downward arrows show drainage curves. From Montazer and Wilson (1984, Figure 6).
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Montazer and Wilson compared with the earlier model by Scott et al. were a lack
of fracture flow in the TSw and the prevalence of lateral flow above and within
the PTn. The views of Montazer and Wilson greatly influenced the direction of
subsequent hydrologic research at Yucca Mountain for several years.

In a general review of the hydrology in and around Yucca Mountain, Waddell
et al. (1984) suggested that recharge to the water table probably was less than 5
mm/yr, although they also cited the work of Sass and Lachenbruch (1982), who
estimated 8 mm/yr flux through the TSw on the basis of an analysis of tempera-
ture profiles (analyses that would be redone in the 1990s). Similar to Montazer
and Wilson (1984), they believed that infiltration occurred predominantly in the
washes or by direct entry into fractures exposed at the surface.

Early Numerical Process Models

Four major concepts would strongly influence further development of the
conceptual model of Yucca Mountain and would control the thinking of most
Yucca Mountain hydrologists and modelers for the next 10 years. These concepts
were (1) that the matrix must be fully saturated before fracture flow could be
initiated or sustained (Wang and Narasimhan, 1985), (2) that overall, flux is low
(Scott et al., 1983; Montazer and Wilson, 1984), (3) that only matrix flow (i.e.,
fluxes less than 0.5 mm/yr) is assumed to occur in the TSw (Montazer and
Wilson, 1984), and (4) that lateral diversion of most of the net infiltration occurs
within or above the PTn.

Wang and Narasimhan (1985) presented a conceptual and a numerical theory
of fracture flow and fracture-matrix interaction in fractured rock that showed that
the matrix must be fully saturated before fracture flow could be initiated or
sustained. They suggested that there is virtually no downward flow in fractures
beneath the PTn and that flow between adjacent matrix blocks would occur
across fractures only at asperities (Figure 2-8). They proposed that fracture flow
occurs only when the water potential of the fracture is in equilibrium with the
water potential of the matrix, which, in the unsaturated zone, occurs only during
periods of surface flooding when there is a transition between saturated and
unsaturated fracture conditions. They numerically modeled flow through a matrix
system with discrete fractures and suggested that, for the most part, unsaturated
fractured systems could be simulated numerically without taking fractures
explicitly into account.

Reports by Sinnock et al. (1984, 1987), Klavetter and Peters (1986), and
Peters and Klavetter (1988) continued to support the assumption that net infiltra-
tion was low (4 mm/yr), that lateral movement occurred at the base of the PTn,
and that although no perched water was expected in the PTn, most of the water
flowed downward through the faults, with less than 0.5 mm/yr of flux flowing
through the TSw. Klavetter and Peters (1986) and Peters and Klavetter (1988)
agreed, on the basis of the work of Wang and Narasimhan (1985), that the matrix
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FIGURE 2-8 Conceptual model of partially saturated, fractured, porous medium showing
schematically the flow lines moving around the dry portions of the fractures. From Wang,
J.S. Y., and T. N. Narasimhan, 1985. Hydrologic mechanisms governing fluid flow in a
partially saturated, fractured, porous medium. Water Resources Research 21(12): 1861-
1874. Copyright by American Geophysical Union.

must be saturated in order for fracture flow to occur. In the results of the first
Total System Performance Assessment (TSPA) for the Yucca Mountain site,
Sinnock et al. (1984) argued that distributed fracture flow would not occur if
fluxes were less than 0.5 mm/yr and would result in a relatively dry TSw (less
than —2 MPa) despite the fact that Weeks and Wilson (1984) had estimated water
potentials to be between —0.06 and —0.26 MPa on the basis of experimental data.
Sinnock et al. (1984, 1987), Klavetter and Peters (1986), and Peters and Klavetter
(1988) based their numerical analyses on the conceptual model of the U.S. De-
partment of Energy (1984) (Figure 2-9), which essentially was a simplified ver-
sion of the Montazer and Wilson (1984) model.

The first numerical two-dimensional flow model of the unsaturated zone at
Yucca Mountain was presented by Rulon et al. (1986) and supported Montazer
and Wilson’s (1984) concept of lateral flow in the PTn at low fluxes with as much
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as 50 percent of infiltration being laterally diverted for fluxes of less than 1 mm/
yr. However, at a higher flux of 4.5 mm/yr, the model predicted only about 1 mm/
yr of lateral flow; this prediction was based partly on the assumed high perme-
ability of the faults. Using the combined fracture-matrix characteristic curve (see
Figure 2-7) from Montazer and Wilson (1984), which essentially was an equiva-
lent continuum model, Rulon et al. (1986) defined a critical saturation above
which fracture flow would dominate over matrix flow. [The shape of this curve
was demonstrated experimentally by Peters et al. (1984).] The value for critical
saturation varied depending on the assumed matrix properties. For their two sets
of fracture-matrix simulations, the critical saturation was either 0.3 or near 1; the
latter represented the concept of Wang and Narasimhan (1985).

Rockhold et al. (1990) produced the first three-dimensional numerical model,
but only for a small areal extent around the potential repository location. They
modeled fracture flow in the TCw but matrix flow in the TSw and the PTn, where
the PTn diverted most of the vertical flow laterally.

Early TSPA models for Yucca Mountain investigated only one-dimensional
columns (Barnard et al., 1992). Their analysis suggested there was less than a
1 percent chance that flux through the TSw was more than 3 mm/yr and an
80 percent chance that the flux was less than 1 mm/yr. During this same time
frame, in an effort to evaluate the possibility of significant fracture flow in the
TSw, Gauthier et al. (1992) developed a “weeps” model that represented only
fractures; their model rapidly drained the fractured TSw and accommodated
higher infiltration fluxes without causing significant lateral diversion in the PTn.

Altman et al. (1996) presented a general view of the conceptual models of
flow between matrix and fractures and the resultant relative permeability curves
(assuming Richards’ equation-type flow) that are typically required by numerical
models of flow through fractured rock. Figure 2-10 demonstrates the evolution of
numerical modeling from the early composite porosity used by Rulon et al.
(1986), but first presented by Montazer and Wilson (1984), to the more sophisti-
cated dual-permeability models used currently; the figure gives common termi-
nology for further discussion.

DEVELOPMENT OF CURRENT CONCEPTUAL AND NUMERICAL
MODELS (1991-2000)

Three-Dimensional Site-Scale Numerical Model

The basis for the current site-scale model of the unsaturated zone at Yucca
Mountain was established during meetings in 1991 between the USGS and
Lawrence Berkeley National Laboratory (LBNL); these meetings resulted in the
first three-dimensional numerical site-scale model (Wittwer et al., 1992). Al-
though the model was designed to allow for the spatial distribution of infiltration
and for discrete faults (Figure 2-11), it also allowed for the use of the equivalent
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FIGURE 2-10 Alternative conceptual models and their corresponding characteristic
curves for relative permeability for flow through fractured rock. From Altman et al.

(1996, Figure 2.2).
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FIGURE 2-11 Three-dimensional site-scale model grid with early version of potential
repository boundary. From Flint and Flint (1994, Figure 2). Copyright 1994 by the Amer-
ican Nuclear Society, La Grange Park, Illinois.

continuum concepts of Montazer and Wilson (1984). Initially, simulations using
the three-dimensional model used a uniform (i.e., not spatially distributed) sur-
face infiltration rate of 0.1 mm/yr. This model was used to explore the role of
faults and the redistribution of moisture at depth (Wittwer et al., 1995).

Development of Conceptual Model of Spatially Distributed Infiltration

Hevesi et al. (1992) used a geostatistical approach to construct the first
detailed map of precipitation for the Yucca Mountain site; they estimated an
average annual precipitation of 170 mm/yr. This map was used with the Maxey-
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Eakin method (Maxey and Eakin, 1950), which postulates a simple correlation
between precipitation and recharge on a regional scale, to estimate the spatial
distribution of recharge for the Yucca Mountain area and the Death Valley re-
gion. Recognizing that there is a large variability in the spatial and temporal
distribution of precipitation in the study area, it was noted that spatial and tempo-
ral distributions of infiltration could be the most important factors influencing the
distribution and rate of percolation in the unsaturated zone (U.S. Department of
Energy, 1992).

With the ongoing development of a three-dimensional numerical site-scale
model, it became clear that quantitative estimates of the spatial distribution of
infiltration would be needed to define the upper boundary condition for the flow
model. The flow model of Wittwer et al. (1992) had incorporated three topo-
graphic zones that served as the initial estimated zones of infiltration. The topo-
graphic zones were chosen on the basis of field observations and preliminary
analyses of neutron borehole logs that indicated a qualitative correlation between
topographic zones and depth of alluvium. Distinctly different changes in subsur-
face water content with time and depth of water penetration following precipita-
tion characterized the different infiltration zones (Flint et al., 1993; Flint and
Flint, 1994; Flint and Flint, 1995).

The initial approach taken to spatially distribute surface infiltration on a site
scale is explained in Flint and Flint (1994). For that study, they relied on maps of
surface bedrock geology and alluvium (Scott and Bonk, 1984) to distribute mate-
rial properties and applied the Darcy flux approach to neutron log water-content
data for shallow boreholes and core property data. According to this approach,
the depth at which the water content does not change seasonally is assumed to
represent steady-state moisture conditions, and the effective hydraulic conductiv-
ity at that moisture content was assumed to be equal to flux. A site-scale map was
then prepared of the bedrock units at the steady-state depths. These units were
classified into five representative categories for which water content and hydrau-
lic properties were used to calculate a flux (Plate 1), which then was distributed
among the site-scale grid blocks. Fluxes ranged from 0.02 mm/yr for areas ex-
posed with TCw to 13.4 mm/yr for areas exposed with PTn, with a site-scale
mean of 1.4 mm/yr. Fluxes were highest in the washes and along the exposure of
the permeable PTn in the Solitario Canyon escarpment.

Hudson and Flint (1995) refined this approach using estimates from precipi-
tation maps (Hevesi and Flint, 1996), soil thickness, topographic position, and
calculations of flux in boreholes to develop correlation matrices and to statisti-
cally distribute infiltration for a larger area than the area of the site-scale model
(Figure 2-12). Infiltration rates ranged from 0-45 mm/yr, with a mean of 11.6
mm/yr in the study area. They suggest that most of the infiltration probably enters
the system on ridgetops and sideslopes where soil cover is thin.

Estimates of the spatial distribution of infiltration indicated that some areas
of the site can have high rates of infiltration while other areas can have little to no
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FIGURE 2-12 Infiltration distributed statistically. From Hudson and Flint (1995, Figure 8).
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infiltration. Initial efforts to use the infiltration maps of Flint and Flint (1994) and
Hudson and Flint (1995) in numerical models resulted in a saturated matrix and
sublayers, which was inconsistent with measured saturation data (Wittwer et al.,
1995; Ho et al., 1995) because of invalid coupled matrix-fracture assumptions
and an equivalent continuum approach. In many areas of the models, fluxes
exceeded the saturated conductivity of the matrix, which indicated the necessity
to modify the models to allow for fracture flow in units with a low-permeability
matrix.

The final iteration of approaches to estimate infiltration was done by incor-
porating a detailed conceptual model of infiltration (Flint et al., 1993; Flint and
Flint, 1995) into a numerical model (Flint et al., 1996a). The numerical model
was driven by stochastically modeled precipitation, modeled solar radiation and
evapotranspiration, soil depth, and bulk bedrock properties and was calibrated to
measurements of water content changes in neutron boreholes. The numerical
model allowed for the investigation of infiltration under different climate sce-
narios. Under present-day climatic conditions, infiltration rates ranged from 0-80
mm/yr, with a mean of about 4.5 mm/yr across the general area of the repository
(Plate 2). This model was a modified water-balance model (Flint et al., 1996a)
and not based on Richards’ equation and, therefore, did not require fracture-
matrix equilibrium to initiate fracture flow.

Modeling with High Infiltration Rates: the Conversion to Fracture Flow

Lateral Diversion in the PTn

By 1995, most project hydrologists had accepted that the conceptual model
of unsaturated zone flow must include fracture flow in the TSw and that numeri-
cal models must incorporate approaches other than the equivalent continuum
model if they were to accommodate high fluxes through the TCw. However,
some hydrologists still believed that lateral diversion in and above the PTn may
reduce the volume of water that would penetrate the TSw. Although there was no
significant or conclusive field evidence to support lateral diversion, a number of
modeling exercises were done to test if the measured properties and geometry of
the PTn could support or induce diversion (Ho, 1995; Altman et al., 1996; Moyer
et al., 1996; Wilson, 1996). Quite typically in these simulations, lateral diversion
could be attained but, consistent with an earlier study by Rulon et al. (1986), the
percentage of water diverted was greatly reduced at high fluxes. At lower fluxes
diverted water may have been an artifact of the model’s simplified geometry,
unrealistic hydrologic properties [extremely high air-entry pressure and high ma-
trix permeability (Peters et al., 1984) are incompatible], idealized stratigraphic
contacts as linear features or a misrepresentation of the gradational nature of the
TCw-PTn transition (Moyer et al., 1996; Flint, 1998), or the downdip boundary
conditions (e.g., the capillary properties assumed for the faults). In any case, on
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the basis of capillary barrier theory (Montazer and Wilson, 1984; Ross, 1990) and
modeling results, lateral diversion could not be counted on to divert high fluxes
from the repository horizon.

Evidence of Fast Fracture Flow

During this period, Fabryka-Martin et al. (1993, 1994), Fabryka-Martin and
Liu (1995), and Yang et al. (1996) reported bomb-pulse concentrations of iso-
topes in surface-based boreholes; these pulses indicated possible fast pathways
through the TCw and deep into the TSw. Measurements of 3°Cl and calculations
of chloride mass balance supported the high rates of the spatially distributed
estimates of infiltration and the existence of fracture flow. Secondary calcite
deposits observed in fractures throughout the ESF indicated that considerable
fracture flow had occurred (Paces et al., 1996). The results of several studies that
had evaluated how water flows through fractures contradicted the traditional, but
perhaps outdated, conceptual model of sheet flow in fractures (Rulon et al., 1986)
and supported fast fracture flow by demonstrating channeling or fingering (Pruess
and Tsang, 1990; Glass, 1993; Glass et al., 1994; Pruess, 1998). Nevertheless,
modelers were still using either uniform low infiltration rates in their models
(Wittwer et al., 1995) or spatially distributed rates that had been proportionally
reduced to be consistent with previously low annual average infiltration values
(Altman et al., 1996). Modelers justified their use of reduced distribution rates
estimated from the infiltration maps of Hudson and Flint (1995) or Flint and Flint
(1994) because their equivalent continuum models predicted unrealistic saturated
matrix conditions and because they could not force enough water through the
profiles to accommodate the high fluxes. Robinson et al. (1995) normalized the
infiltration values from the Hudson and Flint (1995) map to a site-scale average
of 1 mm/yr but noted that there was too much evidence for high infiltration rates
and that the process modelers should now consider these higher rates. They
proposed that nonequilibrium fracture flow could occur even if the matrix was
not completely saturated. The method of Robinson et al. (1995) used the dual-
permeability approach (Figure 2-10) to reduce the potential for saturation of the
matrix under conditions of fracture flow by changing the parameters of the rela-
tive permeability curves of the fractures.

To reiterate the concepts that maintained long-term viability, it is pointed out
here that the original proposed existence of nonequilibrium fracture flow came
back full circle in the late 1990s to pre-Wang and Narasimhan (1985), who
introduced the necessity of having a saturated matrix before fractures would
flow. In the first conceptual model, Scott et al. (1983) suggested steady-state
matrix saturation was necessary for fracture flow, but Montazer and Wilson
(1984) maintained that a saturated matrix was not necessary to induce deep
fracture flow, only wetted walls were required. Despite the recognition that frac-
ture and matrix might not be in equilibrium, Montazer and Wilson (1984) sug-
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gested the use of the combined matrix-fracture moisture characteristic curve, or
equivalent continuum approach, which necessitated high matrix saturations, ex-
cept in cases of rapid wetting (Figure 2-7). This approach had survived for more
than a decade.

Dual-Continuum Modeling Methods

Dual-permeability models (see Figure 2-10 for conceptual and numerical
representations) were being used with the low infiltration rates estimated for
Yucca Mountain in the early 1990s. To accommodate the high infiltration rates,
Ho et al. (1995) decoupled fracture flow from matrix flow by reducing the simu-
lated contact area between the fracture and matrix continua (dual-permeability
model, Figure 2-10) by two orders of magnitude. Ho (1997) later suggested a
reduction of at least four orders of magnitude in the contact area. This decoupling
enabled the simulation of high rates of infiltration indicative of young isotopic
ages and the fast transport of bomb-pulse nuclides that had been observed with-
out causing the matrix to be unrealistically wet. In 1996, Wu et al. used the same
technique presented by Robinson et al. (1995) to modify the equivalent con-
tinuum model by introducing different hydraulic properties for the fractures and
the matrix. This was done to produce a dual-permeability-type approach that
could accommodate 5 mm/yr of flux in two-dimensional cross sections without
saturating the profiles, but also without decoupling the fracture-matrix inter-
action as Ho et al. (1995) had done.

Evidence supporting the high infiltration rates continued to accumulate.
Analyses of thermal gradients in boreholes corroborated the estimated infiltration
rates of 5-10 mm/yr for most of the repository (Bodvarsson and Bandurraga,
1996; Kwicklis and Rousseau, 1999). Estimates of 5-10 mm/yr also were calcu-
lated (Bodvarsson and Bandurraga, 1996) from analyses of perched water
(Patterson, 1999).

Dual-continua modeling methods allowed the high fluxes to pass through the
TSw, which, in turn, allowed simulations of young water in the CHn and in
perched water. Model predictions of perched water at the vitric-zeolitic contact
within the CHn or Prow Pass Tuff were supported by field observations (Figure
2-13a). An isopach surface (Figure 2-13b) of the top of the zeolitized units
illustrates how water is envisioned as flowing across the top of the zeolites and
into the water table either directly or through the faults (Bodvarsson and
Bandurraga, 1996). Lateral flow at this contact also is supported by thermal
gradient analyses, which indicate a decreased vertical percolation rate below this
contact in the CHn and Prow Pass Tuff (Bodvarsson and Bandurraga, 1996). To
account for the perched water, the site-scale model currently treats faults as
permeability barriers to lateral flow, an assumption substantiated by pneumatic
evidence (LeCain, 1997) and by the sharp drop in the potentiometric surface
across the Solitario Canyon Fault (Tucci and Burkhardt, 1995). By 1996, the
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FIGURE 2-13 (a) Correlation of perched water with the vitric-zeolitic boundary. From
Bodvarsson and Bandurraga (1996, Figure 7.4.1). (b) Contour map of the thickness of
zeolites above the water table and below the base of the TSw, indicating possible flow
paths and lateral diversion. From Bodvarsson and Bandurraga (1996, Figure 7.4.2).

conceptual model of hydrology for Yucca Mountain had evolved to include per-
vasive fracture flow in the TSw (Figure 2-14).

Development of Conceptual Model for Fast Pathways

Isotopic studies at the site began to support a conceptual model in which
pervasive fracture flow and fast pathways through the unsaturated zone altered
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FIGURE 2-14 A schematic cross section through Yucca Mountain showing various
conceptual model data and processes. From Bodvarsson and Bandurraga (1996, Figure
1.1.1).

the long-held conceptual model of flow in an arid environment (Winograd, 1981;
Roseboom, 1983; Montazer and Wilson, 1984). Bomb-pulse concentrations of
tritium and 3°Cl and high 1#C activities were detected in some of the several
hundred unsaturated samples from boreholes and walls in the ESF (Yang et al.,
1996, 1998; Fabryka-Martin et al., 1998). Tritium data also indicated that the
groundwater was young at the top of the saturated zone in a fault zone, illustrat-
ing a mechanism for fast flow that may be important for local recharge. With the
construction in 1995 of the ESF tunnel through the repository horizon, detailed in
situ studies could be done to evaluate percolation flux through the TSw. An
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unexpectedly large number of fast pathways were discovered using feature-based
and systematic sampling of porewater to measure *°Cl (Figure 2-15), and a de-
tailed conceptual model was developed to account for the distribution of the fast
pathways (Fabryka-Martin et al., 1996, 1997; Sweetkind et al., 1997; Wolfsberg
et al., 1999). Simulation results of this model indicate that the fastest pathways
from the land surface to the repository horizon initiate as near-surface fracture
flow beneath shallow soils that propagate along continuous fracture paths through
the TCw, through faults in the PTn that allows water to bypass the rock matrix,
and through continuous fracture paths in the TSw. Flow is required to remain in
the fault only through the PTn. The concept of deep, rapid infiltration into frac-
tured tuffs exposed at the surface or buried under shallow soils is supported by
the presence of bomb-pulse 3°Cl and tritium at depth, as well as by low concentra-
tions of chloride, which reflect fairly high infiltration rates (Fabryka-Martin et
al., 1998).

Isotopic studies of the porewater salts in the underground ESF support a
conceptual model for fast pathways in which faulting in the overlying PTn is the
dominant factor controlling the spatial distribution of fast pathways to the reposi-
tory horizon (Fabryka-Martin et al., 1997). Three conditions must be present to
transmit bomb-pulse 3°Cl to the sampled depth (about 300 m below the surface)
within 50 years. First, a continuous fracture path must extend from land surface,
which requires the presence of faults that cut the PTn and increase its fracture
conductivity and connectivity. Second, surface infiltration rates must be high
enough to initiate and sustain at least a small component of fracture flow along
the connected fracture path. Transport simulations indicate that the threshold rate
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FIGURE 2-15 Distribution of mapped faults (vertical lines) in the exploratory studies
facility (ESF) and 3°Cl/Cl measurements, with probability of being bomb pulse (P) indi-
cated, together with thickness of the overlying PTn unit. From Wolfsberg et al. (1999).
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is probably about 1 to 2 mm/yr (Wolfsberg et al., 1999). Third, the residence time
of water in the soil cover must be less than 50 years, i.e., the soil thickness must
be less than 3 m so that the bomb pulse is not retained within the soil profile. The
ESF studies also support the theory that the capacity of the unfaulted PTn to
buffer and redistribute infiltration appears to decrease in the south of the reposi-
tory where the unit thins to 25 m (Wolfsberg et al., 1999).

Current Conceptual Model of Flow Through the Unsaturated Zone at
Yucca Mountain

The current (2000) conceptual model of flow through the unsaturated zone at
Yucca Mountain (Bodvarsson et al., 1998; Flint et al., in press) as presented here
reflects those processes invoked and supported by the majority of research par-
ticipants on the Yucca Mountain Project, as well as those concepts that are most
consistent with most of the measured data and observations. The existing site-
scale numerical flow models effectively encompass and integrate hydrologic
processes that operate at multiple scales at Yucca Mountain. The ability of these
numerical models to provide simulations that are consistent with a broad suite of
characterization data and observations collected independently is substantial cor-
roboration of the viability of the conceptual model on which the numerical mod-
els are based. The numerical gridding has become more detailed for the area of
the potential repository (Figure 2-16) and currently contains approximately 10,000
surface grid nodes that extend vertically through approximately 28 hydrogeologic
unit layers from the land surface to the water table (Bodvarsson et al., 1998).

The four most important features of the current conceptual model are (1) the
existence of relatively high spatially and temporally variable infiltration rates that
virtually eliminate (2) large-scale lateral diversion of water above and within the
PTn and that force (3) the pervasive flow of water through fractures in densely
welded tuff units, despite nonequilibrium water potentials between fractures and
the adjacent matrix, and (4) vertical flow in the CHv and extensive lateral flow
and perching of water at the zeolitic boundary abutting faults. This simplified
version of the conceptual model is very similar to the earliest conceptual models
for Yucca Mountain, particularly that of Scott et al. (1983). These four features
basically control most of the remaining details of the hydrologic processes repre-
sented schematically in Figure 2-17.

The infiltration processes are governed primarily by the distribution and
timing of precipitation, the properties of the surface soils and bedrock, and the
components controlling evapotranspiration. Average annual rates of infiltration
range from O to more than 80 mm/yr and average approximately 5-10 mm/yr
across the repository block area, or 3 to 6 percent of the average annual precipi-
tation of 170 mm/yr. Most water that becomes net infiltration infiltrates from the
ridgetops and sideslopes where fractures are present and soils are shallow to
depths below the effects of evapotranspiration. Net infiltration is negligible in
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FIGURE 2-16 Plan view of the current (1999) site-scale unsaturated zone numerical
model grid. From Bodvarsson et al. (1998).

deep soils because of the large storage component and evapotranspiration, except
in the deep soils of channels fed by large volumes of runoff following extreme
periods of precipitation.

Most of the infiltrating water passes quickly through the fractures of the
TCw to be slowed during transition to matrix flow in the PTn except where
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Average annual precipitation: 170 mm/yr

Infiltration: 5 mm/yr (ranging from 0 - 80 mm/yr)
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FIGURE 2-17 Current (2000) conceptual model of flow in the unsaturated zone at Yucca
Mountain. From Flint et al. (in press, Figure 4b).

faults or broken zones disrupt the PTn, providing fast pathways for a small
component of the flow. A small percentage of water in the TCw (less than
0.5 mm/yr) is lost to the atmosphere by way of upward vapor flow (barometric
pumping; vapor diffusion; and convective, buoyancy-driven gas flow). Most
flow is vertical and slow through the PTn matrix with possible local-scale lateral
diversion just above the altered, nonwelded base of the Tiva Canyon Tuff, at
linear contacts, or above low-permeability layers. Zones at the TCw-PTn and
PTn-TSw contacts are nearly saturated but do not constitute perched layers.
Water enters the TSw through faults or through localized broken zones at a low-
conductivity vitrophyre at the top of the TSw and, to a lesser extent, through
microfractures within the vitrophyre. The transition from highly porous tuffs to
densely welded rocks occurs across a very short vertical distance, resulting in
high saturations in this part of the flow system. Relatively pervasive broken-up
areas that probably formed as the vitrophyre cooled provide ready access for
entry of water into the underlying vapor-phase corroded nonlithophysal rocks of
the TSw.

Once through the PTn, the bulk of the percolating water transitions back to
vertical flow through the fractures and the matrix in the upper TSw and flows
dominantly through fractures in the middle of the TSw. Fracture flow apparently
occurs primarily under conditions of disequilibrium with the surrounding matrix
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when averaged for relatively large matrix blocks and may occur by channeling
or focused flow. In many locations, particularly in the northern part of the site,
the densely welded basal vitrophyre of the TSw coincides with the vitric-zeolitic
boundary and therefore serves as a permeability barrier to vertical flow, which
results in perched water at this stratigraphic location. Where the vitric-zeolitic
boundary does not extend upward as far as the base of the vitrophyre, perching
occurs locally at the vitric-zeolitic contact in the CHn. It is surmised that the
sloping alteration boundary promotes lateral flow within the perched layers in
which transport velocities may be quite high. This mechanism functions simi-
larly in the vitric-zeolitic contacts within the Prow Pass Tuff.

The role of faults in the deep unsaturated zone is not yet fully understood. In
the shallow unsaturated zone, faults are highly permeable to air flow and may be
major conduits for rapid water flow in the PTn. Fast flow in the TSw may be
more dispersed because of its high fracture permeability. Fast-flow pathways
persist through the PTn where faults disrupt the generally matrix-flow-dominated
nonwelded tuffs, but water moving along such paths probably is only a small
fraction of the total flux because of matrix imbibition. Fault zones may have the
capacity to conduct substantial volumes of water through the entire unsaturated
zone to the water table; but without a supply from lateral flow, major faults may
conduct little water. Faults may be locally impermeable to lateral flow, resulting
in perching, where the fault has offset a permeable bed opposite a less permeable
bed. In general, faults are vertical conduits for both air and water flow.

SUMMARY

This paper has described and traced the evolution of the conceptual model of
hydrology for the unsaturated zone at Yucca Mountain. The study area is 145 km
northwest of Las Vegas, Nevada, and covers approximately 45 km?. The unsatur-
ated zone is 500 m thick with the potential repository located 300 m below land
surface. Precipitation ranges from less than 130 mm/yr at the lower elevations in
the south to more than 280 mm/yr at the higher elevations in the north and
averages 170 mm/yr across the potential repository. Yucca Mountain is in the Basin
and Range physiographic province and consists of a Tertiary volcanic sequence
that varies between 1 and 3 km in thickness with an unsaturated zone that varies
from 500 m in thickness near the potential repository to more than 750 m thick in
the north part of the study area. The sequence consists of alternating layers of
welded and nonwelded tuffs ranging in age from approximately 11.6 million
years to 13.5 million years. The layers have been downcut in fault-controlled
washes and in erosion-controlled washes forming on uplifted fault blocks.

During the last 15 years, several iterations of conceptual models for Yucca
Mountain have been developed. Most of the models have the same general nature
but differ significantly in detail. The most persistent concepts assumed negligible
infiltration rates, extensive lateral flow in the PTn, and virtually no fracture flow
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through the TSw (the potential repository horizon), resulting in extremely low
vertical percolation rates and long (103 yr) travel times. Most of the conceptual
models allowed some lateral flow in the underlying CHn for various reasons. The
current conceptual model has relatively high infiltration rates (as much as 80 mm/
yr in some locations), fracture-dominated flow in the TCw, vertical matrix-
dominated flow in the PTn (little lateral flow), fracture-dominated flow in the
TSw, vertical matrix-dominated flow in the vitric rocks of the Calico Hills and
Prow Pass, and extensive lateral flow above the zeolitic boundary in those units,
all of which lead to much shorter (<10* yr) travel times through the system.

The faults are assumed to be permeable to water and air and to transmit
bomb-pulse isotopes (fast-flow paths) through continuous, connected, fractured
paths through the PTn, in which flow is otherwise slow because it is matrix-
dominated. Once through the PTn, the water can continue in the fault zone or
move into the fracture-dominated flow field of the TSw. Perched water bodies
form when lateral flow along a zeolitic contact reaches a less permeable rock unit
that has been offset by faulting. The fault will act as a conduit to slowly drain the
perched water body in equilibrium with the large area inflow.

This paper has presented the most recent conceptual model of the unsaturated
zone at Yucca Mountain but is by no means the final word. During the next
several years as underground testing continues and more data are collected, analy-
sis of and insights into the mechanisms of unsaturated flow likely will lead to a
better understanding of the unsaturated zone at Yucca Mountain.
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Conceptual Model of Vadose-Zone
Transport in Fractured Weathered Shales

P.M. Jardine,! G.V. Wilson,2 R.J. Luxmoore,! and J.P. Gwo?

ABSTRACT

The mobility of water and solutes in the vadose zone occurs through a complex
continuum of pores that vary in size and shape. Fractured subsurface media that
have weathered often depict the extreme case of pore-class heterogeneity because
highly conductive voids surround low-permeability, high-porosity matrix blocks. In
this chapter, the physical and chemical processes controlling water and solute trans-
port in fractured, weathered shales are discussed. At the Oak Ridge National Labo-
ratory (ORNL), the weathered shales are commonplace and are characterized by a
highly interconnected fracture network with densities of 100-200 fractures per
meter. The media are conducive to extreme preferential flow that results in physi-
cal, hydraulic, and geochemical nonequilibrium conditions between fractures and
the surrounding soil matrix. This scenario is of significance with regard to contami-
nant fate and transport issues at ORNL, where the subsurface burial of toxic metals
and radionuclides has occurred. A multiregion flow and transport concept has been
adopted to describe the movement of water and solutes through the weathered
shale. A variety of multiscale experimental and numerical endeavors have been
undertaken to justify the multiregion concept. Experimental manipulations at the
laboratory, intermediate, and field scales are designed to quantify the rates and
mechanisms of intra- and inter-region mass transfer. These experimental techniques

1 Environmental Sciences Division, Oak Ridge National Laboratory, Oak Ridge, Tennessee.
2 Southern Nevada Science Center, Desert Research Institute, Las Vegas, Nevada.
3 Center for Computational Sciences, Oak Ridge National Laboratory, Oak Ridge, Tennessee.
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have significantly improved our conceptual understanding of time-dependent solute
migration in fractured subsurface media and have also provided the necessary ex-
perimental constraints needed for accurate numerical quantification of the physical
or geochemical nonequilibrium processes that control solute migration.

INTRODUCTION

Inceptisols, common to the southeastern United States, are weakly devel-
oped soils that have weathered from interbedded shale-limestone parent material.
At the Oak Ridge National Laboratory (ORNL) in eastern Tennessee, the Depart-
ment of Energy (DOE) has historically used these soils for the disposal of low-
level radioactive waste in shallow-land burial trenches. Physical and chemical
barriers were seldom used to impede waste migration since it was thought that the
high cation exchange capacity (CEC) of the media (CEC ~20 cmol/kg) would
significantly retard radionuclide mobility from the primary trench sources. Al-
though the geochemistry of the media is sufficient for slowing radionuclide mi-
gration, the physical structure of the inceptisols coupled with large annual rainfall
inputs (~1400 mm/y) have resulted in the formation of a large secondary con-
taminant source where radionuclides have been disseminated across a vast sub-
surface environment. The basic problem is that the soils are highly structured and
conducive to rapid preferential flow coupled with significant matrix storage. This
circumstance causes large physical and geochemical gradients between the vari-
ous flow regimes of the media and typically results in nonequilibrium conditions
during solute transport.

Because transport processes contributing to the formation of secondary con-
taminant sources are ill-defined, it is difficult to accurately assess the risk associ-
ated with the off-site migration of the contaminants and thus the need for re-
mediation. To help resolve this dilemma, investigations were conducted to provide
an improved conceptual understanding and predictive capability of solute trans-
port processes in highly structured, heterogeneous subsurface environments that
are complicated by fracture flow and matrix diffusion. The investigation involves
multiscale experimental and numerical approaches to address coupled hydrologi-
cal and geochemical processes controlling the fate and transport of contaminants
in fractured vadose zone saprolites. Novel tracer techniques and experimental
manipulation strategies using laboratory-, intermediate-, and field-scale experi-
ments helped unravel how coupled transport processes affect the nature and
extent of secondary contaminant sources. In so doing, a multiregion flow and
transport concept is developed and numerically implemented.

SELECT CHARACTERISTICS OF WEATHERED,
FRACTURED SHALE

The subsurface materials used in the disposal of low-level radioactive waste
at ORNL are acidic inceptisols that have been weathered from interbedded shale-
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limestone sequences within the Conasauga Formation. The limestone has weath-
ered to massive clay lenses devoid of carbonate, and the more resistant shale has
weathered to an extensively fractured saprolite. Fractures are highly intercon-
nected with densities in the range of 200 fractures per meter (Dreier et al., 1987).
Fold-related fractures in the saprolite are observable in the field and consist of (a)
fractures along bedding planes, (b) two sets of orthogonal extensional fractures
that are perpendicular to bedding planes, and (c) shear fractures. The extensional
fractures are either parallel or perpendicular to the strike of the bedding planes
and form an orthogonal fracture network with the bedding-plane fractures. Bed-
ding-plane fractures dominate the fracture network of the media and have aper-
ture spacing of <0.05 mm. Cross-cutting extensional fractures are less numerous
but have larger apertures ranging from 0.2-0.5 mm (G. R. Moline, pers. comm.).
Many of the fracture surfaces contain secondary deposits (e.g., clays, Mn and Fe
oxides) suggesting that they are hydrologically active. Fracture orientation and
connectivity can give rise to extensive preferential flow within the media
(Solomon et al., 1992). Fractures surround low-permeability, high-porosity ma-
trix blocks that have water contents ranging from 30 to 50 percent. Functional
relationships between water content (0), pressure head (%), and hydraulic conduc-
tivity (K) suggest that the soil behaves as a three-region media consisting of
macropores, mesopores, and micropores (Wilson et al., 1992). Macropores and
mesopores are conceptualized as primary and secondary fractures, and micropores
as the soil matrix. The three-region conceptualization of the fractured, weathered
shales is supported by field measurements of Wilson and Luxmoore (1988) that
showed mesopore convergent flow into macropores with subsequent bypass of
the soil matrix. The occurrence of preferential flow in these media is common
due to large annual rainfall inputs—as much as 50 percent of the infiltrating
precipitation results in groundwater and surface water recharge (10 and 40 per-
cent, respectively). The condition of variably saturated preferential flow suggests
that hydraulic nonequilibrium (i.e., hydraulic gradient between flow regions) and
physical nonequilibrium (i.e., concentration gradient) exist during storm-driven
solute transport.

The fractured, weathered shales are slightly acidic (e.g., pH =4.5 to 6.0) with
typical cation exchange capacities of 15-20 cmol/kg. The <2 um clay fraction is
predominately illite with lesser quantities of 2:1 interstratified material and ver-
miculite. Carbonates are completely weathered from the upper several meters of
soil, and most of the fracture pathways and matrix blocks are coated with amor-
phous Fe- and Mn-oxides. The diverse mineralogy results in a highly reactive
solid phase that can significantly alter the geochemical behavior and transport of
solutes. In an effort to enhance our conceptual understanding of and predictive
capability for solute transport processes in these unsaturated fractured soils, a
multiscale experimental and numerical approach was used to quantify the rates
and mechanisms of pore class interactions.

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10102.html

ractured Vadose Zone

90 CONCEPTUAL MODELS OF FLOW AND TRANSPORT

LABORATORY-SCALE ASSESSMENT OF TRANSPORT IN
FRACTURED WEATHERED SHALES

Undisturbed columns (typically 15 cm diameter X 40 cm length) are used in
tracer transport experiments to assess the interaction of hydrology, geochemistry,
and microbiology on the fate and transport of nonreactive and reactive solutes.
The primary purpose of research at this scale was to quantify transport mecha-
nisms that are operative at the field scale, but difficult to quantify at these larger
scales. At the column scale, several techniques were employed to assess non-
equilibrium processes that result from the large difference in hydraulic conduc-
tivity of fractures versus matrix blocks. The techniques include (1) controlling
flow-path dynamics with manipulations of pore-water flux and soil-water ten-
sion, (2) isolating diffusion and slow geochemical processes with flow interrup-
tion, (3) using multiple tracers with different diffusion coefficients, and (4) using
multiple tracers with grossly different sizes.

Controlling Flow-Path Dynamics

Variations in Pore-Water Flux

A relatively simple technique for confirming and quantifying physical non-
equilibrium in soil systems involves displacement experiments performed at a
variety of experimental fluxes using a single representative tracer. Alteration of
the experimental flux or specific discharge through a soil system perturbs the rate
of approach toward equilibrium by changing the hydraulic or concentration gra-
dient. In heterogeneous systems that exhibit a large distribution of pore sizes, an
increase in the overall pore-water flux should result in greater system non-
equilibrium due to a decrease in solute residence time within the porous media.
This is usually the case, as solute movement into the matrix is a combination of
advective and diffusive processes, and is typically the rate-limiting step as the
system approaches equilibrium. This condition can be observed in Figure 3-1,
which shows the breakthrough of a nonreactive Br™ tracer at several different
pore-water fluxes through an undisturbed column of weathered, fractured shale.
As is typical of heterogeneous media, tracer displacement was characterized by
an initial rapid solute breakthrough followed by extended tailing to longer times.
In this system, the fracture network of the weathered shale controlled the advec-
tive transport of solutes, which was coupled with diffusion into the surrounding
matrix blocks. The largest and smallest flux experiments were conducted over
periods of 0.25 days and 94 days, respectively, with the relative amount of tracer
mass remaining in the column at the end of each pulse ranging from 22 percent
(fast flux) to 38 percent (slow flux). These results indicate that the system became
increasingly removed from equilibrium as the pore-water flux was increased. At
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FIGURE 3-1 (A) Bromide breakthrough curves for a series of steady-state specific dis-
charges in an undisturbed column of fractured, weathered shale. The largest and slowest
flux experiments were conducted over periods of 6 and 2,200 h respectively. The rectangle
in the lower corner outlines the expanded portion of the plot shown in (B). From R.
O’Brien (1994, ORNL, unpublished data).
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the conditions of faster flux, the tracer residence times in the mobile fracture
regions were significantly decreased, and thus not as much mass was lost to the
matrix. However, mass loss to the matrix as a function of pore-water flux was
highly nonlinear, suggesting that the average rate of mass transfer from fractures
to the matrix is greater at larger fluxes. The velocity dependence of mass-transfer
processes in various porous media and soils has been shown by others
(Akratanakul et al., 1983; Nkedi-Kizza et al., 1983: Jensen, 1984; Schulin et al.,
1987; Anamosa et al., 1990; Kookana et al., 1993; Reedy et al., 1996).
Controlling flow-path dynamics through variations in pore-water flux is a
relatively simple technique for assessing the significance of physical nonequilib-
rium in soil systems. However, when used by itself the technique is semiquanti-
tative as it is difficult to know how system variables change in response to flux
variations (e.g., are the proportions of advective flow paths constant with changes
in flux?). When this technique is combined with the other manipulative experi-
mental strategies (e.g. multiple tracers, flow interruption) described below, it can
become a powerful means of quantifying physical nonequilibrium processes in
structured media (see, for example, Hu and Brusseau, 1995; Reedy et al., 1996).

Variations in Pressure Head

Controlling flow-path dynamics by manipulation of the soil water content
with pressure-head variations is an excellent technique to assess nonequilibrium
processes (Seyfried and Rao, 1987; Jardine et al., 1993a). The basic concept of
the technique is to collect water and solutes from select sets of pore classes in
order to determine how each set contributes to the bulk flow and transport pro-
cesses that are observed for the whole system. In heterogeneous systems, a de-
crease in pressure head (more negative) will cause larger pores, such as fractures,
to drain and become nonconductive during solute transport. Because advective
flow processes tend to dominate in large pore regimes, a decrease in pressure
head, which will restrict flow and transport to smaller pores, will limit the dispar-
ity of solute concentrations among pore groups. By minimizing the concentration
gradient in the system, the extent of physical nonequilibrium is decreased. Figure
3-2 conveys this concept by showing the breakthrough curves of a nonreactive
Br™ tracer at three different pressure heads in an undisturbed column of the
weathered, fractured saprolite from the Oak Ridge Reservation (ORR). The in-
creasing asymmetry of the breakthrough curves with increasing saturation (less
negative pressure head) is indicative of enhanced preferential flow coupled with
mass loss into the matrix. As the soil becomes increasingly unsaturated, break-
through curve tailing becomes less significant because of a decrease in the par-
ticipation of larger pores (fractures) involved in the transport process. These
findings suggest that mass-transfer limitations (nonequilibrium conditions) be-
come less significant for these unsaturated conditions because fracture flow has
been eliminated. An interesting finding of these studies was that the application
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FIGURE 3-2 Breakthrough curves for a nonreactive Br™ tracer as a function of pressure
head () in an undisturbed column of fractured, weathered shale. For conditions where i
= 0 cm, transport occurred under saturated flow and the entire fracture network was
conductive. When /& = —10 cm the primary fracture network became nonconductive, and
when 1 = —15 cm primary fractures and a portion of the secondary fractures became
nonconductive. The model-fitted curves used the classical convective-dispersive model
with optimization of the dispersion coefficient to the observed data. Modified from Jar-
dine et al. (1993a), with permission.

of —10- and —15-cm pressure heads resulted in 5- and 40-fold decreases in the
mean pore-water flux, respectively, with relatively little change in soil water
content relative to saturated conditions (0.55 cm3/cm? at & =0 to 0.51 cm3/cm? at
h =—15 cm). This suggests that most of the water flux may be channeled through
pores that hold water with tensions <10 cm (primary fractures, macropores) even
though their surface area and contribution to the total system porosity is very
small (Wilson and Luxmoore, 1988; Wilson et al., 1989). These results differ
from the findings of Krupp and Elrick (1968), who investigated CI” breakthrough
in variably saturated glass bead media. In this study, breakthrough asymmetry
was more pronounced during unsaturated conditions relative to saturated flow.
This observation resulted from the uniformity of the media (i.e., single pore class)
and the use of a constant volumetric flow rate that caused a wide pore-water
velocity distribution to develop during unsaturated flow (Wilson and Gelhar, 1974).

Reactive solute transport is also dramatically influenced by water content
changes and pore regime connectivity. With enhanced preferential flow, impor-
tant geochemical reactions such as sorption, oxidation/reduction, complexation/
dissociation, and precipitation/dissolution become increasingly limited due to a
decrease in residence time of pore water with the soil matrix. Jardine et al. (1988,
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1993a, 1993b) found that the reactivity of divalent contaminants and chelated
radionuclides increased dramatically with a slight decrease in pressure head from
0 to —10 cm. This was the result of a decrease in preferential bypass when
fractures were empty and a greater contact time between the high surface area
matrix and secondary fracture network.

Flow Interruption

Another useful technique for isolating diffusion or slow time-dependent
geochemical reactions involves flow interruption during a portion of a tracer
displacement experiment. The technique involves inhibiting the flow process
during an experiment for a designated period of time and allowing a new physical
or chemical equilibrium state to be approached. When physical nonequilibrium
processes are significant in a soil system, the flow-interruption method will cause
an observed concentration perturbation for a conservative tracer when flow is
resumed. Interrupting flow during tracer injection will result in a decrease in
tracer concentration when flow is resumed, whereas interrupting flow during
tracer displacement (washout) will result in an increase in tracer concentration
when flow is resumed. The concentration perturbations that are observed after
flow interrupts are indicative of solute diffusion between pore regions of hetero-
geneous media. Conditions of preferential flow create concentration gradients
between pore domains (physical nonequilibrium), resulting in diffusive mass
transfer between the regions. Therefore, during injection, tracer concentrations
within advection-dominated flow paths (i.e., fractures, macropores) are higher
than those within the matrix. Upon flow interruption, the relative concentration
decrease that is observed indicates that solute diffusion is occurring from larger,
more conductive pores into the smaller pores. During tracer displacement or
washout, the concentrations within the preferred flow paths are lower than those
within the matrix. Thus, solute diffusion is occurring from smaller pores into
larger pores, and a concentration increase is observed when flow interruption has
been imposed.

The utility of the flow-interrupt method for confirming and quantifying physi-
cal nonequilibrium can be observed in Figure 3-3, which shows Br~ breakthrough
curves at two fluxes in an undisturbed column of fractured, weathered shale from
the ORR. The observed concentration perturbations on the ascending and de-
scending limbs of the breakthrough curves are the result of prolonged flow inter-
rupt and the system approaching a new state of physical equilibrium. The concen-
tration perturbations that are induced by flow interruption are significantly more
pronounced at larger fluxes (Figure 3-3b). This is because the system is further
removed from equilibrium at the larger fluxes, as a greater concentration gradient
exists between advection-dominated flow paths and the soil matrix.

The flow-interrupt method has also been used during reactive tracer studies
that focus on the determination of rate-limiting geochemical reactions (i.e., geo-
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FIGURE 3-3 Breakthrough curves with flow interruption, at two specific discharges, for
a nonreactive Br~ tracer in an undisturbed column of fractured, weathered shale. Flow
interruption was initiated for 7 days after (A) approximately 4 and 11 pore volumes of
tracer were displaced at a flux of 41 cm/d, and (B) approximately 4, 5, and 10 pore
volumes of tracer were displaced at a flux of 475 cm/d. The solid lines represent simula-
tions using a two-region model with optimization of the mass transfer coefficient, o, that
accounts for mass exchange between different pore regions. Modified from Reedy et al.
(1996), with permission.
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chemical nonequilibrium) such as sorption, precipitation, transformation, and
complexation (Murali and Aylmore, 1980; Hutzler et al., 1986; Brusseau et al.,
1989; Ma and Selim, 1994; Mayes et al., 2000). Mayes et al. (2000) provided the
first application of the flow-interruption technique for quantifying geochemical
nonequilibrium of reactive contaminant and chelated radionuclides in fractured,
weathered shales. The flow-interruption process was very effective at decoupling
rate-limiting redox and dissociation reactions versus time-dependent solid phase
desorption reactions.

Multiple Tracers with Different Diffusion Coefficients

A powerful technique for quantifying physical nonequilibrium in structured
subsurface media is the simultaneous use of multiple tracers with different diffu-
sion coefficients. In general, when the technique is used to quantify physical
nonequilibrium processes in soils and rock, two or more conservative tracers that
have different diffusion coefficients are simultaneously displaced through the
porous media. Tracers such as Br~, CI", fluorobenzoates, 3H20, and, for water-
saturated conditions, dissolved gases such as He, Ne, SF, and Kr, are frequently
suitable for assessing physical nonequilibrium processes in structured media using
the multiple-tracer technique (Carter et al., 1959; Raven et al., 1988; Bowman
and Gibbens, 1992; Wilson and MacKay, 1993; Gupta et al., 1994; Jaynes, 1994;
Linderfelt and Wilson, 1994; Clark et al., 1996; Sanford et al., 1996; Sanford and
Solomon, 1998; Jardine et al., 1999). Colloidal tracers that are size-excluded
from the matrix porosity of the media are not included in this type of experimen-
tal technique. When physical nonequilibrium processes are significant in porous
media, tracers with larger molecular diffusion coefficients will be preferentially
lost from advective flow paths (i.e., fractures) due to more rapid diffusion into the
surrounding solid phase matrix. Likewise, tracers with smaller molecular diffu-
sion coefficients (e.g., larger molecules) will remain in the advective flow paths
for longer times due to slower diffusion into the matrix porosity. When advective
processes are dominant in a system and matrix diffusion is negligible, multiple
tracer breakthrough profiles will not differ considerably (see Brusseau, 1993, for
an example).

The utility of multiple tracers for quantifying physical nonequilibrium pro-
cesses in structured media can be observed in Figure 3-4, where the simultaneous
transport of two nonreactive tracers, Br~ and pentafluorobenzoic acid (PFBA),
was investigated in large undisturbed columns of fractured, weathered shale at
two different pore-water fluxes. The molecular diffusion coefficient for PFBA is
40 percent smaller than the diffusion coefficient for Br- (Bowman, 1984). Differ-
ences in the breakthrough curves for these solutes can be attributed to differences
in the rates of tracer diffusion into the soil matrix. Because the PFBA diffused
more slowly into the weathered shale matrix, its breakthrough at the column exit
was initially more rapid than Br™ but required longer times to approach equilib-
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rium (C/C, = 1) (Figure 3-4 a, b). Thus, Br™ had a larger mass loss to the matrix
at any given time and exhibited a more retarded breakthrough relative to PFBA.
However, Br~ will reach equilibrium more rapidly than PFBA and the tracer
breakthrough curves will eventually cross at longer times. In contrast, the mobil-
ity of these two nonreactive tracers would be identical in a column of unstruc-
tured media because pore class heterogeneity would be minimal, thus limiting the
significance of physical nonequilibrium during transport (see Brusseau, 1993, for
an example).

Shropshire (1995) investigated the transport of an inorganic anion (Br~) and
a dissolved gas tracer (He) in saturated columns of fractured weathered shale
from the ORR. The breakthrough and displacement (washout) of He was signifi-
cantly more sluggish relative to Br™. This resulted from the fact that the molecular
diffusion coefficient for He was about three times greater than that for Br™. Thus,
the He tracer was preferentially lost to the matrix relative to Br™. Using a discrete
fracture flow model, Shropshire (1995) found that the multiple-tracer technique
was an excellent method for approximating fracture aperture and network geom-
etry in the weathered shale media.

Multiple Tracers with Grossly Different Sizes

Another sensitive technique for confirming and quantifying physical
nonequilibrium in heterogeneous soil and rock systems is the use of multiple
tracers with distinctly different sizes. Specifically, this technique uses both dis-
solved solutes and colloidal tracers so that flow-path accessibility can be con-
trolled. Viruses, bacteria, fluorescent microspheres, DNA-labeled microspheres,
radiolabeled Fe oxide particles, and synthetic polymers have all been used as
colloidal tracers in various subsurface media (Barraclough and Nye, 1979; Gerba
etal., 1981; Smith et al., 1985; Bales et al., 1989; Harvey et al., 1989, 1993, 1995;
Toran and Palumbo, 1991; McKay et al., 1993a, 1993b; Hinsby et al., 1996;
Reimus, 1996; Yang et al., 1996). Colloidal particles are typically large enough
to be excluded from the matrix porosity of soils and geologic material. If they are
not severely retarded by the porous media, colloidal particles serve as excellent
tracers for quantifying advective flow velocities in systems conducive to prefer-
ential flow. When colloidal tracers are coupled with dissolved solutes that can
interact with the matrix porosity, a unique technique emerges for assessing physi-
cal nonequilibrium processes in subsurface media.

The utility of using multiple tracers of different sizes can be seen in Figure 3-
5, which shows the simultaneous injection of two strains of bacteriophage (PRD-
1 and MS-2) and two dissolved solutes (Br~ and PFBA) into a column of frac-
tured, weathered shale in order to assess physical nonequilibrium processes. The
bacteriophage travel times were much more rapid than those of the dissolved
solutes, and the bacteriophage strains exhibited significantly less total dispersion
in their transport, as evidenced by steeper breakthrough characteristics relative to
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FIGURE 3-4 Breakthrough curves for the simultaneous injection of two nonreactive
tracers, Br and PFBA, at a flux of (A) 42 cm/d and (B) 2.2 cm/d in an undisturbed
column of fractured, weathered shale. The free water diffusion coefficient for Br™ is 40
percent larger than that of PFBA. From R. O’Brien (1994, ORNL, unpublished data).
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FIGURE 3-5 Effluent concentrations of two bacteriophage strains (PRD-1 and MS-2,
with a mean size of 0.062 and 0.026 um, respectively) and reduced concentrations of the
dissolved tracers PFBA and Br~, which were simultaneously injected at 2.2 cm/d into an
undisturbed column of fractured, weathered shale. Note the different concentration axes
used for each of the two tracer types. From R. O’Brien (1994, ORNL, unpublished data).

PFBA and Br™. The larger bacteriophagies were preferentially transported through
a smaller range of flow paths and were minimally affected by diffusion into the
matrix porosity. The dissolved tracers, on the other hand, were influenced by
diffusive mass-transfer processes between fractures and the matrix (Figure 3-5).
Besides providing visual evidence of physical nonequilibrium processes in struc-
tured media, the experiments provided advective flow velocities that were used to
parameterize numerical models designed to simulate the observed data.
Significant research regarding colloidal tracer transport in the fractured,
weathered shales has been conducted by the research group led by Dr. Larry
McKay at the University of Tennessee. This team of researchers has investigated
the influence of coupled hydrologic and geochemical conditions on the fate and
transport of bacteriophage and microspheres in undisturbed columns of the frac-
tured saprolites. Studies by Harton (1996) have shown that the retention of bacte-
riophage to the solid phase is extremely sensitive to flow rate, where essentially
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no retention was observed at rapid pore-water fluxes and a gradient of 1.0, versus
near-complete retention at slower fluxes and a gradient of 0.01. Cumbie and
McKay (1999) further showed that for any given pore-water flux, the transport
characteristics of microspheres in the fractured saprolites were optimized in the
size range of 0.5-1.0 um. Smaller particles down to 0.05 um tended to adhere to
the fracture walls and enter the soil matrix, and larger particles up to 4.25 um
tended to clog advective flow paths due to straining and gravitational settling.
These results were corroborated by Haun (1998), who also found that microsphere
retention mechanisms were enhanced by increasing aqueous phase ionic strength
and the valence state of cotransported cations. Studies by G. R. Moline (pers.
comm.) at ORNL have also used fluorescent microspheres to interrogate the
fracture network and flow-path heterogeneity of the weathered saprolites. These
results were coupled with computed tomography imaging of the undisturbed core
specimens, and the fracture network patterns were used to simulate tracer dis-
placement experiments conducted on the undisturbed cores.

INTERMEDIATE-SCALE ASSESSMENT OF TRANSPORT IN
FRACTURED WEATHERED, SHALES

A logical progression from laboratory-scale undisturbed columns is the use
of intermediate-scale in situ pedons for assessing the interaction of coupled pro-
cesses on the fate and transport of solutes in the fractured, weathered shales
(Figure 3-6). This research scale, unlike the column scale, encompasses more
macroscopic structural features common to the field (e.g., dip of bedding planes,
more continuous fracture network, convergent flow processes), yet allows for a
certain degree of experimental control as the pedon can be hydrologically iso-
lated from the surrounding environment. The pedon is an undisturbed block of
soil (2m X 2m X 3m deep) with three excavated sides refilled with compacted soil
and a concrete wall with access ports placed in good contact with the front soil
face. The pedon was instrumented with a variety of solution samplers designed to
monitor water and solutes through various pore regimes as a function of depth.
Fritted glass plate lysimeters of varying porosity were held under different ten-
sions to derive solutions from various pore regimes. Coarse fritted glass samplers
were held at zero tension and collected free-flowing advective pore water (pri-
mary fractures); medium porosity frits were held at 20 cm tension and collected
pore water from mesopores or secondary fractures; and fine frits were held at 250
cm tension and collected pore water from the soil matrix. Numerous tracer ex-
periments have been conducted at this facility and others on the ORR using both
nonreactive and reactive tracers with various steady-state infiltration rates or
transient flow conditions driven by storm events (Jardine et al., 1989, 1990;
Wilson, unpublished data). The purpose of the experiments was to determine
transport properties and mass transfer rates for the various pore regimes. An
example of tracer mobility (Br”) through the soil for two different infiltration
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FIGURE 3-6 Cross-sectional diagram of the soil block facility (2 m X 2 m X 3 m deep)
that was used for tracer transport investigations in fractured, weathered shale. The inset
illustrates the fritted glass solution samplers that were installed laterally within the soil as
a function of depth. Each depth interval contained a coarse, medium, and fine frit sam-
pler, each of which was held at a different tension for the purpose of extracting pore water
from primary fractures, secondary fractures, and the soil matrix, respectively. Modified
from Geoderma 46, Jardine, P. M., G. V. Wilson, and R. J. Luxmoore, Unsaturated solute
transport through a forest soil during rainstorm events, pp. 103-118, 1990, with permis-
sion from Elsevier Science.

rates can be seen in Figure 3-7. At an infiltration rate of 30 cm/d, Br™ is trans-
ported exclusively through medium and small pore regimes indicative of second-
ary fractures and the soil matrix, respectively. Flow through the large pore re-
gimes, indicative of primary fractures, is essentially excluded since the imposed
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FIGURE 3-7 Breakthrough curves for a nonreactive Br™ tracer in discrete pore regimes
during two infiltration experiments on the fractured, weathered shale soil block. At an
infiltration rate of 30 cm/d (A) only secondary fractures and the soil matrix are conduc-
tive, whereas at an infiltration rate of 300 cm/d (B) both primary and secondary fractures

and the soil matrix are conductive.
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infiltration velocity is not sufficient to accommodate their conductivity. Larger
infiltration rates (e.g., 300 cm/d), representative of larger-scale convergent flow
processes, did produce flow through the primary fractures, and thus three distinct
breakthrough curves can be observed for tracer movement through primary and
secondary fractures, as well as the soil matrix. Large infiltration rates, however,
create local-scale perched water tables within the soil, allowing small pore re-
gime samplers to extract a portion of the larger pore water. This is why the
ascending limb of the three breakthrough curves at 300 cm/d exhibit diminutive
differences. Nevertheless, the distinction of tracer migration through the different
pore regions allows for semi-quantitative estimates of pore-flow velocities, dis-
persion coefficients, and mass transfer rates between the pore classes at a scale
one step closer to the realities of the field scale.

When the primary fracture network is nonconductive (e.g., 30 cm/d) solute
residence times are sufficient to allow significant interaction of reactive solutes
with the secondary fracture walls and the soil matrix. Near-equilibrium condi-
tions were observed for Sr?* transport through the pedon at an infiltration rate of
30 cm/d. In contrast, when primary fractures are conductive, reactive tracers can
bypass the soil matrix and migrate in the same way as a nonreactive tracer (e.g.,
Jardine et al., 1988, 1993a). This scenario can be observed in undisturbed labora-
tory columns as well, where it was found that batch adsorption isotherms were
appropriate for describing the transport of reactive solutes during unsaturated
conditions (primary fractures nonconductive and preferential flow restricted to
secondary fractures) but were inappropriate for describing solute transport during
saturated conditions (Jardine et al., 1988, 1993a). During unsaturated conditions
in the undisturbed columns, solute residence times (~10 d) were sufficient to
establish geochemical equilibrium between the secondary fracture network and
the soil matrix. These results are consistent with those of Reedy et al. (1996), who
used a flow-interruption technique to show that ~4 days was sufficient to estab-
lish equilibrium conditions between nonreactive solutes in the fractures and
nonreactive solutes in the soil matrix. Both the column and pedon studies have
shown that the rate of mass transfer between fractures and the soil matrix is
relatively rapid, and thus it can be inferred that the soil matrix remains an integral
part of the entire system during storm events and is not necessarily excluded from
transport processes when preferential flow occurs in fractures.

FIELD-SCALE ASSESSMENT OF TRANSPORT IN FRACTURED,
WEATHERED SHALES

Waste migration issues in fractured, weathered shales are field-scale prob-
lems that are complicated by large-scale media heterogeneities that cannot be
replicated at the laboratory or intermediate scale. In order to validate our concep-
tual understanding of vadose-zone transport that was derived from laboratory and
pedon-scale observations, field-scale solute fate and transport experiments must
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be performed. At ORNL, a field facility has been constructed for assessing storm-
driven solute mobility in the vadose zone of the fractured saprolites (Luxmoore
and Abner, 1987). The experimental subwatershed drains an area of 0.63 hectares
from an elevation of 275-258 m. The landscape is forested with hardwoods, and
the soil profile is 0.5-3 m thick depending on elevation. The facility contains a
buried line source for tracer release to simulate leakage of trench waste from
contaminated areas and is equipped with an elaborate array of water and solute
monitoring devices. Lateral subsurface flow is intercepted by a 2.5 m deep by 16
m long trench that has been excavated across the outflow region of the sub-
watershed (Figure 3-8). Six massive stainless steel pans with 10-cm lips have
been pressed back into the soil face to capture subsurface drainage from different
portions of the landscape. Subsurface drainage from the pans, as well as overland
storm flow and drainage under the pans, is routed into tipping bucket rain gauges
situated in two H-flumes that are equipped with ultrasonic sensors for measuring
water levels. The tipping buckets and ultrasonic sensors are equipped with com-
puter data acquisition, allowing for real-time monitoring of tracer fluxes during
storm events. Besides the ability to capture subsurface drainage, the field facility
is equipped with numerous multilevel solution samplers, tensiometers, and pi-
ezometers, used to assess perched water table dynamics during storm events. The
field facility has been well characterized with respect to spatial variability of
surface and subsurface hydraulic conductivities, basic geochemical properties,
and mineralogical analyses (Watson and Luxmoore, 1986; Jardine et al., 1988,
1993a, b, 1998; Wilson and Luxmoore, 1988; Wilson et al., 1989, 1992, 1993,
1998; Luxmoore et al., 1990; Kooner et al., 1995; Reedy et al., 1996).

In an effort to address field-scale fate and transport processes during transient
flow in the fractured weathered shale media, Wilson et al. (1993) released a Br-
tracer from the ridgetop buried-line source during a storm event and monitored its
mobility through the subsurface for nearly 8 months. During the release they
observed that a small portion of the total Br mass (~5 percent) migrated very
rapidly through the hillslope via lateral storm flow with subsequent export through
the weirs that were located 70 m from the line source. The first arrival of Br™ at the
weirs was 3 h after the initiation of the release, which illustrates the incredibly
large hydraulic conductivity of the primary fracture network during hillslope
convergent flow. These results are consistent with the measurements of Wilson
and Luxmoore (1988) that showed 85 percent of ponded water flux went through
primary fractures that constitute only 0.1 percent of the total soil porosity. Subse-
quent storm events over the 8-month period resulted in the export of ~20 percent
of the injected Br mass (e.g., Figure 3-9a). While the actual tracer release re-
vealed a rapid transport through the fracture network of the soil, the mass transfer
into the low-permeability matrix was significant since >50 percent of the applied
tracer was found to reside within matrix porosity of the soil primarily at a depth
of 1-1.5 m (Figure 3-9b), which is synonymous with where lateral storm flow
occurs through the hillslope. Large-scale structural heterogeneities of the sub-
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FIGURE 3-8 Schematic illustration of the subsurface weirs that intercept lateral storm
flow from the subcatchment that is used for field-scale tracer injection experiments in the
fractured, weathered shale soil: (a) shows the six stainless steel pans pressed against the
trench face for collecting free lateral flow, and (b) the two H-flumes that contain tipping
bucket rain gauges and ultrasonic sensors for continuous monitoring of subsurface flow.
Reprinted from Journal of Hydrology, 145, Wilson, G. V., P. M. Jardine, J. D. O’Dell,
and M. Collineau, Field-scale transport from a buried line source in variable saturated
soil, pp. 83-109, 1993, with permission from Elsevier Science.
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FIGURE 3-9 Storm flow and soil matrix tracer results following a release of Br~ at the
field-scale tracer injection facility in the fractured, weathered shale soil: (a) shows an
example of a subsurface flow hydrograph (solid line) for the lower flume that resulted
from a storm event, with the corresponding Br~ concentrations from the C-horizon and
from flow beneath the pans; and (b) Br™ residence concentrations from the soil matrix as a
function of depth for six sampling locations downslope from the line source where tracer
was released. Modified from Journal of Hydrology, 145, Wilson, G. V., P. M. Jardine, J.
D. O’Dell, and M. Collineau, Field-scale transport from a buried line source in variable
saturated soil, pp. 83-109, 1993, with permission from Elsevier Science.
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surface media controlled solute mobility, since tracer was preferentially trans-
ported along bedding planes that dipped in an opposing direction to the hillslope
topography. The interconnected nature of bedding plane parallel fractures with
cross-cutting extensional fractures results in continuous preferential flow paths
that can accommodate large storm-flow inputs. The sheer magnitude of bedding
plane parallel fractures versus strike parallel extensional fractures tends to drive
solutes along the dip of the bedding planes (G. R. Moline, pers. comm.).

Strong evidence indicating matrix-fracture interactions during transient storm
flow can be inferred from tracer breakthrough patterns at the subsurface weirs.
Storm events that followed the release of tracer resulted in delayed tracer break-
through pulses relative to the subsurface flow hydrograph (Figure 3-9a). Stable
isotope and solute chemistry analysis revealed that subsurface flow was predomi-
nately new water at peak flow and almost exclusively old water during the de-
scending limb of the subsurface hydrograph. These results suggested that the
storm-driven export of Br~ through the weirs was the result of tracer mass transfer
from the soil matrix into the fracture network with subsequent mobility through
the hillslope. The field-scale endeavors provided an improved conceptual under-
standing of how transient hydrodynamics and media structure controlled the
migration and storage of contaminants in the subsurface. The field-scale findings
were consistent with the multiregion conceptual framework established with labo-
ratory- and intermediate-scale observations of flow and transport through these
heterogeneous systems.

MULTIREGION CONCEPTUAL FRAMEWORK OF VADOSE ZONE
TRANSPORT IN FRACTURED MEDIA

The multiscale experimental endeavors have provided a conceptual frame-
work for a multiregion flow and transport mechanism that controls solute mobil-
ity in the fractured, weathered shales. Experimentally we are able to distinguish
three pore-size classes (primary fractures, secondary fractures, soil matrix); thus
a representative elemental volume (REV) at any point in the soil consists of three
regions, each with its own flow and transport parameters (Figure 3-10). Intra-
region mass transfer is described by flow from a physical point to a neighboring
one and interregion mass transfer between the various pore regimes.

This transfer is controlled by both advective and diffusive processes, where
hydraulic gradients, caused by differences in fluid velocity in different-sized
pores, drive advective mass transfer and concentration gradients drive diffusive
processes. This concept is illustrated by the following example.

Clean rainwater infiltrating into secondary fractures and converging into
primary fractures would bypass an initially contaminant-rich soil matrix. Thus,
physical nonequilibrium—that is, concentration gradients—would exist between
regions and cause diffusive transfer from the matrix to the mobile regions. How-
ever, pressure gradients would also exist initially from the secondary and primary
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FIGURE 3-10 Triple-porosity, triple-permeability example of the multiregion flow and
transport concept. (A) The REV(large circle) at two physical points consist of three pore
regions. Intra-region flow and transport is indicated by lines between large circles (REVs),
and inter-region transfer is depicted by lines within each large circle (REV). (B) Both
advective and diffusive mass transfer may occur in parallel or counter to each other. From
Gwo, J. P., P. M. Jardine, G. V. Wilson, and G. T. Yeh, 1996. Using a multiregion model
to study the effects of advective and diffusive mass transfer on local physical nonequilib-
rium and solute mobility in a structured soil. Water Resources Research 32: 561-570.
Copyright by American Geophysical Union.
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fracture regions toward the soil matrix. Thus, diffusion of contaminants from the
matrix would initially be counter to the interregion advective transfer (Figure 3-
10b). The resulting export of contaminants out of the profile would be slow,
followed by a gradual increase as advective mass transfer between regions sub-
sides. In this example, primary fractures would serve to provide relatively clean
water to aquifers and streams. In the absence of primary fractures, the initiation
of outflow may require a longer period; however, the eventual export of contami-
nants would be much greater due to the increased displacement of this contami-
nant-rich matrix water. From this example, advection as well as diffusion of
solutes between pore regions are relevant processes in solute transport under field
conditions.

Another process inherent in multiregion flow and transport in structured
systems is the time-dependent nature of both the advective and diffusive mass
transfer rates between the various pore domains. Time-dependent mass transfer
rates take into account changes in concentration gradients as solute mass is trans-
ferred between pore regimes. Time-dependent rate coefficients also indirectly
account for variabilities in matrix block sizes.

The concept of multiregion flow and transport in structured media has been
numerically implemented by Gwo et al. (1991), with the mathematical formula-
tion of the code described in Gwo et al. (1994, 1995a, b, 1996) and the simulation
of experimental data illustrated in Gwo et al. (1998, 1999). A two-region formu-
lation of the model has been used to describe multiple tracer transport through
undisturbed soil columns of fractured, weathered shale. The structure of the
porous media was embedded into the two-region model in which the interregion
mass flux was characterized by mesoscale mass-transfer coefficients. Predictions
were significantly more accurate than those obtained using a simple single-
fracture conceptual model that represents a least-information scenario. Modeling
results suggested that mesoscale spreading of tracer in structured porous media
may be largely attributed to interregion mass transfer. The multiregion model has
also been used to numerically simulate storm-driven solute transport experiments
conducted at the watershed scale within the fractured saprolites. Comparison of
numerical results with the field data indicated that multiregion, preferential flow
occurs under partially saturated conditions that can be confirmed theoretically,
and that mass transfer between pore regions is an important process influencing
contaminant movement in the subsurface.

SUMMARY

In a manner similar to that of Solomon et al. (1992), the basic concepts of
groundwater flow and transport in the vadose zone of fractured, weathered shales
on the ORR are summarized below.
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Flow and transport through the fractured saprolites is a multiporosity sce-
nario where an interconnected network of highly conductive primary and second-
ary fractures surrounds low-permeability, high-porosity matrix blocks.

Flow and transport are driven by storm events with significant water flow
occurring through a 1- to 2-m-thick storm-flow zone that develops as a result of
perched water tables. Rapidly infiltrating storm water in the upper soil horizons
becomes perched on lower conductivity, high bulk density saprolites, promoting
subsurface lateral flow through hillslopes. The flow is transient and preferentially
follows the dip of bedding planes, with most storm flow being discharged into
local streams.

The majority of storm flow occurs in primary and secondary fractures, and
most water storage occurs in the soil matrix. Fractures can accommodate large
rainfall inputs (85 percent of convergent storm flow) but only constitute 0.1
percent of the total soil porosity. The soil matrix, on the other hand, has low
permeabilities but porosities as high as 50 percent.

The fractured, weathered shales are conducive to extreme preferential flow,
which results in hydraulic, physical, and geochemical nonequilibrium between
fractures and the surrounding soil matrix. Differences in fluid velocities in
different-sized pores create hydraulic gradients that drive time-dependent
interregion advective mass transfer. Solute concentration differences between the
various sized pores creates concentration gradients that drive time-dependent
inter-region diffusive mass transfer. Storm-enhanced preferential flow in these
weathered shales disrupts geochemical equilibrium between the solid, liquid, and
gas phases.

The rapid transport of small amounts of mass occurs through large pores
(fractures), but because of the prevalence of nonequilibrium conditions, the ma-
jority of mass resides in small pores (soil matrix), which greatly retards bulk mass
migration rates.
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Evaluation of Conceptual and Quantitative
Models of Fluid Flow and Chemical
Transport in Fractured Media
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ABSTRACT

Patterns of fluid flow and chemical transport in heterogeneous porous and
fractured media tend to be highly complex. Models of flow and transport processes
in these systems must account for the inherent heterogeneity and scaling properties
of porous rocks, as well as the typically sparse and uncertain field data that can be
obtained to characterize a geological formation. Recent introduction of advanced
theoretical and experimental techniques is providing new insight into our under-
standing of these highly non-uniform patterns. Statistical network models can be
used to characterize the structure of pore and fracture systems, and to define power
laws that quantify flow and transport processes within them. In a similar spirit, a
random walk formalism can quantify anomalous (non-Gaussian) patterns of chemi-
cal transport that are frequently observed in laboratory and field experiments. Analy-
ses of transport of reactive chemicals, including effects of precipitation and dissolu-
tion, as well as changes in fracture morphology, also demonstrate highly
non-uniform behavior. In the context of these results, we discuss some conceptual
and quantitative models of fluid flow and chemical transport in the fractured vadose
zone, and the laboratory and field data that are required to evaluate them.
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INTRODUCTION

Major efforts have been devoted over the last two decades to the develop-
ment of realistic theoretical models capable of simulating flow and transport
processes in fractured and heterogeneous porous formations. These efforts have
led to significant understanding of the dynamics of flow and transport processes
in these systems. However, predictive capabilities related to real fractured and
heterogeneous media remain limited. This is due, in part, to the very complex
nature of fracture networks in the subsurface, and to the virtual impossibility of
obtaining detailed structural, hydraulic, and geochemical characterizations of
fractures in situ, in diverse geological and lithological settings. As a result, stud-
ies must often rely on extrapolation of exposed features and indirect measure-
ments, together with subjective considerations, to generate a statistical character-
ization of fracture systems (e.g., Berkowitz and Adler, 1998).

These analyses are demanding because fractures exist in a broad range of
geological formations and rock types, and are produced under a variety of geo-
logical and environmental processes. As a result of the variability in rock proper-
ties and structures, as well as the variety in fracturing mechanisms, fracture sizes
range from microfissures of the order of microns to major faults of the order of
kilometers, while fracture network patterns range from relatively regular polygo-
nal arrangements to apparently random distributions. The hydraulic and transport
properties of these formations vary considerably, being dependent largely on the
degree of fracture interconnection, aperture variations in the fractures, and chemi-
cal characteristics of the fractures and host rock.

With regard to fluid flow and chemical transport processes in fractured va-
dose zones, our ability to predict actual flow and transport behavior—and even
our understanding of the basic dynamics—is severely limited, and in some cases
rudimentary. Several factors force development of specific conceptual pictures
and models tailored to dealing with these processes: (1) fracture walls are rough;
(2) fractures often contain filling material; (3) this filling material and the walls
themselves are subject to processes of chemical reaction, dissolution, precipita-
tion, mineralization, and/or particle detachment and trapping; (4) fluid migration
in partially saturated conditions occurs in preferential paths and channels, with a
complex interplay between the fractures and the porous host rock; and (5) fluid
and chemical migration patterns are often temporally and spatially unstable.
Quantitative models of fluid flow and chemical transport in the fractured vadose
zone must therefore be predicated on conceptual pictures of fractured, heteroge-
neous, and otherwise “disordered” porous media, which account for a variety of
non-uniform flow and transport behaviors.

In this chapter, we consider conceptual pictures and quantitative models of
fluid flow and chemical transport in fractured and heterogeneous porous media
relevant to the fractured vadose zone. To this end, we build on our more estab-
lished understanding of these processes in saturated systems. Other models spe-
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cific to fluid flow and chemical transport in unsaturated fractured media, such as
film flow and fracture-matrix interactions, are discussed in other chapters in this
volume. Given the wide variety of flow and transport processes, and the different
perspectives that arise as a function of the actual problem of interest, the quanti-
tative models that we examine are problem-specific. Clearly, there is no single
generic model that is appropriate, and so as a consequence, a range of probabilis-
tic and statistical approaches must be introduced.

In the next section, we discuss conceptual pictures and modeling approaches
for fluid flow and chemical transport. We consider these processes at the scale of
individual fractures and in fracture networks. Several experimental efforts are
then examined, and in light of these results, we address the issue of how to
evaluate conceptual and quantitative models at the laboratory and field scales.

CONCEPTUAL PICTURES AND MODELING APPROACHES FOR
FLUID FLOW AND CHEMICAL TRANSPORT

Single Fractures

Fluid Flow in Saturated Fractures

Many laboratory experiments (e.g., Raven and Gale, 1985; Pyrak-Nolte et
al., 1987; Durham and Bonner, 1994) and field studies (e.g., Novakowski et al.,
1985, 1995; Rasmuson and Neretnieks, 1986; Raven et al., 1988) indicate that the
classical view of a rock fracture as a pair of smooth, parallel plates is not adequate
to fully quantify fluid flow. However, though more advanced conceptual models
have been introduced in recent years, an alternative model for flow in fractures
has yet to be generally accepted. Moreover, some very basic aspects of the
theoretical problem remain largely unstudied.

A critical, intimately related issue is the validity of the local cubic law. To
date, the majority of theoretical and simulation studies of single-fracture flow
(Iwai, 1976; Brown, 1987; Moreno et al., 1988; Thompson and Brown, 1991;
David, 1993; Unger and Mase, 1993; Amadei and Illangasekare, 1994) have
postulated that local flow magnitudes are well described by the Reynolds equa-
tion. From this equation, local flow magnitudes are proportional to the cube of
the local aperture; hence the name “local cubic law” (LCL). The LCL, a key
feature in conceptual models, states that the volumetric flow through a fracture
varies as the cube of the fracture aperture. Thus definition of fracture aperture,
and application of the LCL, strongly influence quantitative analyses and interpre-
tation of laboratory and field measurements on flow in fractures.

The Reynolds equation originates from lubrication theory, which was formu-
lated for narrow void spaces between artificially smoothed surfaces. However,
the roughness of rock fracture surfaces is usually more significant and irregular,
and has been shown to possess self-affine fractal properties, with a roughness, or
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Hurst exponent H = 0.8 (Brown and Scholz, 1985; Poon et al., 1992; Schmittbuhl
et al., 1995). A typical self-affine fracture surface with H = 0.8 is shown in
Figure 4-1. Moreover, computer simulations (Mourzenko et al., 1995; Brown et
al., 1995) have compared predictions from the Stokes and Reynolds equations,
and suggest that the Reynolds equation is of limited validity for rough fractures.
The adequacy of the LCL for rough geometries remains, essentially, an open
question.

A detailed review of these studies is beyond the scope of this report. Here we
focus on a new approach that we have proposed recently, which addresses the
above issues. Oron and Berkowitz (1998) used a two-dimensional order-of-
magnitude analysis of the Navier-Stokes equations for a general rough-wall
geometry to examine the LCL assumption. This study hypothesized that LCL
behavior should not be assumed to be correct or incorrect a priori for the entire
fracture; rather, it should be studied on a local basis. As a result, three conditions
can be defined for the applicability of LCL flow, as a leading-order approxima-
tion, in a local fracture segment with parallel or nonparallel walls. Consider a
local cross section of some fracture segment of length L, with a typical half-
aperture B. We define a geometric aspect ratio parameter, § = B/L, and a
nondimensional local roughness parameter € = max(c,/B, 0, /B) << 1, where G,
and o, are the root-mean-square roughnesses (deviations from the means) of the
upper and lower walls, respectively, averaged over the length L. Oron and
Berkowitz (1998) demonstrated that the LCL is an adequate first-order approxi-

FIGURE 4-1 A typical self-affine fracture surface, generated numerically on a 128 x 128
grid with H = 0.8. After Oron, A. P., and B. Berkowitz, 1998. Flow in rock fractures: The
local cubic law assumption reexamined. Water Resources Research 34: 2811-2825. Copy-
right by American Geophysical Union.
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mation of the flow under three conditions: (1) the local segment must be long
enough relative to its aperture, so that 8* << 1; (2) over this segment length, € << 1;
and (3) inertial effects are limited via Re-max(9,&) << 1, where Re is the Reynolds
number in the segment.

These conditions define dynamic-geometric conditions for LCL flow, which
are a function of fluid velocity, relative to the fracture aperture and the (relative)
wall roughness. From these conditions it follows that the cubic law aperture
should be measured as an average over a distance L, normal to the mean trend of
the walls, and not with point-by-point methods as suggested by, for example, Ge
(1997) or Mourzenko et al. (1995). An illustration of various methods for defin-
ing the aperture is given in Figure 4-2. The orientation of measurement over L is
set by the general orientation of the segment. Under the above conditions, the
LCL, even though it is only a first-order approximation, provides second-order
accuracy for estimates of local discharge and of mean fluid velocity. The LCL
may also be adapted to pathways with nonparallel walls, as long as the mean path
half-angle is moderate. Moreover, the aspect-ratio condition (1) sets a finite
resolution in the x-y plane to all analyses based on the LCL. Also, these condi-
tions suggest that even when Re is as low as ~1-10, transition to non-LCL
(nonlaminar) flow may occur.

Extending to the third dimension, in addition to defining apertures over
segment lengths, Oron and Berkowitz (1998) find that the geometry of the con-
tact regions between fracture walls influences flow paths more significantly than
might be expected from consideration of only the nominal area fraction of these
contacts. Moreover, this effect is enhanced by the presence of non-LCL regions
around these contacts. Accounting for the self-affine nature of fracture walls,
typical (fractal) fracture wall contact areas generated numerically are illustrated
in Figure 4-3. We find a wide variability among the hydraulic conductivity maps,
in terms of the shape of the regions in which LCL flow exists, due to the varying
distribution and morphology of contact and non-LCL regions in the fractures.
While contact ratios of 0.1-0.2 are usually assumed to have a negligible effect,
our calculations suggest that contact ratios as low as 0.03-0.05 can be significant.
Analysis of computer-generated fractures with self-affine walls demonstrates a
nonlinear increase in contact area, and a faster-than-cubic decrease in the overall
hydraulic conductivity, with decreasing fracture aperture. These results are in
accordance with existing experimental data on flow in fractures (Durham and
Bonner, 1994; see also the summary in Figure 14 of Mourzenko et al., 1997).

We conclude this section by considering the fundamental ill-posedness of
this problem. In view of the complexity of local flow behavior, a global cubic law
need not exist for every fracture; the cubic law results from the parabolic velocity
profile in perfect Poiseuille flow, and not from any dimensional considerations.
Flow, or permeability, versus aperture curves are derived indirectly, on the basis
of displacement measurements on the perimeter of laboratory fracture samples.
At best, one can measure the mechanical aperture, that is, the apparent, average,
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FIGURE 4-3 Maps of the estimated local hydraulic conductivity for a numerically gener-
ated fracture with self-affine walls, with H = 0.8 and a grid size of 128 x 128, for flow in
the x-direction (left to right). The length of each side of the map is equivalent to 6.4 mm.
Black indicates fracture wall contact, while grey indicates regions where LCL is not
applicable; LCL flow exists only in the white regions. Average fracture apertures are (a)
100 pm, (b) 150 um, (c) 175 pm, and (d) 200 um. After Oron, A. P., and B. Berkowitz,
1998. Flow in rock fractures: The local cubic law assumption reexamined. Water Re-
sources Research 34: 2811-2825. Copyright by American Geophysical Union.

separation between the fracture walls. In general, we do not have exact informa-
tion on the (varying) void space within the sample itself, as it changes under
different applied stresses, as well as following geochemical reactions (see the
next section and the section on Field-Scale Analysis of Fluid Flow and Chemical
Transport in the Fractured Vadose Zone), and we have only relative displacement
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measurements rather than the actual aperture values. Any conversion of these
measurements to local apertures, and definition of an effective aperture, is based
on assumptions and convenience. As a consequence, although natural, the ques-
tion of flow versus aperture, and validity of a cubic law, may be the wrong one to
ask about rough fractures.

Chemical Transport Processes in Saturated Fractures

In addition to rough fracture walls, the presence of filling material further
influences the hydraulic properties of a fracture. In general, fracture wall rough-
ness and fracture infilling evolve over time, as a function of a variety of dynamic
mechanical and geochemical processes (e.g., Steefel and Lichtner, 1994). There
is evidence that these changes may also take place over very short time intervals.
It is critical that we understand these processes, which can occur naturally or be
induced artificially (e.g., by injection of grouting in efforts to seal underground
repository walls).

The highly complex interactions between the mass transport mechanisms
and the changing properties of a fractured porous medium make quantitative
analysis of such systems very difficult. Precipitation and dissolution can signifi-
cantly modify the physical and chemical properties of fractured media. Physical
changes in fracture aperture, tortuosity, and thus effective mass diffusivities and
permeabilities are coupled to the subsequent fluid flow and solute transport and
the precipitation and dissolution reactions. As such, a variety of closure patterns
can be observed in the field, which range from fully filled (mineralized) fractures
to those with pockets or irregular layers on the walls. Chemical changes in the
fractures, such as sorption and reaction capacities, also have a significant effect
on chemical transport and fracture wall evolution.

As a first step to quantifying precipitation/dissolution processes in fractures,
we first consider modeling of reactive transport. A considerable body of literature
deals with the transport of conservative contaminants in individual fractures. In
contrast, however, little attention has been devoted to the analysis of the transport
of reactive contaminants in fractures. The existing literature has been reviewed
by Berkowitz and Zhou (1996), who developed a model to quantify the transport
of reactive contaminants in a simplified fracture. The model, which accounts for
advection, molecular diffusion, and interphase mass transfer between the aque-
ous phase and the fracture walls, demonstrates that the solute transport is con-
trolled by the interplay between the Damkohler number (characterizing the effect
of reaction relative to that of molecular diffusion on solute transport) and the
Peclet number (characterizing the effect of advection relative to that of molecular
diffusion on solute transport).

Clearly, sorption reactions in groundwater systems involve many kinds of
chemical constituents and different chemical and physical processes. Thus no
single model can successfully describe all kinds of sorption reactions. Berkowitz
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and Zhou (1996) considered several surface reaction models, including irreversible
first-order kinetics, instantaneous reversible reactions, and reversible first-order
kinetics. They determined criteria under which one can model reactive solutes as
nonreactive, and reversible reactions as irreversible, in terms of time evolution of
concentration distributions. They also gave a criterion for applicability of the
local equilibrium assumption and subsequent use of a retardation coefficient.

Numerical models describing precipitation and dissolution in porous media
and fractures were presented by Salles et al. (1993) and Békri et al. (1995), who
investigated a variety of idealized geometries that included parallel plate channels
and channels with opposite protrusions on each wall. Similar numerical models
for precipitation in deterministic and stochastic fractures were presented by
Mourzenko et al. (1996) and Békri et al. (1997). Numerical models for precipita-
tion and dissolution in a constant aperture fracture and the surrounding evolving
porous matrix were given by Savage and Rochelle (1993) and Steefel and Lichtner
(1994). Realistic parameters were used to simulate a fracture originating from a
cement-bearing nuclear waste repository. These studies examined effects on the
surrounding medium but did not study the evolution of the fracture geometry
itself. A model for the evolution of fracture network maze patterns, for fractures
with initially large apertures, was presented by Palmer (1975, 1991), while
Dreybrodt (1996) analyzed the time needed for the development of mature karst
channels. A numerical model to investigate the minimum hydrogeochemical con-
ditions for fracture dissolution in limestone was given by Groves and Howard
(1994a). Their results indicate that the selective enlargement of fracture flow
passages may be strongly influenced by their initial sizes. Groves and Howard
(1994b) and Howard and Groves (1995) then developed numerical models for
fracture dissolution in limestone for laminar and turbulent flow. Their results
show that for laminar flow, passage enlargement taking place early in the conduit
network development is highly selective, while the transition to turbulent flow
often results in more general passage enlargement.

Dijk and Berkowitz (1998) examined the evolution of fracture aperture over
the entire length of the fracture, as a function of time, due to solute precipitation
and dissolution. Irreversible first-order kinetic surface reactions were considered.
The effect of the relevant transport mechanisms, the fracture geometries, and the
initial and boundary conditions on the evolution of the fracture properties, fluid
flow, and solute transport for geological systems and timescales were investi-
gated. Calculations were based on a wide range of parameter values estimated
from data available in the literature. Results showed the evolution of the solute
transport and fracture geometry as a function of the Damkohler and Peclet
numbers. Figure 4-4 illustrates typical simulated fracture mineralization patterns.
Fracture closure times are found to be of the order of days to millions of years, for
half-life reaction times (Langmuir and Mahoney, 1984) of the order of seconds to
years, and for fluid residence times of the order of minutes to days. These closure
times are compatible with typical hydrogeological time scales.
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Fluid Flow and Chemical Transport in Partially Saturated Fracture Systems

The conceptual pictures and quantitative models of fluid flow and chemical
transport in the fully saturated fractures that we have discussed above are not
directly applicable to fluid flow and chemical transport in the fractured vadose
zone. However, our established understanding of these processes in saturated
systems forms a valuable knowledge base from which we can work.

In the context of fluid flow and chemical transport in partially saturated
fractured systems, we can consider flow in initially unsaturated (or partially
saturated) single fractures, accounting only for the fracture itself, or accounting
for the fracture together with the porous medium in which it is embedded. How-
ever, even at this stage, we must define what, precisely, we mean by infiltration,
or fluid flow and chemical transport, in unsaturated (or partially saturated) frac-
tures. Consider a fracture that is, initially, completely unsaturated. As shown by,
for example, Di Pietro et al. (1994) and Di Pietro (1996), using numerical simu-
lations with lattice gas automata, the pattern of infiltration and fluid distribution
is largely a function of the rate of infiltration (relative to the dimensions of the
fracture). In other words, for high rates of fluid entering the fracture, the fracture
becomes fully saturated, and we need consider only the transient advance of the
wetting front as partially saturated (e.g., Nicholl et al., 1992, 1993a, 1993b). For
slower rates of fluid infiltration, film flows can develop along the fracture walls.
The significant advance of fluid along such films, even with thicknesses of the
order of 1 um, has been demonstrated by Tokunaga and Wan (1997). Similar
observations about saturation patterns can be made for mixed fracture/porous
matrix systems (e.g., Glass and Norton, 1992). Models that account for film flow
and fracture-matrix interactions are discussed in detail in other chapters in this
volume, and we therefore do not dwell on them here.

A critical feature in these cases is that medium heterogeneity and irregular
distributions of fluid lead to the development of preferential flow paths. Because
fluid flow patterns may be highly ramified and sensitive to small-scale details,
use of simulation models that yield only averaged, “effective” behavior may be of
highly limited value, and will in many instances yield meaningless results. We
can, however, conceptualize the fracture/porous matrix system as a heteroge-
neous porous medium, particularly if the fracture has very rough walls, and/or
contains filling material. Several modeling approaches can then be considered,
depending upon whether the emphasis is on (1) the steady-state fluid flow and
transient chemical transport through a partially saturated domain, or (2) the
transient evolution of either the advancing front of fluid or contaminant, or the
actual flow paths.

In the former case, flow and transport models for heterogeneous, fully satu-
rated domains can be applied simply by restricting the conducting, saturated
portion of the domain to account for the air phase (e.g., Birkholzer and Tsang,
1997). Alternatively, in the latter case, we can introduce a variety of pore network
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and other statistical models (such as percolation theory variants) in order to focus
on an advancing wetting front or a transient infiltration pattern (Blunt and Scher,
1995), or use a “dripping faucet” analogy (Shaw, 1984) to characterize the often
irregular (chaotic) patterns of inflow and outflow in such fractures. Simple growth
models that mimic the essential physics of growth processes are known for
specific instances, such as viscous fingering (Paterson, 1984; Lenormand et al.,
1988), capillary fingering (Wilkinson and Willemsen, 1983; Wilkinson, 1986;
Lenormand et al., 1988), and gravity fingering (Meakin et al., 1992; Glass and
Yarrington, 1996). Other generalized growth models that attempt to mimic the
full range of behavior are the subject of current investigations (Ewing and
Berkowitz, 1998; Glass et al., 1998). Such models account for a wide range
of viscous, gravity, and capillary forces, all in the presence of medium
heterogeneities.

The literature devoted to description of these various models is vast, and is
beyond the scope of this analysis. The interested reader can find detailed descrip-
tions of these models, and extensive references to the relevant literature, in, for
example, Blunt and Scher (1995), Berkowitz and Ewing (1998), Ewing and
Berkowitz (1998), and Glass et al. (1998).

Fracture Networks

We consider now conceptual and quantitative models of fluid flow and
chemical transport in fracture networks. These models are influenced directly by
the flow and transport mechanisms and behaviors outlined above for single
fractures.

Network Structure and Fluid Flow

The complex and usually non-Gaussian nature of distributions of fluid fluxes
and migrating contaminants in fracture networks is well-known in the literature.
In particular, field and laboratory experiments in natural fractures have demon-
strated strong evidence of channeling and highly preferential flow paths in indi-
vidual fractures and in fracture networks (e.g., Neretnieks et al., 1982; Neretnieks,
1993 and references therein). Field data, for example, from a large-scale investi-
gation of fracture flow in a granite uranium mine at Fanay-Augeres, France, show
a difference of four orders of magnitude between the largest and smallest injec-
tion flow rates, despite very good fracture connectivity. Cacas et al. (1990a,
1990b) concluded that the high degree of heterogeneity and channeling is due to
a broad distribution of fracture conductivities, and that it overwhelmingly gov-
erns fluid flow and transport behavior.

In order to study these phenomena, two-dimensional (2D) (e.g., Schwartz et
al., 1983; Smith and Schwartz, 1984; Charlaix et al., 1987; David, 1993;
Berkowitz and Scher, 1997, 1998) and three-dimensional (3D) (e.g., Andersson
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and Dverstorp, 1987; Billaux et al., 1989; Cacas et al., 1990a, 1990b; Nordqvist
et al., 1996) models have considered aspects of the influences of fracture connec-
tivity and fracture conductivity distributions, both in fracture planes and at the
scale of a full fracture network. Tsang and Tsang (1987), Tsang et al. (1988),
Moreno and Neretnieks (1993), and others have used similar models and also
replaced the heterogeneities by systems of statistically equivalent, variable aper-
ture, one-dimensional channels. The major emphasis of these studies has been on
analysis of contaminant breakthrough curves.

Another approach to modeling flow and transport in fracture networks, which
is able to capture distinct preferential flow paths and channeling, is based on
percolation theory (e.g., Englman et al., 1983; Robinson, 1983, 1984; Hestir and
Long, 1990; Balberg et al., 1991; Berkowitz and Balberg, 1993; Berkowitz,
1995). In this framework, and near the percolation threshold—the point at which
the fractures are “just connected” across the entire domain—network structures
display channeling patterns and transport properties that are quantifiable by power
law relationships. The proximity to the threshold often depends on the scale of
measurement, and in some cases the backbone substructure is obscured due to the
presence of many disconnected fractures. However, there is considerable evi-
dence from field measurements and theoretical considerations that many field-
scale fracture networks are indeed near the percolation threshold (Chelidze, 1982;
Guéguen et al., 1991; Crampin and Zatsepin, 1996; Renshaw, 1996).

The principal feature of disordered networks near the percolation threshold
is the distribution of critical single bonds that connect large “blobs” of fractures.
Flow through the percolating cluster occurs only along the backbone, that is, the
hydraulically conducting portion of the percolating cluster. Many of the open
fracture segments in a percolation-generated domain do not conduct fluid, since
either they do not belong to the percolating cluster, or they form dangling branches
on the backbone analogous to dead-end pores.

The analogy between real fracture networks and percolation systems is well
known. Real fracture networks can, at least in some cases, be mapped to percola-
tion lattices and random domains (e.g., Winterfeld et al., 1981; Jerauld et al.,
1984a, 1984b; Hestir and Long, 1990) and, in general, the same percolation
scaling properties hold for lattices and continuum systems. Numerical simula-
tions of 3D fracture networks can map fractures to a regular orthogonal array of
platelets (Englman and Jaeger, 1990). Alternatively, flow channels that exist
within the planes of real fractures (Neretnieks, 1993) can be mapped to networks
of tubes.

In general, models accounting for fracture-system complexity have thus been
based on the incorporation of fracture planes containing aperture distributions, or
idealized flow paths in 3D connecting the centers of intersecting disks, or geo-
metrically sparse networks near the percolation threshold. Most recently,
Margolin et al. (1998) developed a lattice model that includes all of these key
elements in a single framework. This approach allows a simple characterization
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of arange of geometrical structures with a range of aperture distributions, in both
2D and 3D fracture systems. The model uses anisotropic percolation to generate
random interconnecting bonds (representing channels within fractures), and ac-
counts for aperture variation within fracture planes and among fractures.

Margolin et al. (1998) examined the interplay and relative importance of the
key factors that lead to formation of channeled flow paths in fracture networks.
Specifically, they considered (1) structural effects, including network density and
anisotropy, and (2) hydraulic effects, governed by aperture variability. The pres-
ence of rough-walled fractures and filling material can also be incorporated in the
aperture variability. Analysis of flow in these lattice networks demonstrates that
either of the elements—fracture geometry and aperture variability—can give rise
to channeled flow, and that the interplay between them is especially important.
Figure 4-5 illustrates typical preferential flow patterns in this system. The bonds
represent channels within fracture planes. As the degree of aperture variability
increases, the preferential paths become sparser and more sharply defined. Thus,
in practical terms, it is clear that parameter values that are measured or inferred
for use in discrete fracture network models may have only limited physical sig-
nificance. A critical observation for our analysis is that the effect of large aperture
variability renders even dense networks poor conductors, so that from the point of
view of fluid flow, the networks behave as though near the percolation threshold.
Margolin et al. (1998) developed a scaling relationship that quantifies the depen-
dence of effective hydraulic conductivity on aperture variability and on the net-
work structure and fracture element density; this result is also used to derive an
explanation for the field-length dependence of permeability frequently observed
in fractured formations.

In light of the above, it seems reasonable to expect that in many field-scale
situations, the portion of the fracture network that actively contributes to fluid
flow and chemical transport is, functionally, near a percolation threshold, due
either to structural characteristics and/or aperture variability. Analogously, in
partially saturated systems, only a small fraction of fracture areas actually con-
duct fluid (as discussed earlier), and we therefore suggest that fluid flows in
partially saturated fracture networks may also exhibit flow patterns similar to
those shown in Figure 4-5. Moreover, the presence of film flow may permit
preferential (or percolation-like) fluid flow and chemical transport even in frac-
tured porous media with very low bulk saturation. In these contexts, dynamics of
fluid flow and chemical transport in fracture networks can also be quantified
using the modeling approaches outlined earlier.

Chemical Transport

The issue of how to quantify the migration of contaminants in fractured and
fractured-porous geological formations has received overwhelming attention dur-
ing the last three decades, and a vast literature dealing with the subject has
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FIGURE 4-5 Illustration of channeled flow in fracture networks. Typical spatial distribu-
tions of (normalized) bond discharges in three-dimensional lattice networks, for a range
of bond aperture variability (defined by b, the standard deviation of the log aperture). The
lattice is relatively well connected and consists of 30 percent of the bonds (located ran-
domly) in a full orthogonal lattice. (a) b = 0.0, (b) b = 0.5, (c) b = 1.0, (d) b = 2.0. The
thickness of the bonds is proportional to the relative discharges they carry; only those
bonds carrying at least 1 percent of the total volumetric flow through the network are
shown. After Margolin, G., B. Berkowitz, and H. Scher, 1998. Structure, flow, and gener-
alized conductivity scaling in fracture networks. Water Resources Research 34(9): 2103-
2121. Copyright by American Geophysical Union.
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developed. And yet, our ability to quantitatively predict contaminant migration in
these systems remains severely limited, and questions remain about how best to
model such transport. Discrete fracture models require detailed information on
structural and hydraulic properties of fractures, and are hampered by heavy com-
putational requirements. On the other hand, use of the advection-dispersion equa-
tion (ADE), and stochastic theories that generalize the ADE by substituting a
more detailed stochastic process for the Fickian assumption, have not success-
fully quantified observed behavior (e.g., Dagan and Neuman, 1997).

It is beyond the scope of this report to review all of the relevant literature.
Rather, we shall briefly discuss a new framework that we have recently proposed
(Berkowitz and Scher, 1995, 1997, 1998; Berkowitz et al., 2000) in which fre-
quently observed anomalous (non-Gaussian) chemical transport can be quanti-
fied: if the variation in the velocity field is sufficiently large, a highly discrete
picture of the contaminant (particle) motion can be developed. The particle mo-
tion is approximated as a series of discrete steps, each having a different velocity.
The particle’s position is determined at the points of transition between these
steps. A continuous time random walk (CTRW) can be introduced to naturally
account for the cumulative effects of a sequence of transitions. The transitions are
characterized by (s, t), the probability rate for a displacement s with a difference
of arrival times of ¢. In the CTRW approach, one can determine the evolution of
the particle distribution (plume), P(s, t), for a general (s, £), so there is no a priori
need to consider the moments of P(s, f). The challenge is to map the important
aspects of the particle motion in the medium onto a y(s, 7). A mapping that results
in a y(s, ) with an algebraic low velocity tail for large time leads to the descrip-
tion of anomalous transport (e.g., non-Gaussian plumes).

We have applied the CTRW to an explicit, discrete medium—a random
fracture network. We analyzed a series of Monte Carlo transport simulations
based on synthetic random fracture networks (Berkowitz and Scher, 1997, 1998).
The spatial and temporal behavior of the contaminant advance, based on particle
tracking simulations in these networks, is shown in Figure 4-6a, while theoretical
concentration profiles based on CTRW are shown in Figure 4-6b. The CTRW
curves are characterized by a peak that lies close to the origin, with a forward tail
that spreads in response to the flow field. As time progresses, the distribution
approaches a step function, increasingly uniform in space, with the residual posi-
tion of the peak indicated by the sharp drop near the origin.

The shapes of the spreading pulse P(x, f) shown in Figure 4-6 are qualita-
tively similar to those found from the particle tracking simulations in these
fracture networks. Despite the statistical noise in these results due to vertical
averaging and a relatively small number of realizations, the CTRW theory repro-
duces the development of highly skewed particle plumes. Significantly, the
CTRW solution also captures the variation of both the movement of the center of
mass of the particles and the standard deviation of particle location around this
center of mass.
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FIGURE 4-6 Profiles of the spatial distribution of a contaminant at two relative times (t =
1, points; ¢ = 2.5, crosses), determined from numerical simulations of particle transport in
a two-dimensional, random fracture network. The concentration profile, P(x, f) is the
vertical average (along the y-axis) of P(s, #), in arbitrary units; particle injection point is at
x = 0. (b) Profile of the spatial distribution of a contaminant, P(x, ¢), determined from the
CTRW solution, at four relative times ¢ = 1, 2.5, 10, and 37.5. The concentration profile,
P(x, 1), is the vertical average (along the y-axis) of P(s, f), in arbitrary units; particle
injection point is at x = 0. After Berkowitz, B., and H. Scher, Phys. Rev. Lett. 79(20),
1997, pp. 4038-4041. Copyright by the American Physical Society.
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As in the previous sections, we suggest that this framework, developed for
fully saturated systems, may also be suitable for describing chemical transport in
partially saturated fractured media. In partially saturated systems, only a small
portion of the domain actually conducts fluid and chemicals, and as suggested in
the section on Network Structure and Fluid Flow, fluid flows in partially satu-
rated fracture networks may also exhibit flow patterns similar to those shown in
Figure 4-6. Thus, it may be possible to modify the transition probability y(s, f) to
capture the broad distribution of fluid velocities (from fast film flows to stagnant
regions, as well as fracture-matrix interactions). Alternatively, and especially for
slower flow regimes, statistical growth models such as outlined in the section on
Fluid Flow and Chemical Transport in Partially Saturated Fracture Systems may
be applicable.

EVALUATION OF CONCEPTUAL AND QUANTITATIVE MODELS:
FIELD AND LABORATORY DATA

From the survey in the previous section, it is clear that a variety of theoretical
models must be invoked in order to quantify the broad spectrum of fluid flow and
chemical transport behaviors. Similarly, experiments at a variety of laboratory
and field scales, under both fully and partially saturated conditions, are required
in our efforts to understand and predict these behaviors. In this context, we
discuss below several recent, representative experimental studies.

Laboratory-Scale Study of Single Fractures

As discussed in the section on Single Fractures, the roughness of fracture
walls, and dynamic changes in the roughness (as well as filling material) can
significantly influence the hydraulic properties of a fracture. Fluid flow in rough-
walled rock fractures is complex even under laminar flow regimes, and measur-
ing flow in such fractures is prohibitively difficult. As a result of the paucity of
experimental data, existing models are based largely on unvalidated assumptions
and simplifications. Dijk et al. (1999) use nuclear magnetic resonance imaging
(NMRI) to directly measure flow patterns in natural rock fractures, and to exam-
ine the effects of fracture wall morphology. The investigation focuses on a quali-
tative and quantitative description of the fracture surface geometry, water flow
velocities and flow rates, flow and stagnant regions, critical aperture and velocity
paths, and flow pattern stability and reproducibility. In particular, the effects of a
sharp step discontinuity of the fracture walls are studied.

Four sets of 2D slices through a 3D velocity image, including a pair of (zero
fluid velocity) calibration tubes, are displayed in Plate 3. The 3D velocity images
presented here show the velocity components in the principal (z) flow direction.
A variety of flow features, including irregular distributions of high- and low-
velocity zones, and the effect of the fracture discontinuity can be detected easily.
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The significant backflow region in the vicinity of the fracture discontinuity is
indicated by the arrow. It should be noted that in the vicinity of rough fracture
walls, eddies and turbulent regions may develop, while at some distance from the
walls, fully laminar flow is expected to occur.

From the velocity data and theoretical considerations, the applicability of the
local cubic law (LCL) is examined. As a result of the complex 3D geometry,
velocity profiles are generally parabolic, as assumed by the LCL, but often highly
asymmetric with respect to the fracture walls. These asymmetric velocity profiles
are clustered together, with significant correlations; they are not just local ran-
dom phenomena. Analysis of the z-direction velocity component in a single
cross-sectional plane (Dijk et al., 1999) suggests that the effects of the measured
asymmetry on volumetric flow rates are insignificant. However, analysis of the
complete 3D distribution of the z-direction velocity components (Dijk and
Berkowitz, 1999) demonstrates that the actual flow rate is significantly less than
that predicted by the LCL. It is expected, moreover, that the asymmetries will
have a significant influence on chemical solute transport, dissolution, and pre-
cipitation. The features discussed in these studies emphasize the strong heteroge-
neity and the highly 3D nature of the flow patterns in natural rock fractures, even
for relatively small Reynolds numbers, and the need for 3D flow analyses.

Fracture wall morphology may change over time as a result of geochemical
and mechanical processes. The evolution of unsaturated fracture walls was inves-
tigated by Weisbrod et al. (1998, 1999), who used high-resolution laser scanning
to measure topographical variations of fractured chalk surfaces. The chalk sur-
faces were either (1) immersed in tap water and then air-dried over two wetting
cycles, for 10 min and for 14 h (Weisbrod et al., 1998), or (2) installed in
customized flow cells and exposed to short flow events (8, 9, and 24 h) of
synthetic rainwater, followed by long drying periods (Weisbrod et al., 1999).
Both coated and uncoated fracture surfaces were investigated in the latter study.
The surfaces were found to erode by up to 0.352 mm following the two cycles of
immersion in tap water and by up to 0.313 mm following the three cycles of
synthetic rainwater flow. Erosion was more pronounced in the coated surface
than in the uncoated surface, reflecting its mechanical instability. Figure 4-7
shows the changes in one of the (uncoated) fracture walls after each of the
wetting cycles, along with the changes in topography along a single cross-
sectional profile of a fracture wall. The changes in wall morphology can be
related to a non-uniform release of particles from the fracture walls. The erosion
thickness was found to be strongly correlated to the thickness of a layer calcu-
lated from the total accumulated mass of particles and soluble salts released from
the surface. An important result is that processes of precipitation and dissolution,
as well as particle deposition, weathering, and clay swelling, may be significant
in relatively soft rock formations. Moreover, these processes may be enhanced in
the fractured vadose zone because of the transient nature of water infiltration and
water retention.
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FIGURE 4-7 Map of the topographic height difference of a fracture wall following (a) a
10-min wetting cycle and (b) a 14-h wetting cycle. Note that some areas, particularly
along the right edge, were uplifted after the 14-h wetting cycle. Basic statistics character-
izing the differences are also shown. Each map contains ~2500 data points. Positive and
negative values indicate decreases and increases in topographical height, respectively.
Figure 4-7c shows the topographical height of three profiles along a cross section of the
fracture wall sample, indicated by the arrows on (a) and (b). The bold line depicts the
initial topographical height of the sample. The solid and dashed lines were obtained after
submerging the core in tap water for 10-min and 14-h, respectively. After Weisbrod, N.,
R. Nativ, D. Ronen, and E. Adar, 1998. On the variability of fracture surfaces in unsatur-
ated chalk. Water Resources Research 34: 1881-1887. Copyright by American Geophysi-
cal Union.
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Chemical Transport

We introduced a CTRW framework (see above) to quantify anomalous (non-
Gaussian) chemical transport in fractured and heterogeneous porous media. We
have used these solutions (Berkowitz and Scher, 1998) to suggest the occurrence
of anomalous transport in natural, heterogeneous porous media, by interpreting
field data from a large-scale field study performed at the Columbus Air Force
Base (Adams and Gelhar, 1992). At this site, a highly heterogeneous alluvial
aquifer, bromide was injected as a pulse and traced over a 20-month period by
sampling from an extensive 3D well network. The tracer plume that evolved was
remarkably asymmetric and could not be described by classical Gaussian models
(Adams and Gelhar, 1992). Significantly, the CTRW captured the variation of
both the movement of the center of mass of the particles and the standard devia-
tion of particle location around this center of mass in the direction of flow,
determined from the field data. Here, in agreement with CTRW theory, interpre-
tation of the moments suggested that both the mean and standard deviation of the
plume position scale with time (¢) as 12, Details of the CTRW solutions and full
analyses of these data, including discussion of how the parameters for the CTRW
model can be obtained from site data, are given in Berkowitz and Scher (1998)
and Berkowitz et al. (2000).

We have also recently used the CTRW framework to evaluate the first pas-
sage time distributions, or breakthrough curves, and compared them to measure-
ments from a tracer migration experiment in a heterogeneous sandbox model
(Berkowitz et al., 2000). We find that the curves fit the range of measured data
remarkably well, and in particular match both the early time behavior and the late
time (long tail) concentration breakthroughs. In contrast, these data could not be
adequately modeled using the (Gaussian) ADE.

Clearly, long tail or otherwise skewed concentration profiles can, in some
cases, be reconciled with the ADE by, for example, imposing a trend in the mean
velocity. However, such trends can only be considered if they are indicated by
site-specific field measurements. On the other hand, the CTRW theory would
appear to be a promising general framework that allows analysis of transport in
formations containing complex heterogeneities, at large scale, which are not
amenable to analysis using classical advection-dispersion theory. While much
research remains to be done in this direction, the CTRW seems to represent a
potentially valuable tool in the assessment of dispersive processes in heteroge-
neous porous media.

Our analysis of laboratory and field data indicates that the observed anoma-
lous (non-Gaussian) behavior results from subtle features in the flow fields.
These distributions are present in (steady-state) partially saturated porous media,
and incorporate mixtures of fast and slow paths, over long and short distances.
We suggest, therefore, that similar behaviors will be found in partially saturated
systems, as a function of the degree of saturation and of the medium itself.
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Field-Scale Analysis of Fluid Flow and Chemical Transport in the
Fractured Vadose Zone

A small number of studies have attempted to directly measure fracture flow
in laboratory set-ups (as discussed above), but extrapolation of such results to
field conditions is not straightforward. The few studies in which fracture flow and
transport were investigated on a field scale determined these parameters indi-
rectly, that is, via the matrix surrounding the preferential pathways. Measure-
ments of matrix chemical and isotopic compositions (Komor and Emerson, 1994;
Nativ et al., 1995; Wood et al., 1997), or matrix water content and permeability
(Scanlon, 1991, 1992) were used to infer preferential flow and transport in the
embedded fractures. Dahan et al. (1998) presented a methodology designed to
address the need for direct quantitative measurements of flow and transport in
fractures. These measurements provide insight into field-scale heterogeneity that
strongly affects the measured properties.

The methodology and the experimental set-up described here were devel-
oped and applied in a study located in the northern part of the Negev Desert,
Israel. A large chemical industrial complex and the National Site for Treatment
and Isolation of Hazardous Wastes have been operating there since 1975. The
underlying geological infrastructure in the region consists of an Eocene chalk
formation partly covered by thin layers of sand and loess. Because of the aridity
of the area (180 mm/yr rainfall) and the low permeability of the chalk matrix
(~2 millidarcy), the vadose zone was considered to be a natural barrier to poten-
tial groundwater contamination resulting from the industrial activities on the land
surface. However, the high concentration of industrial pollutants found in the
local groundwater (Nativ and Nissim, 1992), as well as other factors such as
seasonal fluctuations in groundwater levels, water table responses to flood events,
and the occurrence of tritium in the groundwater (Nativ and Nissim, 1992; Rophe
et al.,, 1992), indicate that the groundwater is rapidly affected by on-surface
activities. Evidently, infiltrating water and contaminants bypass the low-
permeability chalk matrix via preferential flow paths, possibly through the nu-
merous vertical to subvertical fractures intersecting the chalk matrix (character-
ized by Bahat, 1988). Indeed, preferential water flow and solute transport across
the fractured chalk in the vadose zone was demonstrated using chemical and
isotopic tracers (Nativ et al., 1995).

The experimental set-up described here (see Figure 4-8) was designed to
measure directly and to assess the spatial distribution of flow and transport along
fractures from water ponded at the land surface (Dahan et al., 1998). The experi-
mental site was located in an ephemeral wash. Twenty-one percolation ponds
were installed sequentially on top of a freshly cleaned rock ledge, along 5.3 m of
a vertical fracture opening, dividing it into 21 equal sections. The area of each
pond was 25 x 40 cm and its depth was 35 cm. One meter below the surface of the
rock ledge, a 25-cm-diameter, 4.3-m-long horizontal borehole was cored along
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FIGURE 4-8 Schematic cross section of a measurement system designed to determine
water fluxes and tracer migration rates in a field set-up through a single natural fracture in
the vadose zone. The system components are a set of individually tagged percolation
ponds, located above a rock ledge intersected by a vertical fracture; a horizontal borehole
cored into the same fracture at a depth below the ledge and the percolation ponds; a
compartmental sampler introduced into the borehole to collect the tagged water drained
from the various ponds; and a sample collector to retrieve the fluids stored in the compart-
mental sampler. After Dahan et al. (1998). Reprinted by permission of Ground Water.
Copyright 1998.

the fracture plane. A compartmental sampler composed of 21 cells (each 20 cm
long) was introduced into the borehole. Thus packers attached to the top of the
sampler divided the fracture opening at the borehole ceiling into 21 separate
sections. The use of various tracers in the percolation ponds, and their detection
in the drained effluents, enables delineation of flow trajectories connecting the
ponds at the fracture inlet to the sampler cells in the horizontal borehole below.

A five-day (119-h) experiment was held in May 1997. The percolation ponds
were filled to a constant water head, and the flow rate out of each pond was
automatically measured and recorded as soon as water was introduced into the
ponds. Simultaneously, the flow rate of the drained effluents collected by the
sampler in the horizontal borehole was measured and the water was sampled for
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tracer concentration. The active flow paths along the fracture plane were resolved
by two tracer tests. In each test, water in the percolation ponds was tagged, for 6
h and 4.5 h during the first and second tests, respectively. The first tracer test (test
A) began 43 h after the beginning of the experiment, and the second test (test B)
started 29 h later. The flow trajectories were defined by relating the tracers found
in the various sampler cells in the borehole to their source ponds on the surface
where they were applied. Details of the entire experiment are given in Dahan et
al. (1999).

Flow rates into the upper opening of the fracture from each of the percolation
ponds and into the lower opening in each of the sampler cells are presented in
Figure 4-9. The temporal flow rates reflect the variability in fluid flow from each
of the ponds to each of the sampler cells. The high variability in maximum flow
rates observed at the inlet and outlet sides of the fracture indicates that only about
50 percent of the length of the fracture opening allowed any appreciable flow,
whereas less than about 20 percent of the fracture opening transmitted high flow
rates. Significantly, the temporal variations in flow rates—with no clear pat-
tern—persisted throughout the duration of the five-day experiment; a steady flow
pattern was not reached in any of the ponds or sampler cells during this period.
Both abrupt and gradual temporal variations were observed.

Turbidity measurements in the drained effluents reflect the transport of sus-
pended material through the fracture. Abrupt changes in turbidity (with maxi-
mum values of about 1500 nephelometric turbidity units [NTU]) were observed
in samples from most cells throughout the duration of the experiment. These
fluctuations reflect the unstable structure of the fracture void and its filling mate-
rial (as noted by Weisbrod et al., 1998, 1999), and are linked to flow rate changes
and stability.

Flow trajectories through the fracture—between the percolation ponds and
the sampler cells—were estimated on the basis of the tracer tests, as well as by
correlating fluxes between ponds and cells. The connecting lines in Figure 4-10
represent the relative contribution from each pond to each sampler cell. This
relative contribution was determined by the percentage of the maximum relative
concentration of a tracer derived from a pond and observed in the sampler cell.
Not surprisingly, the flow trajectories between the ponds and the sampler cells—
separated by only 1 m—were often not vertical, but rather shifted horizontally
along the fracture plane.

Two important—and perhaps unexpected—observations can be made. First,
the paths of tagged water from different source ponds often crossed without any
observed mixing. For example, tagged water from pond 8 moving to sampler
cells 4 and 5 crossed the zone where tagged water from ponds 3, 5, and 7 drained
downward (Figure 4-10), and yet no indication of tracer from these ponds was
found in sampler cells 4 and 5. This finding suggests that flow paths consist of
discrete and unconnected channels within the main fracture plane. These flow
paths could arise through the complex structure of the consolidated and uncon-
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solidated filling material with the fracture void, micro-dissolution channels along
the fracture walls, or intersecting small fractures.

Second, the relative contributions of fluid from each pond to each sampler
cell changed significantly during the experiment. The temporal variations in flow
paths during the two tracer tests (Figure 4-10) are remarkable—evidently due to
dissolution of filling material and walls, as well as to particle mobilization, mi-
gration, and entrapment, as evidenced by the turbidity measurements. Analysis of
the data also indicated that the instability of the flow regime observed on a small
scale at each individual fracture segment did not decrease on larger scales, for
several combined segments or for the entire flow domain.

The observations of Dahan et al. (1998) suggest that large portions of the
fracture plane play only a minor role, with small sections controlling most of the
flow activity, probably within a few major discrete flow paths. Close examination
of the fracture opening along the bottom of the ponds and along the borehole
ceiling indicated that the hydraulically active sections of the fracture are related
to dissolution channels along its plane. These dissolution channels were found to
be closely related to fracture plane crossings between the main fracture plane and
secondary fracture planes.

CONCLUDING REMARKS

We have considered aspects of fluid flow and chemical transport in the
fractured vadose zone by building on our more established (though by no means
complete) understanding of these processes in saturated systems. Other relevant
experiments and models specific to unsaturated fractured media, such as film
flow and fracture-matrix interactions, are discussed in other chapters in this
volume.

Fluid flow and chemical transport behavior in fractured porous formations is
highly complex. Models of flow and transport in these systems must account for
the inherent heterogeneity and scaling properties of porous rocks, as well as the
typically sparse and uncertain field data that can be obtained to characterize a
geological formation. In the fractured vadose zone, key physical parameters that
must be considered include, over a range of scales, the geometrical and hydraulic
characteristics of individual fractures, their interconnection within networks, and
their interplay with the porous host rock. Analysis of chemical transport must
also include parameters that describe chemical reaction, dissolution, and precipi-
tation, and particle detachment and trapping, all of which lead to spatial and
temporal variations in flow and transport patterns. These parameters are also
fundamental to flow and transport models in saturated, highly heterogeneous
formations, and similar conceptual frameworks and quantitative tools can often,
though not always, be applied. For example, the finding that 3D flow paths within
a fracture plane can consist of discrete and unconnected channels supports our

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10102.html

ractured Vadose Zone

142 CONCEPTUAL MODELS OF FLOW AND TRANSPORT

suggestion that fractures in the vadose zone may be treated as highly heteroge-
neous porous media.

From the modeling point of view, it is important to distinguish between
predictions of large-scale (average) and small-scale flow and transport behavior.
Here we stress the importance of capturing essential fluid flow and chemical
transport behavior, such as highly ramified fluid flow patterns; such behavior is
often extremely sensitive to small-scale medium details. Large-scale (average)
models are clearly irrelevant for analysis of small-scale fluid velocity and chemi-
cal concentration distributions, or, for example, for prediction of first arrival
times of a contaminant. But significantly, models that attempt to apply effective,
or homogenized, parameters to describe even the average flow and transport
behavior in heterogeneous media often fail. Careful measurement in the labora-
tory and the field has indeed demonstrated the dominant influence of small-scale
heterogeneity. Thus, we consider alternative modeling approaches, depending on
whether the emphasis is on steady-state fluid flow and transient chemical trans-
port through a partially saturated domain, or on transient evolution of either the
advancing front of fluid or contaminant, or of the actual flow paths.

It is essential that we obtain additional field and laboratory data in order to
determine the applicability of these various models. To date, there exist only a
very limited number of large-scale laboratory and field experiments in the frac-
tured vadose zone. A major difficulty lies in actually measuring the parameters of
interest, particularly under unsaturated conditions. The other key difficulty is that
we must account for high degrees of uncertainty, and for the interplay of flow and
transport dynamics over a range of spatial and temporal scales. For example, if
fluid flow in the fractured vadose zone follows a path analogous to a percolation
system near the threshold, then the likelihood of measuring and actually delineat-
ing this path is very small. On the other hand, theoretical investigations of fluid
flow and chemical transport, predicated on available experimental evidence, have
yielded tremendous insight into the dynamics of flow and transport in the frac-
tured vadose zone. The use of probabilistic and statistical tools allows us to
characterize these dynamics, and to place quantitative bounds on fluid flow and
chemical transport processes. New experiments with measurements that are sen-
sitive over a range of scales to the geometrical, hydraulic, and chemical heteroge-
neity of fractured vadose zones are required to further refine these models.
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Uniform and Preferential Flow
Mechanisms in the Vadose Zone

Jan M.H. Hendrickx' and Markus Flury?

ABSTRACT

The two major flow mechanisms in the vadose zone are uniform flow and
preferential flow. Both types of flow occur often simultaneously, but have consider-
ably different consequences for water flow and chemical leaching. The objectives
of this paper are to describe and classify flow mechanisms in the subsurface and to
present illustrative field and laboratory studies. Since preferential flow occurs at a
number of scales, scale is used as the primary classification criterion. Three distinc-
tive scales are recognized on the basis of three different conceptual and physical
models for water flow in the vadose zone: pore scale, Darcian scale, and areal scale.
A common example of pore-scale preferential flow is saturated and unsaturated
flow through macropores and fractures. At the Darcian scale we observe flow
through stony soils, unstable flow occurring in water repellent and wettable homo-
geneous soils, unstable flow in layered soil profiles, preferential flow induced by
variability in soil hydraulic properties, and flow through displacement faults. At the
areal scale, surface depressions and discontinuous layers with lower or higher
permeabilities can cause preferential flow. The paper concludes with a short section
on measurement techniques for preferential flow and with guidelines for the formu-
lation of conceptual models for the vadose zone.

1 Department of Earth and Environmental Science, New Mexico Tech, Socorro
2 Department of Crop and Soil Sciences, Washington State University, Pullman
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INTRODUCTION

It has long been recognized that water flow in soils can either be uniform
(Green and Ampt, 1911) or non-uniform (Lawes et al., 1881). Uniform flow leads
to stable wetting fronts that are parallel to the soil surface; non-uniform flow
results in irregular wetting. As a direct consequence of these irregular flow pat-
terns, water moves faster and with increased quantity at certain locations in the
vadose zone than at others. This non-uniform movement of water and dissolved
solutes is commonly denoted preferential flow.

The term preferential flow neither distinguishes between the causes of the
non-uniform flow pattern nor differentiates between the types of patterns. As
such the term preferential flow comprises all phenomena where water and solutes
move along certain pathways, while bypassing a fraction of the porous matrix.
The reasons for the non-uniform flow patterns are manifold, and several identi-
fied mechanisms have coined an own term: Macropore flow is preferential water
movement along root channels, earthworm burrows, fissures, or cracks. It occurs
predominantly in fine-textured soils or media with a pronounced structure. Water
bypasses the denser and less-permeable soil matrix by using the pathway of least
resistance through macropores. Unstable flow is often observed in coarse-textured
materials, and may be induced by textural layering, water repellency, air entrap-
ment, or continuous non-ponding infiltration. As in the case of macropore flow, a
considerable portion of the porous matrix is bypassed by the infiltrating water.
Funnel flow refers to the lateral redirection and funneling of water caused by
textural boundaries. Water again moves along the pathway of least resistance and
can be redirected through a series of less permeable layers embedded in the soil
profile. Each of these types of preferential flow is caused by different physical
mechanisms. Often, several mechanisms act simultaneously, which leads to a
broad variety of flow patterns.

The objectives of this paper are to describe the mechanisms and processes
that lead to uniform and preferential flow in the vadose zone, and to elucidate the
differences in the types of flow patterns observed. The different types of prefer-
ential flow are discussed in terms of three different conceptual and physical
models for water flow which are frequently used in vadose zone hydrology and
lead to the recognition of three spatial scales. We present illustrative examples
and provide the basis for conceptual models to describe preferential flow
phenomena.

CONCEPTUAL AND PHYSICAL MODELS

The physical principles that govern flow and capillary processes in the va-
dose zone are well understood and many excellent text books are available that
deal with this topic at both introductory (Campbell, 1985; Hanks and Ashcroft,
1986; Hillel, 1998; Jury et al., 1991; Koorevaar et al., 1983; Marshall and Holmes,
1979) and advanced levels (Bear, 1972; Childs, 1969; Corey, 1990; Dullien,
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1992; Kirkham and Powers, 1972). Flows of incompressible Newtonian fluids
such as water are mathematically described by the Navier-Stokes equations, which
are nonlinear, second-order, partial differential equations. These equations are
related to a conceptual model for the pore scale that is based on the concept of a
fluid continuum filling the void space. This approach is valid if the size of the
pore diameters is larger than the mean free path of the water molecules. Although
the continuum condition is readily met in most flow conditions in the vadose
zone, the intricacy of the Navier-Stokes equations allows only a few exact math-
ematical solutions (Currie, 1993). One of these is the Hagen-Poiseuille equation
that describes laminar flow through circular tubes (flow through a pore), between
two parallel plates (i.e., flow through a fracture), and over a plate (i.e., film flow).
For example, the water flux ¢, (m/s) through a saturated parallel, smooth-
walled fracture with aperture opening b (m) under laminar flow conditions is

aH
fr dZ
(Bear et al., 1993; Corey, 1990; Snow, 1969; Streeter et al., 1998), where H is

total hydraulic head (m), z is vertical distance (m), and K, is the hydraulic
conductivity in the fracture (m/s) defined as:

9, =-K (6.1

b2
B =%E (5.2)

where p is fluid density (kg/m?), g is the acceleration due to gravity (m/s2), and u
is the dynamic viscosity (kg/s - m).

The geometrical complexity of porous materials makes it very cumbersome
to treat water flow by referring only to the fluid continuum filling the pore space.
A solution for this problem is found by moving to a larger spatial scale, which we
name in this paper the Darcian scale. Instead of trying to exactly describe pore
geometries and corresponding boundary conditions, the actual multiphase porous
medium is replaced by a fictitious representative volume consisting of many
pores and solids over which an average is performed. This changes the concep-
tual model from one based on a fluid continuum at the pore scale to one based on
the concept of a representative volume at a larger spatial scale.

At the Darcian scale, water movement through a one-dimensional, unsatur-
ated, vertical soil column is mathematically expressed by Darcy-Buckingham’s
equation:

H
g=—K(n2 (5.3)
dz

where ¢ is the water flux (m/s), K(h) the unsaturated hydraulic conductivity
(m/s), and H the total hydraulic head:
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in which £ is the (negative) water pressure (m) and z the elevation head or height
above a reference level (m).

Equations 5.1 and 5.3 have the same functional form; that is, the flux is
proportional to the total hydraulic gradient. However, the proportionality factors
in the two flux laws are fundamentally different. The hydraulic conductivity in
the fracture K, applies to a single aperture whereas the hydraulic conductivity
K(h) is defined over a representative volume of the porous medium. As a result
K(h) is much more complex than K, which is, for a given fluid, completely
defined by a single soil or rock parameter: the aperture width (see Equation 5.2).

Only empirical formulations of the hydraulic conductivity K(h) exist. Sev-
eral mathematical functions have been proposed to represent measured data. The
complexity of the unsaturated hydraulic conductivity is apparent in the function
proposed by Van Genuchten (1980):

2
A Um "
6-6 6-6
K@O)=K . 1-({1- . 5.5
@ 3[0 -0 :| (es_er] o

N r

where K_ is the saturated hydraulic conductivity (m/s); 0 is volumetric soil water
content (m3/m3); O, is the saturated water content (m*m?), often taken equal to
the soil porosity; 0, is residual water content (m3/m?); and the parameters n, m,
and A are empirical constants. The relationship between 6 and 5, the water reten-
tion characteristic, is:

-0, _ ! (5.6)
0,-6, [1+(ah)"]"

where oo (m™), n, and m are parameters that determine the water retention curve
shape. As it is often assumed that m = 1 — 1/n, the number of parameters needed
to describe the hydraulic conductivity as a function of soil water pressure % totals
six: K, 0,0, n, A, and o. The parameter values can be determined from mea-
sured 6-4 and K-h data pairs using nonlinear curve fitting programs available in
statistical software packages and spreadsheets, or by optimization software such
as the package RETC developed by Van Genuchten et al. (1991).

At the areal scale, application of the Darcy-Buckingham equation is no
longer practical since it would require long and expensive field campaigns to
characterize and quantify the spatial variability of the vadose zone at the Darcian
scale. One approach for the evaluation of water movement at such a big scale is
to employ areal mass balance or soil moisture budgeting models (Hendrickx and
Walker, 1997). For example, the groundwater recharge over a large area can be
assessed by an areal water balance equation:
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q,=P+R—-ET-AW 5.7

where ¢, is the groundwater recharge (m/month), P is precipitation (m/month), R
is the net runoff/runon (m/month), ET is actual evapotranspiration (m/month),
and AW is the change in soil moisture storage in the vadose zone (m/month).

Table 5-1 follows previous work by Wagenet (1998), Wagenet et al. (1994),
and Wheatcraft and Cushman (1991) to summarize the principal characteristics
of the conceptual and physical models discussed above. One immediate observa-
tion of great practical significance is the fact that conceptual models at different
scales result in different physical models and mathematical equations. Moreover,
each of these equations requires a completely different set of input parameters.
The complexity of input parameters for physical models increases with the spatial
scale. Flow in a fracture requires a measurement of its width; unsaturated flow
through a soil profile requires measurements or indirect determination of the six
soil parameters K, 0, 0,, n, A, and o;; evaluation of a regional water balance in the
vadose zone requires long-term monitoring of soil water contents, meteorological
variables, and groundwater levels. This leads to the observation that the timeframe
of a study often will increase if the spatial scale of its conceptual model becomes
larger. Although the measurement of fracture widths at depth is no simple matter,
it takes less time than the many years of monitoring key environmental parameters
needed to assess the water balance of a watershed. Moreover, while measure-
ments of fracture widths and the Van Genuchten soil parameters will yield esti-
mates of their true values within relatively small confidence limits that can be
used in a deterministic manner, the nature of environmental parameters often
gives studies at areal scales a stochastic character. The results of such studies
frequently have to rely more on statistical interpolations of field measurements
than on well determined causal and physical relationships. For given weather
conditions in a specific soil profile, the changes of soil water fluxes with depth
and time can be predicted quite well once the Van Genuchten soil parameters
have been determined. However, for the same weather conditions, determination
of regional groundwater recharge using Equation 5.7 will become a stochastic
exercise using statistical techniques for the interpolation and averaging of soil
physical and meteorological measurements. For this reason, areal-scale methods
can only yield reliable results if the averaging process does not create havoc with
the true flow mechanisms.

Our heuristic approach for the discussion of the three different conceptual
models and their respective scales suggests an increasing spatial dimension from
pore, to Darcian, to areal scale. Although such an increase is a common feature in
many vadose zones, there are also hydrological observations that demonstrate at
least some overlap between the spatial dimensions of the three distinctive scales.
For example, a Darcian approach can be applied to soil volumes as small as a few
cubic millimeters, while the Navier-Stokes equations in principle can be used to
describe water flow through pores with diameters of centimeters. A Darcian
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approach may be quite appropriate for a large uniform landscape element cover-
ing squares of kilometers but fail on a meter scale in a heterogeneous environ-
ment. An areal water balance approach can be applied to volumes as small as a
flower pot as well as to areas covering an entire continent. For this reason we
have chosen names for the spatial scales that reflect their link with a particular
physical model rather than a spatial dimension.

FLOW MECHANISMS AT DIFFERENT SCALES

Water flow in the vadose zone occurs at different spatial and temporal scales
under a wide variety of conditions. This makes it problematic to classify vadose
zone flow mechanisms in a consistent manner. Another complicating factor is
that processes at the pore scale determine processes at larger scales. For these
reasons we have selected a practical classification criterion based upon the three
conceptual models discussed in the previous section which lead to three typical
spatial scales often encountered in vadose zone studies. The pore scale deals with
water flow processes described by Hagen-Poiseuille’s equations, the Darcian
scale with processes considered to take place within fictitious representative
volumes and described by Darcy’s equation, and the areal scale with processes
affected by major landscape elements such as local depressions, faults, and dis-
continuous layers in the vadose zone. Sometimes processes at the areal scale can
be described quantitatively using Darcy’s law in numerical models such as
HYDRUS2D, while in more complicated situations only a qualitative approach is
feasible. Figures 5-1 and 5-2 illustrate the different flow mechanisms and their
relation to the spatial scale. On the pore scale, we observe several types of
macropore flow and at the Darcian scale, stable wetting as well as funnel and
unstable flow (Figure 5-1). On the areal scale, we observe preferential flow due to
localized recharge caused by topographic depressions, pipe flow, and funnel flow
(Figure 5-2).

Pore Scale

The lucidity of the Hagen-Poiseuille Equation 5.1 makes the pore scale very
attractive for the investigation of water flow through soils and rocks since the
only material parameter needed for its application is the pore size. Unfortunately,
its application is only practical in materials with a relatively simple pore geom-
etry, such as capillary tube models (Bear, 1972; Scheidegger, 1974), network
models (Dullien, 1992; Luxmoore and Ferrand, 1992), fractures (Bear, 1993;
Rasmussen, 1987; Schrauf and Evans, 1986), and macropores.

There is abundant evidence that many soils are susceptible to rapid water
flow through macropores. Macropores are often defined in terms of a specific
radius (Luxmoore, 1981; Beven and German, 1982); however, no accepted gen-
eral definition of a macropore exists. The definition of a specific radius is rather
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arbitrary, and for operational purposes in this paper we consider a macropore to
be a pore or fracture considerably larger in radius than the bulk of the pores and
fractures in the porous soil or rock. In unsaturated porous media, macropores do
not necessarily conduct large amounts of water. Two conditions must be met in
order for macropores to contribute to rapid water flow. First, the macropore must
be partially or completely filled with water, and, second, the pore needs to con-
tinuously extend over a significant portion of the porous medium. Obviously, the
definition of a significant distance depends on the system of interest, and there-
fore the relevance of macropore flow might be very different depending on the
spatial and temporal scale of interest. For instance, one common type of macro-
pore flow in soils is flow through earthworm burrows or root channels. Earth-
worm burrows are typically 1-3 mm in diameter and can extend up to 6 m in
vertical length. As such, water and chemicals can bypass the topsoil by traveling
in earthworm burrows, and pollutants and pesticides can potentially contaminate
shallow groundwater resources. When earthworm burrows end at a certain depth,
water and dissolved chemicals will leave the macropore and flow through the
porous matrix, thus slowing down vertical migration considerably. It is rather
unlikely that continuous vertical flow paths extend over several dozens of meters
in unsaturated soil, and therefore macropore flow will stop at a certain depth. The
bypass of the topsoil, however, has serious consequences for many contaminants
because sorption and degradation processes are usually strongest in the topsoil
and cease with increasing soil depth.

Several dye tracing studies have demonstrated that macropore flow is rather
common in many agricultural soils, particularly in fine-textured soils with a
pronounced soil structure (Bouma et al., 1977; Flury et al., 1994; Germann, 1990;
Mohanty et al., 1998; Petersen et al., 1997; Stamm et al., 1998). Out of 14
different soils investigated, Flury et al. (1994) found a majority of soils suscep-
tible to macropore flow. Typical flow patterns observed are shown in Figure 5-3.
Depending on whether the macropores are more planar or cylindrical in shape,
the flow patterns appear more areal or linear, respectively.

The process of macropore flow is depicted in Figure 5-4. When the overall
water input from precipitation or irrigation, g*(¢), exceeds infiltration capacity of
the soil, i(), a horizontal overland flow, o(?), is generated that causes a water flux
into the macropores, ¢(0, f). This flux causes water content inside the macropore,
w(z, ), to increase. A fraction of the water, r, that occupies a macropore at a given
depth will be absorbed by the soil matrix through the macropore walls. The
remainder will percolate downwards into the macropore, g(z, f). The interplay of
precipitation or irrigation rates with dynamics of the infiltration rate over time
add to the macropore flow mechanism complexity. For example, the infiltration
rate of a soil depends not only on the time since infiltration started but also on
antecedent water content (Philip, 1969). When the infiltration rate, i(¢), decreases
with time and with increasing antecedent soil water content, the opportunity for
overland flow, o(#), and macropore flow, ¢(0, ) increases.
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q ()
90y q0.y macropore

q(0,1)

de/dt | =

r.w(z,t)

macropore f
matrix

FIGURE 5-4 Schematic presentation of fluxes occurring during infiltration into a macro-
porous soil: g*(¢) represents overall water input (precipitation, irrigation); i(f) represents
infiltration into the topsoil matrix; o(f) represents short duration/short distance overland
flow when g*(t) > i(¢); q(0, 1) represents volume flux density into the soil macropores
(¢(0, 1) > 0 when o(?) > 0); g(z, 1) and w(z, t) represent volume flux density and volumetric
soil moisture, respectively, in the macropore system; r.w(z, f) represents water sorbance
from macropores into the soil matrix. Note: All volume flux densities are per cross-
sectional area for the entire soil. From Beven, K., and P. Germann, 1982. Macropores and
water flow in soils. Water Resources Research 18: 1311-1325. Copyright by American
Geophysical Union.

Macropore flow is usually initiated when a portion of the soil matrix reaches
saturation or at least is close to saturation in order to exceed the water entry
potential of the macropore. This phenomenon can occur during an infiltration
event, for instance, when the water front reaches textural boundaries. An example
of such preferential flow initiation at textural boundaries is shown in Plate 4. In
this experiment, conducted by Forrer et al. (1999), water was infiltrated under
two different rates, 5 and 25 mm/day. A dye tracer was applied as a line source to
the soil surface to visualize the flow patterns. Under the high infiltration rate, the
water front started to pond at the layer boundary between plow horizon and
subsoil at about 20 cm depth, and water tended to enter macropores. As a conse-
quence, the tracer pulse split into several pulses, and channeled through a smaller
cross section of the subsoil. In contrast, under the low infiltration rate, no ponding
occurred at the layer boundary, and water and tracer movement followed rather
uniform pathways. Horizontally and vertically averaged concentration distribu-
tions, also shown in Plate 4, depict multimodal characteristics under the high
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infiltration rates typical for macropore flow. Much smoother and unimodal distri-
butions were observed under the low infiltration rate.

Another example is presented by Germann (1986), who analyzed drainage
responses to storms observed during a 7-year period in the Coshocton monolith
lysimeters (Northeast Experimental Watershed, USDA-ARS, Coshocton, Ohio).
Rains of only 10 mm/day caused a drainage response at 2.4 m depth on the same
day as precipitation when volumetric water content in the upper 1 m of the
undisturbed profile exceeded a threshold value of 0.3 m3/m3, whereas at soil
water contents below this threshold value, storms greater than 50 mm/day were
found not to cause any drainage flow.

Many experimental studies have confirmed the dependency of macropore
flow on infiltration rates and water contents of the soil (Flury et al., 1994). The
occurrence of macropore flow has always been reported in conjunction with
pronounced soil structure, such as earthworm burrows, root channels, or frac-
tures. Recent numerical analyses, however, have shown that preferential flow can
also occur in macroscopically homogeneous soils with spatially variable hydrau-
lic properties, but no pronounced macropore structure.

There is still considerable uncertainty about the physics of water flow in
macropores in soils. Experiments indicate that macropores might not need to be
completely filled with water in order to be conductive for water flow. Dye tracing
studies by Bouma et al. (1977) and Bouma and Dekker (1978) indicate that water
flows through only a small portion of planar macropore voids. Li and Ghodrati
(1994) observed preferential flow of NO; in laboratory columns at water fluxes
well below the flux expected for completely water-filled macropores. This might
indicate the water could flow as film flow at macropore walls.

Darcian Scale

Experimental evidence (Darcy, 1856) and theoretical considerations (Bear
1972) have proven that Darcy’s empirical Equation 5.3 is valid for the explora-
tion of flow conditions in the vadose zone using the conceptual model of a
representative volume at the Darcian scale. Indeed, under many conditions this
concept yields very satisfactory results, although sometimes creative adaptations
are required. The most straightforward application is found under stable flow
conditions characterized by horizontal wetting fronts parallel to the soil surface.
For example, Figure 5-5 shows a stable wetting front in a loam soil along the Rio
Salado near Socorro observed in August, 1995, a few days after heavy rainfall.
Wierenga et al. (1991) have observed stable wetting fronts during long-term
infiltration experiments in desert profiles near Las Cruces. In addition, many
infiltration studies under controlled conditions in laboratory columns and
lysimeters indicate that stable flow is a common phenomenon.

A special case of stable flow takes place during flow through stony soils.
During the last 60 years, theoretical studies and experimental investigations of
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Wetting Front

FIGURE 5-5 Stable wetting front in a loam soil along the Rio Salado near Socorro
observed in August, 1995, after a few days with heavy rainfall. The wetting was exposed
after the river bank collapsed shortly before the picture was taken by Hendrickx..

water flow through the vadose zone have focused on agricultural soils, while our
knowledge of stony soils remained limited. However, stony environments are
widespread in river bed and mountain-front hydrogeological provinces that are
characterized by recharge infiltration through stony layers (Issar and Passchier,
1990). Channeling of water flow through stony soils has been quantified by
Hendrickx et al. (1991), who evaluated travel times through a 100-m-deep, stony
vadose zone in Baluchistan (Pakistan). They found that such stony zones shorten
recharge travel times considerably. For example, yearly net infiltration by an
artificial recharge of 40 cm would take 35 years to reach the water table at a depth
of 100 m in a sand loam without stones, but only 17 years in the same soil with 60
percent stones. Likewise, Buchter et al. (1995) observed highly irregular water
flow through a stony soil monolith of 77 percent (per weight) gravel. Only a
small fraction of the cross-sectional area appeared to be active in water flow.
One of the least understood preferential pathway flow mechanisms is that of
unstable flow. A stable wetting front is a horizontal front that moves downwards
without breaking into fingers. The behavior of such a front can be simulated by
one-dimensional computer models. Unstable wetting fronts start out as horizontal
wetting fronts that, under certain conditions, break into fingers or preferential
flow paths as the front moves downwards, much like rain running off a sheet of
glass and breaking into streams. These fingers facilitate recharge flow and trans-
port of contaminants to the groundwater at velocities many times those calculated
if a stable horizontal front is assumed. For example, in a bromide tracer experi-
ment, Hendrickx et al. (1993) measured in the field that after 5 weeks with 120
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mm precipitation, bromide concentrations in the groundwater are 6 to 13 times
higher under unstable wetting fronts than under stable wetting fronts.

The occurrence of what we now recognize as unstable wetting fronts has
been reported in the literature since the beginning of this century (Deecke, 1906).
Similar observations were later reported by Gripp (1961) on the island of Amrum
in Germany, by Gees and Lyall (1969) on Cape Sable Island in Nova Scotia
(Canada), and in The Netherlands by Schuddebeurs (1957), Mooij (1957), Lopes
de Leao (1988), and Raats (1984). The conditions under which unstable wetting
fronts form in the field are not yet fully understood, because systematic investiga-
tions of the phenomena in field soils have been rare. However, theoretical work
(Duetal., 2001; Glass et al., 1989a, 1989c, 1991; Hillel and Baker, 1988; Parlange
and Hill, 1976; Philip, 1975a, 1975b; Raats, 1973; Tabuchi, 1961) supported by
laboratory experiments (Baker and Hillel, 1990; Diment and Watson, 1985; Glass
et al., 1989b, 1990; Hill and Parlange, 1972; Selker et al., 1989, 1992; Tamai et
al., 1987; White et al., 1977; Yao and Hendrickx, 1996, 2001) indicate that
fingered flow may occur under the following conditions: (1) infiltration of ponded
water with compression of air ahead of the wetting front; (2) water-repellent
soils; (3) continuous nonponding infiltration; and (4) in layered soil profiles
where coarse-textured soil layers are overlain by less permeable layers. We will
present examples of these scenarios.

Air Entrapment

Compression of air below a wetting front has been shown to cause instability
of the front. For example, Wang et al. (1998) observed in a series of laboratory
experiments that air entrapment can cause an otherwise stable wetting front to
break up into fingers.

Water-Repellent Soils

Dry soils readily absorb water because of a strong attraction between the
mineral particles and water. However, the affinity of soils for water can be
reduced by hydrophobic organic materials that are either mixed with the soil
particles or form a coating around them. Such soils are called hydrophobic or
water-repellent, and are found in many parts of the world under a variety of
climatic conditions (De Bano, 1981; Jamison, 1969; Jaramillo et al., 2000; Mallik
and Rahman, 1985; McGhie and Posner, 1980; Miyamoto et al., 1977; Richard-
son, 1984; Rietveld, 1978). When dry, water movement is severely limited and,
consequently, precipitation will not infiltrate uniformly. Indeed, field evidence
for irregular wetting patterns and considerable soil water content variation have
been reported in water-repellent field soils by Bond (1964), De Bano (1969a,
1969b), Dekker and Jungerius (1990), Emerson and Bond (1963), Letey et al.
(1975), and Meeuwig (1971).
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Field studies (Dekker and Ritsema, 1994a, 1994b; Hendrickx et al., 1993;
Ritsema et al., 1993; Ritsema and Dekker, 1994) and results from lysimeter
experiments (Hendrickx and Dekker, 1991) demonstrate that the irregular and
incomplete wetting pattern in water-repellent soils can be predicted and explained
by unstable wetting front theory. Figure 5-6 demonstrates the extreme variability
in volumetric water content for the top layer of a water-repellent soil. In flat
areas, dry water-repellent topsoils will accelerate natural recharge since the infil-
trated water is traveling through preferential flow paths toward the aquifer (Van
Dam et al., 1990). However, on slopes, water repellency may enhance runoff and
reduce recharge.

On the basis of numerous field observations and measurements of soil water
content and bromide content, Ritsema et al. (1993) derived a conceptual model
for unstable flow (Figure 5-7). Although their study deals with unstable flow in
water-repellent soils, it appears valid wherever unstable flow takes place. They
recognize not only preferential flow paths with patches of dry soil between them,
but also a distribution layer and a divergence layer. The distribution layer re-
ceives the precipitation and feeds by lateral flow the preferential flow paths
below it. The divergence layer is located underneath the preferential flow paths
and laterally distributes the water and solute fluxes. Therefore, it is to some
extent counteracting the rapid transport through the preferential flow paths.

26—
24—
22
20—
18
16
14
12

Water content (vol. %)

0 | | | | | |
0 200 400 600

Distance (cm)

FIGURE 5-6 Variation in volumetric water content along a 5.5-m transect in a water-
repellent soil at 0.08 m depth. From Hendrickx and Dekker (1991).
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FIGURE 5-7 Conceptualization of unstable flow mechanism in a water-repellent soil.
From Ritsema, C. J., L. W. Dekker, J. M. H. Hendrickx, and W. Hamminga, 1993.
Preferential flow mechanism in a water-repellent sandy soil. Water Resources Research

29: 2183-2193. Copyright by American Geophysical Union.
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Nonponding Infiltration

The infiltration theories of Green and Ampt (1911) and Philip (1969) predict
sharp, stable wetting fronts during infiltration in dry, homogeneous wettable
soils. These theories were mostly verified in laboratory columns with diameters
of a few centimeters, but also in field soils after periods with precipitation
(Hendrickx and Yao 1996; Figure 5-5 of this chapter). However, many observers
(Deecke, 1906; Raats, 1984) noted field phenomena that appear to contradict the
universal validity of these infiltration theories. A lysimeter experiment was thus
conducted (Hendrickx and Dekker, 1991) to demonstrate that preferential flow
paths observed in wettable dune sands are not caused by local runoff, soil cracks,
or macropores. A nonweighing lysimeter (height 1.2 m, width 1.4 X 1.2 m) was
carefully filled with wettable dune sand and, successively, exposed to 403 mm
natural precipitation during a period of four months. The lysimeter was then
sampled layer by layer. The wetted soil volume decreased from 100 percent at the
surface to 22 percent at 30 cm depth. Between depths 40-80 cm only 11 percent
of the soil had been wetted, a clear indication for preferential flow paths. Because
the lysimeter surface was perfectly horizontal and careful packing had excluded
the existence of macropores, the observed preferential flow paths are without
doubt a result of unstable wetting (Figure 5-8).

FIGURE 5-8 Unstable wetting patterns at 0.20 m depth in wettable sand after 403 mm
precipitation; dark spots are wet. From Hendrickx and Dekker (1991).
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Layered Soil Profiles

Another common field situation with a potential for fingered flow is found
where a less permeable layer overlies a more permeable layer. The occurrence of
unstable wetting under these conditions has been demonstrated by laboratory
experiments (Glass et al., 1990; Hill and Parlange, 1972; White et al., 1977) and
field observations (Starr et al., 1978, 1986). Starr et al. (1978) also conducted a
controlled experiment in an undisturbed soil column (diameter 1.8 m, height 3.6
m) with a sandy loam (0.0-0.6 m) overlying a gravelly coarse sand (0.6-3.0 m).
They observed uniform flow through the top layer and fingered flow in the
bottom layer, where twelve distinct fingers occupied only 5 percent of the total
cross-sectional area at 1.0 m depth.

Spatial Variability of Hydraulic Properties

A different type of preferential flow may be caused by spatial variability of
hydraulic properties. Roth (1995) simulated water flow in a variably saturated
Miller-similar medium, where local heterogeneities were represented by a
spatially correlated random field of scaling factors. Under steady-state water
flow, distinct flow patterns developed, with regions of high flux and regions of
low flux. The flow patterns observed depended on the magnitude of the steady
water flux, and consequently on the water content of the porous medium. Inter-
estingly, two states of hydraulic structures were identified, separated by a critical
point: high-flux regions developed under high flow rates corresponded to low-flux
regions under low flow rates, and vice versa. Qualitative comparisons showed
that these types of simulations can represent many experimental observations
reported from large-scale field experiments (Roth and Hammel, 1996).

Funnel Flow

A special case of preferential flow at the Darcian scale is caused by redirec-
tion of water at soil textural boundaries, a phenomenon commonly called funnel
flow. Gardner and Hsieh (1959) demonstrated impressively how coarse sand or
aggregate layers embedded in a finer textured soil can funnel water flow through
a small fraction of the soil profile. Figure 5-9 shows a sequence of an infiltration
event where unsaturated water flow is redirected at an inclined sand lens embed-
ded in a finer texture soil material. A field experiment, conducted by Kung
(1990), showed that such embedded coarse sand layers can funnel water flow
through 1 percent of the soil matrix.

Flow Through Small Displacement Faults in Sand

There is evidence that faults in sand are relatively common features in tec-
tonically active extensional regions like the Rio Grande rift. Because fault-zone
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" t=30min

10cm

FIGURE 5-9 Infiltration of water into a fine textured soil containing an inclined coarse
sand layer. The sequential pictures show the infiltration event after 30, 60, and 90 min-
utes. (W.H. Gardner, unpublished photographs, Department of Crop and Soil Sciences,
Washington State University.)
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deformation typically decreases the pore size, it decreases the saturated hydraulic
conductivity. However, under unsaturated conditions the actual unsaturated hy-
draulic conductivity is likely to be greater than that of the adjoining undisturbed
sand layers in regions with low soil water contents. It is hypothesized that fault
zones can become preferred flow paths under the arid conditions of the south-
western United States (John Wilson, Laurel Goodwin, and Peter Mozley, written
communication, 1996; Sigda, 1997). Figure 5-10 shows preferential wetting of
conjugate faults in a sand near Socorro, New Mexico, after a period of precipita-
tion.

Areal Scale

Just as the complexity of the pore geometry makes it all but impossible to use
the Hagen-Poiseuille equation to describe flow through a real porous medium,
the complexity of some landscape elements often makes it all but impossible to
use a Darcian approach. We will illustrate this with four typical situations.

Karstic Vadose Zone

Gunn (1983) investigated mechanisms by which flow is concentrated and
transmitted to the underlying aquifer for a karst area in the Waitomo district of

X

Wet Displacement Fault

FIGURE 5-10 Displacement faults in sand near Socorro, New Mexico. The wet spots
coincide with the faults. From J.M. Herrin (September 1997).
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New Zealand. Mean annual precipitation and potential evapotranspiration in the
study area are 2,370 mm and 775 mm, respectively. Gunn found that closed
depressions (solution dolines, sinkholes, cockpits) act as funnels and collect near
surface water through three concentrating mechanisms: (1) overland flow, de-
fined as any water flowing along the ground surface; (2) throughflow, defined as
any water flowing laterally within the soil; and (3) subcutaneous flow, defined as
water flowing laterally through the upper, weathered layer of limestone.

Three vertical flow mechanisms were recognized for water transmission
through the vadose zone: (1) film flow (named shaft flow by Gunn), defined as
water flowing underground as films on the walls of vertical shafts; (2) fracture or
macropore flow (named vadose flow by Gunn), defined as vertically moving
water that flows for a major part of its course in enlarged joints and fractures; (3)
vadose seepage, defined as vertically moving water that percolates through small,
tight joints and fissures or as intergranular flow. Gunn (1983) combined these six
flow mechanisms into a conceptual vadose zone flow model (Figure 5-11) and
qualitatively validated it by determining water travel times for each flow mecha-
nism using measurements of water temperature and calcium and magnesium ion

CONDUIT FLOW DOMINATED AQUIFER

CONCENTRATION MECHANISMS INPUT MECHANISMS
@ Overland flow @ Film flow

@ Throughflow @ Fracture flow

@ Subcutaneous flow @ Vadose seepage

mmm— Permeability discontinuities
FIGURE 5-11 Idealized cross section of a closed depression showing flow concentration
and mechanisms (arrows proportional to water flow in Waitomo depressions). After Jour-
nal of Hydrology, 61, Gunn, J., Point-recharge of limestone aquifers: A model from New
Zealand karst, pp. 19-29, 1983, with permission from Elsevier Science.
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concentrations. This validation revealed the principal characteristics for each
model component.

Overland flow is quantitatively insignificant in the Waitomo district, while
subcutaneous flow appears to supply more water to vertical shafts than does
throughflow. Travel times for subcutaneous and throughflow vary between 0 and
14 weeks with a mean of approximately 6 weeks. The concentration of near
surface water makes film flow more important than fracture flow, while vadose
seepage contributes less than 5 percent to aquifer recharge. Two different catego-
ries of fracture flow were identified: flows through open joints and fissures, and
flows through soil-filled fissures. The first responded directly to rainfall with a
mean travel time of less than a week, whereas the second had a mean travel time
of 8 weeks. The travel times for vadose seepage varied between 0 and 19 weeks,
indicating that part of the water flows rapidly through small fractures as
macropore flow while the remainder flows slowly through the porous material as
capillary flow. Although Gunn (1983) cautions that in other climate-soil-regolith
regimes the relative importance of these flow mechanisms may be different, his
conceptual model and field observations offer considerable insight to the
dynamics of flow processes through fractured rocks. Striking is the fact that
capillary flow accounts for less than 5 percent of recharge volume.

Simultaneous Occurrence of Fast and Slow Flow

The simultaneous occurrence of capillary and macropore flow within the
same soil mass without the presence of clearly defined macropores appears to be
quite typical. Under these conditions macropore flow cannot be detected from
visual observations in the field, but is inferred from analysis of solute profiles or
drainage responses at the groundwater table.

Johnston (1987) used solute profiles in combination with groundwater table
measurements to demonstrate macropore flow in a deep clayey regolith in south-
west Western Australia. The regolith showed marked heterogeneity over horizon-
tal and vertical distances of only a few meters, which resulted in a complex water
movement pattern. Thirteen vertical concentration profiles of natural chloride
were used to estimate recharge rates through the 16-m-deep unsaturated vadose
zone. Although over most of the 700 m? experimental area recharge rates varied
from 2.2-7.2 mm/year, a small portion of the site had rates between 50 and 100
mmy/year. As a result of this preferred flow, a groundwater mound was observed
in piezometer 1356 below the localized recharge area within 12-14 h of intense
rainstorms and dissipated over a period of 2-4 days (Figure 5-12).

Scanlon (1992) demonstrated the existence of preferred pathway flow
through fissured sediments in the Chihuahuan desert of Texas, with annual pre-
cipitation of 280 mm and approximate potential evapotranspiration of 3,000 mm.
The term fissure refers to the alignment of discontinuous surface collapse struc-
tures, or gulleys where the underlying extensional feature is filled with sediment.
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FIGURE 5-12 Variation in weekly precipitation and potentiometric head in piezometers
1359, located where capillary flow dominates, and 1356, located where macropore flow
occurs. After Journal of Hydrology, 94, Johnston, C. D., Preferred water flow and local-
ized recharge in a variable regolith, pp. 129-142, 1987, with permission from Elsevier
Science.

A somewhat unexpected result from Scanlon’s study is that water fluxes calcu-
lated from vertical chloride profiles in the fissured sediments ranged from 1-8
mm/year and were as much as 350 times higher than those calculated for adjacent
ephemeral stream sediments. This difference could not be attributed to differ-
ences in soil texture since fissures and ephemeral streams have similar textures
varying from muddy, sandy gravel to loamy sand and clay loam. However, open
cavities and fractures in the fissured sediments were filled with loose sediments
to give lower bulk densities and looser soil structure, so that fast macropore flows
are promoted rather than slow capillary flows. Much of the precipitation occur-
ring as high-intensity convective summer storms infiltrates to depths of only 0.1-
0.3 m in the ephemeral stream beds and is readily lost by evapotranspiration,
whereas deep infiltration in the fissured sediments prevents such losses and re-
sults in a much larger recharge rate.

Localized Recharge

In comparison to direct recharge, localized and indirect recharge are often
considered at least as significant, if not the most important sources, of natural
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recharge in arid and semiarid lands (Gee and Hillel, 1988; Lerner et al., 1990;
Stephens, 1994; Wood and Sanford, 1995). Localized recharge implies horizontal
movement of surface and/or near-surface water and occurs in weathered bare
hardrock or limestone terrain, topographical depressions, minor wadis or arroyos,
and in mountain front systems. To account for localized recharge it is necessary
to measure or estimate local runoff and runon volumes so that these can be
included in the water balance. Such estimates and measurements are often com-
plicated by subsurface components of runoff and runon flow (Anderson and Burt,
1990) and by the fact that they frequently occur on a scale too detailed to map for
engineering studies (Lerner et al., 1990).

A classical example of localized recharge occurs in the numerous depres-
sions dotting the Great Plains of North America. These features can measure tens
to thousands of meters across, are often occupied by wetlands or lakes, and are
referred to as “potholes,” “sloughs,” or “playas.” Meyboom (1966) was one of
the first investigators to quantify localized recharge during a one-year study of a
till plain pothole with a watershed contributing area of 0.8 ha in south-central
Saskatchewan (Canada). His pothole has a bottom diameter of 40 m and the
height of its surrounding rim varies between 3 and 8 m. It was determined that the
pothole or local depression, with 15 percent of the total surface area, contributed
70 percent of the recharge. Other investigators have also reported studies that
confirm the large contribution of localized recharge described by Meyboom
(1966); examples are Freeze and Banner (1970), Miller et al. (1985), and Winter
(1986). Using chemical techniques, Wood and Sanford (1995) estimated that
approximately half (4-5 mm/year) the annual recharge (9-10 mm/year) to the
Ogallala Aquifer on the southern High Plains in the United States occurs through
playa floors that cover only 6 percent of the area.

The effects of topographic, soil, and climatic conditions on the magnitude of
depression-focused recharge for specific sites is difficult to measure in the field.
Therefore, Nieber et al. (1993) and Boers (1994) have developed mathematical
models. Nieber et al. (1993) assumed for simplicity that their catchment was
circular in form and contained a circular-shaped depression with a single drain-
age outlet. Boers (1994) developed a similar procedure for the design of rainwa-
ter harvesting catchments in arid and semiarid zones that can also be used for the
assessment of localized recharge. His method is based on actual evapotranspira-
tion predictions using a numerical soil water balance model, while the runoff
component is predicted by a runoff model (Boers et al., 1986). The micro-
catchment in Figure 5-13 illustrates how the components of rainwater harvesting
interact. A microcatchment consists of a runoff area with a maximum flow dis-
tance of 100 m and an adjacent basin area (the depression) with a tree, bush, or
row crop. The objective of rainwater harvesting is to induce runoff, collect and
store the water in the basin area, and conserve it in the root zone for consumptive
use by the vegetation. The components shown in Figure 5-13 yield the following
water balance on an annual basis:
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D=P+R-E, ~E, —E,, —T

act

AW (5.8)

where D is deep percolation or recharge, P is precipitation, R is runoff calculated
over the basin area where it is collected, E; is evaporation of water intercepted by
the vegetation, E| is open water evaporation, E_, is the evaporation from bare
soil, T, is actual transpiration by the vegetation, and AW is the increase in soil
water storage in the root zone. Table 5-2 presents the annual water balance
components at Sadoré (Niger) for one Neem tree in a basin of 8 m? with a soil
profile comprising 3 m fine sand above 2 m laterite gravel. If the basin receives
no runon water, no recharge takes place during a dry, average, or even a wet year.
In a dry year, runoff areas of 20 and 40 m? do not generate any recharge, although
they do increase actual transpiration and, thus, the growth rate of the tree. In an
average year a modest increase in runoff area from 20-40 m? produces a 22-fold
increase in recharge from 5-113 mm, whereas in a wet year a similar increase in
area ratio produces a 4-fold increase in recharge from 38-185 mm. These and
other model studies by Tosomeen (1991) demonstrate the great sensitivity of
localized recharge to rather small changes in topography, soil type, and climate.
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FIGURE 5-13 Microcatchment consisting of runoff area and basin area with tree. Rain-
fall induces runoff, which collects in the basin area where the water infiltrates, is stored,
and is available for root water uptake and transpiration. In the basin area, losses occur by

interception, soil evaporation, and deep percolation below the root zone. After Boers
(1994).
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TABLE 5-2 Annual Precipitation (P), Predicted Runoff (R), Actual
Transpiration (7, ,), and Recharge (D) (mm) for One Neem Tree in a 8 m?
Basin at Sadoré, Niger, for Precipitation Only and for Precipitation and Runoff
from 20 m? and 40 m? Runoff Areas in Three Precipitation Years (Boers, 1994)

Rainfall Only Rainfall and Runoff
Average Year Runoff area 20 m2 Runoff area 40 m2
P 545 545 545
R 0 232 465
Toet 409 633 755
D 0 5 113
Dry Year Runoff area 20 m? Runoff area 40 m?2
P 258 258 258
R 0 78 155
Tyt 138 205 277
D 0 0 0
Wet Year Runoff area 20 m? Runoff area 40 m?
P 673 673 673
R 285 571
Thet 481 720 849
D 38 185

Pipes Through Calcic Horizons

The La Mesa surface in southwestern New Mexico has developed on Rio
Grande deposits mainly consisting of sands and gravels. The surface was aban-
doned by the Rio Grande River during the middle Pleistocene and since that time
a calcic soil with an indurated calcic horizon has formed. A characteristic of such
an indurated calcic horizon is the presence of dissolution pipes that develop
through the horizon to the underlying sediments. Most of the upper soil profile
has been eroded, exposing the calcic horizon. However, in the last few hundred
years the exposed calcic horizon has been covered with sand dunes with a loamy
sand texture. The sand has taken the form of coppice dunes that develop under-
neath the shrub vegetation. Consequently, the pipes in the carbonate horizon are
mostly buried underneath 0.5-1.5 m of loamy sand and are very difficult to
identify from the surface. Rodriguez-Marin and Hendrickx observed in October
1998 on the La Mesa surface pipe densities from one per 14-38 m? along two
transects of 5.6 and 3.2 km in a 2.2-m-deep trench dug for a gas pipeline (Figure
5-14). Since the pipes cover approximately 15-18 percent of the total surface, the
ratio between catchment area (around the pipe) and through flow area (inside the
pipe) varies from about 7 to 5 on the La Mesa surface. It is anticipated that such

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10102.html

176 CONCEPTUAL MODELS OF FLOW AND TRANSPORT

FIGURE 5-14 A pipe through an indurated calcic horizon on the La Mesa surface in New
Mexico (Rodriguez-Marin and Hendrickx, personal communication, 1999).
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localized pipes serve as preferential flow conduits for water flow and may in-
crease groundwater recharge by an order of magnitude.

Since 1998, Harrison and Hendrickx have observed many pipes in highway
cuts near Hatch and Albuquerque and along escarpments with exposed calcic
horizons near Socorro and El Paso. These field observations along a 400-km-long
stretch from El Paso to Albuquerque indicate that pipes through indurated calcic
horizons are widespread in New Mexico and West Texas.

MEASUREMENT OF PREFERENTIAL FLOW PHENOMENA

Preferential flow phenomena are difficult to measure. Often, preferential
flow is inferred from unexpectedly early water and chemical breakthrough or
from unexpectedly deep water and chemical migration in the vadose zone. Bi-
modal or multimodal chemical concentration profiles are often interpreted as a
result of preferential flow. Such measurements, even when preferential flow
inference is very plausible, only give indirect evidence of the causal flow mecha-
nisms. More direct evidence can be obtained by staining techniques with dyes or
water, which have been extensively used to visualize preferential flow at the pore
scale, such as macropore and fracture flow (Bouma et al., 1977), and preferential
flow at the Darcian scale, such as unstable (Glass et al., 1988; Hendrickx et al.,
1988) or funnel flow (Gardner and Hsieh 1959; Kung, 1990). Probably the most
accurate quantitative measure of macropore flow is obtained through intercepting
macropores with tubing to collect the throughflow (Edwards et al., 1989).

Macropore and fracture flow are often experimentally quantified by using
tension infiltrometers. When infiltrating water is under negative pressure, flow
through macropores and fractures can be more or less controlled according to the
Laplace equation. The fraction of macropores of different sizes can thereby be
measured by using a series of infiltration tests with different tensions (Watson
and Luxmoore, 1986). More recently, tomographic techniques and nuclear mag-
netic imaging have been applied to visualize complicated pore structures and
associated flow phenomena (Heijs et al., 1996; van As and van Dusschoten,
1997). Such techniques, and improvements thereof in the future, will help eluci-
date the preferential flow mechanisms at the pore scale and at those Darcian
scales that cover centimeters and decimeters.

At larger spatial scales covering entire fields or landscape elements, flow
phenomena are indirectly assessed by measuring soil moisture and soil structure
through remote sensing, ground-penetrating radar, neutron-probe moisture mea-
surements, and other geophysical techniques that allow large-scale mapping of
pedological and geological features. Deep coring tests analyzed for chloride dis-
tributions often provide insight into flow mechanisms. The most convincing
evidence for preferential flow at large spatial scales comes from visual observa-
tions, such as the pipes through calcic horizons in New Mexico (Figure 5-14) or
the potholes in the Great Plains (Meyboom, 1966). Such structures are testimony
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to long-term persistent preferential flow processes that lead to the formation of
observable landscape features.

FORMULATION OF CONCEPTUAL MODELS

The formulation of criteria for determining whether a conceptual model is an
adequate characterization for a specific vadose zone is extremely complicated
since there are so many factors that affect flow mechanisms. Nevertheless, the
case studies presented in this review have a number of general characteristics in
common that can serve as a guideline for the development of conceptual models.

All three spatial scales of preferential flow discussed have in common that an
initially spatially uniform flux is disturbed and water flow is confined to a smaller
cross-sectional area of the vadose zone. Even though the mechanisms that lead to
the formation of preferential flow patterns are very different, the phenomenologi-
cal appearances and the environmental consequences are often very similar. Fig-
ure 5-15 depicts a schematic view of different flow regimes that can be distin-
guished during a preferential flow process: (1) lateral distribution flow in the
attractor zone where preferential flow is initiated; (2) downward preferential flow
in the transmission zone where water moves along preferential flow pathways
and thus bypasses a considerable portion of the porous media matrix; and
(3) lateral and downward dispersive flow in the dispersion zone where preferen-
tial flow pathways are interrupted and water flow becomes uniform again.

The attractor zone can vary considerably in thickness (Figure 5-3), and may
even be the soil surface itself when preferential flow is initiated by runon into
localized surface depressions. Figures 5-3, 5-4, 5-5, 5-7, and 5-14 clearly show an
attractor zone located close to the soil surface. The pipe in Figure 5-14 receives
water by lateral collection over the calcic horizon from the surrounding areas.
Therefore, it is concluded that an attractor zone at or below the soil surface is a
definitive feature of preferential flow at whatever scale it takes place.

The dispersion zone can be recognized in Figures 5-7 and 5-11 but is missing
in the other figures. It is often not included in graphical presentations of preferen-
tial flow when it occurs so deep in the vadose zone that water rarely even reaches
this zone (Figures 5-3, 5-4, 5-14). Figure 5-10 shows that the dispersion zone for
one layer with preferential flow can be the attractor zone for another deeper layer.
Indeed, in a deep vadose zone, finding a sequence of attractor and dispersion
zones is expected.

Stable flow can be considered as a flow mechanism that did not yet reach the
transmission zone (Figure 5-5). This is the case, for example, where the amount
of precipitation is not sufficient to wet the attractor zone to a depth that allows
unstable wetting to occur (Hendrickx and Yao, 1996). Apparently stable flow can
be dealt with as a special case in the general mechanism of preferential flow.
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FIGURE 5-15 Schematic view of flow processes in the vadose zone. After Geoderma,
70, Fliihler, H., W. Durner, and M. Flury, Lateral solute mixing processes: A key for
understanding field-scale transport of water and solutes. Pp. 165-183, 1996, with permis-
sion from Elsevier Science.
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FIGURE 5-16 Application of stability criteria for determination of preferential flow
caused by unstable wetting fronts. After Geoderma, 70, Hendrickx, J. M. H. and T. Yao,
Prediction of wetting front stability in dry field soils using soil and precipitation data, pp.
265-280, 1996, with permission from Elsevier Science.
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FIGURE 5-17 Flow diagram for evaluation of vadose conditions that will lead to prefer-
ential flow.
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All three spatial scales of preferential flow discussed also have in common
that preferential flow can start only after a certain minimum amount of precipita-
tion has fallen at an intensity sufficiently high to cause the attractor zone to feed
the transmission zone. Precipitation at a low intensity will infiltrate into the soil
surface and result in a stable flow mechanism under a wide variety of conditions,
from the fracture at the pore scale to the depression at the areal scale. However, a
small amount of rain at a sufficiently high intensity may immediately trigger
preferential flow at the pore scale as well as the areal scale. We need also to
consider the effect of antecedent soil water content that affects the amount of
water that can infiltrate into the soil at the surface or at the walls of a macropore.
An example of how precipitation amount, precipitation intensity, and antecedent
soil water content affect the occurrence of unstable flow in a wettable sand soil is
given in Figure 5-16.

In Figure 5-17 we present a flow diagram for the evaluation of vadose zone
conditions that will cause preferential flow at different scales as a result of a
lateral flow trigger. Since precipitation is spatially uniform, it will result in uniform
one-dimensional flow through the vadose zone unless a lateral flow trigger is
present. We recognize different lateral flow triggers, such as a precipitation rate
that exceeds the infiltration rate, vertical changes in unsaturated hydraulic con-
ductivities where the lower layer has a lower conductivity, water repellency, and
other mechanisms that cause unstable flow. Although the principles of the flow
diagram are straightforward and will result in a first assessment of the propensity
for preferential flow, no evaluation is complete without considering in which
manner antecedent soil water content affects the flow processes in the attractor
and transmission zones as a function of precipitation amount and intensity. This
is the most difficult question but also the most crucial, since the threshold values
for the minimum amount of precipitation and the intensity determine the occur-
rence of preferential flow at any scale.

REFERENCES

Anderson, M. G., and T. P. Burt, 1990. Subsurface runoff. Chapter 11 in M. G. Anderson and T. P.
Burt (eds.). Process Studies in Hillslope Hydrology.

Baker, R. S., and D. Hillel, 1972. Laboratory tests of a theory of fingering during infiltration into
layered soils. Soil Sci. Soc. Am. J. 54: 20-30.

Bear, J., 1972. Dynamics of Fluids in Porous Media. New York: Dover Publications, Inc., 764 pp.

Bear, J., 1993. Modeling flow and contaminant transport in fractured rocks. In: J. Bear, C. Tsang,
and G. De Marsily, eds. Flow and Contaminant Transport in Fractured Rock. San Diego, Calif.:
Academic Press, Inc., pp. 1-37.

Bear, J., T. Chin-Fu, and G. De Marsily (eds.), 1993. Flow and Contaminant Transport in Fractured
Rock. New York: Academic Press, 560 pp.

Beven, K., and P. Germann, 1982. Macropores and water flow in soils. Water Resources Research
18: 1311-1325.

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10102.html

ractured Vadose Zone

182 CONCEPTUAL MODELS OF FLOW AND TRANSPORT

Boers, Th. M., 1994. Rainwater harvesting in arid and semi-arid zones. Wageningen, The Nether-
lands: International Land Reclamation and Improvement Institute (ILRI), 132 pp.

Boers, Th. M., M. De Graaf, R. A. Feddes, and J. Ben-Asher, 1986. A linear regression model
combined with a soil water balance model to design micro-catchments for water harvesting in
arid zones. Agricultural Water Management 11: 187-206.

Bond, R. D., 1964. The influence of the microflora on the physical properties of soils. II. Field
studies on water repellent sands. Australian Journal of Soil Research 2: 123-131.

Bouma, J., and L. W. Dekker, 1978. A case study on infiltration into dry clay soil. I. Morphological
observations. Geoderma 20: 27-40.

Bouma, J., A. Jongerius, O. Boersma, A. Jager, and D. Schoonderbeek, 1977. The function of
different types of macropores during saturated flow through four swelling soil horizons. Soil
Sci. Soc. Am. J. 41: 945-950.

Buchter, B., C. Hinz, M. Flury, and H. Fluhler, 1995. Heterogeneous flow and solute transport in an
unsaturated stony soil monolith. Soil Sci. Soc. Am. J. 59: 14-21.

Campbell, G. S., 1985. Soil Physics with Basic, Transport Models for Soil-Plant Systems. New
York: Elsevier, 150 pp.

Childs, E. C., 1969. The Physics of Soil Water Phenomena. New York: John Wiley and Sons.

Corey, A. T., 1990. Mechanics of Immiscible Fluids in Porous Media. Littleton, Colo.: Water Re-
sources Publications, 255 pp.

Currie, I. G., 1993. Fundamental Mechanics of Fluids, 2nd ed. New York: McGraw-Hill, Inc.

Darcy, H. 1856. Les Fontaines Publique de la Ville de Dijon. Paris: Dalmont.

DeBano, L. F., 1969a. Water movement in water-repellent soils. In: Proc. Symp. on Water-repellent
Soils, Riverside, California, 61-89.

DeBano, L. F., 1969b. Water-repellent soils: A worldwide concern in management of soil and veg-
etation. Agric. Sci. Rev. 7: 11-18.

DeBano, L. F., 1981. Water-repellent soils: A state of the art. Gen. Tech. Rep. PS-W-46, Pacific
Southwest Forest and Range Experiment Station, 21 pp.

Deecke, W., 1906. Einige Beobachtungen am Sandstrande. Centralbl. fiir Mineral. Geol. und Paléont.,
721-7217.

Dekker, L. W., and P. D. Jungerius, 1990. Water repellency in the dunes with special reference to
The Netherlands. Catena Suppl. 18: 173-183.

Dekker, L. W., and C. J. Ritsema, 1994a. How water moves in a water repellent sandy soil. 1.
Potential and actual water repellency. Water Resources Research 30: 2507-2517.

Dekker, L. W., and C. J. Ritsema, 1994b. Fingered flow: The creator of sand columns in dune and
beach sands. Earth Surface Processes and Landforms 19: 153-164.

Diment, G. A., and K. K. Watson, 1985. Stability analysis of water movement in unsaturated porous
materials. 3. Experimental studies. Water Resources Research 21: 979-984.

Du, X. H., T. Yao, W. D. Stone, and J. M. H. Hendrickx. 2001. Stability analysis of the unsaturated
water flow equation, 1. Mathematical derivation. Water Resources Research, in press.

Dullien, F. A. L., 1992. Porous media: Fluid transport and pore structure. New York: Academic
Press, 574 pp.

Edwards, W. M., M. J. Shipitalo, L. B. Owens, and L. D. Norton, 1989. Water and nitrate movement
in earthworm burrows within long-term no-till cornfields. J. Soil Water Conserv. 44: 240-243.

Emerson, W. W., and R. D. Bond, 1963. The rate of water entry into dry sand and calculation of the
advancing contact angle. Australian Journal of Soil Research 1: 9-16.

Flithler, H., W. Durner, and M. Flury, 1996. Lateral solute mixing processes: A key for understand-
ing field-scale transport of water and solutes. Geoderma 70: 165-183.

Flury, M., H. Flithler, W. A. Jury, and J. Leuenberger, 1994. Susceptibility of soils to preferential
flow of water: A field study. Water Resources Research 30: 1945-1954.

Forrer, 1., R. Kasteel, M. Flury, and H. Fliihler, 1999. Longitudinal and lateral dispersion in an
unsaturated field soil. Water Resources Research 35(10): 3049-3060.

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10102.html

ractured Vadose Zone

UNIFORM AND PREFERENTIAL FLOW MECHANISMS 183

Freeze, R. A., and J. Banner, 1970. The mechanism of natural groundwater recharge and discharge. 2.
Laboratory column experiments and field measurements. Water Resources Research 6: 138-155.

Gardner, W. H., and J. C. Hsieh, 1959. Water movement in soils. Dept. of Crop and Soil Sciences,
Washington State University, [Video], Pullman, Wash.

Gee, G. W., and D. Hillel, 1988. Groundwater recharge in arid regions: Review and critique of
estimation methods. Hydrological Processes 2: 255-266.

Gees, R. A., and A. K. Lyall, 1969. Erosional sand columns in dune sand, Cape Sable Island, Nova
Scotia, Canada. Canadian Journal of Earth Sciences 6: 344-347.

Germann, P. F., 1986. Rapid drainage response to precipitation. Hydrol. Processes 1: 3-13.

Germann, P. F., 1990. Macropores and hydrologic hillslope processes. In: M. G. Anderson and T. P.
Burt, eds. Process Studies in Hillslope Hydrology, 327-363.

Glass, R. J., T. S. Steenhuis, and J.-Y. Parlange, 1988. Wetting front instability as a rapid and far-
reaching hydrologic process in the vadose zone. J. Contam. Hydroll. 3: 207-226.

Glass, R. J., T. S. Steenhuis, and J.-Y. Parlange, 1989a. Wetting front instability. 1. Theoretical
discussion and dimensional analysis. Water Resources Research 25: 1187-1194.

Glass, R. J., T. S. Steenhuis, and J.-Y. Parlange, 1989b. Wetting front instability. 2. Experimental
determination of relationships between system parameters and two-dimensional unstable flow
field behavior in initially dry porous media. Water Resources Research 25: 1195-1207.

Glass, R. J., T. S. Steenhuis, and J.-Y. Parlange, 1989¢c. Mechanism for finger persistence in homo-
geneous, unsaturated, porous media: Theory and verification. Soil Sci. 148: 60-70.

Glass, R. J., J. King, S. Cann, N. Bailey, J.-Y. Parlange, and T. S. Steenhuis, 1990. Wetting front
instability in unsaturated porous media: A three-dimensional study. Transp. Porous Media 5:
247-268.

Glass, R. J., J.-Y. Parlange, and T. S. Steenhuis, 1991. Immiscible displacement in porous media:
Stability analysis of three-dimensional, axisymmetric disturbances with application to gravity-
driven wetting front instability. Water Resources Research 27: 1947-1956.

Green, W. H., and G. A. Ampt, 1911. Studies on soil physics. I. The flow of water and air through
soils. J. Agric. Sci. 4: 1-24.

Gripp, K., 1961. Uber Werden und Vergehen von Barchanene an der Nordsee-Kiiste Schleswig-
Holsteins. Zeitsch. fiir Geomorphologi, Neue Folge 5: 24-36.

Gunn, J., 1983. Point-recharge of limestone aquifers: A model from New Zealand karst. J. Hydrol.
61: 19-29.

Hanks, R. J., and G. L. Ashcroft, 1986. Applied Soil Physics: Advanced Series in Agricultural
Sciences 8. New York: Springer-Verlag, 159 pp.

Heijs, A. W., C.J. Ritsema, and L. W. Dekker, 1996. Three-dimensional visualization of preferential
flow patterns in two soils. Geoderma 70: 101-116.

Hendrickx, J. M. H., L. W. Dekker, M. H. Bannink, and H. C. van Ommen, 1988. Significance of
soil survey for agrohydrological studies. Agricultural Water Management 14: 195-208.

Hendrickx, J. M. H., and L. W. Dekker, 1991. Experimental evidence of unstable wetting fronts in
non-layered soils. In: Proc. Natl. Symp. on Preferential Flow. Chicago, Ill. 16-17, Dec. 1991,
St. Joseph, Mich.: Am. Soc. Agric. Eng., 22-31.

Hendrickx, J. M. H., S. Khan, M. H. Bannink, D. Birch, and C. Kidd, 1991. Numerical analysis of
groundwater recharge through stony soils using limited data. J. Hydrol. 127: 173-192.

Hendrickx, J. M. H., L. W. Dekker, and O. H. Boersma, 1993. Unstable wetting fronts in water
repellent field soils. Journal of Environmental Quality 22: 109-118.

Hendrickx, J. M. H., and T. Yao, 1996. Prediction of wetting front stability in dry field soils using
soil and precipitation data. Geoderma 70: 265-280.

Hendrickx, J. M. H., and G. Walker, 1997. Recharge from precipitation. Chapter 2, In: I. Simmers,
ed. Recharge of Phreatic Aquifers in (Semi)-Arid Areas. Rotterdam, The Netherlands: Balkema.

Hill, D. E., and J.-Y. Parlange, 1972. Wetting front instability in layered soils. Soil Sci. Soc. Am. J.
36: 697-702.

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10102.html

ractured Vadose Zone

184 CONCEPTUAL MODELS OF FLOW AND TRANSPORT

Hillel, D., 1998. Environmental Soil Physics. San Diego: Academic Press.

Hillel, D., and R. S. Baker, 1988. A descriptive theory of fingering during infiltration into layered
soils. Soil Sci. 146: 51-56.

Issar, A., and R. Passchier, 1990. Regional hydrogeological concepts. In: D. N. Lerner et al., eds.
Groundwater Recharge. International Contributions to Hydrogeology, Vol. 8, Hannover, Ger-
many: Int. Assoc. Hydrogeologists, Verlag Heinz Heise, 21-98.

Jamison, V. C., 1969. Wetting resistance under citrus trees in Florida. In: Proc. Symp. on Water
Repellent Soils, Riverside, California, 9-15.

Jaramillo, D. F., L. W. Dekker, C. J. Ritsema, and J. M. H. Hendrickx. 2000. Occurrence of soil
water repellency in arid and humid climates. Journal of Hydrology 231/232: 105-114.

Johnston, C. D., 1987. Preferred water flow and localized recharge in a variable regolith. J. Hydrol.

94: 129-142.

Jury, W. A, W. R. Gardner, and W. H. Gardner, 1991. Soil Physics, New York: John Wiley and
Sons, 328 pp.

Kirkham, D., and W. L. Powers, 1972. Advanced Soil Physics. New York: John Wiley and
Sons, 534 pp.

Koorevaar, P., G. Menelik, and C. Dirksen, 1983. Elements of soil physics. New York:
Elsevier, 230 pp.

Kung, K.-J. S., 1990. Preferential flow in a sandy vadose zone. 1. Field observation. Geoderma
46: 51-58.

Lawes, J. B., J. H. Gilbert, and R. Warington, 1881. On the amount and composition of the rain and
drainage-waters collected at Rothamsted, Part I and II. J. Royal Agric. Soc. of England, Lon-
don 17: 241-279.

Lerner, D. N., A. S. Issar, and I. Simmers, 1990. Groundwater Recharge. A Guide to Understanding
and Estimating Natural Recharge. International Contributions to Hydrogeology, Vol. 8.
Hannover: Internat. Assoc. of Hydrogeologists, Heise.

Letey, J., J. F. Osborn, and N. Valoras, 1975. Soil water repellency and the use of nonionic surfac-
tants. Calif. Water Res. Center (Contribution 154) 85 pp.

Li, Y., and M. Ghodrati, 1994. Preferential transport of nitrate through soil columns containing root
channels. Soil Sci. Soc. Am. J. 94: 653-659.

Lopes De Leao, L. R., 1988. Hé. Grondboor en Hamer 3/4: 111-112.

Luxmoore, R. J., 1981. Micro-, meso-, and macroporosity of soil. Soil Sci. Soc. Am. J. 45: 671-672.

Luxmoore, R. J., and L. A. Ferrand, 1992. Water flow and solute transport in soils: Modeling and
applications. In: D. Russo and G. Dagan, eds. New York: Springer Verlag, pp. 45-60.

Mallik, A. U., and A. A. Rahman, 1985. Soil water repellency in regularly burned Calluna heathlands:
Comparison of three measuring techniques. Journal of Environmental Management 20: 207-218.

Marshall, T. J., and J. W. Holmes, 1979. Soil Physics. Cambridge University Press, 345 pp.

McGhie, D. A., and A. M. Posner, 1980. Water repellency of a heavy-textured Western Australian
surface soil. Aust. J. Soil Res. 18: 309-323.

Meeuwig, R. O., 1971. Infiltration and Water Repellency in Granitic Soils. U.S. Dept. of Agriculture
Forest Service, Research Paper INT-111, Ogden, Utah, 20 pp.

Meyboom, P., 1966. Unsteady groundwater flow near a willow ring in hummocky moraine. J.
Hydrol. 4: 38-62.

Miller, J. J., D. F. Acton, and R. J. St. Arnaud, 1985. The effect of groundwater on soil formation in
a morainal landscape in Saskatchewan. Canadian Journal of Soil Science 65: 293-307.

Miyamoto, S., A. Bristol, and W. 1. Gould, 1977. Wettability of coal-mine spoils in Northwestern
New Mexico. Soil Sci. 123: 258-263.

Mohanty, B. P., R. S. Bowman, J. M. H. Hendrickx, J. Simunek, and M. Th. van Genuchten, 1998.
Preferential transport of nitrate to a tile drain in an intermittent-flood-irrigated field: Model
development and experimental evaluation. Water Resources Research 34: 1061-1076.

Mooij, J., 1957. Aeolian destruction forms on a sand beach. Grondboor en Hamer 1: 14-18.

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10102.html

ractured Vadose Zone

UNIFORM AND PREFERENTIAL FLOW MECHANISMS 185

Nieber, J. L., C. A. S. Tosomeen, and B. N. Wilson, 1993. A stochastic-mechanistic model of
depression-focused recharge. In: Y. Eckstein and A. Zaporozec, eds. Hydrogeologic Invento-
ries and Monitoring and Groundwater Modeling. Proc. of Industrial and Agricultural Impacts
on the Hydrologic Environment, 207-229.

Parlange, J.-Y., and D. E. Hill, 1976. Theoretical analysis of wetting front instability in soils. Soil
Sci. 122: 236-239.

Petersen, C. T., S. Hansen, and H. E. Jensen, 1997. Tillage-induced horizontal periodicity of prefer-
ential flow in the root zone. Soil Sci. Soc. Am. J. 61: 586-594.

Philip, J. R., 1969. Theory of infiltration. Advances in Hydroscience 5: 215-296.

Philip, J. R., 1975a. Stability analysis of infiltration. Soil Sci. Soc. Am. Proc. 39: 1042-1049.

Philip, J. R., 1975b. The growth of disturbances in unstable infiltration flows. Soil Sci. Soc. Am.
Proc. 39: 1049-1053.

Raats, P. A. C., 1973. Unstable wetting fronts in uniform and nonuniform soils, Soil Sci. Soc. Am.
Proc. 37: 681-685.

Raats, P. A. C., 1984. Tracing parcels of water and solutes in unsaturated zones. In: B. Yaron, G.
Dagan, and J. Goldshid, eds. Pollutants in Porous Media: The Unsaturated Zone Between Soil
Surface and Ground Water. Berlin: Springer, 4-16.

Rasmussen, T. C., 1987. Computer simulation model of steady fluid flow and solute transport through
three-dimensional networks of variably saturated, discrete fractures. In D. D. Evans and T. J.
Nicholson, Flow and Transport Through Unsaturated Fractured Rock. Geophysical Monograph
42, American Geophysical Union, Washington D.C., pp. 107-114.

Richardson, J. L., 1984. Field observation and measurement of water repellency for soil surveyors.
Soil Survey Horiz. 25: 32-36.

Rietveld, J. J., 1978. Soil Nonwettability and Its Relevance as a Contributing Factor to Surface
Runoff on Sandy Dune Soils in Mali. Report of project Production primaire au Sahel, Agric.
Univ., Wageningen, The Netherlands, 179 pp.

Ritsema, C. J., L. W. Dekker, J. M. H. Hendrickx, and W. Hamminga, 1993. Preferential flow
mechanism in a water-repellent sandy soil. Water Resources Research 29: 2183-2193.

Ritsema, C. J., and L. W. Dekker, 1994. How water moves in a water-repellent sandy soil. 2.
Dynamics of fingered flow. Water Resources Research 30: 2517-2531.

Roth, K., 1995. Steady state flow in an unsaturated, two-dimensional, macroscopically homoge-
neous, Miller-similar medium. Water Resources Research 31: 2127-2140.

Roth, K., and K. Hammel, 1996. Transport of conservative chemical through an unsaturated two-
dimensional Miller-similar medium with steady state flow. Water Resources Research
32: 1653-1663.

Scanlon, B. R., 1992. Moisture and solute flux along preferred pathways characterized by fissured
sediments in desert soils. J. of Contaminant Hydrol. 10: 19-46.

Scheidegger, A. E., 1974. The physics of flow through porous media. Toronto: University of Toronto
Press.

Schrauf, T. W., and D. D. Evans, 1986. Laboratory studies of gas flow through a single natural
fracture. Water Resources Research 19: 1253-1265.

Schuddebeurs, A. P, 1957. Cone sand and sandstone. Grondboor en Hamer. 2. 21-25.

Selker, J. S., T. S. Steenhuis, and J.-Y. Parlange, 1989. Preferential flow in homogeneous sandy soils
without layering. Paper No. 89-2543, Am. Soc. Agric. Eng., Winter Meeting, New Orleans,
La., 22 pp.

Selker, J. S., T. S. Steenhuis, and J.-Y. Parlange, 1992. Wetting front instability in homogeneous
sandy soils under continuous infiltration. Soil Sci. Soc. Am. J. 56: 1346-1350.

Sigda, J. M., 1997. Effects of small-displacement faults on the permeability distribution of poorly
consolidated Santa Fe Group sands, Rio Grande Rift New Mexico. M.S. thesis, New Mexico
Tech, Socorro.

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10102.html

ractured Vadose Zone

186 CONCEPTUAL MODELS OF FLOW AND TRANSPORT

Snow, D. T., 1969. Anisotropic permeability of fractured media. Water Resources Research 5:
1273-1289.

Stamm, C., H. Fliihler, R. Gichter, J. Leuenberger, and H. Wunderli, 1998. Preferential transport of
phosphorus in drained grassland soils. J. Environ. Qual. 27: 515-522.

Starr, J. L., H. C. DeRoo, C. R. Frink, and J.-Y. Parlange, 1978. Leaching characteristics of a layered
field soil. Soil Sci. Soc. Am. J. 42: 386-391.

Starr, J. L., J.-Y. Parlange, and C. R. Frink, 1986. Water and chloride movement through a layered
field soil. Soil Sci. Soc. Am. J. 50: 1384-1390.

Stephens, D. B., 1994. A perspective on diffuse natural recharge mechanisms in areas of low precipi-
tation. Soil Sci. Soc. Am. J. 58: 40-48.

Streeter, V. L., E. B. Wylie, and K. W. Bedford, 1988. Fluid Mechanics, 9th ed. Boston: McGraw-
Hill.

Tabuchi, T., 1961. Infiltration and ensuing percolation in columns of layered glass particles packed
in laboratory. Nogyo dobuku kenkyn, Bessatsu. Trans. Agr. Eng. Soc., Japan, 1, 13-19 (in
Japanese, with a summary in English).

Tamai, N., T. Asaeda, and C. G. Jeevaraj, 1987. Fingering in two-dimensional, homogeneous, unsat-
urated porous media. Soil Sci. 144: 107-112.

Tosomeen, C. A. S., 1991. Modeling the effects of depression focusing on groundwater recharge.
M.S. thesis, Dept. of Agricultural Engineering, University of Minnesota.

Van As, H., and D. van Dusschoten, 1997. NMR methods for imaging of transport processes in
micro-porous systems. Geoderma 80: 389-403.

Van Dam, J. C., J. M. H. Hendrickx, H. C. van Ommen, M. H. Bannink, M. Th. Van Genuchten, and
L. W. Dekker, 1990. Simulation of water and solute transport through a water-repellent sand
soil, J. Hydrol. 120: 139-159.

Van Genuchten, M. Th., 1980. A closed-form equation for predicting the hydraulic conductivity of
unsaturated soils. Soil Sci. Soc. Am. J. 44: 892-898.

Van Genuchten, M. Th., F. J. Leij, and S. R. Yates, 1991. The RETC code for quantifying the
hydraulic functions of unsaturated soils. EPA/600/2-91/065. R. S. Kerr Environ. Res. Lab.,
U.S. Environmental Protection Agency, Ada, Okla., 93 pp.

Wagenet, R. J., 1998. Scale issues in agroecological research chains. Nutrient Cycling in Agro-
ecosystems 50: 23-34.

Wagenet, R. J., J. Bouma, and J. L. Hutson, 1994. Modelling water and chemical fluxes as driving
forces in pedogenesis. In R. B. Bryant, R. W. Arnold, and M. R. Hoosbeek, eds. Quantitative
Modelling of Soil Forming Processes. SSSA Special Publ. 39, ASA/CSSA/SSSA, Madison,
Wis., pp. 17-35.

Wang, Z., J. Feyen, M. Th. Van Genuchten, and D. R. Nielsen, 1998. Air entrapment effects on
infiltration rate and flow instability. Water Resources Research 34: 213-222.

Watson, K., and R. J. Luxmoore, 1986. Estimating macroporosity in a watershed by use of a tension
infiltrometer. Soil Sci. Soc. Am. J. 50: 578-582.

Wheatcraft, S. W., and J. H. Cushman, 1991. Hierarchical approaches to transport in heterogeneous
porous media. In: U.S. National Report to International Union of Geodesy and Geophysics,
Rev. Geophysics (supplement), pp. 263-269, American Geophysical Union. Washington, D.C.

White, I., P. M. Colombera, and J. R. Philip, 1977. Experimental studies of wetting front instability
induced by gradual change of pressure gradient and by heterogeneous porous media. Soil Sci.
Soc. Am. J. 41: 483-489.

Wierenga, P. J., R. G. Hills, and D. B. Hudson, 1991. The Las Cruces trench site: Characterization,
experimental results, and one-dimensional flow predictions. Water Resources Research 27:
2695-2705.

Winter, T. C., 1986. Effect of ground-water recharge on configuration of the water table beneath
sand dunes and on seepage in lakes in the sandhills of Nebraska, USA. J. Hydrol. 86: 221-237.

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10102.html

ractured Vadose Zone

UNIFORM AND PREFERENTIAL FLOW MECHANISMS 187

Wood, W. W., and W. E. Sanford, 1995. Chemical and isotopic methods for quantifying ground-
water recharge in a regional, semiarid environment. Ground Water 33: 458-468.

Yao, T., and J. M. H. Hendrickx, 1996. Stability of wetting fronts in homogeneous soils under low
infiltration rates. Soil Science Society of America Journal 60: 20-28.

Yao, T., and J. M. H. Hendrickx, 2001. Stability analysis of the unsaturated water flow equation: 2.
Experimental Verification. Water Resources Research, in press.

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10102.html

ractured Vadose Zone

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10102.html

ractured Vadose Zone

Modeling Macropore Flow in Soils:
Field Validation and Use
for Management Purposes

Nicholas Jarvis! and Martin Larsson!

ABSTRACT

This paper reviews the development and application of models to predict the
impact of preferential flow in the unsaturated zone on nonpoint-source pollution of
groundwater and surface waters by agrochemicals, focusing mainly on the effects
of macropores in structured soils. A brief review of the various modeling approaches
that have been adopted is first presented. We then discuss the use of macropore flow
models for management and regulatory purposes, focusing especially on data re-
quirements and procedures for field validation and parameter estimation for predic-
tive applications. Results of field-scale tests of one widely used macropore flow
model (MACRO) are presented as a case study to illustrate the consequences of
macropore flow for nitrate and pesticide leaching to shallow groundwater.

It is concluded that regulatory use of macropore flow models is necessary, but
such use requires transparency and uniformity of approach to ensure that simula-
tions are free of subjective bias. Regulatory applications of macropore flow models
should be based either on precalibrated scenarios or on objective automatic param-
eter estimation routines (pedotransfer functions). Recommendations and procedures
currently under development for use of the MACRO model in E.U. harmonized
pesticide registration are also described.

1 Department of Soil Sciences, Swedish University of Agricultural Sciences, Uppsala, Sweden
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INTRODUCTION

Nonequilibrium or preferential flow of water enhances the risk of leaching of
surface-applied contaminants to receiving water bodies, since much of the buffer-
ing capacity of the biologically and chemically reactive topsoil may be bypassed.
In this way, chemicals can quickly reach subsoil layers where degradation and
sorption processes are generally less effective. The term “preferential flow” im-
plies that recharge is concentrated to a small fraction of the total pore space where
vertical flow rates are much faster than rates of lateral equilibration with slowly
moving resident soil water (Fliihler et al., 1996). For example, in structured soils,
nonequilibrium flow in soil macropores (e.g., shrinkage cracks, worm channels,
old root holes) may dominate the soil hydrology, especially in fine-textured soils,
where they operate as high-conductivity flow pathways bypassing the imperme-
able soil matrix (Beven and Germann, 1982). Preferential flow also occurs in
structureless sandy soils in the form of unstable wetting fronts or fingering (Hillel,
1987), although this aspect of nonequilibrium flow behavior is not discussed
further in this paper.

This paper reviews the development and application of models to predict the
impact of macropore flow in the soil unsaturated zone on nonpoint-source pollu-
tion of groundwater and surface waters, focusing especially on agrochemicals. A
brief review of the various modeling approaches that have been adopted is first
presented. The dual-porosity model MACRO (Jarvis, 1994a; Jarvis and Larsson,
1998) is briefly described, and results of field tests of the model are presented that
illustrate the consequences of macropore flow for nitrate and pesticide leaching.
Concepts of model validation and calibration are discussed, and the data require-
ments for field validation of macropore flow models are reviewed. Current trends
and recommendations for use of these models in pesticide registration procedures
are also described.

MACROPORE FLOW: PHYSICAL PRINCIPLES

Macropores are large, continuous, structural pores that constitute preferred
flow pathways for infiltrating water in most soils. At the macroscopic scale of
measurement, this is reflected in large increases in unsaturated hydraulic con-
ductivity across a small soil water pressure head range close to saturation (Cloth-
ier and Smettem, 1990; Jarvis and Messing, 1995). At the pore scale, macropore
flow is generated when the water pressure locally increases to near saturation at
some point on the interface with the surrounding soil matrix, such that the water-
entry pressure of the pore is exceeded. Macropore flow can be sustained if the
vertical flux rates in the macropore are large in relation to the lateral infiltration
losses into the matrix due to the prevailing capillary pressure gradient. This is
most likely to be the case in clay soils with an impermeable matrix. These lateral
losses can be further restricted by relatively impermeable interfaces between
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macropores and the bulk soil, including cutans on aggregate surfaces and or-
ganic linings in biotic pores (Thoma et al., 1992). Thus, macropore flow can
sometimes be significant even in lighter-textured soils of large matrix hydraulic
conductivity.

The impact of macropore flow on solute transport depends strongly on the
nature of the solute ion under consideration, particularly the size of the molecule
as it affects lateral spreading between pore domains by diffusion, its sorption
characteristics, and the nature of source/sink terms (i.e., biological transforma-
tions) affecting the transport process. For example, the effects of macropore flow
on leaching are opposite for solutes that are foreign to the soil (e.g., pesticides)
compared to indigenous solutes produced within the soil (e.g., nitrate mineraliza-
tion from organic matter, without fertilizer applications). In the former case,
macropore flow may strongly increase leaching losses, while in the latter case,
leaching should be decreased by macropore flow (Jarvis, 1998).

CURRENT APPROACHES TO MODELING
MACROPORE FLOW IN SOILS

In this section, some existing models accounting for macropore flow are
described. This review is not intended to be exhaustive, but rather to give some
idea of the different types of models available, their advantages and limitations,
and their potential as management tools. Most existing models take a macro-
scopic, continuum approach by lumping individual preferential flow pathways in
the soil into two or more pore domains within a one-dimensional numerical
scheme. A large number of models of this type have been developed in recent
years. They vary with regard to the number of flow domains considered (two-
domain or multidomain models), the degree of simplification and empiricism
involved in process descriptions (e.g., functional vs. mechanistic models), and
also the manner in which exchange between flow domains is represented. In the
following sections, some of these existing models are described.

Functional Models

In recent years, a number of simple empirical (or functional) models have
been developed that can account for preferential flow (Addiscott, 1977; Corwin
etal., 1991; Hall, 1993; Nicholls and Hall, 1995). Barraclough (1989a) described
a simple three-region model based on a capacity (“tipping bucket”) approach to
describe water flow, the mobile-immobile water concept to characterize solute
transport in two domains (see next section), and a simple instantaneous bypass
routine to account for macropore flow. The model was apparently implemented
only for nonreactive solute transport, although it was compared to nitrate leach-
ing data during three winter seasons (Barraclough, 1989b).
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Some functional models may be rather limited in their ability to simulate
preferential flow due to simplifications in the treatment of soil water flow. For
example, these models usually assume that water outflow from each soil layer is
zero until filled to field capacity. Thus, rapid and deep-penetrating bypass flow in
dry, macroporous soils cannot be simulated. Difficulties may also be caused by
the fact that the normal time step in these models is one day, whereas an appropri-
ate time scale to characterize preferential flow and transport processes would be
of the order of hours, or even minutes.

Dual-Porosity/Single Permeability Models

Analytical models have been developed based on the two-region (mobile-
immobile water) convection-dispersion equation (CDE) for both nonreactive and
sorbing and degrading solutes (van Genuchten and Wierenga, 1976; van Genuchten
and Wagenet, 1989; Gamerdinger et al., 1990). These analytical solutions of the
CDE require idealized initial and boundary conditions and assume steady-state
water flow. Thus, although such approaches may provide some theoretical in-
sights into solute transport processes occurring in structured soils, they are not
appropriate to field situations characterized by time-varying soil water content due
to evaporation, root water uptake, and intermittent inputs of rainfall. For this
reason, their use as management tools is rather limited.

Numerical solutions of the mobile-immobile water concept have also been
implemented. However, even when the mobile-immobile water CDE is solved
numerically, it is often either coupled to Richards’ equation or steady water flow
is assumed (Lafolie and Hayot, 1993; Zurmiihl and Durner, 1996). Such an
approach only provides at best a partial description of nonequilibrium flow and
transport phenomena, since it cannot account for rapid movement of infiltrating
water in macropores to depth in dry soil. For transient conditions, one unresolved
question is how best to define the fractional mobile water content in relation to the
time-varying total water content. Ziirmuhl and Durner (1996) discussed this prob-
lem and recommended defining a variable ratio between the mobile water content
and the total water content based on the shape of the hydraulic conductivity
function, such that the conductivity at the boundary between mobile and immo-
bile water represented a constant fraction of the conductivity at the current water
content. Van Dam et al. (1990) presented a simple solution of the mobile-immobile
water CDE, coupled to Richards’ equation, which may be appropriate to water-
repellent soils where a part of the soil remains unwetted during infiltration.

Jarvis (1989) and Armstrong et al. (1995) described a model particularly
suited to cracking clay soils. In this model (CRACK), vertical water flow and
solute transport occur in a crack system that is defined, for each layer in the soil
profile, by a fixed spacing and a porosity that varies due to swelling and shrink-
age. Vertical transport is neglected in the soil aggregates, which act as sinks for
water and sources/sinks for solute. In the case of solute, the aggregates are di-
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vided into numerical slices and lateral diffusion and exchange is modeled explic-
itly using Fick’s law. In the latest version of the model, subroutines have been
implemented to describe nitrate transformations and pesticide sorption and deg-
radation (Armstrong et al., 1995).

Dual-Porosity/Dual-Permeability Models

In these models, two pore domains are each characterized by a porosity, a
water pressure (and water content), and solute concentration. In contrast to the
mobile-immobile water approach, vertical water flow and solute transport are
calculated for both domains, with mass exchange between domains treated as
source/sink terms in the one-dimensional (vertical) model structure. This mass
exchange between domains is calculated using approximate first-order equations,
based either on an effective diffusion pathlength related to the macroscale soil
geometry (aggregate size) or empirical mass transfer coefficients.

Gerke and van Genuchten (1993a) described a model of water flow and
nonreactive solute transport based on the van Genuchten/Mualem model for the
soil hydraulic functions (van Genuchten, 1980; Mualem, 1976), applied to a
bimodal pore size distribution (Othmer et al., 1991; Durner, 1992). Richards’
equation and the CDE are used to calculate water flow and solute transport,
respectively, in both pore domains, while mass exchange of water and solutes is
calculated using approximate first-order equations accounting for both convec-
tive and diffusive transfer (Gerke and van Genuchten, 1993b). Due to the geom-
etry of the flow system, the rate of mass exchange between the domains is
inversely proportional to the square of an effective diffusion pathlength (van
Genuchten, 1985; Youngs and Leeds-Harrison, 1990).

Jarvis (1994a) and Jarvis and Larsson (1998) described a dual-porosity model
(MACRO) in which Richards’ equation and the convection-dispersion equation
are used to model soil water flow and solute transport in soil micropores, while a
simplified capacitance-type approach is used to calculate water and solute move-
ment in macropores. This description of gravity-driven water flow in macropores
can be considered as the numerical equivalent of the analytical kinematic wave
model described by Germann (1985). Later in this paper, some case studies are
presented of field applications of MACRO. Therefore, this particular model is
now described in more detail.

In MACRO, a simple cut-and-join or two-line method is used to define the
hydraulic functions (Smettem and Kirkby, 1990), rather than the additive super-
imposition of two pore regions employed, for example, by Gerke and van
Genuchten (1993a). The “boundary” between the two pore domains is defined by
the air-entry pressure head in the Brooks and Corey (1964) equation, with an
equivalent water content and hydraulic conductivity defining the saturated state
of the micropores (Figure 6-1). The boundary condition at the soil surface is an
important part of any flow and transport model. In MACRO, a flux boundary
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FIGURE 6-1 Schematic representation of soil hydraulic functions in the MACRO model:
K, is the saturated hydraulic conductivity, 6 is the saturated water content, i, is the
pressure head defining the boundary between macropores and micropores, 0, is the equiv-
alent water content, and K is the hydraulic conductivity at y,. From Larsson and Jarvis
(1999b).

condition is used to partition incoming rainfall between the two pore regions
depending on the infiltration capacity of the micropores. With respect to solute
transport, the water infiltrating in macropores is characterized by a concentration
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where Q is the amount of solute stored in the top layer of the soil, Az is the layer
thickness, R is the net rainfall, ¢, is the concentration in the rain, © and 7y are the
water content and bulk density in the top layer, and f is the fraction of sorption
sites in the macropore region.

Water and solute exchange rates between the flow domains (M, and M,
respectively) are calculated as a function of an effective diffusion pathlength d,
using approximate physically based first-order expressions (Booltink et al., 1993;
Gerke and van Genuchten, 1993b). For solute, both diffusive and convective
mass transfer are considered:

3D,
M, = (dg’/W)(eb -0, 6.2)
and
M, = (3%20"“)(%3 — i)+ M’ (6.3)

The subscripts ma and mi refer to macropores and micropores, 0, is the saturated
water content of the micropores (Figure 6-1), v,, is a scaling factor introduced to
match approximate and exact solutions to the diffusion problem (van Genuchten,
1985), ¢” is the solute concentration in either macropores or micropores depend-
ing on the direction of convective transfer, D, is an effective diffusion coeffi-
cient, and D, is an effective water diffusivity given by:

D, = (D*’DJ;%)SM (6.4)
where Dy, and Dy are the water diffusivities at 6, and 0, ;, respectively, and S,
is the degree of saturation in the macropores, which is introduced to account for
the effects of incomplete wetted contact area between the two pore domains.

A full water balance is considered in MACRO, including precipitation,
evapotranspiration, and root water uptake; deep seepage; and lateral fluxes to tile
drains in saturated soil. Solute transport and transformation processes in the
model include convective-dispersive transport, Freundlich equilibrium sorption
with sorption sites partitioned between the two pore domains, microbial degrada-
tion according to first-order kinetics, plant uptake, and canopy interception/
washoff.

Multiporosity/Multipermeability Models

Steenhuis et al. (1990) described a simple multidomain model of solute
movement based on a piecewise linear approximation to the hydraulic conductiv-
ity function and the assumption of a unit hydraulic gradient. Solute exchange
between pore classes is calculated by mixing a fixed fraction of the water and
solute in each pore class in a common pool before being redistributed. If the
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mixing fraction is set to zero, the multidomain model reduces to a parallel stream-
tube model, whereas if it is set to unity (complete lateral mixing), it becomes
equivalent to the CDE.

Hutson and Wagenet (1995) described a multiregion model of water flow
and solute transport (TRANSMIT) based on the existing single-domain model
LEACHM (Wagenet and Hutson, 1987). TRANSMIT can be used to investigate
the impacts of preferential flow occurring at the porescale (e.g., macropore flow)
by simulating multiple pore domains, and also physical nonequilibrium induced
by soil heterogeneity through modeling multiple, interacting soil columns. A
wide range of solutes can be dealt with, including pesticides and nitrate. Convec-
tive and diffusive mass exchange between all combinations of columns and/or
pore domains is calculated using empirical expressions.

Gwo et al. (1995) described a multiporosity model of water flow and solute
transport (MURF/MURT) based on the overlapping pore continua concept (Gerke
and van Genuchten, 1993a). Richards’ equation and the CDE are used to model
transport in each pore domain, while water exchange is regulated by empirical
exchange coefficients in simple first-order expressions. Solute exchange is driven
by both convective transfer and first-order diffusive exchange.

Multiporosity models can, of course, default to the dual-porosity case when
required, and there may be good reasons for doing so. As the number of pore
classes in the model increases, the description of mass exchange processes neces-
sarily becomes more uncertain and less mechanistic. Thus, although multidomain
models may provide valuable insights into the nature of solute transport in het-
erogeneous soils, and also allow much greater flexibility in matching the ob-
served behavior of solute transport in soil compared to two-domain models (Gwo
et al., 1995), they may require extensive calibration and cannot easily be used
predictively for management purposes (Hutson and Wagenet, 1995).

Two-Dimensional Models

Nieber and Misra (1995) described a two-dimensional, dual-porosity, finite
element model of water flow and nonreactive solute transport in tile-drained soil.
The mass exchange terms between the domains were taken from Gerke and van
Genuchten (1993a, 1993b). A sensitivity analysis for the model was presented
showing how chemical mass flux arriving at the drains was strongly regulated by
the strength of interaction between the domains.

APPLICATION OF MACROPORE FLOW MODELS

Model Validation

Regulatory authorities and other management users must have confidence in
the output of macropore flow models if these are to be used as tools to aid
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decision-making. This implies that the model must be considered sufficiently
valid or validated in the minds of the users for the intended purpose. It is often
claimed, from a logical and philosophical point of view, that models cannot be
validated because they are only ever approximations to reality, and because the
truth of theory cannot be proven (Oreskes et al., 1994). However, this widely held
belief is based on a rather narrow view of what constitutes validation. A prag-
matic alternative definition can be summarized by the truism that all models are
wrong, but some are useful (see reviews by Rykiel, 1996, and Steefel and van
Cappellen, 1998). It is helpful here to distinguish between conceptual validity,
which involves subjective judgement, and model validation, which should be an
objective procedure. Conceptual validity implies that the model concepts, simpli-
fications, and assumptions are considered justifiable and reasonable for the stated
use of the model, based on a consensus of understanding in the scientific commu-
nity. Of course, it is always possible to criticize some aspects of the theoretical or
conceptual basis of any model, since all models are to a greater or lesser extent
simplifications of reality. Thus, operational model validation is a necessary pro-
cedure that identifies the limits and conditions of conceptual validity. Thus,
operational validation is the process of determining whether the model meets
specified performance criteria, defined as the level of accuracy required for a
given purpose and context of use. In an interesting review of the concept and
practice of model validation, Rykiel (1996) stated that “validation is not a proce-
dure for testing scientific theory or for certifying the ‘truth’ of current scientific
understanding. Validation means that a model is acceptable for its intended use
because it meets specified performance requirements.” Seen in this light, opera-
tional validation is a rigorous quantitative procedure similar to hypothesis testing
in statistics. It is also the process by which model concepts gain credibility for a
given use or, after repeated testing, are ultimately rejected in favor of what are
perceived to be improved descriptions. Thus, conceptual validity can only be
achieved by extensive and repeated operational validation.

The importance of context of use can be demonstrated by a simple example.
Richards’ equation and the CDE may be conceptually valid for predicting water
flow and solute transport in homogeneous porous media, but would repeatedly
fail operational validation tests for predicting leaching to groundwater in natu-
rally heterogeneous soils, and lose credibility for this purpose.

Apart from difficulties with semantics, one reason for the continuing confu-
sion over the meaning and purpose of model validation is that there are no widely
accepted, standard, objective performance criteria for testing models (Rykiel,
1996). In statistics, a probability level of 0.05 is often used as a test of signifi-
cance. This is an arbitrary standard, but widely accepted. Similar standard mea-
sures are required for operational model validation. In this respect, it is important
that representatives of the user-community (regulatory authorities, industry) take
an active role in specifying performance criteria, simply because the level of
accuracy required depends on the use of the model and the target quantity being
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predicted (i.e., concentrations, loads, average values, maximums). The confusion
that arises when performance criteria for model validation are not clearly ex-
pressed a priori can be demonstrated by the current situation in the European
Union with respect to harmonized pesticide registration procedures. E.U. direc-
tives state that models “validated at the community (E.U.) level” are to be used to
predict environmental concentrations in soil, groundwater, and surface waters.
However, validation is not defined, nor are any criteria specified for assessing
validity. This has led to a situation where a large number of different models are
being used by regulators and industry, with considerable confusion (and costs)
resulting from the very wide range of different predictions that are possible.

Model Calibration

The success of the operational validation procedure depends critically on
distinguishing between conceptual errors and parameter errors (Loague and
Green, 1991). As noted above, conceptual errors result from incorrect or undue
simplification of process descriptions in the model and also neglect of significant
processes (Russell et al., 1994). Clearly, some degree of conceptual error is
inevitable, since models necessarily represent simplifications of reality. How-
ever, in principle, these should be minimized when mechanistic process descrip-
tions are used (Wauchope, 1992) and in detailed models that include as many
relevant processes as possible. Parameter error is the use of inappropriate param-
eter values. These errors arise either because the required data are not available or
because the measurements are themselves subject to error and/or uncertainty due
to spatial and temporal variability, or can be interpreted ambiguously, or for some
other reason do not adequately reflect the prevailing field conditions. These
errors may be potentially serious for detailed simulation models and for those
parameters for which the relevant model outcome (e.g., leaching) is especially
sensitive. Calibration is the process of minimizing parameter error in order to
determine the extent of conceptual error, and is normally the first step in opera-
tional validation. Calibration is needed for all but the simplest models because
direct measurements of all input parameters are rarely if ever available, either
because of lack of time or money, or because the parameter is too difficult, too
variable, or in many cases, impossible to measure. Bearing in mind the need for
calibration, it is vital that field data utilized for operational validation meet cer-
tain quality criteria.

Data Requirements for Model Validation

The data required for model validation can be divided into two groups:
measurements of model input parameters, and corroboratory validation measure-
ments of the state of the system to be modeled. As a general rule, the modeler
must be constrained as far as possible by both sets of measurements, such that the
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degree of freedom during model calibration is minimized. Ideally, for macropore
flow and transport models, the parameterization should be based on actual mea-
surements of soil water retention and unsaturated hydraulic conductivity, includ-
ing the critical pressure head range close to saturation. In this way, parameters
defining the hydraulic properties of the macropore region can be determined by
curve-fitting the model functions to measurements made across an appropriate
range of pressure heads (Jarvis et al., 1999).

The modeler must also be constrained by detailed measurements of the state
of the system to be modeled (i.e., validation data). In this respect, it is especially
critical that, as far as possible, (1) complete measured mass balances are available
for both water and the solute of interest, and (2) both resident concentrations/
amounts and solute fluxes are measured. This is because resident and flux con-
centrations will differ considerably if macropore flow is a significant process.
Also, coring methods alone cannot reliably detect preferential movement of
strongly sorbing and degrading solutes, since only small (though environmen-
tally significant) amounts are transported. This is because the analytical detection
limits for resident concentrations obtained by core samples are relatively high,
and the spatial variability of the solute distribution is often large in relation to the
sampling intensity. In contrast, flux measurements give a measure of integrated
transport for larger areas. Thus, ideally, measurements should be made of changes
of both water and solute storage in the soil unsaturated zone, together with gains
and losses from the system at the soil surface and at some depth in the soil,
preferably below the maximum rooting depth. Storage measurements should be
made with a high spatial resolution, both vertically and laterally, while flux
measurements at the boundaries should be made with a high temporal resolution
to capture the rapid and dynamic nature of macropore flow processes. The re-
quirement for flux measurements means that either lysimeter or field-scale ex-
periments on monitored tile-drainage systems are preferred. As an example of the
latter, the nonreactive tracer experiment and model application reported by
Larsson and Jarvis (1999a) can serve as a useful example to illustrate the range of
field data required to properly validate macropore flow models such as MACRO.
The measurements utilized by Larsson and Jarvis (1999a) are listed in Table 6-1,
together with the spatial and temporal resolution achieved in each case. The results
of this application of the MACRO model are discussed in the following section.

Case Studies with the MACRO Model

The MACRO model is probably the most widely used and tested model
dealing with macropore flow in the unsaturated zone. Applications of the model
to field and lysimeter experiments concerning nonreactive tracer movement, salt
leaching from salinized soils, and pesticide leaching have been reported by,
among others, Saxena et al. (1994), Jarvis et al. (1994), Andreu et al. (1994,
1996), Jarvis (1995), Jarvis et al. (1995), Gottesbiiren et al. (1995), Bergstrom
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TABLE 6-1 Field Measurements Utilized by Larsson and Jarvis (1999a)

Component Measurement Resolution
Surface boundary Precipitation Hourly
Meteorological variables Daily averages
Solute application 30 collector trays to estimate mean and
spatial variability of bromide spray
application
Storage changes Water and bromide 8 to 12 replicate cores, on 6 occasions

following application during a 1-year
period samples taken at 10-cm-depth
intervals to 90-cm depth

Fluxes Drainflow at 1-m depth Continuous
Bromide concentrations Every 1.5 mm of drainflow
in drainflow

Bottom boundary Bromide concentrations Weekly
in groundwater at
2-m depth

(1996), Besien et al. (1997), Bourgault de Coudray et al. (1997), Beulke et al.
(1998), Villholth and Jensen (1998), Jorgensen et al. (1998), and Jarvis et al.
(2000). One of the most comprehensive field tests of the MACRO model to date
was reported by Larsson and Jarvis (1999a, 1999b), who compared model predic-
tions with measurements of bromide, herbicide, and nitrate leaching to tile-drains
in a structured silty clay soil in Sweden. Bromide and the weakly sorbing herbi-
cide bentazone were applied together to bare soil in autumn 1994, and the subse-
quent leaching from a 0.4-ha plot monitored during a one-year period (Larsson
and Jarvis, 1999a). Model predictions of nitrate leaching were compared with
measurements made during an eight-year period on an adjacent plot at the same
site (Larsson and Jarvis, 1999b). These experiments and model applications are
now discussed in more detail.

Site Hydrology and Nonreactive Transport

A reasonable description of the site hydrology is a prerequisite for accurate
predictions of solute transport (Armstrong et al., 1996). Therefore, as a first step
in the model application, Larsson and Jarvis (1999a) compared model predictions
and measurements of drain discharge, concentrating especially on estimating soil
macroporosity (6.-6,) and saturated hydraulic conductivity by matching the tim-
ing and shape of individual flow hydrographs (i.e., time to peak flows and reces-
sions). These parameters were estimated by calibration even though some direct
measurements were available. This is because the drain response predicted by the
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model is highly sensitive to these parameters, which in turn are normally charac-
terized by large spatial and temporal variability. Model predictions were checked
against water content profiles measured on six occasions during a one-year pe-
riod, and were found to be satisfactory. In the second stage of model calibration,
estimates of sensitive parameters regulating the impact of macropore flow on
preferential solute transport, particularly the mixing depth, z, (Equation 6.1), and
the effective diffusion pathlength, d (Equations 6.2 and 6.3), were obtained by
comparing model predictions and measurements of the initial bromide break-
through to the drains occurring 26 days after application. Figure 6-2 shows that
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FIGURE 6-2 A comparison of bromide concentrations measured in tile drainage outflow
at Lanna with those simulated by the MACRO model. Redrawn from Journal of Hydrolo-
gy, 215, Larsson, M. H., and N. J. Jarvis, Evaluation of a dual-porosity model to predict
field-scale solute transport in macroporous soil, pp. 153-171, 1999, with permission from
Elsevier Science.
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the model was able to capture reasonably well the initial breakthrough of bromide
due to macropore flow, and also the subsequent slower convective-dispersive
movement of bromide through the matrix, assuming d values of 150, 100, and
300 mm in topsoil and upper and lower subsoil horizons, respectively. The initial
rapid breakthrough to tile drains was accompanied by significant bromide con-
centrations measured in groundwater at 2-m depth (10 pg I-! measured 42 days
after application). The model accurately matched the timing of this response in
the groundwater, but the concentrations were somewhat underestimated
(3 ug I'Y). The model satisfactorily matched the observed distributions of bromide
in the soil profile throughout the one-year period following application (see
Figure 6-3 for one example), but only if a rather large pore volume for anion
exclusion was assumed for this clayey textured soil (23 percent). It is interesting
to note that, even without macropore flow, the model could have been calibrated
to achieve an excellent fit to the bromide profiles (for example, by changing the
anion exclusion volume), because the proportion of the dose moving deep into
the soil by macropore flow was quite small (about 10 percent) and the variability
in the measured profiles was quite large. However, it would not be possible to
match the pattern of flux concentrations observed in tile-drain outflow without
considering macropore flow. This emphasizes that validation of macropore flow
models requires measurements of both resident and flux concentrations, and that
without flux measurements, there is a clear risk that misleading positive conclu-
sions can be drawn concerning the validity of models that do not account for
preferential movement.

Pesticide Leaching

Following this calibration, the model was validated by comparing model
predictions and measurements of bentazone concentrations in tile drain outflow
(Figure 6-4) and resident concentrations in the soil profile (Figure 6-5), with no
changes to the parameterization of soil hydraulic functions. Figure 6-4 shows that
the very weakly sorbed herbicide bentazone (k.. = 5 cm?® g7!) behaved rather
similarly to bromide, so that a more complete validation of the model for the
Lanna site ought to include a more strongly sorbed solute. Nevertheless, the dual-
porosity approach does seem to accurately reflect field-scale solute transport in
this well-structured soil. Model simulations were also run without macropore
flow by setting the effective diffusion pathlength to 1 mm (nominal zero), thereby
ensuring complete equilibrium between the pore domains. A comparison of these
simulation results enables the impact of macropore flow to be quantified. Figures
6-4 and 6-5 show that in the Lanna soil, macropore flow results in the rapid
movement of a small pulse of applied herbicide, deep in the soil, but that this by-
pass flow also effectively reduces the rate of convective movement of the bulk of
the compound in the matrix. This retardation is especially significant because the
longer transit time of the compound in the topsoil results in much larger degrada-

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10102.html

ractured Vadose Zone

MODELING MACROPORE FLOW IN SOILS 203

0

50 -

100 -

Depth (cm)

150 -
64 days after application

O measured
— simulated with macropore flow

200 T T
0 5 10 15 20

Bromide Content (g/m3)

FIGURE 6-3 A comparison of bromide contents measured by soil coring at Lanna with
those simulated by the MACRO model. Redrawn from Journal of Hydrology, 215,
Larsson, M. H., and N. J. Jarvis, Evaluation of a dual-porosity model to predict field-scale
solute transport in macroporous soil, pp. 153-171, 1999, with permission from Elsevier
Science. Dotted lines indicate one standard deviation of the mean.

tion losses, since biodegradation in the Lanna subsoil is negligible (Bergstrom et
al., 1994). Thus, the net effect of macropore flow was a reduction of leaching of
the weakly sorbed compound bentazone, by about 50 percent. However, it should
be noted that significant quantities of bentazone remained in the soil at the end of
the experiment, so that the net reduction in leaching due to macropore flow
probably would have been smaller, had the measurements continued to the point
when all the compound had been either degraded or leached.
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FIGURE 6-4 A comparison of bentazone concentrations measured in tile drainage out-
flow at Lanna with those simulated by the MACRO model both with and without consid-
ering macropore flow. Redrawn from Journal of Hydrology, 215, Larsson, M. H., and N.
J. Jarvis, Evaluation of a dual-porosity model to predict field-scale solute transport in
macroporous soil, pp. 153-171, 1999, with permission from Elsevier Science.

Larsson (1999) utilized the calibrated Lanna parameter set as input to purely
predictive scenario simulations investigating the interactions between pesticide
compound properties and macropore flow effects on leaching. It was demon-
strated that for mobile leachable compounds, macropore flow at Lanna results in
small decreases in leaching, or has no effect at all, while for intermediate leach-
ers, macropore flow may increase leaching by up to three to four orders of
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magnitude. Conversely, for very strongly sorbed compounds (i.e., nonleachers),
macropore flow again had apparently little effect on leaching. However, it should
be borne in mind that these predictions take no account of colloid-facilitated
transport of pesticide, a process that may be important for strongly sorbed com-
pounds in macroporous soils (Brown et al., 1995). Larsson (1999) showed that to
a good approximation, the total leaching loss in the presence of macropore flow
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FIGURE 6-5 A comparison of bentazone contents measured by soil coring at Lanna with
those simulated by the MACRO model both with and without considering macropore
flow. Redrawn from Journal of Hydrology, 215, Larsson, M. H., and N. J. Jarvis, Evalua-
tion of a dual-porosity model to predict field-scale solute transport in macroporous soil,
pp. 153-171, 1999, with permission from Elsevier Science. Dotted lines indicate one
standard deviation of the mean.
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could be expressed as a simple linear function of the loss predicted without
macropore flow, at least for compounds where leaching was more than 0.001
percent of the applied dose (see Figure 6-6). The slope of the best-fit line in
Figure 6-6 reflects the tendency of macropore flow to reduce the significance of
compound sorption and degradation properties in determining leaching losses.
One practical consequence of this result is that reductions in applied dose would
appear to be a relatively more effective means of reducing pesticide leaching in
the presence of macropore flow (Larsson, 1999).
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FIGURE 6-6 Leaching at Lanna (expressed as a fraction of the applied dose) for a range
of hypothetical autumn-applied pesticides simulated with and without macropore flow.
The one-to-one line indicates no effect of macropore flow on leaching, while the slope of
the best-fit line represents the extent to which the effect of compound properties (sorp-
tion, degradation) on leaching is reduced by macropore flow. Redrawn from Larsson
(1999).
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The results of the scenario simulations presented by Larsson (1999) and
Jarvis (1994b) can also be used to illustrate the importance of year-to-year vari-
ability in the rainfall pattern following surface application in determining leach-
ing losses of agrochemicals in the presence of macropore flow. Figure 6-7 shows
that for spring applications, annual leaching losses of bentazone predicted during
a 10-year period were strongly correlated to the total rainfall in the three- to four-
week period following application (Larsson, unpublished data). For less mobile
pesticide compounds, the overwhelming proportion of the total leaching load
during a 10-year period might be expected to occur during 1 year with heavy
rainfall following spring applications (Jarvis, 1994b).
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FIGURE 6-7 The relationship between predicted annual leaching loads of the spring-
applied herbicide bentazone and precipitation amounts following application. The strength
of the relationship is expressed in terms of the Pearson rank correlation coefficient calcu-
lated for a 10-year period.
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Nitrate Leaching

Based on the calibrated parameter set derived from the model application to
the bromide tracer experiment described above, Larsson and Jarvis (1999b) quan-
tified macropore flow effects on nitrate leaching at the Lanna site by coupling
MACRO to the nitrogen turnover model SOILN (Johnsson et al., 1987). The
combined modeling system was applied to an eight-year field experiment carried
out on an adjacent plot at Lanna, with a rotation of spring cereals and rape
receiving normal rates (about 100 kg N ha™! yr!) of commercial fertilizer. The
calibration procedure focused especially on the crop nitrogen uptake function in
SOILN, in order to achieve a close match to measured nitrogen in harvested
grain, which is the largest component of the mass balance of nitrogen. A compari-
son of model simulations (run with and without macropore flow) with measure-
ments of mineral nitrogen in the soil profile and nitrate concentrations in tile
drainage showed that (1) the model could only satisfactorily predict all measured
components of the nitrogen mass balance when macropore flow was accounted
for; (2) the simulation without macropore flow could be made to match measured
nitrogen contents in both the soil profile and harvested grain, but nitrate concen-
trations in drain flow were then generally overestimated; (3) in one year, signifi-
cant increases in nitrate leaching due to macropore flow were observed during a
short period following spring fertilizer application; and (4) nevertheless, during
the eight-year period studied, macropore flow reduced nitrate leaching at Lanna
overall by about 28 percent, but with large variations occurring from year to year
(reductions varied from 3 percent to 45 percent in individual years). These results
clearly show that assessments of the impact of macropore flow on nitrate leach-
ing based on short-term experiments may be misleading, especially if the experi-
mental period immediately follows fertilizer application. For the particular soil/
climate/management scenario characterized by the Lanna experiment, and for the
eight-year period in question, Larsson and Jarvis (1999b) concluded that in-
creases in leaching due to macropore flow generated by occasional periods of
heavy rain following fertilizer applications in spring were clearly outweighed by
reductions in leaching losses occurring during the winter periods when rainfall of
low nitrogen concentrations bypasses the resident soil water with larger nitrogen
concentrations.

Regulatory Use of Macropore Flow Models: Current Trends

The regulatory use of macropore flow models requires care to eliminate user
bias and strict application of predefined protocols to ensure that the model is used
in an appropriate manner. A transparent and uniform approach to using macropore
flow models for regulatory purposes can be achieved in two possible ways. The
first is the use of precalibrated scenarios, where parameter values describing soil
properties, including those describing the macropore region, are fixed a priori
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from previous model applications to experimental data obtained at representative
sites. In this approach, the only model parameters the user is free to vary are those
related to the chemical compound in question, for example, in the case of pesti-
cides, the degradation and sorption properties and the use/application pattern.
Such an approach is currently being developed for E.U. harmonized pesticide
registration procedures by the FOCUS advisory group (Adriaanse et al., 1997),
whereby a limited number of representative E.U. soil scenarios, for which the
MACRO model has been previously calibrated, will form the basis of exposure
assessments for pesticide movement to surface waters via subsurface drainage
systems. Similarly, the Danish Environmental Protection Agency (DEPA) has
developed two fixed national scenarios representing the main soil types in Den-
mark (sandy and loamy moraines). These are currently used together with the
MACRO model to make pesticide exposure assessments for regulatory purposes.

Precalibrated scenarios offer a reliable means of predicting leaching with
macropore flow models, but for some management applications, this approach
may be too restrictive. For example, geographically distributed predictions of
likely pollutant impacts on groundwater and surface waters are often required at
regional and national scales. Here, macropore flow models must be used entirely
predictively, with no possibility to calibrate difficult parameters. Objective and
reliable estimation procedures (pedotransfer functions) are then needed to auto-
matically derive model parameter values from widely available soils data. This
approach is only likely to be possible for the simplest case of dual-porosity
models, since the number of model parameters multiplies disproportionately as
the number of domains increases (e.g., Gwo et al., 1995). Jarvis et al. (1997)
described one such decision-support tool, or expert system (MACRO_DB, Fig-
ure 6-8), based on MACRO, in which the model is automatically parameterized
from linked soils, cropping, weather, and pesticide properties databases through a
combination of simple rules (based on expert judgement) and pedotransfer func-
tions, while a geohydrological classification scheme (Boorman et al., 1991) is
used to assess likely routes of pesticide contamination (surface water vs. ground-
water). For example, in MACRO_DB, the diffusion pathlength is estimated from
field observations of not only the size, but also the strength of development of the
aggregate structure. The strength of structural development reflects the presence
of cutans and organic linings at macropore/matrix interfaces, which may restrict
mass exchange processes between pore domains (e.g., Thoma et al., 1992). The
boundary hydraulic conductivity K, (Figure 6-1) is one of the most sensitive
hydraulic parameters in MACRO because it partitions water flow between
macropores and micropores. In MACRO_DB, K, is estimated from soil water
retention curve parameters (Laliberte et al., 1968). Beulke et al. (1998) tested the
predictive ability of the MACRO_DB system against a number of field and
lysimeter experiments on pesticide leaching and concluded that the strength of
macropore flow was significantly underestimated compared both to the measure-
ments and to predictions made by an expert user of the stand-alone MACRO
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FIGURE 6-8 Schematic diagram illustrating MACRO_DB, a decision-support tool for
making pesticide exposure assessments for surface waters and groundwater. From Envi-
ronmental Modelling and Software, 12, Jarvis, N. J., J. M. Hollis, P. H. Nicholls, T. Mayr,
and S. P. Evans, MACRO_DB: A decision-support tool to assess the fate and mobility of
pesticides in soils, pp. 251-265, 1997, with permission from Elsevier Science.

model. One reason for this may be the difficulty in estimating one critical param-
eter for reactive solutes, namely, the partitioning of sorption sites between the
pore domains. The simple approximation currently used in MACRO_DB is to
distribute the sorption sites in proportion to the relative volumes of the pore
domains. In many cases, macropore interfaces and linings should be more reac-
tive than the surface area of the bulk soil (e.g., Mallawatantri et al., 1996), but this
may be more than compensated for by the much smaller surface area per soil
volume (Luxmoore et al., 1990).

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10102.html

ractured Vadose Zone

MODELING MACROPORE FLOW IN SOILS 211

CONCLUDING REMARKS

Although macropore flow models are now well established as research tools,
there are still few examples of management applications in the literature, and
only in recent years are they starting to be used for regulatory purposes. Despite
the extra difficulties of parameterizing these models, it is important that they be
used for regulation, simply because the consequences of preferential flow and
transport for contaminant transport are often dramatic, and because models that
do not treat these processes are limited in their applicability. Thus, future regula-
tory use of macropore flow models is necessary, but requires strict protocols to
ensure that simulations are free of subjective user bias. Regulatory applications
of macropore flow models should therefore be based either on precalibrated
scenarios or on objective parameter estimation routines (pedotransfer functions).
In this respect, it is vital that experience in model calibration and parameteriza-
tion gained in research applications is effectively made available to management
users, through further development and refinement of user-friendly decision-
support tools that link data sources to state-of-the-art models and parameter
estimation routines. Hopefully, as research experience accumulates, macropore
flow models will be increasingly used by decision-makers in risk assessments
and evaluation of mitigation strategies to minimize pollution impacts on water
resources.
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Free-Surface Films
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ABSTRACT

A new transport mechanism is proposed to explain the anomalous fast trans-
port observed at fractured vadose sites. Recent field observations have shown that
fluid transport rates may be orders of magnitude greater than existing models can
predict. This implies that a key transport mechanism is acting which is not being
included in these models. It is imperative that the acting transport mechanism be
identified because fractured vadose sites are being marked for potential toxic waste
repositories.

A free-surface film may provide a mechanism by which fluids in the unsatur-
ated zone are transported through air-filled fractures much more rapidly than plug
flow or porous matrix transport. A rigorous mathematical model is developed to
analyze the character of free surface films. The model shows free-surface films are
chaotic. The chaotic character of the system is used to develop a hydrologic model
for free-surface film transport in unsaturated fractures. This model is applied to the
example of seepage from the matrix into a fracture and is shown to generate veloci-
ties of the order necessary to explain the fast transport rates observed in the field.

1 Department of Geological Sciences, University of Nevada, Reno; presently at Department of
Crop and Soil Science, Oregon State University, Corvallis
2 Department of Geological Sciences, University of Nevada, Reno
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INTRODUCTION

Recent field observations at fractured vadose study sites have determined
that fluid transport rates through the earth’s vadose zone may be orders of magni-
tude greater than existing models can predict. This implies that a key transport
mechanism is acting which is not being included in these models. It is imperative
that this transport mechanism be identified because fractured vadose sites are
being identified for potential toxic waste repositories. Miscalculations regarding
fluid transport could have a major impact on the future integrity of any repository.

A free-surface film may provide a mechanism by which fluids in the unsatur-
ated zone are transported through air-filled fractures much more rapidly than plug
flow or porous matrix transport. In fact, flow rates predicted by this particular
mechanism are sufficient to explain recently observed behavior.

The vadose zone, also known as the unsaturated zone, is the region between
the ground surface and water table. Porous media in this region are only partially
saturated with fluid. Existing theory states that flow progresses only through
filled and interconnected pores. Conceptual models for flow within the vadose
zone are based on capillary theory, where the largest pore size to be saturated is
determined by the local pressure head (matric potential). Natural extension to
fractures of flow through porous media theory suggests that fluid will fill the
smallest fracture apertures first, progressively filling larger apertures. In addition,
the fracture will not conduct unless there is a connected fluid pathway. Flow
through porous media, whether saturated or unsaturated, is a very slow process.

Models developed to date for flow through unsaturated fractures retain some
of the basic maxims from porous media transport. An unsaturated fracture is one
that sustains both an air phase and a fluid phase. Until recently it had been
assumed that the fluid phase is confined to, and completely saturates, regions
where the aperture is sufficiently small, as defined by the matric potential of the
surrounding porous media. The larger aperture regions of the fracture are air-
saturated. Dual-porosity models simply replace the fracture with a permeable
medium of higher porosity than the surrounding matrix. Although the result is
that flow is faster through the more permeable conduit, it is not sufficiently fast to
explain the recently observed fast-flow phenomena. Cubic law models approxi-
mate the fracture aperture by a set of parallel plates, and the flow rate is calcu-
lated using what has come to be known as the cubic law, where flow rate is
proportional to the cube of the fracture aperture (Figure 7-1) (Nitao et al., 1993).
Further studies were performed to characterize the effect of aperture variability
on tortuosity and the development of channels allowing for higher flow rates
through regions of wider aperture (Tsang, 1984; Tsang and Tsang, 1987). Frac-
tures sustaining this type of two-phase capillary saturation have also been shown
to develop flow instabilities as the two saturated phases interact (Pruess and
Tsang, 1990; Geller et al., 1996; Su et al., 1999). Instabilities have also been seen
at the wetting front in fracture flow leading to fingering phenomena (Nicholl et
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FIGURE 7-1 Parallel plate model for fracture flow with absorption into the matrix.

al., 1994). Although fingers are capable of generating faster flow than the remain-
der of the wetting front, they sustain capillary saturation and the flow rate is
limited by the aperture geometry as defined by the cubic law.

Central to these models is the assumption that a continuous saturated path is
required for fluid conduction. At high matrix saturations the entire fracture may
fill and be capable of conducting fluid. However, at low capillary pressures,
because pressure equilibrium is required between the fracture and matrix, the
largest liquid-filled aperture in the fracture will be on the order of magnitude of
the largest pore size that is liquid-filled in the surrounding porous medium. Frac-
tures in arid regions, where the porous medium is at very low saturation and very
low capillary pressures, are likely to be saturated only in sections where the
aperture is very small, such as where two porous blocks touch. These saturated
sections are most likely disconnected, in which case, a continuous fluid-filled
conduit would not exist. These small sections of trapped water in the fracture are
held against gravity by contact angle hysteresis. Using this scenario, and applying
it to the arid conditions found in the Yucca Mountain area, Wang and Narasimhan
(1985) hypothesized that flow in vadose zone fractures would be unlikely in arid
regions. Their model is shown in Figure 7-2.
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FIGURE 7-2 Model for unsaturated fracture showing flow only through capillary bridges
between porous blocks. From Wang, J.S.Y., and T.N. Narasimhan, 1985. Hydrologic
mechanism governing fluid flow in a partially saturated, fractured, porous medium. Water
Resources Research 21(12): 1861-1874. Copyright from American Geophysical Union.

Because of this hypothesis, over the last two decades arid fractured vadose
environments have been suggested as possible sites for placement of long-term
nuclear waste repositories (Nitao and Buscheck, 1991). Since water is most likely
the primary agent for movement of hazardous materials in the subsurface, the
combination of an arid environment, a low permeability matrix, and fractures that
possibly separate the matrix blocks and further delay transport, seemed ideal
conditions for the isolation of toxic wastes. The sensitivity of the proposed use
and the severe consequences of failure have significantly increased the impor-
tance of understanding the hydrologic behavior within an arid fractured vadose
zone.

Contrary to the prediction of models mentioned above, radionuclides have
been detected in arid vadose regions at much greater distances from the source
than expected. At the Exploratory Studies Facility (ESF), Yucca Mountain,
Nevada, a bomb-pulse chlorine-36 signature was found hundreds of feet below
surface, even though the bomb-pulse signal is less than 50 years old (Fabryka-
Martin et al., 1998). This anomalous rapid transport rate is occurring in an arid
region where the vadose zone is highly unsaturated and fractured. Unfortunately,

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10102.html

i ractured Vadose Zone
: gl1 0102 html

FREE-SURFACE FILMS 221

porous matrix theory, dual-porosity models, and plug flow have not been able to
predict such rapid movement of fluid in a region that is highly unsaturated and
disconnected from surface fractures that could transmit possible episodic flood-
ing events.

Consequently, a new transport mechanism needs to be identified that is able
to more accurately predict the large velocity flows observed within the fractured
vadose zone. It is proposed that a free-surface film may be the mechanism by
which fluids in unsaturated fractures are transported very rapidly through the
vadose zone.

CONCEPTUAL MODEL FOR FREE-SURFACE FILM

The free-surface film model consists of a thin film of fluid flowing down the
wall of an air-filled fracture in the vadose zone. The film is in contact with the
porous matrix along one fracture wall and sustains an air phase between itself and
the opposing fracture wall, as shown in Figure 7-3 (Dragila and Wheatcraft,
1997). The film flows under the influence of gravity, exclusive of capillary forces
within the fracture. This mechanism can generate very rapid transport deep into
the vadose zone. Transport velocities for a free-surface film can be up to four
times that for an equivalently thick saturated plug (White, 1991). Furthermore,

FIGURE 7-3 Model for flow in unsaturated fractures where fluid flows in the form of
free surface films down the fracture walls while sustaining a continuous air phase.
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velocities generated by wavy chaotic films may be two times higher still (Dragila
and Wheatcraft, 1998).

The free-surface film model differs from the standard fracture flow models
in that the fracture aperture does not directly control flow rate during transport by
a free-surface film. Film flow can occur in small-aperture as well as large-aperture
fractures. This characteristic eliminates the restrictions that constrain the stan-
dard fracture flow models.

Much experimental work has been done to study the behavior of flow in
unsaturated fractures (Persoff and Pruess, 1985; Pruess and Tsang, 1990; Nicholl
et al., 1994; Geller et al., 1996: Podgorney et al., 1998; Su et al., 1999). Most
experimental and theoretical work on free-surface films is limited to the fields of
mechanical and chemical engineering, where they have been studied in relation
to many industrial operations, from wrinkle-free paint applications to solute trans-
fer in chemical air strippers (Kapitza, 1965; Nakoryakov et al., 1977; Wasden and
Dukler, 1992). The work by Tokunaga and Wan (1997) is the first reported
experiment that specifically focuses on the characteristics of a free-surface film
in a natural fracture.

The experiment presented by Tokunaga and Wan (1997) showed develop-
ment of free-surface films on a fractured sample of Bishop Tuff. They established
steady-state conditions in which flow delivered to the upper surface of their
sample was quickly distributed to both the rock matrix and fracture surface while
the matric potential was kept near saturation. Their experiment showed that these
free-surface films can generate very high transport rates and velocity while sus-
taining subatmospheric pressures within the film (see section on Seepage Gener-
ated Film Flow below).

MATHEMATICAL MODEL

The mathematical model presented here was developed to understand the
characteristics and transport capacity of film flow. Governing equations are math-
ematical expressions of fundamental laws that constrain the behavior of nature.
In the case of fluid flow, these fundamental laws are conservation of mass (Equa-
tion 7.1), conservation of momentum (Equation 7.2), and conservation of energy
(Equation 7.3):

ap ~
_— V. :0’ 71
%t (pu) (7.1)
du [, -
p§+p(u0V)u: pg—Vp+uv-u, (7.2)
Dh_dp g,
Dr s +V e (kVT)+¢. (7.3)
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The symbols used represent the following parameters: p is the fluid density; u is
the fluid dynamic viscosity; u is the velocity vector; ¢ is the time variable; g is the
constant of gravitational acceleration; p is the pressure; £ is the enthalpy; T is the
temperature; k is the thermal constant, and ¢ is a dissipation function. The mo-
mentum equations, also known as the Navier-Stokes equations, are fundamental
and rigorous. They are also nonlinear, complex, nonunique, and difficult to solve.
In order to solve the problem of a film of fluid flowing down an air-filled fracture,
we have assumed the following simplified model: the fracture surface is vertical,
smooth, and impermeable; the air phase is quiescent; and there is no mass transfer
into the vapor phase. A sketch of the model is provided in Figure 7-4. A steady-
state solution can be obtained by integrating the one-dimensional momentum
equation and applying the appropriate boundary conditions. Nevertheless, a solu-
tion to the film-flow problem poses a particular difficulty. The free surface makes
the thickness of the film a dynamic variable, and thus cannot be used as a bound-
ary condition. This lack of boundary condition can be resolved by assuming that
at steady state the free surface is flat and the film thickness constant (Nusselt,
1916). As will be shown later, although this assumption is incorrect, it provides a

FIGURE 7-4 Geometry used for development of free-surface film mathematical model.
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very useful solution. The steady-state solution to the velocity profile for a free-
surface film flowing under the action of gravity along a vertical plane is

2
ty(y) = (g)(hNy —y} (7.4)
n 2

The mean velocity across the thickness of the film at steady-state is

i, = [;)hﬁ (1.5)

where h, is the steady-state film thickness; u,, is the steady-state velocity, and 1
is the kinematic viscosity (1 = t/p). The coordinate convention used throughout
this paper is as follows: the x-coordinate points in the direction of flow, the y-
coordinate points normal to the fracture wall, and the z-coordinate points parallel
to the wall and normal to the direction of flow. The value for the steady-state film
thickness, h,, can be obtained using the concept of conservation of mass. Once
the film has attained a steady state, the flow rate per unit width can be expressed as

Q' = hyii, = (fn)hN (7.6)

As this equation shows, film thickness is purely a function of the incoming, or
source, flow rate. It is a dynamic variable.

To obtain the steady-state solution, we assumed that the film would sustain a
flat free-surface film as it flows. However, these flat films are inherently un-
stable. Instability is commonly seen for a wide range of fluids and has been the
advantage as well as the plague of many industrial applications (Dukler and
Bergelin, 1952; Yih, 1963; Pumir et al., 1983). Chemical engineers use the natu-
rally developing wavy surface to increase the two-phase contact area for systems
such as heat exchangers and chemical air strippers. Conversely, in the field of
industrial paints, wavy surfaces appearing in the form of wrinkles in paint coat-
ings are to be avoided. Experimental observations indicate that films develop
large-amplitude waves that have either a two-hump or one-hump structure. These
solitary waves appear to ride over a thin fluid substrate. They travel faster than
the mean film speed, can have amplitudes two to five times the substrate thick-
ness, and appear to trap a recirculating region of fluid (Figure 7-5) (Wasden and
Dukler, 1992).

A more rigorous mathematical model for the film-flow problem is presented
below. It was developed in an attempt to understand the character of the wavy
structure (Dragila, 1999). The following simplifying assumptions were made: the
system is assumed to be two-dimensional; the fracture surface is vertical, smooth,
and impermeable; the air phase is quiescent and there is no mass transfer into the
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FIGURE 7-5 Schematic showing free-surface wave characteristics. From Chu and Dukler
(1974).

vapor phase; the restorative force of surface tension due to the waviness of the
surface is included in the fifth boundary condition; and the film is allowed to vary
in thickness. The complete family of governing equations for this model follows.
The x-momentum equation is

LN ORI WL/ Sy A} a.7)
Por TP Ty T T TP e Ty '
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the y-momentum equation is

pau+p[ua+va)v:—ap+u(az+az)v, (7.8)
ot ox dy dy o’ 9y
and the conservation of mass equation is

ou 9

oo a—i =0. (7.9)
The first boundary condition is no slip at the wall,

aty=0, u=0; (7.10)

The second boundary condition is no slip at the wall and no matrix absorption,
aty=0, v=0; (7.11)
the third boundary condition is the kinematic condition at the free surface,
aty=h, v=nh,+uh,, (7.12)

where the subscript signifies differentiation with respect to that variable;
the fourth boundary condition is balance of shear stresses at the free surface,

dv  du) 2h ou dv
t =h’ - | =x 4= —=0, 7.13
ay (8)/ 8x]1—hf+ay+ax (7.13)

and the fifth boundary condition is balance of normal stresses at the free surface,
aty=h,

du  ov) . du . d oh
0=[-p,]- [—p - ,u(a;t +a;)sm2ﬁ + Zu(azsmz B+ a—;cos2 ﬂ):|+(1 N }Z)z

(7.14)

To solve this family of eight nonlinear partial differential equations, the model
was further simplified. A boundary layer technique was used, as developed by
Prandtl (1904), that takes advantage of the peculiar geometry of the flow system,
where the scale of space and motion in one coordinate dimension is orders of
magnitude greater than in the other dimension. Furthermore, the definition of the
stream function was used, which reduces the number of unknowns at the cost of
increasing the order of differentiation. Lastly, a coordinate system transformation
was made into one that moves with the wave generated by the perturbation. Yu et
al. (1995) used a similar approach to characterize the waviness of thicker films
used in chemical air stripping equipment. This approach has led to development
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of a family of ordinary differential equations in a coordinate system moving with the
free-surface disturbance. The final set of equations is a family of six ordinary differ-
ential equations that can be used to study the evolution of perturbations with time:

X, =X,
Xy =X,
X = f(X)
2o (7.15)
Xy = X;
X5 = (%)
Xg = fo(X).
The components of the six-dimensional vector are:
X=(x,Xy,X5,X4,X5,Xg) = h,fz,ﬁ,az,dz,%) (7.16)

where £ is the film thickness and g, are the coefficients of the stream function
expansion. The three functions in Equation 7.15, f, f, f,, are defined as follows:

) | 3x2(Ce—1)2(Cexl—3)Re—120Ce(x1—1)+
() =———4 Ce—1
x; Re We

(7.17)
12x(2x, — 1) +88x,x7 — 120

fi(X)= _—}(% CeRex; x5 +45Ce(x, —1)—18x; x, —30x; x, + 45) (7.18)
X

1

1
270(Ce—1x; —270Cex; +18x]x, +81x’x,)

Je(X)= ( )[6930Wex13f3(55)

JrRi(—55440xfx4 +83160x] ) + x,[3015Ce* (3 — x{) +1380xx, (1 - Ce)
(]

4 2 3(( 46
+x, (810Cex, —558x; ) +540x; ?x4 — x4 [Ce+ x4 [—19890Ce

—45x0xg —324x7 x,x, +9945]+13880x; x;Ce — 81x{ xsxs —392x7x,x5]

(7.19)

The ODEs in Equations 7.15 are dimensionless and apply to films of any thick-
ness within the limitations of the boundary conditions and assumptions used. At
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the two extremes are very thick films and very thin films. For very thick vertical
films (greater than a millimeter), the Reynolds number is large and the flow
dynamics are outside the bounds of Poiseuille-type flow and approach the domain
of turbulent dynamics. Very thin films, less than a few microns, would require a
different order of magnitude analysis in order to simplify the equations, and this
would result in a different set of equations. All films within the valid thickness
range are susceptible to shear stresses due to surface-tension gradients generated
by surface active agents and temperature variability. This possible source of
perturbation has not been included in the mathematical model, though it may be
one source for generating unstable perturbations. The solution to the family of
ODE:s follows the development of a perturbation traveling at a given speed
(celerity), Ce, and for a given Reynolds number, Re, and Weber number, We.
Celerity is the wave speed normalized to the steady-state mean film speed, u,,.
The family of ODEs (Equations 7.16) can be solved for the film thickness, 4 (or
x,), given a specific celerity and Reynolds number.

The solution to the family of ordinary differential equations above shows
that the film-flow model has a distinctive chaotic behavior. Bifurcation of the
solution appears with decreasing wave speed. Figure 7-6 shows phase diagrams
for three celerity values indicating the solution at various stages of bifurcation
and chaos for a sample film of Reynolds number 150 (dictating a film thickness
of about 1/3 mm). For a celerity of 1.75 the behavior is sinusoidal. As the celerity
is reduced below 1.748 the perturbation grows to a two-hump structure. Below a
celerity of 1.73805 the behavior of the film thickness is chaotic. It exhibits a
range of wave shapes including the characteristic single-hump solitary wave that
has been experimentally observed. This analysis leads one to hypothesize that
solitary waves that naturally form in free-surface films form as a result of a
chaotic attractor natural to the system.

A very important result of this model is the link between the structure of the
predicted chaotic disturbance and the shape of the naturally forming solitary
wave. Since the attractor exists only for perturbations with celerity less than a
specific value, we can hypothesize that the solitary waves forming on the free
surface will travel at an approximate speed equal to the product of the transition
celerity times the predicted steady-state film speed, u,. Analysis of the chaotic
transitions as a function of film thickness allows determination of a general
equation for the speed of the solitary wave (Equation 7.23). Experimental obser-
vations indicate that the amount of liquid in these waves at any point in time can
be as high as 50 percent. Due to their high velocity, these waves are responsible
for transporting as much as 90 percent of the liquid. This large amount of liquid
moving in lumps has major implications when building models for transport into
and by these films (Telles and Dukler, 1970). Figure 7-7 shows a photograph of
the solitary waves and the underlying substrate (Kapitza, 1965). Experimental
observations by Nakoryakov et al. (1977) indicate that the velocity profile within
the thin substrate is parabolic. This observation allows us to use the parabolic
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FIGURE 7-6 Phase diagrams for waves at various celerity values. From Yu (1995).

velocity profile solution derived from steady-state theory for the substrate. The
development of solitary waves has implications for fracture flow related to trans-
port rate, dispersion of contaminants, solute transfer between matrix and fluid,
and sporadic flow behavior. Transport rate will be enhanced by the higher speed
of the solitary waves. The existence of these waves has been attributed to in-
creases of up to 500 percent in solute transfer between porous walls and fluid
films (Striba and Hurt, 1955). Sporadic flow behavior may also be the result of
the solitary waves, since contact with the opposite fracture wall during develop-
ment of these waves could locally saturate the fracture and temporarily reduce the
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FIGURE 7-7 Photographs of fluid films on vertical glass rod; flow is from left to right.
From Kapitza (1965).

flow rate through the network. These observations indicate that these waves may
have important implications for hydrologic systems.

HYDROLOGIC MODEL

The mathematical model has permitted determination of key characteristics
of the chaotic film that were used to develop a more simplified hydrologic model
for fluid transport. The following simple expressions account for the dual-mode
transport by a chaotic film:

qubslrale = 006 Qsource

7.20
Qsolilon = 094 Qsource ( )
1/3
T ngource
Ugubstrate =~ 0.16 Uy = 016(T] (721)
_ 3 Q 1/3
hsubstrale = 04 hN = 04(m) (722)
g
’2 1/3
Uy = 2.1 Ty = 2,1(ng°"“ ) (7.23)
soliton N
3n
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APPLICATIONS

The equations above can be used to analyze the impact that film develop-
ment would have on transport through an unsaturated fracture. These are applied
to the simple fracture model sketched in Figure 7-8. The model consists of a
fracture with aperture variable in the z-direction, but no variability in the direc-
tion of flow, resembling a set of curtains. The fracture was allowed to sustain
free-surface flow in the largest apertures and plug flow in the smallest saturated
pathways. Figure 7-9 shows the transport distance after 1 second as predicted by
the three models, free-surface films, saturated plug flow, and parallel plates. The
mean aperture used for parallel plates was 0.31 mm. Film thickness was assumed
to be that which “almost” saturates the conduit so as to properly compare it to the
plug flow model. Both the plug flow and film flow models predict channeling of
flow down the fracture; however, a more subdued behavior is predicted by the
plug flow model.

One of the central interests in using these models is for determination of
contaminant first arrivals. Equations 7.20-7.23 have been used in conjunction

FIGURE 7-8 Fracture model; no aperture variability in flow direction.
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FIGURE 7-9 Top portion of figure shows cross-section of fracture aperture used for the
calculations. Bottom portion of figure shows distance of contaminant first arrival for three
models: free surface film model (dark grey), plug flow model (light grey), and parallel
plate model (dashed line).

with the conservation of mass equation to generate the following predictive algo-
rithm for determining the fastest velocities for a simple fracture model:

2/3
2.1g( 2 2 ¥
max=—g(—"QS°““e ——Zw,-bf) : (7.24)
3n \ gWw, w5
where Q... is the source volumetric flow rate into the fracture; b the half

aperture; W the total fracture width; w; the percent of fracture width having
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FIGURE 7-10 Flow capacity within a fracture for free-surface film model (solid line),
plug model (dashed line), and parallel plate model (bold dashed line).

aperture 2b; and w, the percent of fracture width exhibiting free-surface film
flow. Width weights are calculated from the discretization of the model aperture,
total width of the fracture, and total flow rate. This algorithm allows prediction of
first arrival times from fracture statistics and knowledge of the incoming flow
rate. It should be noted that this algorithm represents idealized conditions for a
simple fracture model. This first-order equation will solve for the fast end of the
transport envelope. It does not take into account matrix absorption, path tortuos-
ity, or chaotic resaturation from wave growth, all of which serve to slow the
transport rate.

Free-surface films in a fracture can also generate sharp local changes in flow
rate by two mechanisms; resaturation of the conduit and desaturation into a film.
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A dry fracture that receives a small amount of source flow rate will carry flow in
the form of a free-surface film. If flow rate is increased, smaller-aperture sections
of the fracture will become saturated, reducing the local capacity for flow. If the
flow rate is increased to the point where the free-surface film touches the oppos-
ing fracture wall, the conduit will completely saturate and the flow rate will be
correspondingly reduced. This behavior is shown in Figure 7-10, which was
generated by using the simple fracture model in Figure 7-8. For comparison, the
graph also shows curves for the cubic law model and the equivalent permeability
model. Note that as the fracture completely saturates, the flow rate drops to the
plug flow value. Sudden saturation events can occur due to increases in flow rate,
changes in fracture aperture, and growth of chaotic waves.

Sudden episodic increases in flow rate may also be generated by the chaotic
nature of the free surface. Flow rates that range between the film rate and the plug
flow rate (the envelope between the two curves in Figure 7-9), are subject to
unstable wave growth. If the wave grows sufficiently in amplitude to touch the
opposing fracture wall, the system will locally saturate, resulting in a local reduc-
tion in flow that will force the fluid to back up the system or find another route.
However, since the flow rate is within the specified range, fluid prefers (by
energy argument) to sustain a free surface. Sudden changes in flow rate or air
movement within the fracture could induce the fluid to desaturate and reform the
free-surface film, which is the more efficient transport mode (Dragila and Wheat-
craft, 1998). Local development of a film could drain fluid from higher in the
fracture and generate sudden changes in flow rate. These peaks in transport rate
would be short lived if the free surface once again became unstable. Duration of
the episodic fast-flow events may be related to the time it takes for a solitary
wave to form and grow. Observations of such spurious, short-lived events have
been recently reported (Podgorney and Wood, 1999). A qualitative schematic of
the expected behavior is shown in Figure 7-11.

Flow Rate

Time —

FIGURE 7-11 Conceptual schematic of changes in flow rate due to a chaotic fast-flow
event within a fracture.
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SEEPAGE GENERATED FILM FLOW

Free-surface films have been seen to form in fractures open to the surface
such as expansion cracks in clay soils. Tokunaga and Wan (1997) showed devel-
opment of a significant free-surface film along a vertically oriented fracture in a
sample of Bishop tuff. Figure 7-12 shows the dramatic increase in the hydraulic
conductivity of the system by the presence of the free-surface film. In a vadose
environment these films could transport large fluxes down interconnected paths
within the fracture system. But the observation of chlorine-36 at the ESF is
hundreds of feet down from the surface, and fractures in this region may not be
completely connected to the surface. A second likely method for generating free-
surface films is by seepage into a fracture.

Flow through unsaturated porous material is dominated by capillary forces.
Fluid moves only through the saturated-pore portions of the matrix. When matrix
fluid encounters a wide-aperture air-filled fracture, the fluid stops moving until
the hydrostatic pressure builds up sufficiently at the boundary. If the fracture is
inclined from the horizontal, seepage from the fracture wall will flow down the
wall and travel as a free-surface film to the terminus of the fracture. The algo-

10°
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107

1 0-8 1 1 1 1 1 1 1 1 1
-500 -450 -400 -350 -300 -250 -200 -150 -100 -50 0
matric potential, Pa

FIGURE 7-12 Hydraulic conductivity measurements on fractured tuff with fractures
sealed (open circles) and with fluid allowed to flow down an unsealed fracture as a free-
surface film. From Tokunaga, T. K., and J. Wan, 1997. Water film flow along fracture
surfaces of porous rock. Water Resources Research 33(6): 1287-1295. Copyright by
American Geophysical Union.
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FIGURE 7-13 Sliding block conceptual model for seep generation at a fracture wall.

rithm presented below was developed to model flux rate and flow velocity for
free-surface films generated by seepage into a fracture. The rate at which the
matrix feeds the seep is derived using an analogous model; a block of wood
sliding at constant velocity on a table is tied to a second block that is hanging
freely (Figure 7-13). The energy of the system is composed of the gain in energy
of the hanging block and the loss of energy due to friction by the sliding block.
Similarly, the energy equation for the seep needs to include the energy gradient
provided by the gravitational field and the energy loss due to the frictional char-
acteristic of the porous medium that is accounted for by the hydraulic conductiv-
ity. The flow equation for the source of the seep becomes

Q(x)source = sz\trixA(x)seepagefuce = Kmutrix Wx (725)

where K is the hydraulic conductivity of the porous matrix; A the cross-sectional
area of the seepage face; W the lateral width of the seepage wall; and x the vertical
distance over which seepage occurs. Although the source flow rate is determined
by the hydraulic conductivity of the porous matrix, once the film starts to flow,
the film thickness becomes a dynamic variable and different equations apply. The
source of seepage is a distributed source, thus the film is being continuously fed,
and as a result, continuously increasing in thickness and velocity. The film flow
rate is a function of the source flow rate and the distance along the wall:

Opip () = I::OXdQ(X)Source. (7.26)

The Nusselt film thickness, Nusselt velocity, and mean film flux rate are now a
function of location down the seepage wall and a function of matrix properties,

1/3
By (x) = (Sg”) (KpnX) (7.27)
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1/3
1, (x) = (351) (Kpun). (7.28)

Since mass must be conserved, the flux carried by the film is equal to the flux
exiting the seep. Thus, there is a direct relationship between film properties and
seep matrix properties:

O(X) = Whyy (X))t (x) = WxK,

matrix *

(7.29)

After the film exits the seep area, its thickness and velocity will no longer in-
crease. Film flow rate per unit width below the active seep area can be found by
solving Equation 7.29 for x = L, where L is the length of the seep:

Ohiim = hytty = LK,

matrix *

(7.30)

Figure 7-14 shows the relationship between seep matrix hydraulic conductivity
and maximum film velocity for a chaotic film. Since the fastest rates are gener-
ated by solitary waves, the values were calculated by combining Equations 7.23
and 7.30 to obtain the following relationship:

1/3
i = 2.1(g) (LK, )" (7.31)
3n

Using the range of velocity shown in the graph, the time it would take for a
film to reach a depth of 100 m would be between 1 day and 35 years, depending
on the saturated hydraulic conductivity of the matrix supporting the seep. The
model above assumes a flat untextured surface, whereas a natural fracture is
textured. Fracture surface topography could provide deeper pathways for devel-

3,

Speed (m/s)
80

10 | | | | |
1012 101° 108 10°
KSeep (m/s)

FIGURE 7-14 Graph of maximum film velocity predicted by chaotic film model as a
function of seep matrix hydraulic conductivity.
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opment of thicker films, providing faster conduits for the fluid. At higher seep-
matric conductivity, the source flow rate would increase, resulting in thicker
films. The general thickening of the film would allow lateral connection to higher-
conductivity pathways. As the film progressively thickens, more and more of the
flow is conducted through narrower and thicker film conduits. Noting that the
predicted flow rate increases as the cube of the film thickness, deeper channels
could carry a disproportionate percentage of the flow. With increasing film source
flow rate, a power-law behavior may develop in the velocity profile of the film in
response to possible power-law distributions in the topographic character of the
natural fracture surface. It is clear that much more work needs to be done in this area.

A final comparison is made between the prediction of the algorithm above
and an equivalent model using the TOUGH computer code commonly in use for
fractured media transport. TOUGH is a multidimensional numerical model for
simulating the transport in porous and fractured media. It assumes Darcy type
flow, and fractures are modeled as porous conduits of higher permeability (Pruess
and Wang, 1987). The model selected is a seepage area into a natural fracture
generated by a horizontal capillary barrier. Figure 7-15 includes a schematic of
the hydrologic model and shows the results of the TOUGH code model and film
flow model.

Parameters used for the TOUGH model may be found in Ross et al. (1982)
with some adjustment for a much longer fracture to avoid boundary problems.
The cells were 1 cm square, and the fracture was a soil-filled conduit of high
permeability, 10 cm in aperture and 2 m long with a seep area only 4 cm long. For
the film model, flow rate used to feed the film was calculated using Equation 7.29
and the same seep permeability as used for the TOUGH model. Comparing
results for the three time steps shown in Figure 7-15, it is evident that the two
models address two different mechanisms in fluid flow. The mass of fluid con-
tained in each time step in the two models is the same; however, the film redis-
tributes the mass in a very different way than the TOUGH model. By a time of
1,000 seconds, the film has traveled 42 cm and is out of the seep area. In contrast,
the TOUGH model moves the fluid laterally as well as downward due to capillary
forces within the conduit.

CONCLUDING REMARKS

Free-surface films have a greater capacity for transporting fluids via unsatur-
ated fractures than plug flow. They are minimally affected by fracture aperture
characteristics and as a result do not suffer the capillary and geometric restric-
tions imposed on standard fracture flow models. Fractures connected to the sur-
face can take advantage of episodic precipitation events. Fractures deeper in the
vadose zone not exposed to the surface may generate seepage by creating a
capillary barrier against the unsaturated porous matrix. This seepage may gener-
ate a free-surface film that will flow under the influence of gravity if the fracture
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is inclined toward the vertical. Where the fracture system is not connected, free-
surface film will transport fluid at very rapid speeds to the terminus of the frac-
ture, where it is again reabsorbed into the matrix. By this mechanism, the fracture
system becomes a short circuit to the porous matrix flow, transporting fluid
rapidly across entire sections of unsaturated porous matrix. A series of fortuitously
placed fractures could dramatically increase the transport rate of a contaminant.

Much work is still to be done in determining the mass exchange between
film and matrix induced by the chaotic behavior of the free surface. Experimental
studies have shown up to a 500 percent increase in solute transfer between matrix
and fluid film when the film becomes wavy (chaotic) (Striba and Hurt, 1955).
The assumption that pressure balance must be sustained across the film-matrix
interface is still an open issue. Even though the free surface of the film would
indicate that pressure in the film is atmospheric, tensiometer measurements in the
Bishop Tuff experiment indicate that the free-surface film was subatmospheric.
The hopscotch potential of a combined fracture-film transport mechanism sug-
gests that dispersion of contaminants in a fractured vadose system may require a
different approach than used in standard unsaturated porous transport.

The proposed free-surface film model represents one mechanism that may be
responsible for the presence of bomb-pulse chlorine-36 at great depths at Yucca
Mountain. In addition, it proposes explanations for interesting observed behavior
such as episodic fast-flow events, erratic flow rate observations, and very rapid
transport through air-filled fractures. Further research is required in order to
comprehensively understand the extent to which this mechanism is operative in
fractured vadose zones.
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What Do Drops Do? Surface Wetting
and Network Geometry Effects
on Vadose-Zone Fracture Flow

Thomas W. Doe!

ABSTRACT

Capillary conceptual models of vadose zone flow predict that large pores and
open fractures should transmit water only when the rock as a whole approaches
saturation. Observations, such as bomb-pulse radionuclides at Yucca Mountain,
indicate more rapid transport in fractures at lower overall saturation values than
capillary theory would suggest. These and other observations encourage a re-
examination of vadose-zone conceptual models for fractures. In addition to film
flow processes, this paper suggests that flow as discrete drops may also play a role
in flow on fracture surfaces at lower saturation values. The study of drop flow
versus film flow and capillary flow is strongly influenced by the wetting properties
of the rock. Specifically, characteristics of a zero-contact angle versus a finite-
contact angle may control whether flows occur as continuous films or discrete drops
on fracture surfaces.

Drops in fractures may contact either one wall or both walls, in which case
they may also be called capillary islands or blobs. Drops are static unless their mass
exceeds a critical value to initiate sliding. The resistance to drop flow arises from
wetting effects in addition to viscous effects, and in some circumstances wetting
effects may dominate, especially in the initiation of flow. Drop flows appear in
fracture-flow experiments described in the technical literature. The dependence of
flow processes on contact angle emphasizes the importance of understanding wet-
ting processes on natural fractures and on material used in laboratory simulations.

1 Golder Associates, Inc., Redmond, Washington
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Vadose flow in fracture networks is mainly in the direction of fracture dip.
Strongly preferred nonvertical dip directions in fracture networks can divert flow
from vertical directions toward the direction of fracture dip. Fracture network ge-
ometries can also lead to flow focussing into relatively small portions of the
fracture network.

INTRODUCTION AND BACKGROUND

The movement of water and the transport of contaminants in the vadose zone
have become matters of national importance. Vadose zone concerns are critical
for radioactive waste disposal projects that involve thick unsaturated zones such
as at Yucca Mountain or Ward Valley. Beyond these specific projects, the vadose
zone has developed increased importance for problems of groundwater contami-
nation, particularly in arid regions.

The dominant conceptual model for vadose zone flow can be called the
capillary conceptual model. The capillary conceptual model of flow holds that
water flows in pore spaces that contain continuous films held in place by capil-
lary tension (Richards, 1931). The analytical backbone of the capillary model is
Richards’ equation (Richards, 1931).

According to the capillary model, capillary tension increases with decreasing
pore size. Due to their higher capillary tension and lower matric potential, smaller
pores will be the first to accept water on imbibition, and the last to yield water on
drainage. As water preferentially resides in that portion of the rock having the
lowest permeability (that is, the smaller pores), unsaturated rocks should be poor
conductors of water except at saturation values of nearly one. As rocks become
less saturated, the relative permeability of the rock to water also decreases.
Because the capillary model conceptualizes flow in continuously connected pore
water, flow ceases when the water in the pores becomes disconnected as the rock
reaches its residual saturation value.

Wang and Narasimham (1985) and Peters and Klavetter (1988) extended the
capillary conceptual model to fractured rock. As fractures tend to include the
largest openings, particularly in fractured, consolidated rock, matrix pores should
fill before fractures. The use of porous analogs and continuum models for flow in
fractures has been justified by assuming that the roughness of fractures and the
interactions of fracture asperities behave similarly to intergranular pores. Peters
and Klavetter (1988) developed a continuum model for water movement in unsat-
urated fractures based on analogs of capillary tube bundles and derived equations
of similar form to Richards’ equation.

In Wang and Narasimhan’s (1985) model, water is retained in fractures only
at capillary bridges, which allow flow between the matrix blocks but not along
the fracture (Figure 8-1a). According to Wang and Narasimhan (1985), “within a
partially drained fracture, the presence of a relatively continuous air phase will
produce practically infinite resistance to liquid flow in the direction parallel to the
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fracture.” Within this conceptual model, fractures would contain continuous wa-
ter only at saturation values that approach one. In arid regions, where infiltration
rates are low and rocks may be expected to have low saturation values, these
extensions of the capillary conceptual model to fractures predicted that fracture
flow would be virtually nonexistent in thick vadose zones.

The capillary conceptual model has its roots in soil physics, a discipline that
primarily supports agriculture and forestry concerns. For these applications, which
are mainly in fine-grained soils, the capillary conceptual model has been success-
ful and has stood the test of time. In rocks with larger voids and fractures, some
questions have arisen.

The soil physics literature notes potential inconsistencies between capillary
flow theory and natural behavior. Jury et al. (1991) have discussed the problems
of flow in fractures and zones with large pores (macropores): “At the present time
there is no complete theory describing water flow through structural voids (some-
times called macropore flow). There is uncertainty over how important subsur-
face voids can be in water flow, since if large they should only fill at matric
potentials near saturation. Nonetheless, substantial indirect evidence of flow
through structural voids has been obtained by tracer studies. These have shown
that a fraction of a chemical application can migrate to substantial depths with
only a small amount of water input” (Jury et al.,1991, p. 153). Hillel’s (1980) soil
physics textbook notes that a ““ very challenging problem related to the infiltration
into swelling soils is how to account for the role of cracks when a field of
swelling soil is allowed to dry on top. In due time, a system of regularly spaced
cracks appear. Infiltration into such cracked soil, in its initial stages at least, is
obviously different from the orderly, one-dimensional process described by most
existing theories. Much of the applied water bypasses the surface zone as it runs
directly into the cracks.”

In recent years, several studies have produced evidence that vadose-zone
flow in fractured rocks occurs at higher velocities than simple capillary-based
models would predict. Pruess et al. (1999) summarize these observations, which
include detection of bomb-pulse radionuclides in the Yucca Mountain under-
ground test facility. Such radionuclides, which were produced by the atmospheric
nuclear testing of the 1950s and early 1960s, suggest downward water move-
ments of hundreds of meters in tens of years. These are considered “fast flows”
relative to those expected from capillary theory. Pruess (1999) defines the funda-
mental paradox of unsaturated fracture flow: how can fast flow occur in the
presence of the strong matrix imbibitions of partially saturated rock?

Laboratory testing on simulated fractures has turned up behavior that ap-
pears inconsistent with capillary flow theory. In particular, Su et al. (1999) note
the formation of isolated drops on surfaces with connecting bridges that form,
disconnect, and reform with time. Various spatial and temporal instabilities that
are not predicted by Richards’ equation have been reported in laboratory experi-
ments. These include instabilities that lead to fingering (Glass et al., 1995), as
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well as cyclic pressure and flow rate variations despite constant-input sources
(Persoff and Pruess, 1995). Similar cycling behavior is also reported in experi-
ments using coarse-grained soil analogs (Prazak et al., 1992). Prazak notes that
this behavior is not consistent with the expectations of Richards’ equation. A later
section of this paper discusses laboratory observations in greater detail.

Several conceptual models have been proposed that may resolve the incon-
sistency issues. Pruess (1999) notes the apparent paradox of fracture flow in the
presence of large matrix imbibition potentials. A solution to this paradox, he
points out, is to limit the interactions of the matrix and the fractures. This can be
accomplished by using a dual-permeability model (Figure 8-1b) that views the
fractures and matrix as separate, but interacting flow systems (see chapter 11).
This approach may be justified on several conceptual bases, such as (1) fracture
coatings that restrict flow between the fractures and matrix, or (2) focusing mecha-
nisms that restrict flow to a small portion of the fracture network. The fracture-

Interaction
Capillary Bridge Zone

Surface Films Drops

() (d)

FIGURE 8-1 Conceptual models of vadose fracture flow processes: (a) model of Wang
and Narasimhan (1985); (b) Dual-Permeability Model with fracture-matrix interaction
zone; (c) Film-Flow Model of Tokunaga and Wan (1997); (d) Drop-Flow Model with
one-walled and two-walled drops.
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matrix interaction term is difficult to measure but it can be obtained by inverse
modeling using an appropriate data set for calibration. The focusing mechanisms
may derive from some combination of the fracture geometries and the flow
processes.

One alternative model to capillary flow is the film flow model (Figure 8-1c;
Tokunaga and Wan, 1997), which proposes the existence of films on fracture
surfaces that form when the matrix approaches saturation and water is expelled to
the fracture surfaces. Film flow requires a water source that is sufficient to main-
tain the film, which may be appreciable given the flow capacities of films. For
situations where the water flow is not as great, we explore drop flows (Figure 8-
1d) as yet another alternative conceptual model. Another difference between drop
flows and film flows is the influence of wetting properties. Film flows presume a
zero contact angle, while drop flows may apply when the contact angle is nonzero.

This paper places a major focus on drops. The paper was originally con-
ceived as a review of fracture network models and the geometric considerations
that might influence vadose-zone groundwater flow. In the course of preparing
this paper, other questions of fundamental flow processes in fractures arose.
These questions were inspired by many hours observing water flow on the glass
windshield of an automobile caught in Seattle traffic. Observations of water on
glass surfaces show discontinuous drops that stick to the surface and are immo-
bile until they reach a critical size and begin to slide. At first glance this drop
process does not conform to assumptions of the capillary conceptual model,
which holds that flow happens in continuous films, and stops when the water
becomes discontinuous, as in drops. Can one reconcile the flow of water in
discontinuous drops with capillary theory? Or does drop flow constitute a funda-
mentally different flow process? How does flow in drops compare with other
alternatives to capillary flow such as film flow (Tokunaga and Wan, 1997)?

Drop flow studies are extensive in the fluid mechanics and surface chemistry
literature, but have received little attention in the soil physics or hydrogeology
literature. This paper intends to develop awareness of the drop flow model as a
potential alternative to capillary models for vadose zone fracture flow. The paper
proposes drop flow as a means of moving water at saturation levels where water
becomes discontinuous in the pore spaces and along fracture surfaces.

As such, this paper does not propose a specific practical approach to using
drop flow mechanisms in analyses or numerical simulations. To become a practi-
cal tool, drop flow studies would need to deal with many of the same issues that
conventional capillary flow models continue to wrestle with, such as how to deal
with upscaling and heterogeneity of properties. Even if studies do not produce
practical new methods, the periodic re-examination of conceptual models for
their compatibility with natural observations and fundamental physical processes
is desirable under any circumstances. Such a re-examination becomes necessary
when the inferences of accepted conceptual models become inconsistent with
observations of the natural world.
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This paper defines “drop” as an isolated body of liquid that is not continuous
with the rest of the liquid phase. For fractures, this definition includes drops that
contact neither wall (this requires a large fracture aperture), a single wall, or both
walls (Figure 8-1d). Some authors use terms other than “drop” for features that
contact both walls. Kneafsey and Pruess (1998) use the term “capillary island,”
while Su (personal communication, 2000) uses the term “blobs.” The reason for
considering single-wall features and double-wall features together as “drops” lies
in the similar physics of flow, as discussed below.

In the following sections, this paper reviews the fundamentals of surface-
liquid interactions. This is an important starting point, as wetting properties and
contact angles control, in part, whether liquids spread in films in zero contact
angle systems, or isolate themselves into drops in systems with nonzero contact
angles. Measurements of contact angles on quartz and on materials commonly
used for laboratory simulation of fracture flow, such as glass or epoxy, are not
zero. A nonzero contact angle suggests that water forms discontinuous drops and
rivulets on surfaces rather than the continuous adsorbed films suggested by
Richards (1931) or film flow theory (Tokunaga and Wan, 1997).

The next section reviews literature on the behavior of drops on surfaces. The
movement of drops on surfaces or between surfaces for liquid-solid systems with
nonzero contact angle differs significantly from conventional hydrogeologic
thinking. Specifically, on single surfaces or fractures with large aperture, water
forms a discontinuous network of drops or rivulets depending on the flow rate.
The resistance to drop flow arises from the energy requirements for wetting the
surface in advance of the drop, and viscosity enters only when the drop achieves
some appreciable velocity. Drops that lack sufficient mass to allow gravity to
overcome this wetting resistance are immobile. Following the discussion of the
physics of drop flow, we review experiments on fracture flow in the laboratory.

Finally, we discuss how these concepts can be extended to fracture networks.
This section looks at geometric factors that may lead to localization of flow in
focused pathways.

SPREADING, WETTING, AND FLUID ADHESION ON SURFACES

An understanding of flow on surfaces requires an appreciation of the physics
of wetting and wettability. This section briefly reviews the basics of this topic.
For further discussion please refer to, for example, Berg (1993) or Hiemenz and
Rajagopalan (1997); this discussion draws heavily from those references. Ac-
cording to Berg (1993), “wettability” refers to “the response evinced when a
liquid is brought into contact with a solid surface initially in contact with a gas or
another liquid.” As Berg points out, several things can happen when a liquid
contacts a solid surface, including:

1. the liquid may spread spontaneously, forming a film whose extent is
limited only by the mass of liquid available; or

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10102.html

ractured Vadose Zone

SURFACE WETTING AND NETWORK GEOMETRY EFFECTS 249

2. the liquid may spread on the surface until it achieves an equilibrium with
the gas and the solid to form a three-phase interface with a contact angle; or
3. the liquid may have no interaction with the surface at all.

Which of these processes occurs depends on the wetting properties of the liquid
and the surface. Depending on those properties, one may expect a range of
processes that are important for vadose zone flow.

Wetting is classically viewed in terms of surface energies that are associated
with interfaces between liquids, solids, and gases. These surface energies are
related to the surface tensions G, for the liquid-gas interface, G, ¢ for the liquid-
solid interface, and o for the solid-gas interface. If we assume as Berg (1993)
does that practical differences between the free energies of the liquid and solid
with the gas phase and with a vacuum are negligible, then 0, ; = 6, and 64, = O.

First, let us consider the liquid itself. Liquids, particularly water, may have a
strong cohesion, which reflect the water’s attraction to itself. The work of cohe-
sion, W, is defined as the work required to create a unit surface area of liquid.
Separating a single mass of water into two masses creates two surfaces where
there had been one. If a unit area of liquid has a surface energy reflected by G,,
then the divided bodies will have twice that energy; hence, W, = 20,.

In contrast to cohesion, which describes interfaces in a single material, adhe-
sion describes the interface between two different materials, such as a liquid and
a solid. If we view the work of adhesion, W,, as the work required to disjoin or
de-wet a unit area of solid-liquid interface, then the de-wetting process creates
two new surfaces with the energies associated with the liquid and the solid, and it
eliminates the interface between the liquid and solid; hence, W, = 64+ 6, — 0.

The work of wetting, W), refers to the work required to de-wet a unit area of
solid surface. As this de-wetting creates a solid-gas surface at the expense of a
liquid-solid surface, the work may be expressed as the difference of the surface
energies of solid-gas surface and the liquid-solid interface, or, Wy, = 65 — Og;.
This wetting process occurs when liquid is imbibed or drained from a material
such as pores or capillary tubes. A final useful wetting relationship is the work of
spreading, W. If a surface has been coated or covered with a liquid, this is the
work required to create a unit area of solid-gas interface while eliminating unit
areas of liquid-gas interface and liquid-solid interface; hence Wy =6,- 0, — 0, .
The work of spreading can also be arrived at by taking the difference of the work
of cohesion and the work of adhesion.

Thomas Young (1805) studied the contact angle at the junction of a solid, a
liquid, and a gas phase. Young’s law relates the contact angle to the surface
tensions by:

cosg =256 "0t 8.1)

Oc
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Substituting Young’s law (Equation 8.1) into the wetting relationships ties
them to contact angle as:

W, =0,;(1+cos0), 8.2)
Wy, =0, cos, (8.3)
Wy =0 ,5(cos6—-1). (8.4)

Berg (1993) points out that these values of work are the negative free energies
associated with these processes, hence positive values for Equations 8.2 through
8.4 indicate that adhesion, wetting, or spreading occur spontaneously.

For each process, there is a critical contact angle that separates positive
values from negative values for these expressions. The ranges of these critical
angles and the associated processes are shown in Figure 8-2. Adhesion (Equation
8.2) occurs provided the contact angle is less than 180°. A practical implication
of this relationship is that the liquid can produce drops that are capable of “stick-
ing” to a surface when the contact angle is less than 180°. If the contact angle is
180°, there is no adhesion between the liquid and the solid.

With respect to wetting? (Equation 8.3), the critical contact angle is 90°. This
is the contact angle that differentiates capillary rise from capillary depression.

O o

A
A\

Contact Angle
180 90 0
Non-adhesion Adhesion Spreading
Drops and Rivulets Films
Cohesion-No Adhesion Cohesion>Adhesion Adhesion>Cohesion
Non-wetting, Hydrophobic Wetting, Hydrophilic

FIGURE 8-2 Relationship between adhesion, cohesion, wetting, spreading, and contact
angle.

2 The definition of the term “wetting” can be confusing as it has many uses depending on the
circumstances. Some authors use “wetting” to refer to any system where there is adhesion, that is,
contact angles less than 180° (Padday, 1993), while others, including Richards (1931), use “wetting”
nearly synonymously with spreading, or a contact angle of zero. Perhaps the most common usage is
for contact angles less than 90°.
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This is an extremely important relationship for vadose zone flow as noted in the
equations for capillary rise, H, in tubes and between parallel plates with separa-
tions of e, a fluid with density p, , subject to gravitational acceleration, g, (Wang
and Narasimhan, 1985):

_20cosf
p.ge

H (8.5)

If the contact angle is less than 90°, then liquids spontaneously imbibe into
smaller pore spaces, such as pores and fracture asperities that are in contact. Such
a condition is considered hydrophilic. At higher contact angles, liquids require
work to be brought in contact, and thus are nonimbibing, or hydrophobic. The 90°
contact angle and the surface-energy processes it represents are a fundamental
separator of hydrophilic behavior and hydrophobic behavior.

As to spreading (Equation 8.4), the critical contact angle is zero, as any
positive contact angle produces negative values of the spreading coefficient.
When a liquid spreads, it spontaneously forms films on surfaces rather than
drops. Thus the zero contact angle is critical for defining film flows. The zero
contact angle thus provides a separator between regimes where film flows will
dominate, from those where drops will be more prevalent at lower saturations.

Contact Angles for Geologic Materials and Surface Roughness Effects

The previous section reviewed the fundamentals of wetting, spreading, and
adhesion. The properties of wettability are reflected in the contact angle. Specific
values of contact angle separate regimes that exhibit differences of flow process,
such as film flow versus drop flow, and hydrophilic versus hydrophobic behavior.

Literature reviews of contact angle data for geologic materials turned up
relatively few references. There may be several reasons for this. Contact angles
are commonly assumed to be zero as a matter of convenience due to the com-
plexities that nonzero contact angles introduce to theoretical development (Letey
et al., 1962). Furthermore, contact angles may change with time and the duration
of contact with water (Carillo et al., 2000). Natural materials are heterogeneous,
and may display different properties even at small scales. Finally, contact angles
are notoriously irreproducible unless care is taken to keep the surface free of
contamination (Berg, 1993). Such cleanliness is not a concern of nature. Despite
the technical concerns with contact angle, its importance to questions of hydro-
phobicity and preferential flow cannot be denied, even though contact angles are
hard to measure.

In reviewing contact angles, one may start with laboratory measurements on
mineral surface and laboratory modeling materials. Studies by Sklodowska et al.
(1999) of liquid interaction in ore processing report contact angles of water on
quartz and glass to be 32.79 £ 1.12° and 51.05 £ 0.84°, respectively. Sobolev et
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al. (2000) determined dynamic contact angles on quartz capillaries and found that
contact angles varied between approximately 30° and 70° depending on capillary
radius and flow velocity. Su et al. (1999) report contact angles of 33° and 63°
respectively for the glass and epoxy used in fracture visualization studies.

Contact angles have been measured in soils by a variety of methods, includ-
ing times required for infiltration, time for penetration of water drop into a soil
surface, and capillary rise methods (Yuan and Hammond, 1968). Pal and Varade
(1971) report contact angle measurements of about 60° on untreated, sieved
sands. Bachmann et al. (2000) applied sieved soils to surfaces using adhesives
and measured the resulting contact angles from drop profiles. These measure-
ments may approximate behaviors of rough, heterogeneous fractures. A portion
of the sand grains were treated with hydrophobic coatings. Their measured con-
tact angles varied from 0° to 120° depending on the percentage of hydrophobic
grains in the soil.

It should be noted that the laboratory contact angles discussed above (except
for the soil measurements) are given for smooth surfaces, and we will refer to
these as intrinsic contact angles. The effective contact angle may be reduced by
surface micro-roughness. This effect is well demonstrated in the application of
paints or adhesives, where it is common to roughen a surface prior to application
to assure better adhesion. Hazlett (1993) provides an overview of the literature on
this effect. He concluded that the phenomenon was real, although there was not
yet a consensus on its causes. Viewed thermodynamically, a rough topography
has a greater effective surface area, and thus a greater surface energy, than a
smooth surface with the same plan view area. Although various theories on the
effects of roughness on contact angle remain open to discussion, the effect of
roughness on contact angle has been verified experimentally. Bikerman (1950)
demonstrated this phenomenon in experiments on the inclination angle for the
sliding of drops on treated steel surfaces. The inclination angle at which drops
slide is a function of the contact angle, and for the same steel material Bikerman
showed a 21° decrease in the sliding angle through progressive stages of surface
treatment to decrease the roughness.

The topic of roughness is very important for the design of laboratory experi-
ments. If laboratory experiments are to reproduce realistic wetting behaviors, the
simulated fracture surfaces will need to incorporate the full range of roughness
effects that are present on natural fractures. Experimental approaches that use
castings of natural fractures may recreate the larger scale asperities while missing
the finer roughness scales that affect wetting properties.

The issue of contact angle and roughness is critical for using laboratory
experiments as analogs for natural flow. Many analog experiments use smooth
surfaces of glass or epoxy for which the intrinsic contact angles range between
20° and 65°. These contact angles indicate that spreading conditions do not exist
and the flow will assume the form of rivulets or drops. However, roughness may
contribute sufficient additional surface energy to reduce the effective contact
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angles to zero. This possibility is suggested by qualitative observations of wetting
on roughened glass used in film flow experiments where spreading on horizontal
surfaces implied a zero contact angle (Wan et al., 2000; Tokunaga et al., 2000).

FLUID MOVEMENT ON SINGLE SURFACES WITH
NONZERO CONTACT ANGLES

As discussed above, the energy relationships between the liquid and the
surface influence the fundamental flow processes on that surface. Current flow
theories assume continuous adsorbed water films and a contact angle of zero.
Film flow theories (Tokunaga and Wan, 1997) also assume a zero contact angle.
If the contact angle is not zero, water may tend to form drops or rivulets. This
section describes the flow processes for such systems.

Drop and Rivulet Flows

If the liquid has a contact angle with a flat surface, the cohesion of the liquid
exceeds its adhesion to the surface, and the liquid will form discontinuous drops
unless the flux of liquid is sufficient to keep the surface flooded. Although there
is little theoretical literature on the flow of drops between two surfaces, extensive
work has been done on flow on single surfaces (Sadhal et al., 1997).

This section concentrates on drop flows; however, flows on surfaces where
the water has a nonzero contact angle can take several forms depending on the
flow rate. At high flow rates, the water can form a curtain that completely floods
the surface. As the flow proceeds down an inclined surface, the curtains that
begin as uniform fronts may break up into rivulets. The rivulets have a regular
spacing (Huppert, 1982; Johnson et al., 1999), with a spacing, or wavelength,
A, that is related to the thickness of the film and the ratio of viscous to capillary

max’

forces as expressed by the capillary number, Ca:

KdO m

I Gea™ (8.6)
Ca= g—’;v (8.7)
0

where K is an experimental constant, d, is the thickness, d,,, is a theoretical
thickness, Q is the flow rate, p is fluid density, o is the surface tension, n is an
experimentally determined power (theoretically 1/3), and v is the kinematic
viscosity.

The formation of rivulets on single surfaces is similar in form to the finger
flows described by Glass et al. (1995), but it results from different processes.
Glass and colleagues explain fingers as the result of a gravitational density insta-
bility that arises when a lower density fluid is trapped beneath a higher density
fluid. The only upward path for the lower density fluid is through the overlying
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fluids. Fingering also arises when such trapping does not exist, as noted by
Lenormand and Zarcone (1989), in which case the origin of the fingering, like the
rivulets on single surfaces, is a capillary instability rather than density instability.

Physics of Drop Sliding

Drops are familiar companions to our everyday lives. Drops are common on
glass windows, mirrors, car windshields, ceramic tiles, and clear plastic dispos-
able cups like those the airlines use for beverages. Aside from being a curiosity in
day-to-day living, the understanding of drops has many practical applications.
The encouragement of spreading and the avoidance of drops are essential for
paints, adhesives, and coatings. Drop promotion is essential for waterproofing.
Drops affect condenser design, as the energy transfer on the surfaces of condens-
ers is more efficient for drops rather than for films, especially if the condenser
surfaces are inclined and the drops can roll off to expose fresh surfaces for
condensation (Dussan and Chow, 1983). Drops are important for spray retention
on foliage, as chemical applications will work better if drops adhere rather than
roll off the surfaces of foliage (Furmidge, 1962).

Sadhal et al. (1997) provide an extensive review of drop statics and dynamics.
The basic form of drops on surfaces is that of a section of sphere distorted by
gravitational effects. On a horizontal surface, the profile of the drop meets the
surface at the contact angles for the vapor-solid-liquid system. On inclined sur-
faces, gravity distorts the drop so that it has a larger contact angle on the downdip
side of the drop than on the updip side. The updip and downdip contact angles are
called the advancing and retreating contact angles, or 6 and 6 , respectively (Figure
8-3), and the difference between these values is the contact angle hysteresis.

6,

FIGURE 8-3 Advancing and receding contact angles for drops.
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Furmidge (1962) experimented with drop retention of sprays on solid sur-
faces in the course of research to optimize the retention of agricultural applica-
tions on the surfaces of foliage. He noted that spraying spatters fluid on the
surfaces with different sizes. As the spraying continues, drops coalesce and grow
to a critical size at which they are no longer static and slide off the surface.
Furmidge placed drops of various sizes and masses on smooth brass plates, which
he tilted to induce sliding.

When a drop slides down an inclined surface, it wets an area equal to the
width of the drop times the distance the drop has moved (Figure 8-4). A similar
area is dewatered behind the path of the drop. Based on the differences in the
work performed by the advancing, wetting surface and the retreating, de-wetting
surface, Furmidge gave the sliding criterion for drops in terms of a critical angle
of inclination for the surface, @, or

pgVsing = wo(cosf, —cosb,), (8.8)

where p is fluid density, G is the surface tension, V is the volume of the drop, and
w is the drop width. Note that width refers here to the length dimension of the
drop perpendicular to the dip direction of the slope.

Furmidge (1962) proposed this relationship on empirical grounds; however,
Dussan (1985) and Dussan and Chow (1983) showed that it could be proven by
physical fundamentals. The insight afforded by this equation is that drops are
held in place by various surface energies that include the fluid surface tension and
the adhesive forces, which are lumped into the definition of the contact angle.
Equation 8.8 shows that the resistance to sliding is based on the width of the drop
and not on its total contact area with the surface. If two drops have the same

Drops Slide When Mass
Drop Sliding Exceeds Sliding Criterion

Direction ; 5 ‘ ‘ H 0

AL O‘OOO

<>
Width, w 0

FIGURE 8-4 Sliding criteria for drops.
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volume but different widths, the longer, narrower drop will resist sliding more
than the wider, shorter one. Later experiments on drop sliding by Extrand and
Kumagai (1995) showed that the contact angle hysteresis (the difference between
the cosines of the advancing and receding contact angles) varies with drop shape,
and the retentive forces could vary with the drop length. Dussan and Chow
(1983) analyzed the dynamics of drop sliding theoretically and developed expres-
sions for drop velocities. These analyses are quite complex and will not be
repeated here. The approach does assume that contact angles are functions of
drop velocity, and the resistance to movement changes with velocity. If the
resistance increases, drops will achieve a stable velocity on surfaces rather than
accelerate indefinitely.

Drop Sliding Between Parallel Plates
Where the Drop Contacts Both Plates

The major portion of the work on drop flows comes from applications to
single surfaces. These analyses are directly relevant to flow on fracture surfaces,
provided the height of the drop is less than the fracture aperture, and the drop is in
contact with only one fracture wall. Drops in contact with both walls of a fracture
have been observed in experiments (Kneafsey and Pruess, 1998; Su et al., 1999).

The problem of a drop contacting both fracture walls has not been studied as
rigorously as the case of a single surface. We might expect, however, that having
a drop in contact with two surfaces changes the problem mainly by requiring two
surfaces to be wetted rather than one. Hence a first approximation for drops in
contact with both fracture walls is that the wetting resistance doubles by having
to wet two surfaces instead of one.

If we assume the drop is circular with a radius, r, its approximate volume will
be the area of the drop times the parallel plate aperture, e. The width of the drop
will be 2r. We also introduce an additional factor of two for the two surfaces. For
a drop in contact with both parallel plates, Furmidge’s sliding criterion defines a
critical radius for sliding, r,., which becomes:

= 40(cos6, —cosb,)

- 8.9)
epgmsing

Figure 8-5 shows the critical drop size for vertical parallel plates as a func-
tion of aperture and contact angle. This figure assumes the advancing and retreat-
ing contact angles are =50 percent of the contact angle on a horizontal surface.

Drops may contact either one wall or both walls of the fracture depending on
the height of the drop and aperture of the fracture. We can use Furmidge’s
relationships to assess whether the drop flow will be drops in contact with one
wall or with both walls. If the heights of the critically-sized drops are smaller than
the fracture aperture, then we should expect that flow is on one fracture wall only.
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FIGURE 8-5 Spherical cap representation of a drop on a planar surface.

To make a calculation of a critically-sized drop on a single wall, we must
make assumptions about the shape of the drop to calculate its height. The heights
and shapes of drops are determined by a complicated interaction of surface prop-
erties and gravity; however, to get a rough approximation, we may assume that
the drop has the form of a spherical cap (Figure 8-6). In this analysis we assume
that the liquid-surface contact angle defines the portion of the sphere that forms
that cap. For example, a contact angle of 30° would use a cap lying 30° about the
top of a sphere. The volume of such a spherical cap is

3
v:ln( ! ) (2-3cos6+sin’ 6), (8.10)
sin@

where r is the radius of the drop on the surface.
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FIGURE 8-6 Critical drop radius for sliding between two parallel plates.
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Inserting this volume expression into Furmidge’s sliding criterion allows
solution for the critical drop radius, r,, that will induce drop sliding, which is

.3 1/2
r=( 60(cosO, — cosH,)sin’ 0 ) (8.11)

npgsin@(2 —3cosf + cos’ H)

The height, i, of a drop that is critically sized for sliding can be derived by
trigonometry from the geometry of the spherical cap as:

h o= rc(tane—sine).

c

(8.12
tan @sin 0 )

Assume that advancing and receding contact angles are a factor of 1.5 greater
or less than the basic contact angle, 6, and the surfaces are vertical. Then r,_ will
vary from about 2 mm to 1 mm for contact angles of 30° and 90°. The corre-
sponding drop heights will be 0.5 mm and 0.9 mm, respectively. Due to the
square root relationship in calculating r, the drop size has a reduced sensitivity to
the contact angles. Again, this is a rough approximation subject to experimental
testing due to the use of a spherical form for the volume calculation.

These analyses suggest that the heights of critical drops on single surfaces
will be on the order of a millimeter or less. Hence, we may expect that single-
walled drop flow will occur for fractures larger than 1 mm in aperture, and two-
walled flow will occur in fractures with less than 0.5 mm aperture for contact
angles consistent with air, water, and quartz or glass.

Larger aperture fractures will be more conducive to flow by drop sliding than
smaller fractures for two reasons. If we consider drops in contact with both walls,
the critical volume for drop sliding will be larger for smaller aperture fractures,
and the radius of a critical fracture will be larger. Larger aperture fractures are
also more conducive to flow because they are more likely to contain drops in
contact with single walls, and these drops have less resistance to flow because
they wet only one surface.

Asperities can be expected to play a role in sliding and drop retention. With
asperities, the radius of the drop required for sliding will need to be larger for at
least two reasons. Asperities reduce the volume of the drop for a given drop
radius; and thus the drop requires a larger radius to slide. Second, the drop will
leave behind a volume of water as capillary retention at the asperity’s point of
contact or the point of least wall separation, if contact is not made.

Once drops begin to move they should continue to slide unless they lose
volume, the fracture aperture changes, surface properties of the fracture change,
or the inclination angle of the fracture changes. Drops may gain volume by
coalescence with small static drops in their path. They may also lose volume by
evaporation or imbibition to the matrix along the fracture walls. Drops may also

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10102.html

ractured Vadose Zone

SURFACE WETTING AND NETWORK GEOMETRY EFFECTS 259

lose volume to asperities, as they would leave behind some mass in capillary
retention.

The movement of water in drops will differ in significant ways to the capil-
lary conceptual model of water movement in the vadose zone and to film flow
concepts. Specifically:

e The initiation of flow is related to the wetting properties of the surfaces,
and once water is moving, wetting resistance may play an equal or more signifi-
cant role than viscous drag along the fracture walls.

» Drops can be immobile; drops will remain in place until they accumulate
sufficient volume to overcome wetting resistance, and they become immobile
again if they lose mass or fracture conditions change. Once immobile, they will
remain immobile until additional mass enters the drop.

e Darcy’s law may not apply if the flow resistance is not primarily viscous
and the concept of a potential gradient does not apply to discontinuous drops.

» Drop movement is not a diffusion process.

In terms of boundary conditions, drop flows are best described by flow rate
or flux boundary conditions, as head boundary conditions do not apply. In this
case, there are clear relationships based on conservation of mass for drop velocity,
flux, and saturation. Subject to experimental verification, the application of a
constant flux at the top of a fracture results in an accumulation, or storage, of
drops or mass at the top of the fracture until a drop reaches a mass sufficient to
initiate sliding. At higher fluxes, this flow might occur as a rivulet. At flow
fluxes, the mass should emerge from the lower boundary as drops. The long-term
average fluxes would balance the influx; however, the instantaneous outflow rate
could be high or nothing depending on whether or not a drop was emerging at any
particular moment.

EXPERIMENTAL EVIDENCE

Laboratory experiments of flow in simulated fractures are important for
understanding flow processes. This section presents a brief review of experi-
ments involving flow in simulated fractures.

Rasmussen (1991) performed experiments on a vertical fracture simulated
by two glass panels. The test involved injecting water into a hole in the interior of
the fracture under constant head conditions. The sustained injection of the con-
stant-head condition created a region of local saturation primarily downward
from the injection point, but also a slight distance upward. The main use of the
experiment was to provide data to compare with numerical models of the air-
water interface. The experimental results largely agreed with the analytical pre-
dictions of the position of the air-water interface, with some variability caused by
air bubbles entrapped in the water-saturated zone. Because of the constant-head
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injection conditions, the flow occurred in locally saturated rivulets rather than as
drops or films.

Fourar et al. (1993) performed two-phase flow experiments on smooth and
rough fractures and correlated the results to porous media and pipe models. The
experiments used smooth glass plates and plates with 1 mm beads in the aperture
of the fracture to simulate roughness. The fracture materials were glass, the liquid
was water, and the gas was compressed air. The experimental conditions in-
volved the pressure injection of air into initially water-filled fractures, which
would appear to be a better analog for oil reservoir processes than for vadose
zone flow. Of particular interest in these experiments is the structure of the
phases. The structure of the two phases varied with the gas injection rate. At low
gas injection rates, the gas bubbles disperse into the water. With increasing rate,
the bubbles start to become unstable and begin to finger. At yet higher gas rates,
the gas occupies the major portion of the fracture. At these higher gas flow rates,
the flow geometry of the water varied with the water injection rate. At lower
water injection rates, the water moved as liquid drops in the gas stream. At higher
liquid rates, the water flowed as unstable films on the fracture walls. The expec-
tation for a porous medium was that each phase would occupy its own continuous
network of pores, the wetting phase in the smaller pores and the nonwetting phase
in the larger. The experiments, on the other hand, showed that only one phase was
continuous and the other phase traveled as either bubbles or drops. The occu-
pancy locations of the phases were constantly changing.

Nicholl et al. (1994) prepared experiments using commercial glass plates
with textured surfaces to represent the fractures and deionized water with small
amounts of dye to represent the liquid. The test conditions involved slug injections
of water at the top of the air-filled fracture. The basic hypothesis of the experi-
ment was that the flow process was one of density inversion, that is, the entry of
higher-density water at the top of the flow system would displace the lower-
density air, and the geometry of the water distribution would reflect the gravita-
tional instability. The primary observation of the experiment was the breakup of
the water invasion front into fingers (Figure 8-7). Being a slug injection, the
fingers were not replenished as they moved down the steeply dipping fracture,
and they left drained regions behind them. Smaller fingers were observed to have
lower velocities or to stop altogether. Ultimately the liquid would form discon-
nected clusters, or “drops,” though Nicholl et al. do not use this term. This paper
also presents the results of dyed water injections in the top of a natural fracture,
which showed clearly the development of fingers. One significant point of this
work was to demonstrate that the fingering is primarily the result of instability in
the wetting front independent of aperture heterogeneity.

Persoff and Pruess (1995) report fracture flow experiments using epoxy
replicas of natural fractures. The epoxy is reported to have a contact angle of 20°
on flat surfaces. Distilled water and nitrogen gas were used for the wetting and
nonwetting phases, respectively. As with the experiments of Fourar et al. (1993),
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FIGURE 8-7 Fingers and drops from laboratory experiments. From Nicholl, M. J., R. J.
Glass, and S. W. Wheatcraft, 1994. Gravity-driven infiltration instability in initially dry
nonhorizontal fractures. Water Resources Research 30: 2533-2546. Copyright by Ameri-
can Geophysical Union.

these experiments involved gas injection into initially water-filled fractures. De-
spite the constant rate injections of gas and water, the pressure did not achieve
steady values as pressures and flow oscillated with intermittent water blockage
and clearing of critical pathway throats in the fracture.

Kneafsey and Pruess (1998) simulated thermally driven two-phase flow ef-
fects. Their experiments used natural fractures, epoxy casts of natural fractures,
flat glass, and textured glass. The glass fractures were prepared both with and
without sandblasting to enhance surface roughness. Pentane was used as the
liquid phase. Although the major experimental aim was to demonstrate thermal
effects, such as heat pipes, the work did record a variety of flow structures and
regimes. The three types of flow were continuous rivulets, intermittent rivulets
and drops, and films. Continuous rivulets occurred on the rapid introduction of
the pentane or when there was sufficient liquid supply to support continuous
flow. Intermittent flow occurred from quasi-stable, saturated islands. When mass
was added to an island by flow or condensation, it produced an intermittent
rivulet. Drops are described as extreme forms of rivulet, where liquid would
accumulate at the top of a wider-aperture section of the fractures and release a
drop when the mass became sufficient to overcome the capillary resistance. In
some cases, drops fell freely without touching the fracture walls. Film flows
occurred when the aperture of the fracture was larger than the film thickness and
may have also transported fluid to the saturated islands.

Su et al. (1999) further document intermittent flow effects in rough-walled
fractures using experimental conditions more closely related to vadose percola-
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tion than those of Kneafsey and Pruess (1998). These experiments used epoxy
casts of natural fractures and water with a dye to aid visualization. The contact
angle of water on the epoxy was 632, which was similar to values observed for
drops on smooth granite surfaces. The experiments varied the angle of inclination
of the fracture. The fractures were dry prior to the introduction of the water under
constant rate conditions. The fracture replica tests produced fingers of liquid
rather than a uniform wetting front. The fingers broke off to form capillary
islands, which were connected to the water source and to one another by thin
rivulets or threads (Figure 8-8). The seepage velocities of these systems were of
the order of 0.02 cm/s. Su et al. (1999) note that current analytical and numerical
models of flow in unsaturated porous media do not predict this type of intermit-
tent flow.

Su et al. (1999) followed up their fracture-cast experiments with further tests
on glass parallel plates. The plates were arranged to form multiple constant-
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FIGURE 8-8 Drop or blob flow between parallel plates. From Su, G. W., J. T. Geller, K.
Pruess, and F. Wen, 1999. Experimental studies of water seepage and intermittent flow in
unsaturated, rough-walled fractures. Water Resources Research 35: 1019-1037. Copy-
right by American Geological Union.
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aperture regions. These experiments defined three regimes under conditions of
constant-rate flow:

* lower flows where islands break off from the water source and move
down the fracture;

» intermediate flows where the islands remain connected to the source by
threads until they reach the downstream end of the fracture, where they break off;
and

 higher flow rates where the source and the sink maintained a continuous
thread.

In summary, experimental work on both fractures and coarse porous media
indicate conditions of discontinuous flow in the form of drops or rivulets. This
behavior is not surprising given the finite contact angles of the liquid-surface
systems that are used for the experiments. Another manifestation of drop flow
modes is oscillations in outlet flows that occur when drops are exiting the flow
system.

The occurrence of drop and rivulet flows may be an artifact of using smooth
surfaces for experiments. Where experiments used casts of natural fractures, it is
not clear whether or not the process reproduces the micro-roughness in addition
to the macro-roughness of the visible asperities. One observation in reviewing
experiments is the importance of measuring and reporting the contact angles of
the fluids and the surfaces that are used.

FRACTURE NETWORK GEOMETRY AND VADOSE FLOW

As mentioned in the introduction, the occurrence of fast flow in fractures in
the presence of strong matrix imbibition is a major paradox in unsaturated frac-
ture flow systems. Pruess (1999) attempted to reconcile these observations by
limiting the surface area for fracture and matrix interactions. Pruess (1999) sug-
gested ways to limit surface area: “(1) reduction of fracture wall area available for
imbibition due to spatial localization of flow, (2) reduction of time available for
imbibition due to the episodic nature of seepage, and (3) reduction of fracture
matrix flow due to the presence of mineral coatings of low permeability on the
fractures walls.” In our discussions below, we will look mainly at the localization
of flow in fracture networks for reducing matrix-fracture contact.

Driving Forces and Fracture Dip

An understanding of fracture network effects in vadose flow begins with the
effect of fracture dip on the driving forces. The driving force for vadose fracture
flow is gravity, and gravity acts in the direction of the dip of conducting fractures.
The influence of gravitational acceleration varies with the sine of the dip angle.
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Within the interior of a fracture, the direction of flow should be coincident with
the fracture dip angle. A key issue for flow direction involves how effectively
asperities and variability of surface properties can affect flow direction. If asperi-
ties occur as random islands of contact, they may serve as locations of storage,
but would not affect the flow direction in the fracture. However, an asperity
pattern that creates linear ridges could act as a “wick” and divert flow off the
fracture dip direction. Such linear asperity zones could arise from either mechani-
cal processes, such as arrest lines formed during tensile propagation, or geochemi-
cal processes that preferentially deposit or dissolve material along channels or
ridges. Variability of surface wettability can also affect flow direction. Variations
in surface materials or roughness could create regions with lower wetting resis-
tance, and thus create pathways that are not strictly in the direction of fracture
dip.

The edges of fractures may have special properties and processes compared
with the rest of the fracture. The edge of the fracture forms a boundary, which
will have a lower dip inclination than the rest of the fracture. However, an edge of
a fracture likely has a smaller aperture and higher capillary suction, hence a
continuous water film may occupy the fracture edge and be a path for preferential
flow.

If we assume that the driving forces for flow are dominantly gravitational,
and flow is in the dip direction of fractures, we can develop several mechanisms
for flow localization arising from the geometries of fracture networks. These
include flow diversion, flow focusing, and flow connectivity.

Flow Diversion

A common assumption of vadose zone flow is the assumption of vertical
hydraulic gradient. When flow is confined to fracture planes, this assumption is
correct only if the fractures are vertical. If the fractures are not vertical the
hydraulic gradient will be reduced by the sine of the fracture dip. Furthermore, if
the fractures have a dominant dip direction, the dominant flow direction may be
skewed away from vertical toward the direction of fracture dip.

Dominant dip directions may arise in bedded rocks such as sedimentary or
volcanic rocks where there are fracture sets that follow the weakness along the
bedding planes. Exfoliation joints or other topographically controlled fracture
systems could serve a similar purpose. The overall effect of a preferred dip
direction would be a diversion of the flow from vertical toward the dip direction.
Figure 8-9 illustrates this effect.

Flow Focusing

Flow focusing is another potential consequence of fracture network geom-
etry. Pruess (1999) presented an extensive discussion of focusing effects, where
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FIGURE 8-9 Flow diversion by fractures with strongly preferred orientations.

he divided focusing mechanisms into “external” and “internal.” External focus-
ing is the localization of flow on the external boundaries of the flow system. This
may involve localization at surface drainages or at the surface exposures of
fractures.

Internal flow focusing is controlled by the fracture network geometry. Pruess
(1999) showed how barriers to flow can focus the flow to small portions of the
fracture system. When a flow encounters a barrier, the flow is diverted to the
down-dip edge of the barrier. The flow stream from this point is considerably
more focused than it was upstream of the barrier. Numerical simulations using a
Richards’ equation-based flow simulator show that these focused flows do not
spread as gravitational forces overwhelm dispersive effects. The sorts of features
that may serve as barriers include zones of fracture closure due to mineralization
or stress. Fracture intersections in sparsely fractured rock also may serve as
focusing agents (Figure 8-10).

Two other conceptual models involving focused flow in fracture networks
deserve mention. The first is the “weeps” model (Gauthier et al., 1992), which
assumes fracture flow in local regions of saturation. A form of weeps model,
conditioned to the fracture-matrix interaction effects in numerical models, was
developed by Ho and Wilson (1998). The second involves numerical methods to
validate the active fracture area in dual-permeability models (Liu et al., 1998).

Gauthier et al. (1992) developed a simplified, “weeps” approach to vadose
fracture flow for the Yucca Mountain project. They viewed fracture flow as
occurring in locations of local fracture saturation, or weeps, distributing the flow
based on the parallel plate approximations for fracture transmissivity. The basis
of the method is not fundamental flow processes, but rather a mass balance
approach. The model uses the assumed infiltration rate to the fractured rock, and
determines the number of saturated fractures that will accommodate the assumed
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FIGURE 8-10 Flow focusing: (a) focussing at intersection; (b) diversion at barrier. After
Pruess (1999).

rate. The model also assumes little or no matrix interaction based on the rationale
that fracture coatings impede matrix-fracture interaction. Gauthier (1994) ex-
tended the model to allow weeps of different sizes. The weeps approach was
specifically designed to assess the number and distribution of inflow points to a
repository. As such, it attempts to be a bounding calculation. For systems with
low infiltration rates, as in arid environments, the weeps model provides insights
into how a few fractures may be sufficient to accommodate the entire flux. For
example, an infiltration rate of 15 mm/year over a 1-km? area could be accommo-
dated theoretically by a single, 1-m-long fracture with an aperture of slightly less
than a millimeter.

Ho and Wilson (1998) combined the “weeps” approach with the results of
dual-permeability modeling to arrive at the wetted and active portions of a frac-
ture network at Yucca Mountain. They started with the fracture-matrix reduction
factor that comes out of a dual-permeability model that had been calibrated to
matrix saturation and geochemical data. The fracture-matrix reduction factor is
the portion or the percentage of the total fracture surface area that is available for
fracture-matrix mass transfers. They then assumed that the product of the total
fracture area and the fracture-matrix reduction factor was the active flowing area
of the fractures. Using values of fracture spacing obtained by fracture mapping to
obtain the total fracture area, they applied the fracture-matrix interaction term to
get weep spacings. The flow rate per weep is the total percolation flux (L/T)
multiplied by the area associated with each weep. The approach used several
assumptions including homogeneous, vertical fractures with constant spacing.
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Liu et al. (1998) developed another method for estimating the portion of the
fracture system that is actively flowing water. Their conceptual model assumes
that the active portion of the connected fracture space, f,, is a number between 0
and 1. This active portion is assumed to be related to the effective fracture
saturation by a power of ¥, which is a positive constant related to the network
properties. The saturation is “effective” in that it is scaled to make the residual
saturation zero:

S,-5.Y
fa: ? . (813)

Liu goes on to derive van Genuchten relationships for capillary pressures and
relative permeability in terms of y. The y term cannot be measured directly. It
becomes a parameter that comes out of an inverse modeling procedure. This
procedure adjusts parameter values using forward models that successively iter-
ate until it obtains optimized estimates of parameter values. In the case of Liu et
al. (1998), the inversion of fracture properties primarily is conditioned to repro-
duce measured matrix saturation and water potential data. Using data from Yucca
Mountain, Liu et al. (1998) constrained their inversion using fracture trace maps
and fracture permeability data from pneumatic tests.

Connectivity Considerations

Perhaps the most significant distinction of fracture networks from porous
continua is the question of connectivity. Fractures force fluids to flow on discrete
pathways, which may be highly discontinuous in sparsely fractured rock masses.
In order to have a fracture pathway from the surface to the water table, the
fracture pathway must have continuity. Within sparse fracture networks, fracture
pathways from the surface may dead end, and could potentially host local perched
water bodies (Stephens, 1996). Conversely, paths that connect with the water
table may not have connection to water sources at the surface, in which case, the
fracture pathway will be preferentially drained. Variable connectivity of fracture
networks, therefore, is a potential agent for focusing flow.

SUMMARY AND CONCLUSIONS

The observation of fast flow in vadose fracture networks encourages a re-
examination of the capillary model of vadose-zone flow for fractures. One impor-
tant aspect of capillary flow models is the assumption that flow ceases when the
saturation drops to the point where the liquid no longer forms a continuous phase.
This paper develops an alternative conceptual model involving the flow of drops
and to a lesser extent rivulets. The existence of drops implies a nonzero contact
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angle, which is counter to a common, though not universal, assumption in vadose
flow studies.

Measurements of contact angles on rock materials suggest that contact angles
with water are greater than zero. Such a wetting relationship encourages the
formation of drops and rivulets, whose flow physics is fundamentally different
from conventional hydrogeologic models. While gravity drives flow in both con-
ventional and drop flows, for drops and rivulets on open fractures, the resistance
arises from wetting phenomena in addition to viscosity. Drops are static unless
their mass provides sufficient energy to overcome wetting resistances.

Drops may occur as either single-wall or two-wall drops, if both fracture
walls are contacted. Single-wall drops are more likely in larger fractures, and
they will be more likely to slide because contact with the second wall increases
resistance to flow. Single-wall drops are more likely in fractures with apertures
greater than 1 mm.

Laboratory experiments on simulated fractures show drop and rivulet ef-
fects. These effects may arise from the use of modeling materials that have
nonzero contact angles with the water. A critical question in the use of laboratory
results is whether or not these artificial surfaces simulate real fractures. Real
fractures may have significant micro-roughness that can reduce the apparent
contact angle to zero; thus changing the flow process from drops to films. The
current understanding of wetting properties of fractures is incomplete, but essen-
tial if appropriate processes are to be identified and used in simulations and
analyses.

Fracture network geometry affects vadose-zone fracture flow in several ways.
First, gravity encourages flow in the dip direction of the fracture. Gravitational
effects are dip-angle dependent varying by the sine of the dip angle. A directional
consequence of this phenomenon is that preferred orientations of fractures can
create diversion effects that direct flow in vertical directions.

Fracture network geometries serve to focus flow to a portion of the fracture
network that is small. Barriers within fractures, fracture edges, and fracture inter-
sections all confine flow to portions of networks. Fracture networks may be
discontinuous. Discontinuous pathways that are preferentially connected to the
surface will tend to pond or act as perched zones. Discontinuous paths that
preferentially connect to the water table will drain. Fast-path flow will be en-
hanced by the presence of continuous, large-aperture pathways.
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Investigating Flow and Transport in the
Fractured Vadose Zone Using
Environmental Tracers

Fred M. Phillips!

ABSTRACT

Environmental tracers have been applied to a variety of settings that are closely
related to fractured vadose zone hydrology, such as structured agricultural soils,
unstable wetting fronts, macropores in watersheds, and caves. Results from these
tracer applications can give insight into hydrological processes in more traditionally
defined fractured vadose zones. The most generally useful tracers appear to be the
stable isotopes of oxygen and hydrogen in the water molecule, tritium, halides, and
chlorine-36, but there are a wide variety of potentially applicable environmental
tracers. Environmental tracers can provide information on the integrated response
of actual hydrological systems to real-world boundary conditions over long time
scales. Environmental tracers should be considered a primary means of investigat-
ing fractured vadose zones in all studies where understanding the integrated system
response is an important objective.

INTRODUCTION

In the late 1960s the issue of groundwater contamination, along with other
environmental problems, began to receive worldwide attention. One example of
this concern was the Chalk aquifer in southern England, a resource of particular
national importance inasmuch as it provides approximately 15 percent of the

1 Department of Earth and Environmental Science, New Mexico Tech, Socorro

271

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10102.html

ractured Vadose Zone

272 CONCEPTUAL MODELS OF FLOW AND TRANSPORT

country’s water supply (Foster, 1975). Several lines of evidence indicated that
this aquifer was particularly vulnerable to pollution. Extensive nitrate contamina-
tion had been detected under farmed areas. Bacterial contamination had also been
detected, even under areas with thick vadose zones. Also, it was well known that
areas underlain by chalk usually generated little or no runoff, even after intense
rain. This evidence was interpreted to indicate that pollutants could be rapidly
transported to the water table through interconnected channels in the heavily
fractured chalk.

The United Kingdom Atomic Energy Authority decided to take advantage of
the pulse of elevated tritium then raining out after the recent series of United
States and Soviet atmospheric nuclear weapons tests in order to better understand
solute transport through the Chalk vadose zone. The results of Smith et al. (1970)
were surprisingly at variance with the previous understanding. The measured
Chalk vadose zone profiles showed that the tritium peak had penetrated only
about 5 m in the past decade (Figure 9-1), indicating slow, relatively uniform
infiltration rates between 0.5 and 1 m yr-!. This apparent rate of transport was
supported by the results of follow-up studies. Instead of elucidating the contami-
nant transport problem, the new data only created confusion. How could bacteria
be advected to the water table in a matter of hours or days, but tritium take 25
years?

The insight of Foster (1975) solved the dilemma within a few years. Down-
ward transport was almost entirely within the pervasive open fractures. The ma-
trix of the Chalk had very high microporosity, but very low permeability, and
hence transport (largely lateral) was mainly by diffusion. The transient pulse of
tritium was rapidly diffused into the matrix blocks and retained, while bacteria
were too large to enter the matrix pores. The nitrate input was relatively steady
and predated that of the tritium by many years, and hence was close to equilib-
rium with the matrix, permitting unimpeded transport to the water table. This
conceptual model was borne out by subsequent studies (Barker and Foster, 1981;
Foster and Smith-Carrington, 1980).

The Chalk tritium anomaly was one of the earliest studies in which the
importance of matrix diffusion was recognized. It was entirely independent of the
better-known discovery of the same phenomenon while assessing fractured, satu-
rated rock as a potential setting for high-level nuclear waste repositories
(Neretnieks, 1980). It illustrates well the power of environmental tracers for
assessing solute transport in fractured rock, as well as the dangers of inadequate
conceptual models causing misinterpretation of the data.

SCOPE

This chapter will focus on the application of environmental tracers to under-
standing the hydrology of fractured vadose zones. Environmental tracers are
defined as solutes that are introduced into the hydrological cycle by either natural
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FIGURE 9-1 Profiles of tritium and nitrate concentration with depth, measured at sites in
the Chalk of southern England. Tritium is a transient pulse moving downward, whereas
nitrate is close to steady state. Data from Foster and Smith-Carrington (1980) and Barker
and Foster (1981).

processes or as an inadvertent result of human activities. Deliberately introduced
tracers are of great utility for hydrological investigations in both the laboratory
and the field, but these are most commonly employed in conjunction with hy-
draulic testing and are best considered as a component of such tests. There exists
a large body of literature on the use of environmental tracers in nonfractured
vadose zones, but a comprehensive review of this topic is beyond the scope of
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this volume. Two fractured vadose zone sites, Apache Leap and Yucca Mountain,
have undergone extensive environmental tracer investigations, but these are
treated individually elsewhere in this volume and hence will not be described in
detail in this chapter.

COMPARATIVE STUDIES

Environmental tracers have received comparatively little attention in the
hydrological literature as a means of understanding flow and transport in frac-
tured rock. For example, the recent National Research Council report Rock Frac-
tures and Fluid Flow: Contemporary Understanding and Applications (National
Research Council, 1996) contained within 500 pages of text only 3 pages dealing
with environmental tracers, and these described the results of a single case study.
Environmental tracers were not mentioned as a possible avenue for better under-
standing of fractured-rock hydrology. In contrast, such tracers have been exten-
sively used for related studies in other disciplines. It is worthwhile to examine
what techniques or findings can be transferred to the fractured vadose-zone
problem.

Structured Agricultural Soils

Farmers have been conducting environmental tracer tests in the vadose zone
on a grand scale for many years. A variety of agricultural chemicals of environ-
mental concern are routinely applied to fields and then allowed to infiltrate, under
either irrigation or natural precipitation. These chemicals have commonly been
observed to migrate to the groundwater at rates much faster than would be pre-
dicted by uniform one-dimensional flow (Jury and Fliihler, 1992). Numerous
field tracer investigations (Bowman and Rice, 1986; Flury et al., 1994; Jaques et
al., 1998; Johnston et al., 1998; Jgrgensen et al., 1998) have revealed that this fast
transport can often be attributed to preferential flow along high-permeability
pathways, commonly referred to as “structured soils” in agriculture.

Agricultural soils are typically at the low end of the scale in terms of perme-
ability contrast between fast pathways and matrix. In most studies there has been
little attempt to sample the fast pathways directly; instead, high-spatial-resolution
sampling of the subsoil is employed and inferences about pathways are drawn
based on the measured breakthrough curves. In some cases identification of the
fast pathways may be attempted by adding dyes and excavating after the experi-
ment is complete.

One significant advantage of the agricultural soil experiments is that the
shallow depths and loose nature of the soil permit much more detailed sampling
than is usually possible for fractured consolidated rock. The relatively low per-
meability contrasts and high matrix permeability permit detection of preferential
flow by sampling the matrix, rather than needing to directly sample fracture flow,
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which is much more difficult. One important result of the agricultural soil studies
is that, when sampled at this kind of resolution, nearly all soils show significant
indications of preferential flow. Easily visible macropores or other fast paths are
not required to produce preferential flow. The breakthrough curves observed in
these tracer studies are typically highly skewed with very long tails (Figure 9-2).
Continuum models usually adequately reproduce these curves (e.g., Bowman and
Rice, 1986; Jaques et al., 1998).

Unstable Wetting Fronts

When large amounts of water infiltrate into dry soils, unstable wetting fronts
may develop if the soil has water-repellent surfaces or if the surficial layer is coarse
(Glass et al., 1989; Hendrickx et al., 1993). The wetting front changes from a
relatively uniform, planar shape to one with elongated fingers that drain the high
water-content layer at the soil surface. The flow through such fingers is some-
what analogous to fracture flow. The fingers may, under some circumstances, be
persistent, in the sense that during repeated infiltration and drying cycles the
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FIGURE 9-2 Breakthrough curves of normalized bromide concentration as a function of
time, for different depths, under a semiweekly irrigation regime. Data are from Bowman
and Rice (1986). The strongly skewed and tailing breakthrough curves are characteristic
of solute transport in strongly structured soils.
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same finger paths will be reoccupied (Glass et al., 1989; Ritsema et al., 1998). In
real soils there is undoubtedly a continuum between true unstable wetting front
propagation (which can be observed even in a completely homogeneous soil) and
preferential flow, which requires a high-permeability pathway.

Most studies of unstable wetting fronts in soils have measured water content
rather than employing tracers because the contrast between the low initial water
content of the soils (which is required for the fingers to form) and the high water
content after the fingers have penetrated makes this measurement simple, as does
the ease of excavation of the soil. However, anionic tracers have been applied to
a limited extent to verify solute transport predictions in the presence of unstable
wetting (Van Dam et al., 1990). The extent to which wetting fronts will become
unstable in consolidated rocks is at present uncertain, but it does seem likely that
under conditions of high water application rates to rock surfaces, preferential
paths will develop and may tend to be reoccupied during subsequent wettings.
Given the difficulty of excavating consolidated rock and of measuring water
content within such rock, tracers may provide an attractive alternative for evalu-
ating related flow effects in more typical fractured rocks.

Watershed Hydrology

Environmental tracers have provided critical evidence for the importance of
fracture-analogous flow in the generation of runoff from watersheds. At one time
the sudden response in streamflow that closely follows precipitation events was
thought to result largely from overland flow of the rainfall. Studies employing
880 and &%H in the water molecule, and chloride, demonstrated that in many
cases a large fraction of the storm runoff was not from the current precipitation
event, but was in fact water that had been stored in the subsurface system for
some period of time (McDonnell et al., 1991; Rodhe, 1981; Sklash, 1990; Sklash
et al., 1976). Rapid infiltration of precipitation through macropores causes a
pressure response of the water table that results in an increase in stream discharge
through groundwater discharge into the streambed. This type of lumped system
response is surely a close analog to the behavior of many fractured vadose zone/
aquifer systems.

Numerous watershed studies have used environmental tracers to directly
study preferential flow phenomena (Hammermeister, 1982; Mulholland et al.,
1990; Leany et al., 1993). One of the most striking examples of flow partitioning
between matrix and fast paths has been provided by Newman et al. (1998). In this
study of a hillslope in a ponderosa pine forest in New Mexico, flow interceptors
were emplaced on top of the B horizon (dominated by clay) and the C horizon
(bedrock), and the interflow generated from these horizons was compared with
matrix water sampled by coring. The matrix water in the B horizon had chloride
concentrations in the range of 200 to >300 mg L-!, while water collected in the
interceptors during the same period had concentrations ranging from 2 to 30 mg
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L-!. The very high matrix chloride concentrations resulted from transpiration of
matrix water during prolonged periods of low precipitation. The dramatic con-
trast in concentrations indicates that the macropores were acting almost indepen-
dently of the matrix. However, after high moisture contents were maintained for
more than a week, the chloride concentration of the macropore flow began to rise
as solute exchange between the pores and matrix became appreciable (Figure 9-3).
This response nicely illustrates the highly transient nature of the matrix/macropore
interaction that also characterizes more typical fractured rock in the vadose zone.

Cave Hydrology

It is the desire of every vadose fractured rock hydrologist to have a tunnel
drilled beneath the research site in order to actually see and sample in detail the
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FIGURE 9-3 Changes in soil moisture content and chloride concentration of lateral
subsurface flow from the B horizon with time in a semiarid hillslope in New Mexico,
from Newman, B. D., A. R. Campbell, and B. P. Wilcox, 1998. Lateral subsurface flow
pathways in a semiarid ponderosa pine hillslope. Water Resources Research 34: 3485-
3496. Copyright by American Geophysical Union. The increase in chloride concentration
beginning in November 1994 illustrates increased exchange between macropores and
matrix as moisture content rises.
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fractured vadose zone. This has been accomplished (generally at great expense)
at a few sites, notably Yucca Mountain. However, an extensive natural network
of such tunnels already exists, and their hydrology has been investigated for
many years. They are called caves.

Sampling drips into caves provides a direct means of accessing flow passing
through fractured and solutioned vadose zones (Even et al., 1986; Harmon, 1979;
Ingraham et al., 1990; Yonge et al., 1985). Much effort has been directed toward
tracing the transit time from the land surface to the cave depth. These times vary
greatly: two weeks for a cave in Kentucky (Harmon, 1979), several months for
caves in England (Atkinson et al., 1985), decades at Carlsbad Caverns, New
Mexico (Chapman et al., 1992). Both stable isotopes and tritium have proved
useful tracers in these systems. Some cave drips show the isotopic signature of
nearly every precipitation event, others show no temporal variation at all, indicat-
ing either very long flow paths along which infiltrating waters are homogenized
by mixing, or large water volumes stored in the matrix (Chapman et al., 1992;
Yonge et al., 1985). Transit times and compositions can vary markedly between
fractures separated by only a short distance (Even et al., 1986).

Cave seeps represent an underutilized resource for understanding the hydrol-
ogy of fractured vadose zones. To date, results of these studies have been treated
largely as aids to the paleoenvironmental interpretation of cave precipitates, and
in relation to the hydrology of particular localities. A more comprehensive and
systematic investigation of environmental tracers in cave seeps could add greatly
to our understanding of flow and transport in fractured vadose zones.

SUITABLE TRACERS

A very wide variety of environmental tracers have been applied to hydrologi-
cal problems. Some of these are particularly suitable for work in the fractured
vadose zone and others are not. The following tracers appear to be among the
most suitable.

Stable Isotopes of Oxygen and Hydrogen in the Water Molecule

Deuterium (?H) and oxygen-18 (130) are stable isotopes that are incorpo-
rated into the water molecule itself. They can thus be considered in some senses
to be the “perfect tracer” for water movement. In natural, near-surface hydrologi-
cal systems these heavy isotopes are fractionated relative to the more abundant
light forms of their elements mainly by two influences: evaporation and varia-
tions in the isotopic composition of precipitation. Evaporation enriches the heavy
isotopes. Fractionation in precipitation depends mainly on temperature
(Dansgaard, 1964), and thus carries a seasonal signature. Precipitation falling in
the summer tends to be isotopically heavy, that falling in the winter light. These
fractionations can be applied to various types of tracing, such as determining
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transit times from the surface to a point at depth by comparing time trends of
composition with the seasonal precipitation cycle (Saxena, 1984), or distinguish-
ing long-residence matrix water from recent fracture water by the heavy evapora-
tion signature in the former. For example, Thoma et al. (1979) were able to
discern the annual cycle in 8?°H of recharge through a sand dune in Bordeaux
down to 25 m depth. In addition, because temperature decreases with increasing
elevation, the lighter isotopic composition of higher-altitude precipitation can be
used to help determine the source of recharge (Scholl et al., 1996). The applica-
tion of stable isotopes to hydrological problems has been reviewed by IAEA
(1981) and Coplen et al. (1999).

Tritium

Tritium (3H) is an unstable isotope of hydrogen with a half-life of 12.45
years. It is naturally produced at fairly low levels in the atmosphere by cosmic
radiation. A very large amount of tritium, illustrated in Figure 9-4, was also
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FIGURE 9-4 Deposition of 3°Cl and 3H in the Arctic region from nuclear weapons
testing. Tritium fallout (not decay-corrected) was reconstructed by Ostlund (1982), and
36C] was measured in Greenland ice by Synal et al. (1990).
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released into the atmosphere during the atmospheric thermonuclear weapons
testing period (1954-1964). Radioactive decay, rainout, and dilution have by now
reduced this pulse down nearly to prebomb levels. During the atmospheric testing
period, and for about two decades subsequent to it, this pulse served as a very
useful transient tracer (IAEA, 1983c). At present, however, radioactive decay
and mixing in the subsurface have reduced the tritium levels of even peak-fallout-
period infiltration to the point where it is often difficult to distinguish such water
from more recent infiltration. This ambiguity will only increase as the bomb
pulse decays.

In saturated zone settings this problem can be remedied by measuring the
concentrations of both 3H and its decay product, *He (Cook and Solomon, 1997).
The tritium content at the time of recharge can be inferred from the added con-
centrations of parent and daughter, and the time since recharge from the ratio of
the two. This technique is not generally applicable to fractured vadose zones,
however, since the 3He can readily escape by volatilization. As a result, the utility
of tritium as a vadose zone tracer is likely to decline in the future.

Tritium is presently most useful in vadose zones where residence times are
long. In such settings, relatively high tritium concentrations may be indicative of
fast flow paths (e.g., fractures), whereas low tritium indicates matrix water. In
this case it may not be necessary to distinguish the bomb-pulse tritium; the
knowledge that measurable tritium corresponds to residence times shorter than
50 years and at- or below-detection tritium to longer residence times may be
sufficient. In short-residence-time vadose zones (shallow ones or those with uni-
formly high permeability and large recharge rates), the tritium content is likely to
be spatially uniform and yield little information on flow paths.

Halides

Chloride, bromide, and iodide share similar geochemical characteristics in
hydrologic systems. In the reduced, anionic form (i.e., CI", Br~, and I") they do
not tend to form insoluble minerals and are repelled from negatively charged
mineral surfaces, and hence act conservatively in groundwater and soil water.
They tend to be left behind when water is removed by evaporation or transpira-
tion, and thus increases in concentration can help to indicate the proportion of
water that has infiltrated relative to that lost to the atmosphere (Allison et al.,
1994). This evapotranspirative concentration can thus also “tag” long-residence-
time matrix water, compared to freshly infiltrated fracture or macropore water
(Newman et al., 1998; Scanlon, 1992).

CI'/Br ratios can serve to distinguish atmospheric salts carried by surface
infiltration from subsurface salts (Davis et al., 1998). This information can be of
importance when the fractured rock matrix consists of high-chloride lithologies
such as rhyolite or basalt. Shifts in the Cl/Br ratio of porewater may then provide
another qualitative indicator of flow path and residence time. In addition, Cl/Br
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ratios may be useful to infer the nature of the infiltration process. Because bro-
mide is somewhat less conservative than chloride due to a greater propensity for
reaction with plants and other organic matter, the Cl/Br ratio of infiltrating water
tends to increase with residence time in the soil zone (Davis et al., 1998). lodine
is even less conservative than bromine because of its stronger affinity for organic
matter.

Chlorine-36

Chlorine-36 is a radioactive isotope of Cl with a half-life of 301 ka (Bentley
et al., 1986). It is produced at relatively high levels in the atmosphere by cosmic
ray reactions on Ar, and in the subsurface at much lower levels from reaction of
stable Cl with neutrons derived from U and Th decay. The atmospheric deposi-
tion of 3°ClI has fluctuated at several time scales. Variations at the ~10* year scale
have been observed by Plummer et al. (1997) and Baumgartner et al. (1998). A
major pulse of 3°Cl was released during the late 1950s by atmospheric nuclear
weapons testing (Elmore et al., 1982; Zerle et al., 1997), shown in Figure 9-4.
The systematics of 3°Cl applications to hydrology have recently been reviewed
by Phillips (1999).

The most straightforward application of 3°CI to fractured-rock hydrology is
mapping the depth of penetration of the bomb-pulse 3°Cl. Due to decay of the
bomb-pulse 3H, this radionuclide is now in many cases the most easily distin-
guishable signal in the vadose zone (Bentley et al., 1982). The most notable use
of this tracer thus far in fractured vadose zones has been at Yucca Mountain
(Fabryka-Martin et al., 1997). As with tritium, 3°Cl is most applicable to long-
residence-time vadose zones. Cook and Walker (1996) have noted that in arid
soils where the bomb-pulse 3°Cl has not penetrated below the root zone, its depth
cannot be used to infer the groundwater recharge rate. Nevertheless, this informa-
tion on depth of penetration may be very important for assessing potential con-
taminant transport.

Other Tracers

Many tracers that have proved very useful in saturated-zone studies over
short time scales are not generally applicable to studying the liquid phase of
vadose-zone problems because they are too volatile. These include 3°Kr and 3He
in the 3H/3He pair (Cook and Solomon, 1997) and chlorofluorocarbons, refriger-
ant compounds that have built up in the atmosphere over the past four decades
(Busenberg and Plummer, 1991). These volatile tracers may either be lost from
vadose-zone water, or diffuse into the water, through the gas phase in the vadose
zone. Carbon-14 is another common hydrological tracer that is too volatile for
vadose-zone applications. [Note that, although these volatile tracers are not gen-
erally applicable to tracing liquid water movement in the vadose zone, they may
be useful for studying gas-phase behavior (Thorstenson et al., 1998)].
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A wide range of chemical compounds may form suitable tracers, depending
on circumstances. Anionic chemicals are particularly useful because they usually
do not interact strongly with the solid phase. Nitrate has been frequently applied
in this way because it is a common agricultural contaminant (Barker and Foster,
1981; Johnston et al., 1998). The stable isotopes of many elements can also be
used as tracers. Among the most commonly employed are isotopes of carbon
(Bar-Matthews et al., 1996), sulfur (IAEA, 1983a), nitrogen (Bohlke and Denver,
1995), and boron (Leenhouts et al., 1998). Strontium isotopes have been applied
to reconstructing ancient flow regimes through the fractured vadose zone at Yucca
Mountain (Johnson and DePaolo, 1994). Although the principles are well estab-
lished, the application of these isotopic techniques to problems of fractured va-
dose zone hydrology has been very limited.

LIMITATIONS AND ADVANTAGES

Environmental tracers are particularly suitable for answering some kinds of
questions, but not others. These are briefly summarized below.

Limitations

o Investigating perturbed flow systems. Environmental tracers typically
yield information on flow systems under fluctuating natural boundary conditions.
They are thus not optimal for investigating situations where the circumstances
vary significantly from the natural system. For example, environmental tracers
would probably give little information about the infiltration of gasoline beneath a
leaking storage tank. Similarly, studies of environmental tracers beneath an un-
disturbed fractured desert vadose zone would be of minimal value in predicting
the migration of herbicides beneath a golf course established in the same area.

* Detailed mechanistic studies. Many studies are directed toward establish-
ing a fundamental mechanistic understanding of flow and transport (e.g., relation
between fracture roughness and flow rate, or fracture coatings and matrix imbibi-
tion). One motivation for this type of study is that numerical models are fre-
quently constructed using such mechanistic equations as the building blocks.
Environmental tracers are generally of limited value for such investigations be-
cause the tracer signals are the result of the combined influence of a wide range of
environmental variables that include the mechanistic flow and transport effects,
but that are integrated over a range of spatial scales and also include effects of
fluctuations in the environmental boundary conditions. For this type of goal,
either laboratory experiments or field experiments in which a portion of the
system can be isolated and stressed in a controlled fashion are generally prefer-
able alternatives.

e Natural limitations. In some circumstances, suitable environmental tracer
signals may not be present at detectable levels in the system, or may be too subtle
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to be of much use. In other cases, the difficulty of obtaining high quality samples
for environmental tracers in fractured vadose zones may make the cost prohibitive.
In these situations, artificial tracer experiments will often be the best alternative.

Advantages

o Integration of natural processes. In many cases the desired goal is to
predict flow and transport through fractured vadose zones under conditions
approximating the natural situation. This prediction is usually attempted using
numerical models that have been developed and calibrated using a limited num-
ber of short-term observations and artificial hydraulic and tracer tests. In this
circumstance, the extent to which a model assembled from such components can
successfully predict the behavior of an integrated system under fluctuating natu-
ral boundary conditions is frequently uncertain. Testing against environmental
isotope data that represent an integrated response of the system can serve to
greatly increase confidence in the modeling results.

» Long temporal or spatial scales. Predictions over long time scales are
frequently desired, particularly for waste disposal problems. The validity of ex-
trapolating model simulations far into the future is often questioned. Environ-
mental tracers can often provide information on solute transport over time scales
that are much longer than would ever be feasible for artificial experiments. Analo-
gously, tracers can provide direct information on transport times through large
hydrological systems where obtaining an adequate database of model parameter
values is difficult.

* Minimal disturbance of natural systems. In some cases, extensive drilling
and hydraulic and tracer testing cannot be performed, either to prevent compro-
mising sites that are supposed to be “leak tight,” or to avoid damaging environ-
mentally sensitive areas. In such cases it may still be possible to obtain samples
from natural sources that can be analyzed for environmental tracers.

The bottom line is that environmental tracers can provide a form of “ground
truth” with regard to the natural behavior of complex fractured flow systems that
is not obtainable in any other way. Unless the system is under conditions that are
far from natural, or no useful environmental tracer can be identified, environmen-
tal tracers should always be considered a primary investigation technique.

EXAMPLES

Flow Beneath Mont-Blanc

Determining the pattern of flow within a large mountain is a formidable task,
and it is difficult to imagine how it could be accomplished using only conven-
tional physical hydrology methods. However, Fontes et al. (1978) were able to
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obtain a good understanding of the flow regime beneath Mount-Blanc in the
French/Italian Alps merely by sampling water outflows into the 12-km-long
tunnel beneath the mountain and analyzing them for environmental tracers. Part
of their results is shown in Figure 9-5. The close correspondence between the
profile of 830 and the topographic profile of the mountain above the tunnel is
good evidence for nearly vertical downward flow (the lighter isotope values
under the peaks reflect colder condensation temperatures with higher altitude).
The data preclude arguments that permanent freezing conditions at the highest
altitudes do not permit recharge. The anomalous interval of heavy 8'80 between
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FIGURE 9-5 Variation of §'80 and tritium with distance along the Mont-Blanc tunnel,
from Fontes et al. (1978). Note the correspondence between overlying topography and
8180 values, but lack of correlation with tritium. Reproduced with permission from the
International Atomic Energy Agency.
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5 and 6 km was shown to be due to evaporation of the water during transit
through the fracture system, demonstrating that the fractures are not in a fully
saturated state. The variable, but frequently high tritium values indicate that there
is little interconnection between fractures (and that they do not draw from any
common reservoir), and that while some fractures are transmitting infiltration to
the tunnel level in a matter of months, others take more than a decade. These
conclusions are similar to those obtained by Rauert and Stichler (1974) from a
tracer investigation of the 7-km-long Tuxer Hauptkamm tunnel in Austria, except
that the tritium concentrations were very low throughout the central section of
that tunnel, indicating uniformly slower rates of downward flow.

Hydraulics of Fractured Tuff in New Mexico

Los Alamos National Laboratory recently drilled several boreholes through
the Bandelier Tuff at the laboratory site. The fractured rhyolite tuff caps long,
fingerlike mesas that project eastward from the flanks of the Jemez Mountains.
Deep canyons bound the mesas, and the water table is over 100 m below the land
surface. Vertical profiles of stable-isotope composition and chloride concentra-
tion were measured with depth and are illustrated in Figure 9-6. The strongly
enriched 8'30 and very high chloride concentrations in the top 30 m are striking.
They are accompanied by very low water contents in the rhyolite matrix. Newman
and Birdsell (1997) attributed this profile to geothermally induced convection of
air through the mesas. Air moves inward through outcrops of highly permeable
basal-surge pumice deposits that are exposed on the canyon walls. Geothermal
heating in the centers of the mesas causes the air to rise through fractures that
pervade the low-permeability tuff, carrying water vapor with it. Oxygen-18 and
chloride are concentrated in the residual pore water. Geothermally stimulated
convection of air is undoubtedly a common phenomenon in fractured vadose
zones (Weeks, 1987), and this example illustrates how environmental tracers can
identify circumstances in which it exerts a profound influence on vadose-zone
hydraulics and porewater chemistry.

Tension Fractures in Desert Vadose Zones

In general, the hydraulics of vadose zones of the American Southwest do not
appear to be strongly affected by the presence of vertical fractures or other
vertical macropores. One exception to this is narrow vertical fractures, some-
times extending as much as several hundred meters deep and many kilometers in
length, that spontaneously appear in piedmont deposits or basin fills. In some
cases these fissures seem to be a response to groundwater pumping, but in others
the cause is not apparent (Larson and Péwé, 1986). Although these fissures are
initially only a few millimeters wide, diversion of surface flows can erode the
upper portions into chasms over 10 m in both width and depth.
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FIGURE 9-6 Variation of 8!30 and chloride concentration with depth in fractured rhyo-
lite tuff at Los Alamos, New Mexico (Newman and Birdsell, 1997; B. Newman, Los
Alamos National Laboratory, personal communication, 1999). Enriched portion of profile
above 30 m overlies a pyroclastic unit that allows air circulation through the fractured
vadose zone.

Dramatic erosion of the fissure tops is evidence that large amounts of water
have been diverted from ephemeral surface drainages or overland flow to depth.
How does the drainage of water into the fissure affect the subsurface hydrology?
Scanlon (1992) and Scanlon et al. (1997) have addressed this issue by measure-
ment of chloride, 3°Cl, and stable isotopes of oxygen and hydrogen (as well as
physical hydrologic parameters) in the vicinity of such fissures. Results are illus-
trated in Figures 9-7 and 9-8. Variations in water content were small and difficult
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FIGURE 9-8 Plot of chloride concentration as a function of depth and distance away
from an earth fissure at Eagle Flat, Texas. From Journal of Hydrology, 203, Scanlon,
B. R, R. S. Goldsmith, and J. G. Paine, Analysis of focused unsaturated flow beneath
fissures in the Chihuahuan Desert, Texas, USA. Pp. 58-78, 1997, with permission from
Elsevier Science. Low chloride concentrations adjacent to the fissure delineate the zone
of leaching by runoff captured by the fissure. The configuration of the fissure is indicated
by the stippled pattern.

to interpret. Chloride concentration measurements, however, showed a pro-
nounced leached zone surrounding the fissures. The zone was typically 5 to 10 m
in width and extended downward 10 to 20 m. This pattern shows that there is a
strong tendency for imbibition of the fracture water into the soil matrix. The rate
of imbibition is apparently rapid enough that most fracture flow is depleted
within 20 m of the surface, a significant finding with respect to contaminant
transport and aquifer recharge.

Flow Through Unsaturated Fractured Rhyolite
at Yucca Mountain, Nevada

Yucca Mountain is at present the nation’s only site under investigation for its
suitability as a potential high-level nuclear waste repository. An 8-km-long U-
shaped tunnel called the Exploratory Studies Facility (ESF) has been drilled
beneath the mountain to provide access to the interior of the mountain for
hydrogeologic and engineering research. The thickness of rhyolite tuff over the
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tunnel is approximately 300 m, although it is thinner close to the portals. The
rhyolite consists of interbedded dense welded tuff and less welded pyroclastic
deposits. Fractures in the welded units were recognized as potential fast paths for
flow from the surface. The more porous and less cohesive pyroclastic strata were
anticipated to provide a capillary barrier to fast-path flow.

Such hypotheses are very difficult to test at the mountain scale using conven-
tional methods. Measurement of dissolved 3°Cl, however, can provide a tracer for
infiltration on time scales ranging from decades to millennia. Rock samples were
collected during drilling of the tunnel (no liquid water seeps were found). Sample
points were located both by systematic collection at 200-m intervals and by
“feature-based” sampling of observed faults and fractures (Fabryka-Martin et al.,
1997, 1998). Many samples showed 3°CI/CI ratios that were elevated above the
contemporary value of ~500 x 1015 (Figure 9-9). Most of these, however, were
below the limit of ~1,200 x 10-13 that has been demonstrated by measurements on
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FIGURE 9-9 Distribution of 36CI/Cl ratios as a function of distance along the Explorato-
ry Studies Facility tunnel beneath Yucca Mountain (Fabryka-Martin et al., 1998. Copy-
right 1998 by the American Nuclear Society, La Grange Park, Illinois.). Vertical lines
illustrate the position of faults within the tunnel. The current meteoric 36C1/C1 ratio is
~500 x 10-15, Values higher than 1,200 x 10~15 indicate presence of bomb-pulse 3°CI that
infiltrated from the surface in the past 50 years.
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fossil rat urine to be the atmospheric deposition value during the late Pleistocene
(Plummer et al., 1997). All of the systematic samples were below 1,200 x 10-13,
Nine locations, however, contained ratios above 1,200 x 10-13, and as high as
4,000 x 10713, that are most probably ascribed to infiltration of bomb-fallout 3°Cl.
All except two of these were associated with known faults.

These results indicate a remarkable variability in vertical transport rates.
Infiltration of the 3°Cl in the samples with ratios between 500 x 10-1> and 1,200
x 10715 was probably prior to ~15,000 years ago. Infiltration of the 3°ClI in the
samples with ratios greater than 1,200 x 10-15 was probably less than 50 years
ago. The fast paths are almost uniformly associated with faults, indicating that the
displacements have ruptured the less-welded units and greatly increased their
fracture connectivity and vertical permeability. The presence of presumably Pleis-
tocene-age 3°Cl in fractured, but not faulted, sections of the ESF indicates that the
less-welded units greatly retard downward fracture transport where the
pyroclastics are not faulted.

This environmental tracer study has yielded critically important information
on the hydrology of this fractured vadose zone. It illustrates well the ability of
environmental tracers to provide information at a wide range of time scales,
under fluctuating natural boundary conditions. The results should be of great
utility in either evaluating or designing a high-level nuclear waste repository at
Yucca Mountain.

SUMMARY

Environmental tracers have been applied for many years to a variety of
hydrologically related flow-and-transport problems. Many of these are variants
on the fractured-vadose setting, including structured agricultural soils, unstable
wetting fronts, macropores in watersheds, and caves. Actual applications to clas-
sical fractured vadose zones have not been numerous in the published literature,
but this situation is more likely to reflect a general under-investigation of this
environment rather than a lack of suitable tracers. The most generally applicable
tracers would appear to be the stable isotopes of O and H in the water molecule,
tritium, halides, and 3°Cl.

The major advantage of environmental tracers is that they provide informa-
tion on the integrated response of actual hydrological systems to real-world
boundary conditions, over long time scales. They are thus particularly useful for
problems where long-time or large-scale responses are important. They are also
useful for formulating conceptual models of fractured vadose zones, calibrating
models, and building confidence in them. They are less useful for detailed mecha-
nistic investigations aimed at understanding the response of small portions of the
fractured vadose system to carefully controlled stresses.

Environmental tracers should be considered a primary means of investigat-
ing fractured vadose zones in all studies where understanding the integrated

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10102.html

ractured Vadose Zone

ENVIRONMENTAL TRACERS IN THE VADOSE ZONE 291

system response is an important objective. Fractured vadose zones are complex
hydrological environments where understanding and predicting flow and trans-
port is inherently a very difficult task. Environmental tracers must be incorpo-
rated along with mechanistic studies and numerical modeling in order to produce
results that can be applied and interpreted with confidence.
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ABSTRACT

This paper summarizes lessons learned from single-hole and cross-hole pneu-
matic injection tests recently completed by The University of Arizona in unsatur-
ated fractured tuffs at the Apache Leap Research Site (ALRS) near Superior, Ari-
zona. The research was designed to investigate, test, and confirm methods and
conceptual-mathematical models that can be used to determine the role of fractures
and fracture zones in flow and transport through partially saturated porous rocks,
with emphasis on the characterization of fracture connectivity, permeability, and
porosity, and their dependence on location, direction, and scale. Over 270 single-
hole tests have been conducted in six shallow vertical and inclined boreholes at the
site by Guzman et al. (1996). These authors used a steady-state analysis to obtain
permeability values for borehole test intervals of various lengths, based solely on
late pressure data from each test. We summarize briefly the results of this earlier
work and discuss more recent pressure and pressure-derivative type-curve interpre-
tations, as well as numerical inverse analyses, of transient data from some of the
single-hole tests. Our transient analyses of single-hole tests yield information about
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air permeability, air-filled porosity, skin factor, borehole storage, phenomenology,
and dimensionality of the flow regime on a nominal scale of 1 m in the immediate
vicinity of each test interval. Transient air permeabilities agree well with previously
determined steady-state values, which, however, correlate poorly with fracture den-
sity data. We used the single-hole test results, together with borehole televiewer
data, to help design and conduct 44 cross-hole pneumatic tests in 16 boreholes at the
site (one test included 22 boreholes), including those used previously for single-
hole testing. In each cross-hole test, air was injected at a constant mass flow rate
into a relatively short borehole interval of length 1-2 m while monitoring (a) air
pressure and temperature in the injection interval; (b) barometric pressure, air tem-
perature, and relative humidity at the surface; and (c) air pressure and temperature
in 13 short (0.5-2 m) and 24 longer (4-20 m) intervals within the injection and
surrounding boreholes. We focus here on one of these cross-hole tests, labeled PP4.
During this test, pressure responses were detected in 12 of the 13 short monitoring
intervals and 20 of the 24 longer intervals. We used two methods to analyze the test
results: a graphical matching procedure of data against newly developed pressure
and pressure-derivative type-curves, and an automatic parameter estimation method
based on a three-dimensional finite volume code (FEHM) coupled with an inverse
code (PEST). The type-curve approach treats short and longer intervals as points or
lines, depending on distance between injection and monitoring intervals. The type-
curve approach accounts indirectly for storage effects in monitoring intervals due to
the compressibility of air. The finite volume code allows representing borehole
geometry and storage more realistically, and directly, by treating each borehole as a
high-permeability cylinder of finite length and radius. Analyses of pressure data
from individual monitoring intervals by the two methods, under the assumption that
the rock acts as a uniform and isotropic fractured porous continuum, yield compa-
rable results. These results include information about pneumatic connections be-
tween the injection and monitoring intervals, corresponding directional air per-
meabilities, and air-filled porosities. All of these quantities are found to vary
considerably from one monitoring interval to another on scales ranging from a few
meters to over 20 m. Together with the results of earlier site investigations, our
single- and cross-hole test analyses reveal that, at the ALRS, (a) the pneumatic
pressure behavior of fractured tuff is amenable to analysis by methods that treat the
rock as a continuum on scales ranging from meters to tens of meters; (b) this
continuum is representative primarily of interconnected fractures; (c) its pneumatic
properties vary strongly with location, direction and scale—in particular, the mean
of pneumatic permeabilities increases, and their variance decreases, with scale;
(d) this scale effect is most probably due to the presence in the rock of various size
fractures that are interconnected on a variety of scales; and (e) given a sufficiently
large sample of spatially varying pneumatic rock properties on a given scale of
measurement, these properties are amenable to analysis by geostatistical methods,
which treat them as correlated random fields defined over a continuum.
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INTRODUCTION

Issues associated with the site characterization of fractured rock terrains, the
analysis of fluid flow and contaminant transport in such terrains, and the efficient
handling of contaminated sites are typically very difficult to resolve. A major
source of this difficulty is the complex nature of the subsurface ‘“plumbing sys-
tems” of pores and fractures through which flow and transport in rocks take
place. There is at present no well-established field methodology to characterize
the fluid flow and contaminant transport properties of unsaturated fractured rocks.
In order to characterize the ability of such rocks to conduct water, and to transport
dissolved or suspended contaminants, one would ideally want to observe these
phenomena directly by conducting controlled field hydraulic injection and tracer
experiments within the rock. In order to characterize the ability of unsaturated
fractured rocks to conduct nonaqueous-phase liquids such as chlorinated sol-
vents, one would ideally want to observe the movement of such liquids under
controlled conditions in the field. In practice, there are severe logistical obstacles
to the injection of water into unsaturated geologic media, and logistical as well as
regulatory obstacles to the injection of nonaqueous liquids. There also are impor-
tant technical reasons why the injection of liquids, and dissolved or suspended
tracers, into fractured rocks may not be the most feasible approach to site charac-
terization when the rock is partially saturated with water. Injecting liquids and
dissolved or suspended tracers into an unsaturated rock would cause them to
move predominantly downward under the influence of gravity, and would there-
fore yield at best limited information about the ability of the rock to conduct
liquids and chemical constituents in directions other than the vertical. It would
further make it difficult to conduct more than a single test at any location because
the injection of liquid modifies the ambient saturation of the rock, and the time
required to recover ambient conditions may be exceedingly long.

Many of these limitations can be overcome by conducting field tests with
gases rather than with liquids, and with gaseous tracers instead of chemicals
dissolved in water. Experience with pneumatic injection and gaseous tracer ex-
periments in fractured rocks is limited. Much of this experience has been accu-
mulated in recent years by The University of Arizona at the Apache Leap Re-
search Site (ALRS) near Superior, Arizona, and by the U.S. Geological Survey
(USGS) near the ALRS (LeCain, 1995) and at Yucca Mountain in Nevada
(LeCain, 1996; LeCain and Walker, 1996). To our knowledge, the earliest pneu-
matic injection tests were conducted by Boardman and Skrove (1966) to deter-
mine fracture permeability following a contained nuclear explosion. Their analy-
sis was based on the steady-state, isothermal, radial flow equation for ideal gases.
Other earlier work includes air injection tests conducted by Montazer (1982) in
unsaturated fractured metamorphic rocks, and injection methods developed for
fractured formations containing natural gas of the kind considered by Mishra et
al. (1987).

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10102.html

ractured Vadose Zone

298 CONCEPTUAL MODELS OF FLOW AND TRANSPORT

This paper focuses on single- and cross-hole pneumatic injection tests con-
ducted by our group at the ALRS. The site is situated near Superior in central
Arizona. It consists of a cluster of 22 vertical and inclined (at 45°) boreholes that
have been completed to a maximum vertical depth of 30 m within a layer of
slightly welded unsaturated tuff. The boreholes span a surface area of 55 m by 35
m and a volume of rock on the order of 60,000 m3. The upper 1.8 m of each
borehole was cased, and a surface area of 1,500 m? was covered with a plastic
sheet to minimize infiltration and evaporation. Core data and borehole television
images are available for many of the boreholes.

Early work related to our area of study at the ALRS is described by Evans
(1983), Schrauf and Evans (1984), Huang and Evans (1985), Green and Evans
(1987), Rasmussen and Evans (1987, 1989, 1992), Tidwell et al. (1988), Yeh et
al. (1988), Weber and Evans (1988), Chuang et al. (1990), Rasmussen et al.
(1990, 1996), Evans and Rasmussen (1991), and Bassett et al. (1994). It included
drilling 16 boreholes and conducting numerous field and laboratory investiga-
tions. Information about the location and geometry of fractures in the study area
has been obtained from surface observations, the examination of oriented cores,
and borehole televiewer records. Fracture density, defined by Rasmussen et al.
(1990) as number of fractures per meter in a 3-m borehole interval, ranges from 0
to a maximum of 4.3 per meter. Though the fractures exhibit a wide range of
inclinations and trends, most of them are near vertical, strike north-south, and dip
steeply to the east. Surface fracture traces reveal a steeply dipping east-west set.
An experimental study of aperture distributions in a large natural fracture at the
ALRS was published by Vickers et al. (1992).

Single-hole pneumatic injection tests were conducted in 87 intervals of length
3 m in nine boreholes by Rasmussen et al. (1990, 1993). The tests were con-
ducted by injecting air at a constant mass rate between two inflated packers while
monitoring pressure within the injection interval. Pressure was said to have
reached stable values within minutes in most test intervals, allowing the calcula-
tion of air permeability by means of steady-state formulae. Figure 5b of
Rasmussen et al. (1993) suggests a good correlation (r = 0.876) between pneu-
matic and hydraulic permeabilities at the ALRS. Figure 10-1 shows a scatter plot
of pneumatic permeability versus fracture density for 3-m borehole intervals
based on the data of Rasmussen et al. (1990). It suggests a lack of correlation
between fracture density and air permeability.

The single-hole tests of Rasmussen et al. (1990, 1993) were of relatively
short duration and involved relatively long test intervals. Guzman et al. (1994,
1996) and Guzman and Neuman (1996) conducted a much larger number of
single-hole pneumatic injection tests of considerably longer duration over shorter
intervals in six boreholes. A total of 184 borehole segments were tested by setting
the packers 1 m apart as shown in Figure 10-2. Additional tests were conducted in
segments of lengths of 0.5, 2.0, and 3.0 m, bringing the total number of tests to
over 270. The tests were conducted by maintaining a constant injection rate until
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FIGURE 10-1 Air permeability versus fracture density. Data from Rasmussen et al.,
1990.

air pressure became relatively stable and remained so for some time. The injection
rate was then incremented by a constant value and the procedure repeated. In
most tests, three or more such incremental steps were conducted in each borehole
segment while recording the air injection rate, pressure, temperature, and relative
humidity. For each relatively stable period of injection rate and pressure, air
permeability was estimated by treating the rock around each test interval as a
uniform, isotropic continuum within which air flows as a single phase under
steady state, in a pressure field exhibiting prolate spheroidal symmetry.

The results of these steady-state interpretations of single-hole air injection
tests are listed in Guzman et al. (1996). They reveal that:

1. air permeabilities determined in situ from steady-state single-hole test
data are much higher than those determined on core samples of rock matrix in the
laboratory, suggesting that the in situ permeabilities represent the properties of
fractures at the site;

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10102.html

ractured Vadose Zone

300

N
Z
2]
el

CONCEPTUAL MODELS OF FLOW AND TRANSPORT

Locations of 1.0 m Air Permeability Measurements
(Circles do not indicate sphere of influence)

T

FIGURE 10-2 Perspective toward the northeast showing center locations of 1-m single-

hole pneumatic test intervals; overlapping circles indicate retested locations. After Guz-
man et al. (1996).

2. it is generally not possible to distinguish between the permeabilities of
individual fractures and the bulk permeability of the fractured rock in the imme-
diate vicinity of a test interval by means of steady-state single-hole test data;

3. the time required for pressure in the injection interval to stabilize typically
ranges from 30 to 60 min, increases with flow rate, and may at times exceed 24 h,
suggesting that steady-state permeability values published in the literature for
this and other sites, based on much shorter air injection tests, may not be entirely
valid;

4. steady-state interpretation of single-hole injection tests, based on the as-
sumption of radial flow, corresponds closely to prolate spheroidal in intervals of
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length equal to or greater than 0.5 m in boreholes having a radius of 5 cm, as is
the case at the ALRS;

5. pressure in the injection interval typically rises to a peak prior to stabiliz-
ing at a constant value, possibly due to a two-phase flow effect whereby water in
the rock is displaced by air during injection;

6. in most test intervals, pneumatic permeabilities show a systematic in-
crease with applied pressure as air apparently displaces water under two-phase
flow;

7. in a few test intervals, intersected by widely open fractures, air permeabil-
ities decrease with applied pressure due to apparent inertial effects;

8. air permeabilities exhibit a hysteretic variation with applied pressure;

9. the pressure-dependence of air permeability suggests that it is advisable to
conduct single-hole air injection tests at several applied flow rates and/or
pressures;

10. enhanced permeability due to slip flow [the Klinkenberg (1941) effect]
appears to be of little relevance to the interpretation of single-hole air injection
tests at the ALRS;

11. local-scale air permeabilities vary by orders of magnitude between test
intervals across the site;

12. spatial variability is much greater than that due to applied pressure and
lends itself to meaningful statistical and geostatistical analysis;

13. air permeabilities are poorly correlated with fracture densities, as is
known to be the case for hydraulic conductivities at many water-saturated frac-
tured rock sites worldwide (Neuman, 1987), providing further support for
Neuman’s conclusion that the permeability of fractured rocks cannot be reliably
predicted from information about fracture geometry (density, trace lengths, ori-
entations, apertures and their roughness) but must be determined directly by
means of hydraulic and/or pneumatic tests; and

14. air permeabilities vary systematically with the scale of measurement as
represented nominally by the distance between packers in an injection interval.

The work of Guzman et al. (1994, 1996) and Guzman and Neuman (1996)
strongly suggests that air injection tests yield properties of the fracture system
that are relevant to both unsaturated and saturated conditions. In particular, nu-
merical simulations by these authors show that, whereas the intrinsic permeabil-
ity one determines from such tests is generally lower than the intrinsic permeabil-
ity to water of fractures that surround the test interval, it nevertheless approaches
the latter as the applied pressure goes up. This is so because, under ambient
conditions, capillary forces tend to draw water from fractures into the porous
(matrix) blocks of rock between the fractures, thereby leaving the fractures satu-
rated primarily with air. Water saturation in the matrix blocks is therefore typi-
cally much higher than that within the fractures, making it relatively difficult for
air to flow through such blocks. It follows that, during a pneumatic injection test,
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the air moves primarily through fractures (most of which contain relatively little
water), and the test therefore yields flow and transport parameters that reflect the
intrinsic properties of these largely air-filled fractures.

Core and single-hole measurements, conducted over short segments of a
borehole, provide information only about a small volume of rock in the immedi-
ate vicinity of each measurement interval. Available data from the ALRS indicate
that rock properties, measured on such small scales, vary erratically in space in a
manner that renders the rock randomly heterogeneous and pneumatically aniso-
tropic. Our analyses to date (Bassett et al., 1994, 1997; Guzman et al., 1996)
suggest that it is possible to interpolate some of the core and single-hole measure-
ments at the ALRS between boreholes by means of geostatistical methods, which
view the corresponding variables as correlated random fields. This is especially
true about air permeability, porosity, fracture density, water content, and the van
Genuchten water retention parameter o, for each of which we possess enough
measurements to constitute a workable geostatistical sample. A geostatistical
analysis of these site variables has been conducted by Chen et al. (1997) and
Illman et al. (1998).

Steady-state analyses of single-hole pneumatic test data yield only air per-
meability values (Guzman et al., 1996). In this paper, we discuss transient inter-
pretations of the same data, which provide additional information about air-filled
porosity, skin factor, and dimensionality of the flow regime.

Single-hole air injection tests provide information only about a small volume
of rock in the close vicinity of the injection interval. Fractured rock properties
measured on such small scales tend to vary rapidly and erratically in space so as
to render the rock strongly and randomly heterogeneous. To determine the prop-
erties of the rock on a larger scale, cross-hole interference tests were conducted
by Illman et al. (1998; see also Illman, 1999) by injecting air into an isolated
interval within one borehole, while monitoring pressure responses in isolated
intervals within this and other boreholes. Of the 16 boreholes used for cross-hole
testing, 6 were previously subjected to single-hole testing. The results of the
single-hole tests (primarily spatial distribution of air permeabilities and local
flow geometry) together with other site information (primarily borehole tele-
viewer images) served as a guide in designing the cross-hole tests.

A total of 44 cross-hole pneumatic interference tests of various types (con-
stant injection rate, multiple step injection rates, instantaneous injection) have
been conducted during 1995-1997 using various configurations of injection and
monitoring intervals. The tests were conducted using modular straddle packer
systems that were easily adapted to various test configurations and allowed rapid
replacement of failed components, modification of the number of packers, and
adjustment of distances between them in both the injection and monitoring bore-
holes. A typical cross-hole test consisted of packer inflation, a period of pressure
recovery, air injection, and another period of pressure recovery. Once packer
inflation pressure had dissipated in all (monitoring and injection) intervals, air
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injection at a constant mass flow rate began. It generally continued for several
days, until pressure in most monitoring intervals appeared to have stabilized. In
some tests, injection pressure was allowed to dissipate until ambient conditions
had been recovered. In other tests, air injection continued at incremental flow
rates, each lasting until the corresponding pressure had stabilized, before the
system was allowed to recover. In this paper we discuss results from one of these
tests, labeled PP4.

TYPE-CURVE INTERPRETATION OF
PNEUMATIC INJECTION TESTS

Most type-curve models currently available for the interpretation of single-
hole and cross-hole fluid injection (or withdrawal) tests in fractured rocks fall
into three broad categories: (1) those that treat the rock as a single porous con-
tinuum representing the fracture network; (2) those that treat the rock as two
overlapping continua of the dual-porosity type; and (3) hybrid models that embed
a major discrete fracture in a porous continuum so as to intersect the injection (or
withdrawal) test interval at various angles. The prevailing interpretation of dual
continua is that one represents the fracture network and the other embedded
blocks of rock matrix. We take the broader view that multiple (including dual)
continua may represent fractures on a multiplicity of scales, not necessarily frac-
tures and matrix. When a dominant fracture is present in a type-curve model, it is
usually pictured as a high-permeability slab of finite or infinitesimal thickness.
To allow developing analytical solutions in support of type-curve models, the
continua are taken to be uniform and either isotropic or anisotropic. The test
interval is taken to intersect a dominant fracture at its center. Either flow across
the walls of such a fracture, or incremental pressure within the fracture, is taken
to be uniform in most models. Flow is usually taken to be transient with radial or
spherical symmetry, which may transition into near-uniform flow as one ap-
proaches a major fracture that intersects the test interval. Some models account
for borehole storage and skin effects in the injection (or withdrawal) interval.

In this paper, we interpret transient pressure data from the single-hole air
injection tests previously conducted at the ALRS by Guzman et al. (1994, 1996)
and Guzman and Neuman (1996) by means of modified single-continuum type-
curve models developed for spherical flow by Joseph and Koederitz (1985), for
radial flow by Agarwal et al. (1970), for a single horizontal fracture by Gringarten
and Ramey (1974), and for a single vertical fracture by Gringarten et al. (1974).
Our modifications, detailed by Illman et al. (1998) and Illman (1999), consist of
recasting these models in terms of pseudopressure and developing corresponding
expressions and type-curves in terms of (pseudo)pressure-derivatives.
Pseudopressure is defined as (Al-Hussainy and Ramey, 1966; Raghavan, 1993)

" p
2k v ey

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10102.html

ractured Vadose Zone

304 CONCEPTUAL MODELS OF FLOW AND TRANSPORT

where p is pressure, (1is dynamic viscosity, Z = pV/nRT is compressibility factor,
V is volume, n is mass in mols, R is universal gas constant, and T is absolute
temperature. We take p, to represent barometric pressure. Under conditions of
testing at the ALRS, yZ is constant and so
22
w(p) = ifp pdp=L"P.
#Z p(] M
Type-curves of pressure derivative versus the logarithm of time have become
popular in recent years because they accentuate phenomena that might otherwise
be missed, help diagnose the prevailing flow regime, and aid in constraining the
calculation of corresponding flow parameters. The type-curves are derived ana-
Iytically for single-phase gas flow by linearizing the otherwise nonlinear partial
differential equations, which govern such flow in uniform, isotropic porous con-
tinua. Included in the type-curves are effects of gas storage in the injection
interval (known as borehole storage effect) and reduced or enhanced permeability
in the immediate vicinity of this interval (known as positive or negative skin
effects). Our type-curve analyses of single-hole pneumatic test data yield infor-
mation about air permeability, air-filled porosity, skin factor, and dimensionality
of the flow regime on a nominal scale of 1 m in the immediate vicinity of each
test interval.

For purposes of cross-hole test analysis by means of type-curves, we repre-
sent the fractured rock by an infinite three-dimensional uniform, anisotropic
continuum as was done by Hsieh and Neuman (1985), and linearize the airflow
equations in terms of pressure (Illman et al., 1998) or pseudopressure (Illman,
1999). Hsieh and Neuman treat injection and observation intervals as points or
lines; we consider the special case where injection takes place at a point and
observation along a line. However, we modify their solution to account for the
effects of storage and skin on pressure, and its derivative (not considered by these
authors), in the observation interval.

(10.2)

Type-Curve Interpretation of Single-Hole Tests

We have interpreted over 40 sets of 1-m scale single-hole pneumatic injec-
tion test data by means of the spherical, radial, vertical, and horizontal fracture
flow models described in the previous section (Illman et al., 1998; Illman, 1999).
The majority of these data conform to the spherical flow model regardless of
number or orientation of fractures in a test interval. We interpret this to mean that
flow around most test intervals is controlled by a single continuum, representa-
tive of a three-dimensional network of interconnected fractures, rather than by
discrete planar features. Only in a small number of test intervals, known to be
intersected by widely open fractures, have planar features dominated flow as
evidenced by the development of an early half-slope on logarithmic plots of
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pressure versus time; unfortunately, the corresponding data do not fully conform
to available type-curve models of fracture flow. Some pressure records conform
to the radial flow model during early and intermediate times but none do so fully
at late time.

Figure 10-3 shows visual fits between incremental squared pressure (circles)
and corresponding derivative (triangles) data from test CAC0813 (in a 1-m inter-
val) and type-curves corresponding to a spherical flow model expressed in terms
of dimensionless pseudopressure w/, and its derivative dw ,/dlnt,; we recall that
pseudopressure, w, is proportional to incremental squared pressure when UZ is
constant, as is the case at the ALRS. The data exhibit a good match with type
curves that correspond to zero skin (s = 0); indeed, most test data from the ALRS
show little evidence of a skin effect. The match yields an air permeability value
of 1.56 x 10715 m2. The early-time data fall on a straight line with unit slope,
indicative of compressible air storage within the test interval.

Figure 10-4 shows a similar type-curve match for test CHB0617 (in a 1-m
interval). The data exhibit a fair match with type curves that correspond to zero
skin for early to intermediate data, yielding an air permeability of 6.01 x 10717
m?, Late data do not match the type curves due to apparent displacement of water
by air, which manifests itself as a gradually decreasing skin effect. Early-time
data are strongly affected by compressible air storage within the test interval. A
pressure peak, possibly due to two-phase flow, is discernible on the logarithmic
scale of Figure 10-4.
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FIGURE 10-3 Type-curve match of data from single-hole pneumatic test CAC0813 to
the gas, spherical flow model.
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FIGURE 10-4 Type-curve match of data from single-hole pneumatic test CHB0617 to
the gas, spherical flow model.

Figure 10-5 compares permeabilities obtained by steady-state and spherical
transient analyses, showing that they agree reasonably well.

Figure 10-6 shows type-curve matches for single-hole test JGA0605 in a 1-m
interval. In this case, the early and intermediate data appear to fit the radial flow
model but the late pressure data stabilize, and the late pressure derivative data
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FIGURE 10-5 Scatter diagram of results of permeability obtained from steady-state and
p?-based spherical models.
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FIGURE 10-6 Type-curve match of data from single-hole pneumatic test JGA0605 to the
gas, radial flow model.

drop, in manners characteristic of three-dimensional flow. The same is seen to
happen when we consider Figure 10-7 data from single-hole test JJA0616 in a
1-m interval. We take this to indicate that the flow regime evolves from radial to
spherical with time.

1E+02¢
E approximate beginning of
pseudosteady state
/ Cp=108
1E+01+¢
NQ :
S
2
S 1E+00+4
o F
gD
unit slope
1E-01 behavior
1E-02 s t e A A
1E-02 1E-01 1E+00 1E+01 1E+02 1E+03 1E+04

t/Cp

FIGURE 10-7 Type-curve match of data from single-hole pneumatic test JJAO616 to the
gas, radial flow model.
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The 1-m test interval JHB0612 intersects a fracture, which on televiewer
(Figure 10-8) appears to be widely open. Figure 10-9 depicts an attempt on our
part to match the corresponding incremental squared pressure data to type curves
of pseudopressure based on the horizontal fracture flow model described in the
previous section. Only the early time data appear to match one of these curves.
We suspect that deviation of the late data from the type curves is due to the fact
that whereas in reality the flow evolves with time to become three-dimensional,
in the model it evolves to become radial. Upon ignoring the late data and consid-
ering only the early match, we obtain an air permeability of 1.3 X 10713 m2, This
is about four times the value of 4.8 x 10714 m?2 obtained by Guzman et al. (1996)
on the basis of a steady-state analysis of the late data.

An unsuccessful attempt to match the same data with a type-curve corre-
sponding to a vertical fracture flow model, described in the previous section, is
depicted in Figure 10-10.

Incremental pressure and, to a much greater extent, derivative data from
several single-hole pneumatic injection tests, one of which is illustrated in Figure
10-11, exhibit inflections that are suggestive of dual or multiple continuum be-
haviors. If so, we ascribe such behavior not to fractures and rock matrix as is
common in the literature (Warren and Root, 1963; Odeh, 1965; Gringarten, 1979,
1982), but to fractures associated with two or more distinct length scales. How-
ever, these inflections show some correlation with barometric pressure fluctua-

FIGURE 10-8 BHTYV image taken in borehole Y2 (high permeability zone).

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10102.html

ractured Vadose Zone

LESSONS FROM FIELD STUDIES AT APACHE LEAP 309
1.0E+01
hp=10.0
vertical fracture
1.0E+00 solution
§Q
1.0E-01
1.0E-02 e M R R
1.0E-02 1.0E-01 1.0E+00 1.0E+01 1.0E+02

Ip

FIGURE 10-9 Type-curve match of data from single-hole pneumatic test JHB0612 to the
horizontal fracture model.
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FIGURE 10-10 Type-curve match of data from single-hole pneumatic test JHB0612 to
the vertical fracture model.
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FIGURE 10-11 Type-curve match of data from single-hole pneumatic test CHB0617 to
the gas, spherical flow model.

tions, implying that they might have been caused by the latter rather than by dual
or multiple continuum phenomena.

Our type-curve interpretations of single-hole tests appear to be insensitive to
how one linearizes the airflow equations; writing these equations in terms of
pressure or pseudopressure (incremental pressure squared) leads to very similar
results (Illman et al., 1998; Illman, 1999).

Type-Curve Interpretation of Cross-Hole Test PP4

A total of 44 cross-hole pneumatic interference tests of various types (con-
stant injection rate, multiple step injection rates, instantaneous injection) were
conducted during the years 1995-1997 using various configurations of injection
and monitoring intervals (Illman et al., 1998; Illman, 1999). The tests were con-
ducted using modular straddle packer systems that were easily adapted to various
test configurations and allowed rapid replacement of failed components, modifi-
cation of the number of packers, and adjustment of distances between them in
both the injection and monitoring boreholes. A typical cross-hole test consisted
of packer inflation, a period of pressure recovery, air injection and another period
of pressure recovery. Once packer inflation pressure had dissipated in all (moni-
toring and injection) intervals, air injection at a constant mass flow rate began. It
generally continued for several days, until pressure in most monitoring intervals
appeared to have stabilized. In some tests, injection pressure was allowed to
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dissipate until ambient conditions had been recovered. In other tests, air injection
continued at incremental flow rates, each lasting until the corresponding pressure
had stabilized, before the system was allowed to recover.

In this paper we focus on the analysis of test PP4 conducted during the latter
phase of our program. This test was selected because it involved:

1. injection into a high-permeability zone, which helped pressure to propa-
gate rapidly across much of the site;

2. injection at a relatively high flow rate, which led to unambiguous pressure
responses in a relatively large number of monitoring intervals;

3. the largest number of pressure and temperature monitoring intervals
among all tests;

4. a complete record of relative humidity, battery voltage, atmospheric pres-
sure, packer pressure, and injection pressure;

5. the lowest number of equipment failures among all tests;

6. flow conditions (such as injection rate, fluctuations in barometric pres-
sure, battery voltage, and relative humidity) that were better controlled, and more
stable, than in all other tests;

7. minimum boundary effects due to injection into the central part of the
tested rock mass;

8. arelatively long injection period;

9. rapid recovery; and

10. a test configuration that allowed direct comparison of test results with
those obtained from two line-injection/line-monitoring tests, and a point-injec-
tion/line-monitoring test, at the same location. Stable flow rate and barometric
pressure made type-curve analysis of test PP4 results relatively straightforward.

Test PP4 was conducted by injecting air at a rate of 50 slpm into a 2-m
interval located 15-17 m below the lower lip of casing in borehole Y2, as indi-
cated by a large solid circle in Figure 10-12. The figure also shows a system of
Cartesian coordinates x, y, z with origin at the center of the injection interval,
which we use to identify the placement of monitoring intervals relative to this
center. Responses were monitored in 13 relatively short intervals (0.5-2 m) whose
centers are indicated in the figure by small white circles, and 24 relatively long
intervals (4-42.6 m) whose centers are indicated by small solid circles, located in
16 boreholes. Several of the short monitoring intervals were designed to intersect
a high permeability region that extends across much of the site at a depth compa-
rable to that of the injection interval.

Type-curve interpretation of pressure data from cross-hole test PP4 included
31 intervals; pressure data from 5 intervals were not amenable to type-curve
interpretation and have therefore been excluded. A special set of type-curves was
developed for each pressure monitoring interval by treating the medium as if it
was pneumatically isotropic. Indeed, our type-curve analysis additionally treats
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FIGURE 10-12 Locations of centers of injection and monitoring intervals. Large solid
circle represents injection interval, small solid circles represent short monitoring inter-
vals, and open circles represent long monitoring intervals.

the rock as if it was pneumatically uniform. However, since the analyses of
pressure data from different monitoring intervals yield different values of pneu-
matic parameters, our analysis ultimately yields information about the spatial and
directional dependence of these parameters.

Figures 10-13 through 10-16 show how we matched typical records of pres-
sure buildup, and pressure derivatives, from cross-hole injection test PP4 to
corresponding type-curves on logarithmic paper. Most of the matches are excel-
lent to good, but a few are poor. Fluctuations in barometric pressure affect some
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FIGURE 10-13 Type-curve match of pressure and its derivative from monitoring
interval V1.
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FIGURE 10-14 Type-curve match of pressure and its derivative from monitoring
interval Z2U.
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FIGURE 10-15 Type-curve match of pressure and its derivative from monitoring
interval X2M.
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FIGURE 10-16 Type-curve match of pressure and its derivative from monitoring
interval Z3M.
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of the late pressure buildup data and cause their derivatives to fluctuate, at times
wildly.

Our finding that most pressure buildup data match the type-curves well is a
clear indication that the majority of cross-hole test PP4 results are amenable to
interpretation by means of a continuum model, which treats the rock as being
pneumatically uniform and isotropic while describing airflow by means of linear-
ized, pressure-based equations. The fact that some of our data do not fit this
model shows that the latter does not provide a complete description of pneumatic
pressure behavior at the site. That the site is not pneumatically uniform or isotro-
pic on the scale of cross-hole test PP4 is made evident by pneumatic parameters
derived from our type-curve matches. Values of pneumatic permeability and air-
filled porosity derived from these matches represent bulk properties of the rock
between the corresponding monitoring interval and the injection interval. The
permeabilities additionally represent directional values along lines that connect
the centers of these intervals. The directional permeabilities range from 1.1 X
10719m?2 to 4.6 x 1073m? with a mean of —13.5 for log,-based k, while a corre-
sponding (antilog) value is 2.9 X 1074m?. The corresponding variance and coef-
ficient of variation (CV) are 5.3 X 107! and —5.4 x 107!, respectively. Air-filled
porosities range from 1.7 X 107 to 2.2 x 107! with a geometric mean of 3.5 X
1073, while their variance and coefficient of variation are 8.0 X 107! and —-3.6 x
1071, respectively. Permeabilities derived from cross-hole tests have a much
higher mean, and lower variance, than those from the smaller-scale single-hole
tests.

NUMERICAL INVERSE INTERPRETATION OF
PNEUMATIC INJECTION TESTS

We have also interpreted data from several single-hole and cross-hole tests at
the ALRS by means of a three-dimensional finite-volume numerical simulator,
FEHM (Zyvoloski et al., 1988, 1996, 1997), coupled to a numerical inverse code,
PEST (Doherty et al., 1994), based on the assumption of single-phase airflow
through a uniform, isotropic porous continuum. Our numerical model accounts
directly for the ability of all boreholes, and packed-off borehole intervals, to store
and conduct air through the system. The model does so by treating these as high-
permeability and high-porosity cylinders of finite length and radius. It solves the
airflow equations in nonlinear form, and is able to account for atmospheric pres-
sure fluctuations at the soil surface. Our numerical model thus accounts more
fully and accurately for nonlinear pressure propagation and storage through both
the rock and the boreholes than do our type curves, which rely on linearized
airflow equations and ignore the effect of boreholes (other than the injection
interval) on pressure distribution through the system. Both allow one (in prin-
ciple) to interpret multiple injection-step and recovery data simultaneously. The
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numerical inverse model yields information about air permeability, air-filled po-
rosity, and effective porosity of the injection interval.

There is little information in the literature about the effect that open borehole
intervals may have on pressure propagation and response during interference
tests. Paillet (1993) noted that the drilling of an additional observation borehole
had an effect on drawdowns created by an aquifer test. We likewise found through
numerical simulations (Illman et al., 1998) that the presence of open borehole
intervals has a considerable impact on pressure propagation through the site, and
on pressure responses within monitoring borehole intervals during cross-hole air
injection tests.

As we consider only single-phase airflow, the saturation of air and associated
pneumatic properties of the rock remain constant during each simulation. The
only initial condition we need to specify is air pressure, which we take to be the
average barometric pressure of 0.1 MPa. The side and bottom boundaries of the
flow model are impermeable to airflow. Our results suggest that these boundaries
have been placed sufficiently far from injection intervals to have virtually no
effect on simulated single-hole tests. The top boundary coincides with the soil
surface and is maintained at a constant and uniform barometric pressure of 0.1
MPa. Though barometric pressure fluctuated during each single-hole test, these
fluctuations were small and are ignored in our analysis.

The air permeability k and air-filled porosity ¢ are taken to be uniform within
the computational region. In our inverse analyses, these two parameters are ad-
justed simultaneously with the effective porosity ¢,, of the injection interval. The
latter parameter is allowed to take on values in excess of 1 as a way to account for
effective borehole volumes larger than those originally built into the computa-
tional grid.

We used the same computational grid for the analysis of single-hole and
cross-hole tests. The grid measures 63 m in the x direction, 54 m in the y direc-
tion, and 45 m in the z direction, encompassing a rock volume of 153,090 m3
(Figure 10-17). The computational grid is illustrated for the case of single-hole
tests, during which injection takes place into various packed-off intervals along
borehole Y2, by means of two-dimensional images in Figures 10-18 and 10-19.
Boreholes are treated as porous media having much higher permeability and
porosity than the surrounding rock. Figure 10-18 shows three views of the grid
perpendicular to the x-y, x-z, and y-z planes. As the grid in the vicinity of bore-
holes is relatively fine, the corresponding areas appear dark in the figures. Figure
10-19 shows four cross-sectional views of the grid along vertical planes that
contain selected boreholes. Since the grid is three-dimensional, its intersections
with these planes do not necessarily occur along nodal points (i.e., what may
appear as nodes in the figure need not be such). The grid includes 39,264 nodes,
228,035 tetrahedral elements, and is divided into three parts: a regular grid at the
center of the modeled area, which has a node spacing of 1 m; a surrounding
regular grid having a node spacing of 3 m; and a much finer and more complex
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FIGURE 10-17 Boundaries of computational region.

unstructured grid surrounding each borehole. The three-dimensional grid repre-
sents quite accurately the geometry, flow properties, and storage capabilities of
vertical and inclined boreholes at the site; is capable of resolving medium hetero-
geneity on a support scale of 1 m; is able to represent, with a high degree of
resolution, steep gradients around the injection test interval, as well as pressure
interference between boreholes, no matter how closely spaced; and assures
smooth transition between fine borehole grids having radial structures and sur-
rounding coarser grids having regular structures.

Inverse Analysis of Single-Hole Tests

A steady-state interpretation of pressure buildup data recorded during the
first injection step (labeled A) of single-hole test JG0921 by means of an analyti-
cal formula gave a pneumatic permeability of 2.8 x 1074 m? (Guzman et al.,
1996), and a transient type-curve analysis based on the spherical flow model gave
2.6 x 1074 m?2 (Illman et al., 1998); neither of these two analyses was able to
provide air-filled porosity estimates. When open borehole intervals (including
that used for injection) are not considered in the simulation, our numerical in-

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10102.html

ractured Vadose Zone

318 CONCEPTUAL MODELS OF FLOW AND TRANSPORT
1o XY plane
@
<o E
40
—-10
1 1 1 1 1 1 I_>m
20 10 o IIDI ‘ZD‘ 30 40
x[m]
T x-z plane oF y-z plane
-0 IDE—
1*g :‘2";
" El:
Jao -an:—
-0 405—
II-2|JI”I-IIDI”IIIJ“”IDIIII?‘D”“B‘D“”40 —— 2‘0 E— IIJ — -0
x[rm] v [rm]

FIGURE 10-18 Side views of computational grid.

verse model yields a match that is less than satisfactory (Figure 10-20), with air
permeability k = 2.3 x 10714 £ 2.6 x 107! m? and air-filled porosity ¢ = 4.5 X
1071 £ 1.9 x 1073, where the * range represents 95% confidence intervals identi-
fied by PEST. The porosity estimate is much too high for fractures, suggesting
that the corresponding confidence interval computed by PEST is overly optimis-
tic. When only steady-state pressure data are included in the inverse analysis, the
match at early time is poor, yielding k = 2.8 x 1074 m? and ¢ = 4.6 x 1073,
respectively. Here the estimate of porosity is based entirely on our specification
of the time at which steady state commences (approximately 0.008 days, as
indicated by open circles in Figure 10-20), which renders model sensitivity to ¢
so low as to preclude it from computing confidence intervals for either parameter.
When the effect of all open borehole intervals is included and the effective
porosity of the injection interval is allowed to vary simultaneously with k and ¢,
the match improves, yielding k=2.2x 1074 +4.4x 107°m2, ¢=6.7x 103+ 4.7
x 1073, and ¢, =7.0 x 1071 £ 6.7 x 1072. The relatively large confidence interval
associated with ¢ (of the same order as its estimate) reflects the fact that transient
data are dominated by borehole storage, which is the reason type-curve analysis
has been unable to identify this parameter (Illman et al., 1998).

Air storage in the injection interval has theoretically no effect on early recov-
ery data, which should therefore be ideal for the estimation of air-filled porosity.
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FIGURE 10-20 Pressure data from single-hole test JG0921A interpreted by various
inverse models. Adapted from Illman et al. (1998).

We in fact find that such storage effects are most pronounced during the first step
of a test, and less so during subsequent steps. This is seen in Figure 10-21, where
pressure during each step and recovery is plotted relative to pressure established
during the previous step, versus time measured relative to the end of the previous
step. The figure demonstrates that pressure data from the first injection step,
labeled A, exhibit the most pronounced one-to-one slope at early time, which is
indicative of borehole storage; there is no discernible storage effect during the
second step, labeled B, or the recovery phase, labeled R. We therefore expect a
simultaneous analysis of pressure data from the entire test to yield a more reliable
estimate of parameters, especially air-filled porosity, than is possible based only
on data from the first step.

A reasonably good fit of our model (which now accounts for all open bore-
hole intervals) to the entire two-step pressure record, including recovery data, is
shown in Figure 10-22. The corresponding parameter estimates are k = 2.4 X
10714 £7.1x10m?, ¢=1.4x102£1.7x 1073, and ¢, = 8.0 x 1071 £ 4.6 x
1072. We consider these values reasonable and reliable.

It is of interest to note that a 2-m borehole interval used for injection during
cross-hole test PP4 (discussed below) lay 0.1 m above that of the 1-m injection
interval during single-hole test JG0921, so that the two overlapped. Injection rate
during the cross-hole test (1 x 1073 kg/s or 5 X 10* cm3/s) was over 100 times
higher than that during JGO921A. Pressure data recorded in the injection interval
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FIGURE 10-21 Relative pressure vs. relative time for all injection steps and recovery of
JG0921.
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FIGURE 10-22 Pressure data from single-hole test JG0921 interpreted by inverse model
incorporating all boreholes.
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during the cross-hole test varied little with time and were therefore not suitable
for a reliable estimation of air-filled porosity. They were, however, suitable for
the estimation of air permeability, giving a value of k=22 x 10714 £ 2.7 x 10716
m?, which is very close to those we derived from the single-hole test data.

Steady-state analysis of pressure buildup data from the first injection step
(A) of single-hole test JGC0609 gave a pneumatic permeability of k = 2.0 X
10715 m? (Guzman et al., 1996), and transient type-curve analysis with a spherical
flow model yielded k= 2.9 x 107> m? (Illman et al., 1998). In the absence of open
borehole intervals, the inverse model yields a poor fit with k= 1.8 x 1075 £ 3.9
x 10715 m? and ¢ =5.0 X 107! £ 4.2 x 1072. Upon including the injection interval,
the fit improves dramatically to yield k = 1.6 X 10715 £ 2.6 x 10717 m?, ¢ = 4.8 X
102 +9.4x 107, and ¢, = 1.3 £ 2.6 X 1072, Incorporating the effects of all open
boreholes results in an equally good fit with k= 1.6 x 1075 £ 1.3 x 1077 m?, ¢ =
55x 103 +£4.7x 1073, and ¢, = 1.3 = 1.7 x 1072 (Figure 10-23). Despite such
good fits, the above porosity estimates are evidently unreliable due to the domi-
nance of borehole storage effects during the transient period of the test. A bore-
hole porosity in excess of 1 is plausible, implying that the effective volume V of
the injection interval exceeds its nominal volume V.

Figure 10-24 depicts relative pressure versus relative time for injection steps
1-4 (labeled A-D, respectively) and recovery (labeled R). Here again we see that

10'
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o Matching points

—— - — Nointervals

— — — - Injection interval

— Allintervals

p [kPa]
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| 1 | 1 A | 1 A |
10 10° 10* 10"
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FIGURE 10-23 Pressure data from single-hole test JGCO609A interpreted by various
inverse models. Adapted from Illman et al. (1998).
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FIGURE 10-24 Relative pressure vs. relative time for all injection steps and recovery of
JGC0609.

only data corresponding to step A exhibit a pronounced one-to-one slope at early
time, while all other data appear to be free of borehole storage influence. We
therefore expect a simultaneous analysis of pressure data from the entire test to
yield a more reliable estimate of parameters, especially air-filled porosity, than is
possible based only on data from the first step.

A fit of our model to the entire four-step pressure record, including recovery
data, yields a good match (Figure 10-25) with k= 1.7 x 1075 £ 4.1 x 1077 m?, ¢
=3.6x1073+£2.8x 107 and ¢, = 1.5+ 6.3 x 1072 The model appears sensitive
to all three parameters whose estimates seem reasonable to us: both k and ¢ are
smaller, by about one order of magnitude, than they were in the case of single-
hole test JG0921.

Inverse Analysis of Cross-Hole Test PP4

In the inverse analysis we describe here, pressure data from each monitoring
interval are considered separately while pneumatic permeability and air-filled
porosity are treated as if they were uniform across the site, in a manner similar to
our type-curve analyses. Hence any major difference between results we obtain
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FIGURE 10-25 Pressure data from single-hole test JGC0609 interpreted by inverse mod-
el incorporating all boreholes.

by these two methods of analysis can be attributed to differences between the
ways they handle nonlinearity of the governing airflow equations (without or
with linearization, numerically or analytically), boundary conditions (at finite or
infinite distances), and boreholes (directly or indirectly, completely or
incompletely).

Matches between computed and recorded pressures are shown in Figure 10-
26. Some of these matches are very poor due to barometric pressure effects, some
are of intermediate quality, and some are good. Corresponding estimates of air
permeability range from 3.8 x 107" to 3.0 X 10712 m? with a mean of 2.8 x 10713
m?, variance of 4.9 x 10725, and coefficient of variation equal to 2.5. The mean,
variance, and coefficient of variation of log-transformed permeability are —13.5
(corresponding to 2.9 x 10714 m?), 6.9 x 107!, and 6.0 x 1072, respectively. The
mean, variance, and coefficient of variation of corresponding type-curve results
are —13.5 (corresponding to 3.5 X 1074 m?), 3.2 x 107!, and -2.4 x 1072, respec-
tively. The type-curve analysis excluded intervals X3 and Y2M but included
interval Y1U, which was not considered in the inverse analysis. The two sets of
air permeability values are compared in Figure 10-27.

Air-filled porosity estimated by our inverse model on the basis of pressure
data from injection interval Y2M during cross-hole test PP4 is highly uncertain,
due to a very rapid pressure buildup in this interval. The large air-filled porosity
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FIGURE 10-26 Matches between simulated and observed pressures (kPa, vertical axes)
versus time (days, horizontal axes) in individual intervals during cross-hole test PP4.
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FIGURE 10-27 Analytically vs. numerically derived air permeabilities for cross-
hole test PP4.

estimates (0.5) obtained on the basis of pressure data from monitoring intervals
X3, Z2L, Z2B, and Z3B are equal to their specified upper bound; we consider
them highly unlikely due to poor fits between calculated and observed pressure
responses in these intervals (Figure 10-26), which appear to be pneumatically
well connected to the atmosphere and therefore strongly influenced by baromet-
ric pressure fluctuations. Upon excluding air-filled porosity values obtained from
these five borehole intervals, the range of this parameter narrows down to 5.1 X
1073-1.0 X 107! with arithmetic mean, variance, and coefficient of variation equal
t0 3.6 X 1072, 7.1 x 107#, and 7.3 x 107!, respectively. The corresponding mean,
variance, and coefficient of variation of log-transformed air-filled porosities are
—1.6 (corresponding to 2.7 x 1072), 1.4 x 107!, and —2.3 x 107!, Log-transformed
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air-filled porosities from type-curve analyses have mean —2.2 (corresponding to
6.6 x 1073), variance 3.0 x 107!, and coefficient of variation —4.0 x 107!. The two
sets of air-filled porosities, compared in Figure 10-28, are seen to agree poorly;
values obtained by the inverse method are consistently larger than those from
type-curve analyses.

LESSONS LEARNED

The following are major lessons we have learned from our Apache Leap
Research Site studies:

1. Issues associated with the site characterization of fractured rock terrains,
the analysis of fluid flow and contaminant transport in such terrains, and the
efficient handling of contaminated sites are typically very difficult to resolve. A

1E+0

Air-filled porosity [m3/m?3]

1E-1

1E2

1E3

Analytical solution

1E4

1E5
1E-5 1E4 1E3 1E-2 1E1 1E+0

Numerical solution

FIGURE 10-28 Analytically vs. numerically derived air-filled porosities for cross-hole
test PP4.
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major source of this difficulty is the complex nature of the subsurface “plumbing
systems” of pores and fractures through which flow and transport in rocks take
place. There is at present no well-established field methodology to characterize
the fluid flow and contaminant transport properties of unsaturated fractured rocks.

2. In order to characterize the ability of unsaturated fractured rocks to con-
duct water, and to transport dissolved or suspended contaminants, one would
ideally want to observe these phenomena directly by conducting controlled field
hydraulic injection and tracer experiments within the rock. In order to character-
ize the ability of unsaturated fractured rocks to conduct nonaqueous phase liquids
such as chlorinated solvents, one would ideally want to observe the movement of
such liquids under controlled conditions in the field. In practice, there are severe
logistical obstacles to the injection of water into unsaturated geologic media, and
logistical as well as regulatory obstacles to the injection of nonaqueous liquids.
There also are important technical reasons why the injection of liquids, and
dissolved or suspended tracers, into fractured rocks may not be the most feasible
approach to site characterization when the rock is partially saturated with water.
Many of these limitations can be overcome by conducting field tests with gases
rather than with liquids, and with gaseous tracers instead of chemicals dissolved
in water.

3. The University of Arizona has successfully conducted numerous single-
hole and cross-hole pneumatic injection tests in unsaturated fractured tuffs at the
ALRS near Superior, Arizona, under the auspices of the U.S. Nuclear Regulatory
Commission (NRC). These tests were part of confirmatory research in support of
NRC’s role as the licensing agency for a potential high-level nuclear waste re-
pository in unsaturated fractured tuffs at Yucca Mountain. However, unsaturated
fractured porous rocks similar to tuffs are found at many locations, including
some low-level radioactive waste disposal sites, nuclear decommissioning facili-
ties, and sites contaminated with radioactive as well as other hazardous materials.
The test methodologies we have developed, and the understanding we have gained
concerning the pneumatic behavior and properties of tuffs at the ALRS, are
directly relevant to such facilities and sites.

4. We found it possible to interpret both single-hole and cross-hole pneu-
matic injection tests at the ALRS by means of analytically derived type-curves
and a numerical inverse model, which account only for single-phase airflow
through the rock while treating water as if it was immobile. Our type-curves are
based on linearized versions of the nonlinear partial differential equations that
govern single-phase airflow in uniform, isotropic porous continua under three
regimes: three-dimensional flow with spherical symmetry, two-dimensional flow
with radial symmetry, and flow in a continuum with an embedded high-
permeability planar feature (a major fracture). The particular method of lineariza-
tion appears to have only a minor impact on the results of our type-curve analyses.
Included in our type-curves are effects of compressible air storage and skin in the
injection interval during single-hole tests, and in monitoring intervals during

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10102.html

ractured Vadose Zone

LESSONS FROM FIELD STUDIES AT APACHE LEAP 329

cross-hole tests. Our analytical tools include type-curves of pressure derivative
versus the logarithm of time, which accentuate phenomena that might otherwise
be missed, help diagnose the prevailing flow regime, and aid in constraining the
calculation of corresponding flow parameters. Our numerical inverse model does
not require linearizing the governing airflow equations and represents pneumatic
test conditions at the site more realistically than do our type-curves.

5. Despite these differences between them, type-curve and inverse methods
yield comparable values of air permeability for both single-hole and cross-hole
tests. On the other hand, the inverse method yields consistently higher air-filled
porosities than do type-curve analyses for cross-hole tests. A key to obtaining
reliable air-filled porosities from single-hole pneumatic injection tests is to in-
clude multiple step and/or recovery data in the analysis. This is so because stor-
age of air in the injection interval dominates pressure transients during the first
step of each test, but appears to do so less in subsequent steps, and has relatively
small impact on pressure recovery data.

6. At the ALRS, air permeabilities obtained from steady state and transient
type-curve interpretations of single-hole pneumatic injection tests, conducted in
borehole intervals of 1 m, agree closely with each other but correlate poorly with
fracture density data. Airflow around the vast majority of these relatively short
test intervals appears to be three-dimensional; borehole storage due to air com-
pressibility is pronounced at early time; and skin effects are minimal.

7. During a pneumatic injection test, air moves primarily through fractures,
most of which contain relatively little water, and the test therefore yields
permeabilities and porosities that reflect closely the intrinsic properties of the
surrounding fractures. This is so because capillary forces tend to draw water from
fractures into porous (matrix) blocks of rock, leaving the fractures saturated
primarily with air, and making it difficult for air to flow through matrix blocks.
Since the fractures contain some residual water, the corresponding pneumatic
permeabilities and air-filled porosities tend to be somewhat lower than their
intrinsic counterparts. The former nevertheless approach the latter as the rate of
injection goes up. This is due to displacement of water by air, which, under a
constant rate of injection, appears to manifest itself in a rapid increase in pressure
within the injection interval, followed by a gradual decrease. Two-phase flow of
water and air additionally causes air permeabilities from single-hole pneumatic
injection tests to exhibit a hysteretic variation with applied pressure.

8. In most single-hole pneumatic injection tests at the ALRS, pneumatic
permeabilities increase systematically with applied pressure as air appears to
displace water under two-phase flow. In a few single-hole tests, where the injec-
tion intervals are intersected by widely open fractures, air permeabilities decrease
with applied pressure due to inertial effects. This pressure-dependence of air
permeability suggests that it is advisable to conduct single-hole air injection tests
at several applied flow rates and/or pressures. Pneumatic parameters derived
from pressure data recorded in monitoring intervals during cross-hole tests ap-
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pear to be much less sensitive to the rate of injection, suggesting that two-phase
flow and inertial phenomena decay rapidly with distance from the injection inter-
val. Enhanced permeability due to slip flow (the Klinkenberg effect) appears to
be of little relevance to the interpretation of single-hole or cross-hole air injection
tests at the ALRS.

9. Flow in the vicinity of most 1-m single-hole pneumatic test intervals at
the ALRS appears to be three-dimensional regardless of the number or orienta-
tion of fractures in the surrounding rock. We interpret this to mean that such flow
is controlled by a single continuum, representative of a three-dimensional net-
work of interconnected fractures, rather than by discrete planar features. Indeed,
most single-hole and cross-hole pneumatic test data at the ALRS have proven
amenable to analysis by means of a single fracture-dominated continuum repre-
sentation of the fractured porous tuff at the site. Only in a small number of single-
hole test intervals, known to be intersected by widely open fractures, have such
features dominated flow as evidenced by the development of an early half-slope
on logarithmic plots of pressure versus time; unfortunately, the corresponding
data do not fully conform to available type-curve models of fracture flow. Some
pressure records conform to the radial flow model during early and intermediate
times, but none do so fully at late time.

10. It is generally not possible to distinguish between the permeabilities of
individual fractures and the bulk permeability of the fractured rock in the imme-
diate vicinity of a test interval by means of pneumatic injection tests. Hence there
is little justification for attempting to model flow through individual fractures at
the site. The explicit modeling of discrete features appears to be justified only
when one can distinguish clearly between layers, faults, fracture zones, or major
individual fractures on scales not much smaller than the domain of interest.

11. Air permeabilities obtained from single-hole tests are poorly correlated
with fracture densities, as is known to be the case for hydraulic conductivities at
many water-saturated fractured rock sites worldwide (Neuman, 1987). This pro-
vides further support for Neuman’s conclusion that the permeability of fractured
rocks cannot be reliably predicted from information about fracture geometry
(density, trace lengths, orientations, apertures and their roughness) but must be
determined directly by means of hydraulic and/or pneumatic tests.

12. Core and single-hole measurements, conducted over short segments of a
borehole, provide information about only a small volume of rock in the immedi-
ate vicinity of each measurement interval. Available data from the ALRS indicate
that rock properties, measured on such small scales, vary erratically in space in a
manner that renders the rock randomly heterogeneous and pneumatically aniso-
tropic. Local-scale air permeabilities from single-hole tests vary by orders of
magnitude between test intervals across the site; their spatial variability is much
more pronounced than their dependence on applied pressure. We found it pos-
sible to interpolate some of the core and single-hole measurements at the ALRS
between boreholes by means of geostatistical methods, which view the corre-
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sponding variables as correlated random fields defined over a continuum. This
was especially true about air permeability, porosity, fracture density, water con-
tent, and the van Genuchten water retention parameter o, for each of which we
possess enough measurements to constitute a workable geostatistical sample. To
differentiate between geostatistical models that appear to fit these data equally
well, we used formal model discrimination criteria based on maximum likelihood
and the principle of parsimony (which places a premium on simplicity; [llman et
al., 1998). Standard geostatistical analysis provides best (minimum variance)
linear unbiased estimates of how each such quantity varies in three-dimensional
space, together with information about the quality of these estimates. Our finding
supports the application of continuum flow and transport theories and models to
unsaturated fractured porous tuffs at the ALRS on scales of 1 m or more.

13. Cross-hole pneumatic injection test data from individual monitoring
intervals at the ALRS have proven amenable to analysis by type-curve and nu-
merical inverse models that treat the rock as a uniform and isotropic fractured
porous continuum. Analyses of pressure data from individual monitoring inter-
vals by the two methods provided information about pneumatic connections be-
tween injection and monitoring intervals, corresponding directional air permeabil-
ities, and air-filled porosities. All of these quantities were found to vary
considerably from one monitoring interval to another in a given cross-hole test on
scales ranging from a few to over 20 meters. Thus, even though the analyses treat
the rock as if it was pneumatically uniform and isotropic, they ultimately yield
information about the spatial and directional dependence of pneumatic connec-
tivity, permeability, and porosity across the site.

14. Some single-hole pressure records reveal an inflection that is character-
istic of dual-continuum behavior. It is possible that this inflection is caused by
barometric pressure fluctuations and not by a dual-continuum phenomenon. The
prevailing interpretation of dual continua is that one represents the fracture net-
work and the other embedded blocks of rock matrix. We take the broader view
that multiple (including dual) continua may represent fractures on a multiplicity
of scales, not necessarily fractures and matrix.

15. The pneumatic permeabilities of unsaturated fractured tuffs at the ALRS
vary strongly with location, direction, and scale. In particular, the mean of pneu-
matic permeabilities increases, and their variance decreases, with distance be-
tween packers in a single-hole injection test, and with distance between injection
and monitoring intervals in cross-hole injection tests. This scale effect is most
probably due to the presence in the rock of various size fractures that are inter-
connected on a variety of scales.

ACKNOWLEDGMENTS

This work was supported by the U.S. Nuclear Regulatory Commission under
contracts NRC-04-95-038 and NRC-04-97-056. We wish to acknowledge with

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10102.html

ractured Vadose Zone

332 CONCEPTUAL MODELS OF FLOW AND TRANSPORT

gratitude the support, advice, and encouragement of our NRC Project Manager,
Thomas J. Nicholson. Walter Illman was supported in part by a National Science
Foundation Graduate Traineeship during 1994-1995, a University of Arizona
Graduate College Fellowship during 1997-1998, the Horton Doctoral Research
Grant from the American Geophysical Union during 1997-1998, and the John
and Margaret Harshbarger Doctoral Fellowship from the Department of Hydrol-
ogy and Water Resources at The University of Arizona during 1998-1999. Velimir
(Monty) Vesselinov conducted part of his simulation and inverse modeling work
during a summer internship with the Geoanalysis Group at Los Alamos National
Laboratory in 1997. We are grateful to Dr. George A. Zyvoloski for his help in
the implementation of FEHM, and to Dr. Carl W. Gable for his assistance in the
use of the X3D code to generate the corresponding computational grid. All pneu-
matic cross-hole tests at the ALRS were conducted by Walter Illman with the
help of Dick Thompson, our talented and dedicated technician. Type-curve de-
velopment and analyses were performed by Walter Illman, geostatistical analyses
by Guoliang Chen and Velimir Vesselinov, and the development and implemen-
tation of our inverse model by Velimir Vesselinov.

REFERENCES

Agarwal, R. G., R. Al-Hussainy, H. J. Ramey Jr., 1970. An investigation of wellbore storage and
skin effect in unsteady liquid flow. 1. Analytical treatment. AIME Trans. 279-290.

Al-Hussainy R., and H. J. Ramey Jr., 1966. The flow of real gases through porous media. JPT 624-
636.

Bassett, R. L., S. P. Neuman, T. C. Rasmussen, A. Guzman, G. R. Davidson, and C. L. Lohrstorfer,
1994. Validation Studies for Assessing Unsaturated Flow and Transport Through Fractured
Rock. NUREG/CR-6203.

Bassett, R. L., S. P. Neuman, P. J. Wierenga, G. Chen, G. R. Davidson, E. L. Hardin, W. A. Illman,
M. T. Murrell, D. M Stephens, M. J. Thomasson, D. L. Thompson, and E. G. Woodhouse,
1997. Data Collection and Field Experiments at the Apache Leap Research Site, May 1995-
1996. NUREG/CR-6497.

Boardman C. R., and J. Skrove, 1966. Distribution in fracture permeability of a granitic rock mass
following a contained nuclear explosion. JPT 619-623.

Chen G., S. P. Neuman, and P. J. Wierenga, 1997. Infiltration tests in fractured porous tuffs at the
ALRS. In: Bassett, R. L., S. P. Neuman, P. J. Wierenga, G. Chen, G. R. Davidson, E. L. Hardin,
W. A. Illman, M. T. Murrell, D. M Stephens, M. J. Thomasson, D. L. Thompson, and E. G.
Woodhouse. Data Collection and Field Experiments at the Apache Leap Research Site, May
1995-1996. NUREG/CR-6497.

Chuang, Y., W. R. Haldeman, T. C. Rasmussen, and D. D. Evans, 1990. Laboratory Analysis of
Fluid Flow and Solute Transport Through a Variably Saturated Fracture Embedded in Porous
Tuff. NUREG/CR-5482, 328 pp.

Doherty, J., L. Brebber, and P. Whyte, 1994. PEST: Model Independent Parameter Estimation.
Watermark Computing; Corinda, Australia.

Evans, D. D., 1983. Unsaturated Flow and Transport Through Fractured Rock: Related to High-
Level Waste Repositories. NUREG/CR-3206, 231 pp.

Evans, D. D., and T. C. Rasmussen, 1991. Unsaturated Flow and Transport Through Fractured Rock
Related to High-Level Waste Repositories, Final Report: Phase III. NUREG/CR-5581, 75 pp.

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10102.html

ractured Vadose Zone

LESSONS FROM FIELD STUDIES AT APACHE LEAP 333

Green, R. T., and D. D. Evans, 1987. Radionuclide Transport as Vapor Through Unsaturated Frac-
tured Rock. NUREG/CR-4654, 163 pp.

Gringarten, A. C., 1979. Flow Test Evaluation of Fractured Reservoirs. Symposium On Recent
Trends in Hydrology. Berkeley, Calif., February 8-11.

Gringarten, A. C., 1982. Flow Test Evaluation of Fractured Reservoirs. Geological Society of
America, Special Paper 189, 237-263.

Gringarten, A. C., and H. J. Ramey Jr., 1974. Unsteady-state pressure distributions created by a well
with a single horizontal fracture, partial penetration, or restricted entry. SPEJ, 413-426, Trans.
AIME 257.

Gringarten, A. C., H. J. Ramey Jr., and R. Raghavan, 1974. Unsteady-state pressure distributions
created by a well with a single infinite-conductivity vertical fracture. SPEJ, 347-360, Trans.
AIME 257.

Guzman, A. G., and S. P. Neuman, 1996. Air injection experiments. In: Rasmussen, T. C., S. C.
Rhodes, A. Guzman, and S. P. Neuman. Apache Leap Tuff INTRAVAL Experiments: Results
and Lessons Learned. NUREG/CR-6096.

Guzman, A. G., S. P. Neuman, C. Lohrstorfer, and R. Bassett, 1994. In: Bassett, R. L., S. P. Neuman,
T. C. Rasmussen, A. G. Guzman, G. R. Davidson, and C. L. Lohrstorfer. Validation Studies for
Assessing Unsaturated Flow and Transport Through Fractured Rock. NUREG/CR-6203.

Guzman, A. G., A. M. Geddis, M. J. Henrich, C. Lohrstorfer, and S. P. Neuman, 1996. Summary of
Air Permeability Data From Single-Hole Injection Tests in Unsaturated Fractured Tuffs at the
Apache Leap Research Site: Results of Steady-State Test Intepretation. NUREG/CR-6360.

Hsieh, P. A., and S. P. Neuman, 1985. Field Determination of the three-dimensional hydraulic
conductivity tensor of anisotropic media. 1. Theory. Water Resour. Res. 21(11): 1655-1665.

Huang, C., and D. D. Evans, 1985. A 3-Dimensional Computer Model to Simulate Fluid Flow and
Contaminant Transport Through a Rock Fracture System. NUREG/CR-4042, 109 pp.

Illman, W. A., 1999. Ph.D. dissertation, The University of Arizona, Tucson.

Illman, W. A., D. L. Thompson, V. V. Vesselinov, G. Chen, and S. P. Neuman, 1998. Single- and
Cross-Hole Pneumatic Tests in Unsaturated Fractured Tuffs at the Apache Leap Research Site:
Phenomenology, Spatial Variability, Connectivity and Scale. NUREG/CR-5559, 188 pp..

Joseph, J. A., and L. F. Koederitz, 1985. Unsteady-state spherical flow with storage and skin.
SPEJ 804-822.

Klinkenberg, L. J., 1941. The permeability of porous media to liquids and gases. American Petro-
leum Institute, Drilling and Production Practice, 200-213.

LeCain, G. D., 1995. Pneumatic testing in 45-degree-inclined boreholes in ash-flow tuff near Supe-
rior, Arizona. U.S. Geological Survey Water-Resources Investigations Report 95-4073.

LeCain, G. D., 1996a. Air-injection testing in vertical boreholes in welded and nonwelded tuff,
Yucca Mountain, Nevada. U.S. Geological Survey Milestone Report 3GUP610M, Denver,
Colorado.

LeCain, G. D., and J. N. Walker, 1996b. Results of air-permeability testing in a vertical borehole at
Yucca Mountain, Nevada. Radioactive Waste Management, 2782-2788.

Mishra, S., G. S. Bodvarsson, and M. P. Attanayake, 1987. Injection and falloff test analysis to
estimate properties of unsaturated fractured fractures. In: Flow and Transport Through
Unsaturated Fractured Rock. D. D. Evans and T. J. Nicholson, eds. American Geophysical
Union, Geophysical Monograph 42.

Montazer, P. M., 1982. Permeability of Unsaturated, Fractured Metamorphic Rocks Near An Under-
ground Opening. Ph.D. thesis, Colorado School of Mines, Golden, Colorado.

Neuman, S. P., 1987. Stochastic continuum representation of fractured rock permeability as an alter-
native to the REV and fracture network concepts. In: I. W. Farmer, J. J. K. Dalmen, C. S. Desai,
C. E. Glass, and S. P. Neuman, eds. Rock Mechanics, Proceedings of the 28th U.S. Sympo-
sium. Balkema, Rotterdam, 533-561.

Odeh, A. A., 1965. Unsteady-state behavior of naturally fractured reservoirs. SPEJ 5:60-65.

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10102.html

ractured Vadose Zone

334 CONCEPTUAL MODELS OF FLOW AND TRANSPORT

Paillet, F. L., 1993. Using borehole geophysics and cross-borehole flow testing to define connections
between fracture zones in bedrock aquifers. Journal of Applied Geophysics 30:261-279.
Raghavan, R., 1993. Well Test Analysis. Prentice Hall Petroleum Engineering Series, Prentice-Hall,

Inc., 558 pp.

Rasmussen, T. C., and D. D. Evans, 1987. Unsaturated Flow and Transport Through Fractured Rock-
Related to High-Level Waste Repositories, NUREG/CR-4655, 474 pp.

Rasmussen, T. C., and D. D. Evans, 1989. Fluid Flow and Solute Transport Modeling Through
Three-Dimensional Networks of Variably Saturated Discrete Fractures. NUREG/CR-5239,
193 pp.

Rasmussen, T. C., and D. D. Evans, 1992. Nonisothermal Hydrologic Transport Experimental Plan.
NUREG/CR-5880, 41 pp.

Rasmussen, T. C., D. D. Evans, P. J. Sheets, and J. H. Blanford, 1990. Unsaturated Fractured Rock
Characterization Methods and Data Sets at the Apache Leap Tuff Site. NUREG/CR-5596,
125 pp.

Rasmussen, T. C., D. D. Evans, P. J. Sheets, and J. H. Blanford, 1993. Permeability of Apache Leap
Tuff: Borehole and core measurements using water and air. Water Resour. Res. 29(7): 1997-
2006.

Rasmussen, T. C., S. C. Rhodes, A. Guzman, and S. P. Neuman, 1996. Apache Leap Tuff
INTRAVAL Experiments: Results and Lessons Learned. NUREG/CR-6096, 94 pp.

Schrauf, T. W., and D. D. Evans, 1984. Relationship Between the Gas Conductivity and Geometry of
a Natural Fracture. NUREG/CR-3680, 131 pp.

Tidwell, V. C., T. C. Rasmussen, and D. D. Evans, 1988. Saturated hydraulic conductivity estimates
for fractured rocks in the unsaturated zone. In: Proceedings of International Conference and
Workshop on the Validation of Flow and Transport Models for the Unsaturated Zone. P. J.
Wierenga, ed. New Mexico State University, Las Cruces, N.M.

Vickers, B. C., S. P. Neuman, M. J. Sully, and D. D. Evans, 1992. Reconstruction geostatistical
analysis of multiscale fracture apertures in a large block of welded tuff. Geoph. Res. Let.
19(10):1029-1032.

Warren, J. E., and P. J. Root, 1963. The behavior of naturally fractured reservoirs. SPEJ 3:245-255.

Weber, D. S., and D. D. Evans, 1988. Stable Isotopes of Authigenic Minerals in Variably-Saturated
Fractured Tuff. NUREG/CR-5255, 70 pp.

Yeh, T. C., T. C. Rasmussen, and D. D. Evans, 1988. Simulation of Liquid and Vapor Movement in
Unsaturated Fractured Rock at the Apache Leap Tuff Site: Models and Strategies. NUREG/
CR-5097, 73 pp.

Zyvoloski, G. A., Z. V. Dash, and S. Kelkar, 1988. FEHM: Finite element heat and mass transfer.
Tech. Rep. LA-11224-MS. Los Alamos National Laboratory.

Zyvoloski, G. A., B. A. Robinson, Z. V. Dash, and L. L. Trease, 1996. Users manual for the FEHMN
application. Tech. Rep. LA-UR-94-3788, Los Alamos National Laboratory.

Zyvoloski, G. A., B. A. Robinson, Z. V. Dash, and L. L. Trease, 1997. Summary of the models and
methods for the FEHM application: A finite-element heat- and mass-transfer code. Tech. Rep.
LA-13307-MS, Los Alamos National Laboratory.

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10102.html

ractured Vadose Zone

11

Parameterization and Upscaling in
Modeling Flow and Transport in the
Unsaturated Zone of Yucca Mountain

Gudmundur S. Bodvarsson,! Hui Hai Liu,! C. Fredrik Ahlers,!
Yu-Shu Wu,! and Eric Sonnenthal!

ABSTRACT

Parameterization and upscaling for unsaturated rocks are discussed with appli-
cation to Yucca Mountain in Nevada, the potential site for a geological repository of
high-level nuclear waste. A complex three-dimensional model of the unsaturated
zone at Yucca mountain (UZ model) has been developed (Bodvarsson et al., 1997)
utilizing all of the available data from the site, including those from numerous
surface boreholes and underground tunnels. As the typical grid spacing used in the
UZ model is on the order of tens of meters to more than 100 m, the parameterization
for the model based on much smaller-scale in situ tests and core measurements must
be carefully conducted. A methodology for doing this has been developed and used
in the UZ model; this methodology is applicable to most other fractured unsaturated
sites. The primary upscaling process used in the UZ model is a direct inversion of
the observed data, including saturation, moisture tension, pneumatic, perched water,
temperature, and geochemical data. The process starts with one-dimensional inver-
sions and then proceeds to two- and three-dimensional inversions.

INTRODUCTION

The unsaturated zone at Yucca Mountain, Nevada, is being considered by the
United States Department of Energy (DOE) as a potential site for the geologic
disposal of high-level radioactive waste. The unsaturated zone consists of a series

1 Earth Sciences Division, Lawrence Berkeley National Laboratory
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of welded and unwelded volcanic tuff layers with different hydrological charac-
teristics and degree of fracturing. The welded units are heavily fractured and
characterized by fracture permeabilities that are many orders of magnitude higher
than the corresponding matrix permeabilities. The unwelded or poorly welded
units, on the other hand, have significant matrix permeabilities and fewer frac-
tures. Prior to the site characterization activities at Yucca Mountain, little work
had been performed in deep unsaturated fractured rocks. Most relevant previous
research was performed in shallow unsaturated near-surface soils. Because of
this, the site characterization activities at Yucca Mountain have been extremely
challenging, with a need to develop relevant theories and hypotheses to explain
the observed data from this extremely complex system.

The unsaturated zone at Yucca Mountain is about 600 m thick, and the area
of characterization amounts to some 50 km?. Thus, a rock mass with a volume of
30 km3, including approximately 10° fractures and the corresponding matrix
blocks, needs to be characterized. It is clear that only a small fraction of this
volume and fractures can be characterized with an economical number of bore-
holes and underground tunnels. Furthermore, the available measurements of im-
portant flow and transport parameters are only possible on spatial scales much
smaller than what is needed for a large site-scale model intended to represent
global parameters, processes, and conditions. Typically, the grid size for a site-
scale model is tens of meters, if not more than 100 m. This creates an enormous
challenge in the development of the appropriate parameterization for a site-scale
model by taking into account parameter measurements performed in laboratories
and the corresponding measurement scales, in-situ dynamic and static observa-
tions and their scales, and in situ measurements and the scales they represent. All
of this needs careful evaluation of the appropriate parameterization and upscaling
practices that are required for the development of a robust, defensible flow and
transport model of the unsaturated zone at Yucca Mountain.

In this chapter, we describe the methodologies we are using in the develop-
ment of the flow and transport model (UZ model) of the unsaturated zone at
Yucca Mountain. We will first briefly describe the available data and the basic
elements of the conceptual model of the unsaturated zone flow and transport.
Then, the development of the hydrological and transport parameters are dis-
cussed with reference to many relevant issues such as upscaling, applicability of
conventional unsaturated flow theories to fractured rocks, fracture and fault pa-
rameters, and others. Parameter estimation and one-dimensional data inversion
are described using the methodology we have developed over the last few years
(Bodvarsson et al., 1997a; Bandurraga and Bodvarsson, 1997; Liu et al., 1998);
this again considers upscaling and other processes. These inversion activities are
then augmented by a three-dimensional numerical analysis that folds in and con-
siders multidimensional flow and transport effects, the incorporation of thermal
analysis, and the extremely important calibration of data associated with perched-
water bodies. Finally, the geochemical data and analysis are described in terms of
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available data, calibration activities, and their constraining value in the develop-
ment of the UZ flow and transport model.

CONCEPTUAL MODEL

The evolution of the conceptual model of the unsaturated zone at Yucca
Mountain is given in Chapter 2. Here we briefly describe the essential features of
the conceptual model for water flow through Yucca Mountain. Plate 5 shows a
schematic view of a simplified model for water flow through the mountain.
Concentrated infiltration into the Tiva Canyon welded unit (TCw) takes place
through narrow zones mostly on ridgetops, where exposed fractures are present
(Flint et al., 1996). The infiltration is sporadic with major episodes estimated to
occur every few years on average. Episodic fracture flow is believed to be preva-
lent in the Tiva Canyon, with travel time from the ground surface to the Paint-
brush nonwelded unit (PTn) only on the order of one year. These episodic pulses
are dampened in the PTn due to its porous medium-type characteristics, with high
matrix porosity and permeability. The PTn consists of a series of nonwelded tuff
layers with variable porosity and permeability that average about 40 percent and
300 md, respectively (Flint, 1998). Flow through this unit is believed to be
primarily vertical (Wu et al., 1999a), although some lateral flow may occur due to
its layering structure and associated heterogeneities, and also capillary redistribu-
tion. Water flow within the Topopah Springs unit (TSw) is dominated by fracture
flow, estimated to range from 50-90 percent of the total flow (Wu et al., 1999a),
depending on the fracture and matrix hydrological parameters of the subunits. In
general, most of the subunits are heavily fractured with fracture spacings of 20-50
cm (Sweetkind and Williams-Stroud, 1996). However, only a small percentage of
these fractures are believed to currently transmit liquid water through the moun-
tain. Pruess (1999) and Pruess et al. (1997) estimated spacings of water flow
paths (weeps) in the TSw to be on the order of 10 m, based on various hydrologi-
cal and geochemical observations. Thus, one expects that there are hundreds of
thousands of water flow paths of various sizes within the repository unit at Yucca
Mountain.

The main tuff units below the repository are the Calico Hills (CHn) and Prow
Pass, Crater Flat (CFu) units. Both of these units have vitric and zeolitic compo-
nents that differ by the degree of hydrothermal alteration. The zeolitic rocks have
low matrix permeabilities, on the order of microdarcies, and some fracture per-
meabilities. The current conceptual model, primarily based on perched water
data, favors a small amount of water flow through the zeolitic units, with most of
the water flowing laterally in perched water bodies and then vertically down
through highly permeable faults (Wu et al., 1999b; Kwicklis et al., 1999; Flint et
al., 1999). The vitric units, on the other hand, possess relatively high matrix
permeability (0.1 to 10 Darcies), and therefore porous medium-type flow domi-
nates. Fracture flow is believed to be limited in these units. A much more detailed
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description of conceptual models for water flow at Yucca Mountain is given by
Kwicklis et al. (1999).

HYDROLOGICAL PARAMETERS
Parameterization of the Hydraulic Property Distribution

An important aspect in characterizing a site is to use a number of parameters
to represent heterogeneous hydraulic property distributions at the site. These
parameters are determined or inferred from the relevant observed data. Heteroge-
neities at different scales are presented in fractures and matrix. A variety of
approaches are available for constructing subsurface heterogeneous hydraulic
property distributions, as reviewed by Koltermann and Gorelick (1996). A geol-
ogy-based, deterministic approach, in which entire model layers are assigned
uniform hydraulic properties, has been mainly used for characterizing the unsat-
urated zone of Yucca Mountain (e.g., Bodvarsson et al., 1997a). The reasons for
this are as follows: first, it is generally believed that overall behavior of site-scale
flow and transport processes are mainly determined by relatively large-scale
heterogeneities associated with the geological structure of the mountain. Second,
the complexity of a heterogeneity model needs to be consistent with the availabil-
ity of relevant data. More complicated models introduce a larger degree of uncer-
tainty in rock property estimations based on inverse modeling, when data are
limited. Third, the adopted layered approach is also supported by field observa-
tions, such as matrix saturation distributions. For a given geological unit, mea-
sured matrix saturation distributions are similar in different boreholes, indicating
that large-scale matrix flow behavior and effective fracture and matrix hydraulic
parameters should be similar within a unit. Note that matrix saturation distribu-
tions are determined by both fracture and matrix properties through fracture-
matrix interactions.

Matrix Parameters and Upscaling

Core-scale values for matrix permeability and van Genuchten (1980) param-
eters are available for each model layer from measurements in several boreholes
(Flint, 1998). A practical upscaling approach has been developed to obtain the
large-scale effective parameter values for model layers from these small-scale
measurements.

It is well known that hydraulic parameters for porous media are generally
scale-dependent. For example, large-scale effective permeability can be consid-
erably larger than that measured at a small scale (Neuman, 1990, 1994). A variety
of theories have been developed for upscaling parameters such as permeability
(Neuman, 1990, Paleologos et al., 1996). However, these theories may not be
directly applicable for the matrix in unsaturated fractured rocks due to fracture-
matrix interaction. Large fractures can act as capillary barriers for flow between

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10102.html

ractured Vadose Zone

PARAMETERIZATION AND UPSCALING—YUCCA MOUNTAIN 339

matrix blocks separated by these fractures, even when the matrix is essentially
saturated (capillary pressure is close to the air entry value). Therefore, the exist-
ence of fractures could reduce the effective permeability of the matrix con-
tinuum. Based on these considerations, the currently available relations for up-
scaling porous medium permeability (Paleologos et al., 1996) are not used for
determining effective permeability for model layers. Instead, a two-step approach
is employed. We use geometric means of core measurements to determine effec-
tive permeabilities for model layers. Then, parameter calibration by data inver-
sion, as discussed in a later section of this paper, is employed to further refine the
permeability values.

In general, the upscaling of the water retention curve, characterized by van
Genuchten parameters, is a more difficult task. Simply speaking, the main reason
behind the upscaling is differences in liquid water distribution mechanisms at
different scales. On the core-scale, the liquid water distribution is controlled by
the capillary force. Small pores are always filled with liquid water before rela-
tively large pores during a wetting process. At a larger scale, however, the water
distribution mechanism is more complicated. As an extreme example, when
subgrid fingering occurs for a large grid block, liquid water is distributed based
on the fingering pattern that results from gravitational instability and heterogene-
ity, rather than pore size distribution. Obviously, these differences give rise to
very different water retention curves at different scales, if the retention curve can
be defined at large scales.

Compared with most natural soils, however, the matrix in these highly frac-
tured rocks has a very small average pore size. In other words, capillary force
plays a very important role in the water-flow process within the matrix. It is
therefore reasonable to assume that matrix liquid water distribution within a site-
scale grid block, similar to that at the core scale, is mainly controlled by capillary
force under the steady-state flow condition. In this case, the upscaled retention
curve can be simply obtained by averaging the retention curves measured from
core samples for a given model layer. To further clarify this point, let us consider
an ideal case, in which the capillary force is so strong that there is a uniform
capillary pressure distribution within the grid-block while local retention curves
are very different. Obviously, the retention curve for the grid block can be esti-
mated as

1 & no, (P
9bzock(P)=N§$(), (11.1)
where 6, is the average saturation of the grid block, P is the capillary pressure,
N is the number of core samples within the block, n, and 7 are core sample
porosity and average porosity for the grid-block, respectively, and 6, is the liquid
water saturation for sample i at capillary pressure P. Although Equation 11.1 was
developed for a grid block, it can be used for a model layer if uniform hydraulic
property distributions are assumed within the model layer.
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In summary, compared to other subsurface porous media, matrix in fractured
rocks is unique in two aspects, the existence of fractures and the generally strong
capillarity. These aspects make the currently available upscaling approaches for
matrix permeability, developed from stochastic hydrology, not applicable. While
the focus of this study is on the development of physically reasonable and practi-
cally workable approaches, further study on upscaling of unsaturated properties
of matrix in fractured rocks, based on stochastic methodologies, is useful for
refining the approaches developed in this study.

Analysis and Development of Fracture Hydrologic Parameters

The purpose of this section is to provide an overview for incorporating
measured properties of fractured rock in a large-scale model to capture flow and
transport in unsaturated rocks. A conceptual model of unsaturated flow in frac-
tured rock must represent processes within individual fractures, in fracture net-
works, and the coupling between these systems and the rock matrix. The charac-
terization of flow in fractured rock requires consideration of the orientation,
connectivity, and aperture of fractures at different scales. In contrast to saturated
systems, additional hydrologic parameters (van Genuchten parameters) are re-
quired that cannot be measured or calculated as satisfactorily as permeability or
porosity. Furthermore, the equations describing unsaturated flow in fractures are
usually loosely borrowed from soil physics, with little experimental work to
support their applicability. Thus, we must use any calculated parameters with
great caution, utilizing data inversion, to be discussed later on, to refine the
values so that the overall system behavior is captured.

Considerable progress has been made recently in improving our understand-
ing of unsaturated flow in fractures (Bodvarsson et al., 1997a). Glass et al. (1996)
used lab-scale experiments to demonstrate that the main flow mechanism for a
vertical unsaturated fracture is fingering as a result of gravitational instability and
aperture heterogeneities, which is further supported by the numerical model
studies of Pruess et al. (1997). Tokunaga and Wan (1997) showed that film water
flow along the rough fracture surface could be important when the matrix poten-
tial is close to or larger than the air entry value. Faybishenko (1999) suggested
that unsaturated fracture flow might be described using the nonlinear dynamics
(chaos).

Figure 11-1 shows fractures at different scales. It is a very challenging task to
develop an approach to describe large-scale fracture flow, which incorporates
fracture flow mechanisms observed at smaller scale. While different approaches
are available, we believe that a continuum approach is a suitable and robust
approach for the large-scale fracture flow in the unsaturated zone of Yucca Moun-
tain. This is mainly based on the following considerations. First, bomb-pulse 3°Cl
has been found at depth in Yucca Mountain at only a few locations that are
associated with geological features (Fabryka-Martin et al., 1996), and there is no
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FIGURE 11-1 Schematic of fractures at different scales.

correlation between these locations and enhanced matrix water saturation and
potential, suggesting that the related fast-flow paths likely carry a small amount
of water. Second, the existence of many dispersed flowing fractures, allowing the
continuum approximation, is also supported by many field observations. For
example, very similar matrix saturation distributions were observed from differ-
ent deep boreholes. Calcite coatings, signatures of water flow history, are found
in many fractures within the welded units. It may also be important to note that it
is difficult, if not impossible, to construct and calibrate a discrete fracture-network
model for a site-scale problem. However, we recognize the importance of detailed
study on relations between small-scale (say, a single fracture scale) flow pro-
cesses and those at large scales.

Commonly, there is a positive correlation between fracture permeability and
the scale of the system. Measurements of air permeability done at Yucca Moun-
tain over a wide range of scales allow for an examination of this scale dependence
(Figure 11-2). Here we show the range in fracture permeability measurements
within the welded zones of the Topopah Spring Tuff. Faults are the largest scale
features and exhibit the highest permeability along their strike (lateral) for a
measurement scale of approximately 500-700 m. Vertical permeability in faults,
measured at a scale of some 100-200 meters, is about an order of magnitude less.
Air permeability in rocks outside of faults is shown in the hatched and shaded
boxes, and by the dashed arrow denoted “niche.” The upper permeability limit is
similar for all measurement scales, except at the largest scale, with the lower
permeability limit generally decreasing at the smaller scales. This relationship is
fully expected, because the probability of intersecting a conductive fracture de-
clines as the volume of the region probed diminishes. The unfractured rock
matrix has a maximum permeability of about 10~ m? with a minimum value
below the detection limit of about 5 X 1019 m?, thus setting the lower bound for
any larger-scale permeability measurement.
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FIGURE 11-2 Schematic diagram showing range in measured air permeability as a
function of the measurement scale. TSw* and GD and Bow Ridge faults refer to calibrated
permeability based on matching to ambient pneumatic signal (Bandurraga and Bodvarsson,
1997). GDF refers to Ghost Dance Fault (air-k test; LeCain and Patterson, 1997).
TSwSHT measurements refer to Single-Heater Test pretest characterization air-k tests
(Tsang et al., 1999). TSw refers to in-situ tests in boreholes (LeCain, 1997).

Recently, a number of researchers (Neuman, 1990, 1994; Molz et al., 1997,
Liu and Molz, 1997) have indicated that in many cases subsurface heterogene-
ities can be characterized by stochastic fractals. The air permeability data seem to
support this reasoning. According to Neuman (1990, 1994), a fractal-based rela-
tion between effective permeability and measurement (support) scale can be

given as
ln(k)ooLZH (11.2)
kg

where £k is the effective permeability, kg is the geometric mean, L is the measure-
ment scale, and H is the Hurst coefficient. When the fractional Brownian motion
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(fBm) is applicable for characterizing subsurface heterogeneities, previous stud-
ies showed that the H values range from 0.1-0.5, and the average value is about
0.25 (Neuman, 1990, 1994; Molz et al., 1997; Liu and Molz, 1997). Figure 11-3
also shows a curve determined from Equation 11.2 using H = 0.25 and log(kg) =
—13.09, as compared with the average log(k) data. The curve is consistent with
the overall trend of the air permeability scale-dependent behavior. One important
implication of this result is that there may be some similarities between spatial
variations of fracture permeability at different scales. The above discussion was
used to demonstrate the complex scale-dependent behavior of fracture permeabil-
ity. Different fracture permeability values should be used for modeling flow and
transport at different scales. The permeability values for the site-scale model
were determined by calibrating the model against field observations, including
ambient pneumatic signals, while the small-scale (<10 m) measurements were
employed as initial guesses for model calibration. A more detailed discussion is
given in the section “Parameter Estimation/Data Inversion.”

niche
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FIGURE 11-3 Comparison of the average log(k) data obtained from Figure 11-2 and the
curve calculated from Equation 11.2.
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Once the permeability (k) of the fracture system has been determined, the
equivalent hydraulic fracture aperture (b) may be estimated using a relation such
as the cubic law, as follows:

fb3
k=—, 11.3
2 (11.3)
where f is the fracture frequency. Assuming a simplified form (Altman et al.,
1996) of the Young-Laplace equation, values of o (Pa”') may be calculated
directly from the fracture aperture b,

bpg

o=—"— (11.4)
27cosO

where p is the density of water, g is the acceleration due to gravity, T is the
surface tension of water, and 6 is the contact angle (here assumed to be zero).
Although an estimate of oo may be obtained in this way, it is preferable to con-
sider a range of apertures determined from the spread of measured permeability
and fracture frequencies, followed by curve-fitting using, for example, the method
of van Genuchten (1980), as done for the Topopah Spring welded tuff (Sonnenthal
et al., 1997).

The fracture parameters, developed above, are intended for the fracture con-
tinuum. However, it is very important to note that van Genuchten models were
developed and have been successfully used for describing water flow in porous
media without fingering flow. Unlike the rock matrix, unsaturated flow in frac-
tures is mainly gravity-driven, giving rise to fingering flow at both a single
fracture scale and a fracture network scale. In this case, the van Genuchten
relations may not be valid. Recently, we developed an “active fracture model,”
which is based on the hypothesis that not all connected fractures actively conduct
liquid water in the unsaturated zone at Yucca Mountain because of fingering (Liu
et al., 1998). In this model, van Genuchten relations are generalized by including
a new parameter, which is used to characterize the degree of fingering in a
connected fracture network. This additional parameter is estimated based on
inverse modeling. A detailed description of the active fracture model and a
procedure to determine values for the additional parameter are given in Liu
et al. (1998).

TRANSPORT PARAMETERS

In this section, we discuss only parameters used to describe diffusion and
dispersion processes. A discussion of reactive transport is given in a later section.
In unsaturated fractured rock, transport processes occur in both fractures and rock
matrix. Within the matrix, molecular diffusion is considered to be much more
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important than the mechanical dispersion due to high saturation and low pore
velocity. Measured diffusion coefficient values for rock matrix at the Yucca
Mountain site are summarized by Robinson et al. (1995). The values for saturated
rocks are of order of 10-19 m?/s. These lab-scale results can be directly used in the
site-scale model, in which the matrix mechanical dispersion is ignored. Note that
the diffusion process is generally not subject to upscaling.

Within the fracture continuum, diffusion can be ignored compared with dis-
persion. We expect the dispersivity for the fracture continuum to be very large,
and it may be dependent on travel distance if a dispersivity can be defined for that
continuum. However, a large-scale tracer test, which is needed to determine the
dispersivity value for the site-scale model, is not considered to be a realistic task
for the unsaturated zone of Yucca Mountain considering the temporal scale re-
quired for conducting the test. Since fracture dispersivity values from field obser-
vations are currently not available, in order to evaluate the importance of fracture
dispersivity to the overall chemical transport behavior, we simulate tracer trans-
port along a vertical column extracted from the three-dimensional model for the
unsaturated zone of Yucca Mountain (Bodvarsson et al., 1997a). The flow is at
steady state, and a constant concentration condition was used at the potential
repository. Figure 11-4 shows simulated breakthrough curves at the water table
for two different fracture dispersivity values (0 and 100 m). These breakthrough
curves were obtained based on combined mass flux from fractures and matrix. A
random walk particle method (Pan et al., 1999) is used such that numerical
dispersion is essentially eliminated. These two breakthrough curves are very
similar, indicating that the overall tracer transport behavior is not very sensitive
to the fracture dispersivity value.

This insensitivity of the transport to fracture dispersivity is physically under-
standable. The large-scale dispersion results from subsurface heterogeneities. For
a dual-continua system (matrix and fracture), the largest heterogeneity corre-
sponds to property differences between the two continua. The importance of
heterogeneities within each continuum becomes secondary. To further clarify this
point, Figure 11-4 also shows a breakthrough curve with a matrix molecular
diffusion coefficient value larger than that for the other two curves. A consider-
able change in the breakthrough curve is observed in this case. This is simply
because mass transfer between fracture and matrix continua is directly related to
the matrix molecular diffusion. Therefore, parameters to characterize mass trans-
fer between fractures and matrix, such as matrix molecular diffusion coefficients
and tortuosity, are the most important for chemical transport. In our current study,
effective fracture/matrix interface area values are obtained from inverse model-
ing studies (see the section “Parameter Estimation/Data Inversion”). Note that
this argument cannot be applied to the saturated fractured system, where flow and
transport are generally characterized by a single (fracture) continuum while the
matrix acts as a source/sink.
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FIGURE 11-4 Breakthrough curves at the water table (o is the dispersivity for fracture
continuum, and D,, is the matrix molecular coefficient).

PARAMETER ESTIMATION/DATA INVERSION
Approach

In order to further refine parameters for the UZ model, determined based on
the procedures given in the section “Hydrological Parameters,” data from the site
are inverted.

Data inversion involves using numerical models to predict conditions in the
unsaturated zone and then comparing them to observations of these conditions
from the field (e.g., saturation data and gas pressure data). Model parameters are
adjusted (calibrated) so that the difference between the model predictions and the
observed data is minimized. This procedure can be carried out by trial and error,
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analyzing the results of each parameter adjustment by hand, or automatically
using a program such as ITOUGH?2 (Finsterle, 1999).

Data are inverted using a series of increasingly complex models. Three-
dimensional modeling studies indicate that vertical flow of fluids and heat is
predominant and therefore one-dimensional models are reasonable approxima-
tions for many units. In addition, one-dimensional models are used for initial
parameter estimation, because of computational efficiency constraints. For the
Yucca Mountain problem, we are trying to estimate approximately 210 param-
eters, which means that thousands of forward simulations are necessary when
using an automated inversion program, such as ITOUGH2 (Finsterle, 1999).
Moisture dispersion may limit the validity of the vertical percolation assumption.
Perched water and lateral movement on top of low-permeability layers/lenses
may also limit the validity of the vertical percolation assumption. However, we
believe that the vertical percolation assumption is valid for Yucca Mountain from
the surface to the bottom of the TSw. Below the TSw, where low-permeability/
altered/zeolitized/perched water zones exist, the vertical percolation assumption
may break down.

Using one-dimensional models, data from multiple boreholes are inverted
simultaneously to estimate layer average properties. Saturation and moisture ten-
sion data inversion is used to estimate the matrix and fracture flow parameters,
including permeability, a fracture-matrix interaction parameter, and unsaturated
flow parameters (van Genuchten’s o and m). Pneumatic pressure (barometric
pumping response) data inversion is used to estimate fracture diffusivity, or
alternatively either permeability or porosity; in our inversions, we choose
permeability. Figure 11-5 shows the flow of one-dimensional inversions to multi-
dimensional inversions that are used for estimating parameters for the UZ model.

Two-dimensional, cross-sectional models are used to refine parameter esti-
mates. Two-dimensional models allow for lateral flow and therefore will provide
a better estimate of properties of low-permeability/altered/zeolitized/perched
water layers; then also allow for estimation of the properties of faults. In the two-
dimensional models, faults are modeled perpendicular to the plane of the model.
Again, saturation, water tension, and pneumatic pressure data are inverted.

Computational expense of using two-dimensional models versus one-
dimensional models is increased for each forward simulation, but we are able to
reduce the number of parameters that are being estimated because some of the
parameters are reliably estimated by the one-dimensional inversions. Therefore,
the overall computational expense of the automated two-dimensional model
inversions does not increase substantially with respect to the automated one-
dimensional model inversions.

Three-dimensional models are used for limited trial-and-error calibrations
and verification of simulation results against many different data sets, including
data sets used for one- and two-dimensional automated inversions. These will be
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FIGURE 11-5 Flow chart showing inversion/calibration/verification approach. Parame-
ter estimation progresses from one-dimensional inversion of saturation, water tension,
and pneumatic pressure data, through two-dimensional inversion of fault and perched
water data, to three-dimensional calibration/verification of all data.
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discussed further in the section “Multidimensional Model Calibration and Sensi-
tivity Analysis.”

One-Dimensional Data Inversion

Saturation and potential data are inverted first. In order to speed up the
inversion process, an attempt is made to eliminate some of the parameters being
estimated. The sensitivity of all the parameters is evaluated periodically through-
out the inversion process, which takes an iterative approach, and only those
parameters that exceed a sensitivity cut-off are included in the set of parameters
being estimated for the next few iterations. This is a feature of the ITOUGH2
code (Finsterle, 1999) that is used for the automated inversions. The quality of
the data must also be considered. ITOUGH?2 allows the data to be weighted;
better quality data (judged by number of measurements and/or measurement
uncertainty) can be more heavily weighted. Even automated inversion requires
some human intervention to ensure that calibration is not being trapped in local
minima and that the estimated parameters are reasonable. This is especially im-
portant when a large number of parameters is being estimated with relatively
sparse data, and when nonuniqueness is a problem, as is the case here. Figure 11-
6 shows the match between the simulated and observed matrix saturation and

FIGURE 11-6 Calibrated simulation match to saturation and moisture tension data at
borehole USW SD-9.
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potential values for one of the boreholes used in the simultaneous inversion of
several boreholes. Generally, the parameters best constrained by these matrix
data are the matrix parameters (i.e., matrix permeability and unsaturated flow
parameters).

Time-series pneumatic pressure data (subsurface response to barometric
pumping) inversion is the second step in the one-dimensional inversion process.
The simulated response to barometric pumping is mainly sensitive to fracture
diffusivity, which is proportional to permeability divided by porosity. This is
especially true in the densely welded, high-saturation rocks. Yucca Mountain
fractures are assumed to be, on average, dry, so that gas-relative permeability of
fractures may be assumed to be one or nearly one. Therefore the choice of gas-
relative permeability parameters for the fractures is not crucial. Figure 11-7 shows
the match between the simulated and observed pneumatic pressure values at one
borehole used in the multiple borehole simultaneous inversion. Parameters esti-
mated using inversion of pneumatic data are checked to see that they have not
significantly changed saturation and moisture tension data matches.
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FIGURE 11-7 Calibrated simulation match to pneumatic pressure data at borehole
USW SD-12.
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Upscaling Issues

Inverting data using mountain-scale models inherently considers upscaling
of rock parameters. Matrix parameters change little for many model layers during
the inversion process. This is consistent with the previous discussion on the effect
of fractures on the effective permeability of matrix in the section on hydrological
parameters. Matrix permeability shows little increase, generally less than one-
half an order of magnitude, with permeability even being reduced in some layers.
Above the bottom of the TSw, where one-dimensional saturation and water po-
tential inversions are reliable, matrix van Genuchten o also shows little variation.
Fracture parameters, on the other hand, are expected to upscale because of the
difference between the measurement scale and the connected mountain scale.
Fracture permeability is measured on the 1- to 10-m air injection testing scale. In
the TSw, the calibrated fracture permeability is one order of magnitude, or much
larger than the average of the air injection measurements. This is because moun-
tain-scale models and data consider larger fracture connectivity structures than
those tested by air injection.

Parameter Uncertainty

ITOUGH2 quantitatively evaluates the uncertainty of the estimated param-
eters by comparing the match between the simulation and the data (saturation,
water potential, etc.) for variations of each of the parameters. Matrix parameters
typically have lower uncertainty than the fracture parameters because the satura-
tion and water potential data are measured on the matrix. Where pneumatic data
is used to calibrate fracture permeability, the uncertainty of the fracture perme-
ability is much less than the uncertainty of the matrix permeability. This is be-
cause there are substantially more pneumatic data points than saturation and
water potential data points.

Supplemental information and feedback from downstream users of the cali-
brated model parameters can also be used to qualitatively judge parameter uncer-
tainty. Modeling of smaller-scale experiments performed at Yucca Mountain
using the mountain-scale parameter sets provides invaluable insight into the
multiscale applicability of the parameter sets.

MULTIDIMENSIONAL MODEL CALIBRATION
AND SENSITIVITY ANALYSIS

Discussion

The three-dimensional nature of fluid flow, heat transfer, and chemical trans-
port at Yucca Mountain makes it a challenge to conduct modeling analysis in
such a complicated hydrological system. Even with a significant amount of field
data collected from the Yucca Mountain site and good estimates of modeling
parameters, as discussed above, a direct input of these parameters into a three-

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10102.html

ractured Vadose Zone

352 CONCEPTUAL MODELS OF FLOW AND TRANSPORT

dimensional model may produce physically inconsistent results, as compared
with observations. In particular, the model results cannot match certain important
observed phenomena well, such as perched water occurrence, temperature pro-
files, and geochemical data. This is primarily due to limitations in data collected
on both spatial and temporal scales of the three-dimensional models, and also
because the one-dimensional and two-dimensional simplification and analysis
cannot fully capture the complexity of flow and transport processes in the highly
heterogeneous fracture-matrix system. In addition, there exist considerable
uncertainties associated with data collected from the site. Furthermore, numerical
model results depend not only on input rock and fluid parameters, but also on the
conceptual hydrogeological models, spatial and temporal scaling and grid
discretization, and numerical modeling approaches selected. Therefore, three-
dimensional model calibration and sensitivity studies are necessary to obtain a
consistent set of modeling parameters using all the available, observed data in
combination with inverse and direct (forward) modeling analyses.

The methodology presented in this section consists of the final stage of
parameter estimation process, involving the use of one-dimensional and two-
dimensional inversion results in a three-dimensional model to perform further
calibration and sensitivity analyses. Direct modeling studies are used here to
calibrate multidimensional models against field-measured liquid saturation, wa-
ter potential, perched water, environmental isotopes, geochemical, and tempera-
ture data. During this calibration process some rock parameter adjustments may
be made to provide a better match between model results and observed field data
in order to reduce parameter uncertainties and to evaluate the differences that
occur due to changes in dimensionality of the model. This section focuses on
model calibration studies using perched water, temperature, and geochemical data.

Lateral Flow and Perched Water Occurrence

Perched water in the vicinity of the potential repository at Yucca Mountain
has been observed in several boreholes during the site characterization study
(Patterson, 1998; Striffler et al., 1996). The presence of perched water bodies in
the unsaturated zone of Yucca Mountain has many implications for assessment of
the potential repository. At the same time, it may provide invaluable insights into
water movement, flow and transport pathways, or surface infiltration history of
the mountain (Wu et al., 1999b). Perched water at Yucca Mountain has been
found to be associated with the densely welded basal vitrophyre of the Topopah
Spring Tuff or with zeolitic intervals of the Crater Flat and Calico Hills Forma-
tions. The presence of perched water indicates that the vertical percolation flux
locally exceeds the saturated hydraulic conductivity at those perching layers and
suggests that flow paths may not be vertical through the entire thickness of the
unsaturated zone to the water table. Instead, water may be diverted laterally to a
fault zone or another high-permeability channel that serves to focus flow down-
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ward to the water table. As a result, substantial lateral flow may occur at perching
layers, which leads to complex flow pathways of groundwater through the unsat-
urated zone fractured media.

Perched water is observed across Yucca Mountain within the lower TSw and
the upper CHn hydrologic units, as indicated in a number of boreholes at Yucca
Mountain, including UZ-14, SD-7, SD-9, SD-12, NRG-7a, G-2, and WT-24. The
locations of these boreholes are shown in Plate 6 for a plan view. Also shown in
the figure are the three-dimensional model domain of the UZ model and the
horizontal grid.

The permeability of the zeolitic tuffs within CHn is generally very low (in
microdarcies). This low value is converted to as low as 0.5 mm/yr or so of
percolation flux in terms of flow capacity through the zeolitized tuffs. Recent
studies (Flint et al., 1996) estimate an average net infiltration rate of 5 mm/yr
over the UZ model domain. As a result, on average, about 90 percent of the water
must bypass the low-permeability zeolitic units and travel through faults, other
well-connected fractures, or high-permeability vitric formations to reach the satu-
rated zone. This will affect radionuclide transport from the repository horizon to
the water table, which directly impacts geologic repository performance. To cap-
ture these phenomena of lateral flow caused by water perching conditions, three-
dimensional model calibrations are needed.

The genesis of perched water at Yucca Mountain is much debated among
Yucca Mountain Project scientists, and several conceptual models have been
discussed (Rousseau et al., 1998; Wu et al., 1999b). The permeability barrier
conceptual model for perched-water occurrence has been used in unsaturated-
zone flow modeling studies for the Yucca Mountain Project. In this conceptualiza-
tion, perched-water bodies in the vicinity of the northern part of the model do-
main (near boreholes UZ-14, SD-9, NRG-7a, G-2, and WT-24) are assumed to lie
along the base of the TSw, a zone of altered, more intensely fractured rock,
underlain by low-permeability, zeolitized rock. The perched body in this northern
area of the repository may be interconnected. The perched-water zones at bore-
holes SD-7 and SD-12 are considered to be localized, isolated bodies.

The perched-water numerical model used in this work is based on the three-
dimensional UZ flow and transport model (Bodvarsson et al., 1997a). The UZ
model domain, as shown in Plate 6, covers nearly 43 km? and extends from
Yucca Wash in the north to the approximate latitude of borehole G-3 in the south.
In the east-west direction, the model extends from the Bow Ridge Fault to ap-
proximately 1 km west of the Solitario Canyon Fault. The land surface of the
mountain (or the tuff/alluvium contact, in areas of significant alluvial cover) is
taken as the top model boundary. The water table is treated as the bottom bound-
ary. Both top and bottom boundaries of the models are treated as Dirichlet-type
conditions, with specified constant (but areally distributed) gas pressures and
constant liquid saturation. A spatially distributed infiltration map (Flint et al.,
1996) was used as the top water recharge boundary of the three-dimensional
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model. This map gives an average net infiltration rate of 4.9 mm/yr of water
distributed over the site-scale model domain.

The simulation results presented in this section were obtained using the
TOUGH2 code (Pruess, 1991), and the dual-permeability method was used to
treat fracture and matrix interactions. The integral finite-difference model grid
used consisted of 150,000 elements and 500,000 connections.

Many flow scenarios were investigated to calibrate the perched water model.
The simulation results for these modeling scenarios were calibrated against the
observed matrix liquid saturation and water potential data, and perching eleva-
tions. In general, it was found that the permeability barrier conceptual model of
water perching could reproduce the moisture and perched-water conditions be-
neath Yucca Mountain. Plate 7 shows the extent of perched water, as predicted by
the permeability barrier conceptual model. The simulation uses the calibrated
perched-water parameters for fractures and matrix in several grid layers near the
top of the CHn unit. In this figure, the blue isosurface reflects 100 percent liquid-
saturation within fractures, indicating a perched-water body, while the green
surface represents the top elevation of the CHn.

Plate 7 shows clearly that several perched bodies develop in the northern part
of the model domain, located near the basal vitrophyre of the Topopah Spring
Tuff above the top of the CHn unit. These perched bodies match the observed
perching elevations from the boreholes in these areas.

The simulated percolation flux at the water table is shown in Plate 8. Com-
paring the fluxes and their distribution in Plate 8 with that of the surface infiltra-
tion map of Flint et al. (1996) indicates the occurrence of significant lateral flow
or diversion. Significant lateral flow occurs mainly as water travels from the
repository horizon to the water table in perched areas. A large amount of water,
when travelling across the CHn, is diverted laterally to the east, along a dip, and
intersects faults that focus flow downward to the water table.

The modeling study and sensitivity analysis of this work concludes that it is
necessary to conduct three-dimensional model calibrations in order to describe
perched water occurrences at Yucca Mountain. Several key factors were identi-
fied for creating a perched-water zone in a numerical model. These factors are (1)
a water-perching geologic structure with low permeability zones and/or a capil-
lary barrier underlain and surrounding perched-water zones, (2) weak capillary
forces under high saturation condition within and near perched-water zones, and
(3) sufficient water infiltration rates.

Heat Flow and Geothermal Conditions

In parameter estimation and model calibration using measured temperature
data, the ambient geothermal condition at Yucca Mountain is assumed to be at a
steady-state condition. The three-dimensional steady-state solution of fluid (wa-
ter and air) and heat flow were used to match available temperature data mea-
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sured at 26 boreholes located within the model domain (Wu et al., 1999a). The
locations of some of these boreholes are also shown on Plate 6. The objective of
the heat flow studies is to confirm if use of the parameters, derived from isother-
mal calibrations, can predict geothermal conditions at the mountain.

Unlike the above three-dimensional perched-water calibrations, which used
a dual-permeability model, fracture-matrix interaction was treated using the
effective continuum model (ECM) approach in this section. The ECM assumes a
thermodynamic equilibrium between the fracture and the matrix, and adequately
approximates steady-state heat transfer, which is dominated by heat conduction.

Measured temperature data (Sass et al., 1988; Rousseau, 1996) were com-
pared with the three-dimensional simulation results for 26 boreholes within and
near the study area. In general, temperature data from all the boreholes matched
reasonably well with the three-dimensional model (Bodvarsson et al., 1997;
Ahlers et al., 1995), in which surface and bottom temperatures were slightly
adjusted. We present only one of the 26 comparisons conducted in the model
calibration as demonstration examples. The selected borehole is H-5, and it is
located in the middle of the model domain, shown in Plate 6. The simulated
temperature profile is plotted in Figure 11-8. The simulated temperature profile
matches the data very well, as was the case for all the other borehole data/
simulation comparisons.

The three-dimensional temperature calibrations have helped us in constrain-
ing percolation fluxes and estimating geothermal conditions for thermal studies
(Bodvarsson et al., 1997; Wu et al., 1999a).

Unsaturated Zone Geochemistry

The geochemistry of water (and gas) in the unsaturated zone can be used as
an important constraint on net infiltration rates, percolation fluxes, and flow
pathways, and as an indicator of the extent of fracture-matrix and water-rock
interaction. Mineral paragenesis, distribution, and composition are also useful,
yet complex, systems for quantifying flow and transport processes. In contrast to
hydrologic parameters, such as water potential or saturation, and possibly tem-
perature, large-scale attainment of steady-state chemical distributions is unlikely,
because molecular diffusivity is several orders of magnitude smaller than water
or thermal diffusivity. Therefore, climate changes can have a long-lasting effect
on the geochemistry of the unsaturated zone, especially in an arid environment
such as at Yucca Mountain. There, chemical patterns at depth seem to reflect
periods of higher infiltration during the last glacial period, while those close to the
surface are consistent with the modern climate (Sonnenthal and Bodvarsson, 1999).

Conservative Chemical Species

The sensitivity of natural conservative tracers such as Cl to infiltration rate is
well known, e.g., the chloride mass-balance method. For such constituents the
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FIGURE 11-8 Comparison between measured and simulated temperatures for bore-
hole H-5.
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flux is related to the precipitation rate and additions from other sources such as
windblown dust. The extent of evapotranspiration in the shallow soil zone then
controls the concentration in infiltrating water. In arid environments, with signifi-
cant topographic and soil cover thickness variations, the infiltration rate can vary
by orders of magnitude over short distances (Flint et al., 1996). Thus, it is ex-
pected that spatial distributions of a conservative tracer in the subsurface may
also vary by a similar range. In contrast to directly using a method such as
chloride mass balance and making assumptions as to the absence of diffusion and
lateral flow, limiting the system to one-dimensional piston-flow, it is preferable
to incorporate directly such tracers into the calibrated flow model.

An example using chloride as a conservative tracer in UZ flow and transport
simulations of Yucca Mountain is presented in Figure 11-9. Chloride fluxes to the
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FIGURE 11-9 Prediction of chloride concentrations in pore waters prior to excavation of
the ECRB, for two-dimensional dual permeability and three-dimensional ECM simula-
tions, compared to data collected subsequently. The climate change simulation consid-
ered a glacial maximum infiltration rate, followed by 10,000 years of modern climate.
From Flint et al. (1996).
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surface were calculated using precipitation maps of the region (Bodvarsson et al.,
2000) and assuming a uniform average effective concentration in precipitation
(Fabryka-Martin et al., 1998). Combined with infiltration rates (Flint et al., 1996)
the concentrations in infiltrating waters are generated. The simulations were
performed as part of a prediction prior to the excavation of a tunnel at the poten-
tial repository level (Ritcey et al., 1998), and recent preliminary CI results
(Fabryka-Martin et al., 2000) confirm the trend of lower concentrations under
areas of higher predicted net infiltration. Another outcome of the dual-permeabil-
ity modeling is the remnant disequilibrium between fractures and matrix, result-
ing from the climate change that took place about 10,000 years ago. Under areas
of lower infiltration, matrix pore waters are predicted to have retained their
chloride concentrations from the last glacial period. These results are generally
consistent with the 1“C ages of some perched waters (up to 8,000 to 12,000 years;
Yang et al., 1996), and the average '“C age of air at this level (~6,000 years; Yang
et al., 1996); however, data from this particular zone will be needed for model
validation.

The large-scale continuum model has proven remarkably effective in pre-
dicting the range in concentrations and their trends in the unsaturated zone
(Sonnenthal and Bodvarsson, 1999). Looking a little closer though, it is clear
from numerous chemical analyses of pore waters at Yucca Mountain (Fabryka-
Martin et al., 1998), that variability is the norm at nearly every scale. The difficulty
in the interpretation of this variability is due to the superposition of short-term
transient flow processes (i.e., fast-path flow) on top of longer-term climate effects,
the spatial variability induced at the surface, variability in local fracture-matrix
interaction, and diffusion-limited fracture-matrix chemical equilibration. Small-
scale variability could be due to tempered variations and differences in transport
velocities and fracture-matrix interaction, even if over shorter time periods there
is spatial redistribution in the PTn.

Reactive Geochemical Systems

Reactive geochemical systems range from the simplest sorption or exchange
reactions involving trace ions, to those strongly coupled systems involving mul-
ticomponent water-gas-rock interaction with mineral precipitation and dissolu-
tion. Analysis of such systems through measurement and modeling yields other-
wise unattainable information regarding transport processes at a variety of scales,
both spatial and temporal.

Here we present a relatively simple example of a chemical species, strontium
(Sr), that shows dominantly conservative behavior in the upper part of the unsat-
urated zone at Yucca Mountain and strong cation exchange behavior in lower
zeolitized units. An important, and previously overlooked, aspect to the behavior
of Sr in the unsaturated zone is its relatively high concentration in infiltrating
waters, as a result of evapotranspiration, compared to the Sr added through

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10102.html

ractured Vadose Zone

PARAMETERIZATION AND UPSCALING—YUCCA MOUNTAIN 359

kinetically slow reactions with unzeolitized tuffaceous rocks and that lost to
precipitation of calcite in fractures.

Results from a three-dimensional simulation (ECM assumption) at specific
locations corresponding to boreholes that intersect perched water are shown in
Figure 11-10. Sr is considered to be nearly conservative in unzeolitized rocks (k,
= 0.02 m?/kg), and extremely reactive in zeolitized rocks (k, = 1000 m?/kg).
Modeled values are compared to measured Sr concentrations in perched waters
(Patterson et al., 1998). Concentrations in waters in unzeolitized rocks (UZ-14
and WT-24) are similar to (but generally higher than) the predicted concentra-
tions (governed mainly by the extent of surface evapotranspiration). Perched
waters that are in contact with zeolitized rocks have Sr concentrations one to two
orders of magnitude lower. The mismatch between concentrations in the zeolitic
units could be due to lateral flow or errors in geologic stratigraphy.

Abundant data on mineral distributions in fractures and their compositions
(collected by the USGS and Los Alamos National Laboratory) have been used to
infer flow pathways and long-term infiltration rates (Marshall et al., 1998;
Vaniman and Chipera, 1996). These data are also important for inferring flow
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FIGURE 11-10 Modeled (three-dimensional ECM) and measured Sr concentrations
(perched water) as a function of elevation.

Copyright © National Academy of Sciences. All rights reserved.


http://www.nap.edu/catalog/10102.html

ractured Vadose Zone

360 CONCEPTUAL MODELS OF FLOW AND TRANSPORT

processes within individual fractures (e.g., fracture mineralization occurs on the
footwall of fractures only; Paces et al., 1998). Some of these data are now being
evaluated using multicomponent reactive transport modeling for further calibra-
tion of the UZ flow and transport model, to assess relations between infiltration
rates and mineral precipitation. Such studies reveal information on processes that
have taken place over tens of thousands to millions of years, in contrast to other
geochemical systems, such as nuclear fallout-generated 3°Cl, which records tran-
sient processes that have occurred over the past 50 years.

Spatial and Temporal Variability and Uncertainties

The UZ flow and transport model plays an important role in better under-
standing of flow and transport processes at Yucca Mountain. However, the accu-
racy and reliability of the model predictions are critically dependent on the accu-
racy of estimated model properties. Past site investigations have shown that there
exists a large variability of the flow and transport parameters over the large
spatial and temporal scales of the mountain. Even though considerable progress
has been made in this area, uncertainty associated with the UZ model input
parameters will continue to be a key issue for future studies. The major uncertain-
ties in model parameters are: (1) accuracy in estimated current, past, and future
net infiltration rates over the mountain; (2) quantitative descriptions of the
heterogeneity of welded and non-welded tuffs, their flow properties, and detailed
spatial distributions within the mountain, especially below the repository;
(3) insufficient field studies, especially for fracture properties; and (4) evidence
of lateral diversion in the CHn units, where the zeolitic zones may play an
important role in diverting moisture laterally. All of these uncertainties have been
addressed to a certain extent in past studies; however, a comprehensive study is
still needed to reduce these parameter uncertainties further by continuous field,
laboratory, and modeling efforts.

SUMMARY AND CONCLUSIONS

The unsaturated zone flow and transport model of Yucca Mountain, Nevada,
is a very complex three-dimensional, dual-permeability numerical model. The
model considers all relevant geological, hydrological, and geochemical data from
the unsaturated zone, and is calibrated to the extent possible using these data. A
major challenge in development of the model is the parameterization and up-
scaling of important fracture and matrix parameters used in the model. The fol-
lowing points represent our current understanding and beliefs regarding param-
eterization and upscaling in the UZ model.

1. Conventional upscaling methods cannot be used to upscale core-scale
(matrix) permeabilities for unsaturated fractured rocks, because fractures may
reduce effective matrix permeability at larger scales.
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2. No upscaling of fracture permeability is needed, as pneumatic tests have
been done at various scales. Fracture permeability data show typical increases
with scale and can be represented as stochastic fractals. Other fracture param-
eters, such as the van Genuchten parameters and fracture porosity, can be derived
from the fracture permeability data using the cubic law, but this may yield inac-
curate results. For example, in-situ seepage, gas tracer, and thermal test data
suggest fracture porosities that are orders of magnitude higher than derived values.

3. Matrix diffusion is more important than dispersion, and neither fracture
diffusion or dispersion significantly affects transport at Yucca Mountain. The
fracture/matrix interaction factor has large effects on flow and transport; the UZ
model utilizes the newly developed “active” fracture concept.

4. The primary upscaling process used in the UZ model is a direct inversion
of the observed data, including saturation, moisture tension, pneumatic, perched
water, temperature, and geochemical data. A generic approach has been devel-
oped that starts with one-dimensional inversions, and then proceeds to two-
dimensional and three-dimensional inversions.

5. The one-dimensional inversions are performed using saturation, moisture
tension, and pneumatic data. The results obtained show that only limited upscaling
is needed for most parameters, with the fracture and matrix o and matrix perme-
ability being the most sensitive parameters.

6. Three-dimensional trial-and-error calibrations are performed primarily
for the perched water, temperature, and geochemistry data. The perched water
calibrations greatly alter the hydrological parameters below the repository re-
gion, but the temperature data match model results reasonably well using the
current infiltration maps.

7. Three-dimensional model validation was performed with various chemi-
cal species, including Cl, 3°Cl, and Sr. Cl modeling gives valuable constraints on
infiltration/percolation fluxes and patterns, whereas 3°Cl modeling yields the fast
component of the flow. Sr reacts strongly in zeolitic rocks, and its modeling
yields valuable information, including flow paths and fracture-matrix interaction.
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PLATE 1 Spatially distributed infiltration in bedrock units. From Flint and Flint (1994,
Figure 4 and Table 3). Copyright 1994 by the American Nuclear Society, La Grange Park,
Illinois.
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PLATE 2 Spatial distribution of net infiltration. From Flint et al. (1996a, Figure 39).
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PLATE 3 NMRI flow profiles in fractures showing 2D slices through a 3D image of the
principal (z) velocity component of water flowing inside the rock fracture. Fracture sam-
ple dimensions are ~36 mm by ~18 mm. (a) Two yz-slices with x = 4.7 and 15.2 mm, and
an xz-slice with y = 4.0 mm, parallel to the principal flow direction (indicated by the
round arrow); and three xy-slices with z = 2.8, 12.7, and 22.5 mm, perpendicular to the
principal flow direction; (b) two yz-slices with x = 4.7 and 17.3 mm, parallel to the
principal flow direction; (c) an xz-slice with y = 4.0 mm, parallel to the principal flow
direction; (d) three xy-slices with z = 2.8, 12.7, and 21.1 mm, perpendicular to the princi-
pal flow direction. Darker shades represent regions of higher velocity. The vertical scale
is highly exaggerated, since the image scale is in units of measured volume elements.
Control tubes are clearly visible on the two sides of the fracture sample. After Dijk et al.
(1999).
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PLATE 6 A plan view of the three-dimensional UZ site-scale model domain, showing
grid and locations of boreholes (including perched water boreholes) used for model cali-

bration.
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PLATE 7 Three-dimensional perched-water bodies near the base of the TSw, using the

permeability barrier conceptual model.
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PLATE 8 Percolation flux (mm/yr) contours at the water table.
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