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Workshop Overview

THE SCIENCE AND APPLICATIONS OF
SYNTHETIC AND SYSTEMS BIOLOGY

Introduction

Humans have been modifying the genetic characteristics of plants and ani-
mals for millennia by controlling the breeding of species in order to select for
certain traits or characteristics and to reduce or eliminate others. The discovery
of the structure of DNA in 1953, the recognition of its importance as the carrier
of heritable genetic information, followed by the development of recombinant
DNA technology two decades later, paved the way for powerful technologies to
manipulate genes directly and in such a way that the genotype and phenotype of
an organism can be altered with utmost precision in a single generation.

The realization of viral and microbial genomics, in the last few decades of
the 20th century, coupled with the completion of the initial draft of the human
genome sequence in 2001, reflect a fundamental shift in the way biology is stud-
ied, and has opened a portal to vast postgenomic possibilities. Because of the
Human Genome Project, scientists have already identified more than 1,800 genes
associated with particular diseases. More recently, scientists have developed tech-
niques to more efficiently synthesize or modify larger segments of DNA, marking
a significant change in the way people study biological systems and a growing
capacity for both experts and amateurs to manipulate such systems.

Until the past decade, the work was often painstakingly slow, and able to ad-
dress only relatively straightforward challenges such as the manipulation of one
gene at a time. More novel or complex genetic modifications would be difficult
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to construct using the more conventional recombinant DNA! (rDNA) techniques
of the 1970s and 1980s. In the past decade or two newer approaches—combin-
ing engineering and biological techniques—have enhanced researchers’ abilities
to manipulate DNA. These new synthetic techniques allow for genes and long
chains of DNA to be designed and constructed from scratch using a computer
and relevant chemical compounds, rather than by employing a “trial-and-error”
approach to the identification and insertion of pieces of existing genes from living
cells into a novel host environment.

In May 2010, researchers at the J. Craig Venter Institute announced that
they had produced the first functional, self-replicating, bacterium whose entire
nuclear genome had been synthesized artificially in the laboratory, albeit using a
naturally occurring genome sequence as a template (Gibson et al., 2010). While
the achievement did not, as some media reports at the time suggested, represent
the “creation of life,” it did propel the nascent field of synthetic biology into the
mainstream, and generated a number of questions and much speculation about the
potential power, utility and risks associated with work in this field.

Although biologists may have a long way to go before they have enough
knowledge and the tools necessary to design and build life, the emerging field of
synthetic biology has already reduced several novel products and lead compounds
for drugs and vaccines, fuel, biofabrication of materials, and other industrial ap-
plications. Most, if not all, of these products and compounds are being generated
via the type of top-down approach, with scientists reengineering existing cells to
do things that they do not normally do. By inserting the genetic machinery for
metabolic pathways into Escherichia coli and other host organisms, scientists are
attempting to create microbial bio-factories for the production of pharmaceutical
ingredients, flavors, fragrants, and other chemical products (Ro et al., 2006). The
goals also include compounds and cells with new phenotypes and functionalities,
such as cells that can produce carbon-neutral biological fuels with properties that
are similar to those of petroleum-based fuels (Fortman et al., 2008; Keasling,
2010) and novel drugs (Li and Vederas, 2009).

The United Kingdom’s Royal Academy of Engineering observed that
“[s]ystems biology aims to study natural biological systems as a whole, often
with a biomedical focus, and uses simulation and modeling tools in comparisons
with experimental information. Synthetic biology aims to build novel and artificial
biological parts, devices and systems. Many of the same methods are used and as
such there is a close relationship between synthetic biology and systems biology.
But in synthetic biology, the methods are used as the basis for engineering ap-
plications” (Royal Academy of Engineering, 2009, emphasis added). While both
disciplines use similar approaches, systems biology uses these approaches to bet-
ter understand the inner-workings of life, whereas synthetic biology emphasizes

! Recombinant DNA: DNA that is created in the laboratory by splicing together DNA molecules
from different sources, usually for replication in a host organism.
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the application of the lessons learned from systems biology for the purpose of
engineering (or reengineering) living systems to behave in specified ways.

Many potential applications of synthetic and systems biology are relevant
to the challenges associated with the detection, surveillance, and responses to
emerging and re-emerging infectious diseases. On March 14 and 15, 2011, the
Institute of Medicine’s (IOM’s) Forum on Microbial Threats convened a public
workshop in Washington, DC, to explore the current state of the science of syn-
thetic biology, including its dependency on systems biology; discussed the dif-
ferent approaches that scientists are taking to engineer, or reengineer, biological
systems; and discussed how the tools and approaches of synthetic and systems
biology were being applied to mitigate the risks associated with emerging infec-
tious diseases. Through invited presentations and discussion, participants ex-
plored the ways in which synthetic and systems biology are contributing to drug
discovery, development, and production; vaccine design and development; and
infectious disease detection and diagnostics. In addition, workshop participants
considered how synthetic biology could be used to engineer, or reengineer, mi-
crobial host cells to detect environmental toxins, produce carbon-neutral fuels,
and produce novel raw materials.

Organization of the Workshop Summary

This workshop summary was prepared by the rapporteurs for the Forum’s
members and includes a collection of individually authored papers and com-
mentary. Sections of the workshop summary not specifically attributed to an
individual reflect the views of the rapporteurs and not those of the members of
the Forum on Microbial Threats, its sponsors, or the IOM. The contents of the
unattributed sections are based on presentations and discussions at the workshop.

The summary is organized into sections as a topic-by-topic distillation of
the presentations and discussions that took place at the workshop. Its purpose is
to present information from relevant experience, to delineate a range of pivotal
issues and their respective challenges, and to offer differing perspectives on the
topic as discussed and described by the workshop participants. Manuscripts and
reprinted articles submitted by some but not all of the workshop’s participants
may be found, in alphabetical order, in Appendix A.

Although this workshop summary provides a description of the individual
presentations, it also reflects an important aspect of the Forum’s philosophy. The
workshop functions as a dialogue among representatives from different sectors
and allows them to present their views about which areas, in their opinion, merit
further study. This report only summarizes the statements of participants at the
workshop over the course of two consecutive days. This workshop summary
report is not intended to be an exhaustive exploration of the subject matter nor
does it represent the findings, conclusions, or recommendations of a consensus
committee process.
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What Is Synthetic Biology?

The idea of managing or manipulating biology to identify or develop specific
characteristics is not new. Scientists have used DNA to create genetically engi-
neered cells and organisms for many years; the entire biotechnology industry
has grown around our expanding abilities in this area.

—Presidential Commission for the Study of Bioethical Issues (2010)

Synthetic biology is not an entirely new science. Rather, aspects of it are an
outgrowth of what plant and animal breeders have been doing for thousands of
years and genetic engineers have been doing for decades—mixing and matching
genetic material with the goal of “creating” novel plants and animals with desir-
able traits. What differentiates synthetic biology from genetic engineering is its
goal of designing new genetic systems and organisms using standardized parts
from the “ground up.”

Although the term “synthetic biology” has been used in various ways, it
is generally understood to describe research that combines biology with the
principles of engineering to design, construct, or adapt existing DNA, or other
biological structures into standardized, interchangeable, building blocks for use in
creating genetic systems that carry out desired functions. The vision behind this
science is that these biological “parts” can be joined to create engineered cells,
organisms, or biological systems that reliably behave in predictable ways to per-
form specific tasks (Khalil and Collins, 2010; NSABB, 2010; Presidential Com-
mission for the Study of Bioethical Issues, 2010; Royal Academy of Engineering,
2009). Synthetic biologists eventually hope to be able to program cells, cell
systems, or organisms to perform specific tasks and functions (see Figure WO-1).

Synthetic biology may also involve modifying naturally occurring genomes?
to allow these modified genomes to function in new contexts or to create en-
tirely novel organisms. In 2010, when scientists at the J. Craig Venter Institute,
Rockville, Maryland, reported having designed, synthesized, and assembled a
complete Mycoplasma mycoides genome which they then transplanted into an M.
capricolum recipient cell, creating a continuously self-replicating cell controlled
by an artificial genome, much of the media proclaimed that the scientists had
created “artificial” life (Gibson et al., 2010). Despite the “hype” surrounding this
experiment the Venter Institute scientists did not create artificial, or even new, life.

In fact, Venter’s team did what breeders have been doing for millennia—they
facilitated and helped to direct the transfer of genetic material from one organism
into another. But they did it in a way that had never been done before. They de-
veloped new methods that allowed them to assemble an entire synthetic genome
and fabricate its parts faster and with fewer errors than investigators have done in
the past with other large pieces of DNA (Bedau et al., 2010). So while synthetic

2 An organism’s entire hereditary information usually encoded in DNA.
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FIGURE WO-1 This figure illustrates the synthetic biology concept that complex bio-
logical systems can be broken down into their component parts in a similar way as more
traditional engineering disciplines.

SOURCE: Andrianantoandro et al. (2006).

biology represents a revolutionary change in the way people interact with life, as
James Collins of Boston University observed, “Synthetic biology is in its very
early stages. Don’t believe the hype.” (Dr. Collins’ contribution to the workshop
summary report can be found in Appendix A, pages 117-150.)

Speaker Christopher Voigt of the University of California, San Francisco
(UCSF)? noted that one goal of synthetic biology was to be able to “mix and
match” functions from the natural world in order to create organisms that carry
out these functions in ways that a single, naturally occurring organism cannot.
(Dr. Voigt’s contribution to the workshop summary report can be found in Appen-
dix A, pages 429-449.) Some researchers seek to exploit systems biology—derived

3 At the time of this workshop, Dr. Voigt was at the University of California, San Francisco. He is
now at the Massachusetts Institute of Technology.
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modeling tools to guide the design of synthetic gene networks. In fact, because
of this element of design, some have compared synthetic biology to engineering
(Khalil and Collins, 2010; NSABB, 2010; Presidential Commission for the Study
of Bioethical Issues, 2010; Royal Academy of Engineering, 2009). Yet, naturally
occurring living cells and organisms are complex adaptive systems, whose be-
havior lies far beyond our ability to re-create with currently available principles
and components.

Biological Systems

One important driver of the rapid growth of synthetic biology has been a
shift away from the traditional reductionist method for understanding biological
processes to one that favors a more holistic “systems” approach. Historically, the
typical way one examined biological systems had been to isolate a small subset
of biological components, which could then be interrogated individually to bet-
ter understand their structures and functions. This approach assumes that the
interactions of biochemical components occur in isolation, resulting in discrete,
cause-and-effect, relationships.

As our understanding of biology at the level of DNA, RNA, and proteins
has increased, it has become clear that biological processes occur not in isola-
tion but rather within the context of complex systems of components, regulated
by intricate networks of feedback loops. These systems operate on a variety of
levels: from that of RNA polymerase interacting with a DNA strand to start the
process of DNA transcription, to a signal-transduction pathway within a cell, to
complex interactions between systems of organisms. While our appreciation of
the complexity of interactions within and between these systems has grown, there
has been a corresponding recognition that the traditional, reductionistic, scientific
approach severely limits our ability to understand complex biological phenomena
and interactions within and between cells. Investigators have increasingly em-
braced systems approaches in their efforts to understand biological interactions,
taking advantage of the power of mathematical and computer modeling to exam-
ine the complex interactions between components of a biological system (Royal
Academy of Engineering, 2009).

What Is Systems Biology?*

The increased emphasis on understanding biological phenomena in the con-
text of the system within which it occurs gave rise to systems or integrative
biology—which is the “study of the behavior of complex biological organization
and processes in terms of the molecular constituents” (Kirschner, 2005). It takes

#This section was adapted from p. 173 of the 2006 Institute of Medicine report, Globalization,
Biosecurity, and the Future of the Life Sciences. Washington, DC: The National Academies Press.
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advantage of high-throughput, genome-wide tools—such as microarrays—for
the simultaneous study of complex interactions involving molecular networks,
including DNA, RNA, and proteins. It is, in a sense, classical physiology taken
to a new level of complexity and detail.

The term “systems” comes from systems theory or dynamic systems the-
ory: systems biology involves the application of systems- and signal-oriented
approaches to the understanding of inter- and intracellular dynamic processes
(Wolkenhauer et al., 2005). Systems-level problem solving in living systems is
based on the observation that cellular behavior involves a complex coordina-
tion of dynamically interacting biomolecular entities. Systems biologists seek
to quantify all of the molecular elements that make up a biological system and
then integrate that information into network models that can serve to generate
predictive hypotheses.

A growing number of investigators within the life sciences community are
recognizing the utility of systems biology tools and approaches for studying
complex regulatory networks—both inside the cell, as well as the regulatory
networks that integrate and control function of distinctly different cell types in
multi-cellular organisms like humans—and for making sense of the vast, and
rapidly accumulating, genomic and proteomic data sets (Aloy and Russell, 2005;
Goldbeter, 2004; Rousseau and Schymkowitz, 2005; Uetz et al., 2005). These
efforts draw heavily on computational methods to model the biological systems.

Systems biology has become a valuable approach for drug discovery (Apic
et al., 2005; Young and Winzeler, 2005). In medicine, disease is often viewed as
an observable change of the normal network structure of a system resulting in
damage to the system.> A systems biology approach can provide insights into how
disease-related processes interact and are controlled; guide new diagnostic and
therapeutic approaches; and enable a more predictive, preventive, personalized
medicine (Hood et al., 2004).

Relationship Between Synthetic and Systems Biology

Advances in synthetic biology are closely dependent on, and interactive with,
advances in systems biology. When assembling new structures, whether single
genes or more complex whole cells or organisms, the complexity imbued by in-
teractions among components is vitally important to the proper functioning of the
system-to-be. The key to successfully engineering, or reengineering, biological
systems, is through understanding their complexity.

Synthetic biologists are making headway toward handling more complex
structures in more efficient ways. Chris Voigt’s work with code refactoring is an
example of how advances in synthetic biology are paving the way for more re-

3 Disease-perturbed proteins and gene regulatory networks differ from their healthy counterparts,
because of genetic or environmental influences.
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fined biological synthesis. Code refactoring is a reordering of the DNA sequence
of a gene or gene cluster in order to eliminate inefficiencies—such as overlapping
sequences—and otherwise alter the genetic code so that it can more readily be
integrated into multiple genetic backgrounds.

Because synthetic and systems biology both employ similarly complex com-
putational modeling and emphasize the role of the biological systems to contextu-
alize and make sense of biological phenomena, the distinctions between these two
disciplines sometimes seem blurred. Nevertheless, there is an important distinc-
tion between these two approaches. “While [s]ystems [b]iology attempts to obtain
a quantitative understanding of existing biological systems, [s]ynthetic [b]iology
is focused on the rational engineering of these systems” (Serrano, 2007).

Is Synthetic Biology a True Engineering Discipline?

DNA synthesis enables the de novo generation of genetic sequences that spe-
cifically program cells for any of a wide range of purposes, including the expres-
sion of a given protein. Technical developments continue to increase the speed,
ease, and accuracy with which larger and larger sequences may be chemically
generated. By the early 1970s, scientists had demonstrated that they could produce
synthetic genes (Agarwal et al., 1974). Yet, it was the automation of de novo DNA
synthesis and the development of the polymerase chain reaction (PCR) in the early
1980s that catalyzed the development of a series of cascading methodologies for
the analysis of gene expression, structure, and function. Our ability to synthesize
short oligonucleotides (typically 10 to 80 base pairs in length) rapidly and accu-
rately has been an essential enabling technology for countless advances, not the
least of which has been the sequencing of the human genome. The past few years
have seen remarkable technological advances in this field, particularly with respect
to the de novo synthesis of increasingly longer DNA constructs.

The field of synthetic biology is driven by this increasing capacity to make
long, accurate, DNA molecules of pre-specified sequence. Indeed, DNA synthesis
is arguably the most important tool in the synthetic biologist’s toolbox. Keynote
speaker Andrew Ellington of the University of Texas emphasized that sequence
information is the basic commodity of synthetic biology—it is fungible, digital,
and portable. (Dr. Ellington’s contribution to the workshop summary report can
be found in Appendix A, pages 150-159.) Moreover, sequence information has
the potential to be standardized, recoded, or programmed. Genome sequences,
moreover, provide a huge amount of information about model organisms that
synthetic biologists use as platforms for their gene circuit designs.

Ellington observed that this growing capacity for de novo synthesis is due,
in large part, to the large number of participants in the commercial sector, as
well as funding from the public sector. The chemical synthesis and ligation
of large segments of a DNA template, followed by enzymatic transcription of
RNA led to the de novo creation of the poliovirus genome in 2002 (about 7,500
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nucleotides in length), from which the infectious, virulent virus was rescued fol-
lowing its transfection into permissive cells (Cello et al., 2002). The following
year, scientists announced the successful assembly of a bacterial virus genome
(Smith et al., 2003). Parallel efforts in industry and academia led to the synthesis
and assembly of large segments of the hepatitis C virus genome, from which
replication-competent RNA molecules were rescued. Ellington cautioned that
even these systems would perform differently in different host “contexts” and in
ways that are not entirely predictable.

Ellington went on to remark that, while scientists clearly are building syn-
thetic biological systems that work, the “ability to model such systems—not make
them work but model them in a true engineering way—is somewhat limited.” He
pointed to the photographic bacteria built by Levskaya et al. (2005) and the “edge
detector” E. coli built by Tabor et al. (2009)—illustrated in Figure WO-2—as
examples of synthetic systems that clearly work.

Even those parts that are well characterized, quantitatively or otherwise, do
not always behave as expected. As Ellington observed, “The construction of very
large fragments of DNA is no longer a limitation in the engineering of biological
systems. Predicting the behavior of complex genetic programs de novo is now
the limiting step in the programming of cellular behavior” (Tabor et al. 2009).
Ellington reported that the reengineered viruses that he and his team built did not
function once they were actually inserted into host cells. Therefore, successfully
building, or rebuilding, a virus or other biological system according to Ellington
does not necessarily mean that the system is actually going to work.

Ellington and his team have applied a so-called “supercharging technol-
ogy” to the anti-MS2 antibody (Lawrence et al., 2007). They synthesized a large
number of genes that conferred either large negative or large positive charges on
the antibodies, overexpressed them, and then tested them for functionality. In the
end, only a few candidate antibodies were able to bind to MS2. Despite using
the best predictive modeling available, the success rate was low enough that only
by rapid prototyping of multiple, different antibody variants could they find ones
that had both improved thermal resistance as well as improved affinity. Ellington
concluded, “You can make a lot of DNA, but that doesn’t mean it is going to
function the way you want it to.”

Added to this systems-level complexity is the challenge of evolution and
the reality that genetically-based biological systems gain, and lose, functionality
over time (Tabor et al, 2009). According to Ellington and others at this workshop,
organisms are “evolutionary machines.” Not only does evolution happen, mak-
ing it extraordinarily difficult to predict how an engineered biological system
will behave over time but, as Ellington observed, a device that works in one host
organism does not necessarily function the same way in another host organism.

Ellington commented that while the development of standardized parts was
not impossible, our present capacity to accurately predict how these “parts”
would function in a particular system is still “somewhat limited.” He referred to
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the “unrealized promise of BioBricks,”—*“that we are going to be able to say that
a given part works a given way in a system not yet determined.” He went on to
observe that unfortunately, the complexity of organisms—and this is the systems
biology part of things—dwarfs our ability to accurately model function.

The same technologies employed by synthetic biologists for “good” could
also be exploited for malevolent purposes—a classical dual-use dilemma.
Ellington pointed to DNA synthesis and the growing capacity to make larger
pieces of DNA quickly and affordably as the greatest cause for concern. While
the dual-use dilemma is real, Ellington observed that the threats posed by syn-
thetic biology are dwarfed by the expansive realm of real microbial threats that
already exist in nature.

Design and Complexity

Speaker Herbert Sauro, of the University of Washington, observed that the
level of complexity in a synthetic biological system expands very quickly as
the number of feedbacks in a system increases. (Dr. Sauro’s contribution to the
workshop summary report can be found in Appendix A, pages 394-417.) Simple
linear pathways, whereby a perturbation of a single enzyme affects another
enzyme in a predictable manner, according to Sauro, is largely understandable
and engineerable; the greater the complexity, the less “engineerable” the system
is. As depicted in Figure WO-3, if the pathway has any sort of feedback in it,
understanding—and engineering—that pathway becomes slightly more com-
plicated, requiring some simulation. Sauro observed that pathways with two or
more feedbacks are virtually impossible to understand analytically and require a
considerable amount of simulation.

Largely understandable

—w—@ @ —e without the need to do
) simulations. Includes
Linear Pathways branched systems
24 \\L 7
O/ @) @ >—Il \’O Requires some simulations
Negative Feedback Positive Feedback
O ) )
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=) = degree of simulations
to “understand”

=

Double Positive Feedback: Chaotic Behavior

FIGURE WO-3 Biosynthetic pathways with increasing complexity.
SOURCE: Sauro (2011).
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BOX WO-1
Early Synthetic Biology Designs: Switches and Oscillators
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Switches and oscillators that occur in electronic systems are also seen in biology
and have been engineered into synthetic biological systems.

Switches

In electronics, one of the most basic elements for storing memory is the reset—set
(RS) latch based on logical NOR gates. This device is bistable in that it possesses two
stable states that can be toggled with the delivery of specified inputs. Upon removal
of the input, the circuit retains memory of its current state indefinitely. These forms of
memory and state switching have important functions in biology, such as in the differ-
entiation of cells from an initially undifferentiated state. One means by which cellular
systems can achieve bistability is through genetic mutual repression. The natural
Pr—Pgru genetic switch from bacteriophage A, which uses this network architecture to
govern the lysis—lysogeny decision, consists of two promoters that are each repressed
by the gene product of the other (that is, by the Cro and CI repressor proteins). The
genetic toggle switch constructed by Dr. Collins’ research group is a synthetically en-

James J. Collins, from Boston University, agreed with Sauro that it is very
difficult to build biological systems that function in a predictable manner. None-
theless, synthetic biology, according to Collins, is “taking inspiration” from
engineering, electrical engineering in particular. As illustrated in Box WO-1,
many of the earliest synthetic biology devices were the biological equivalents of
electronic toggle switches, latches, oscillators, and other similar devices (Elowitz
and Leibler, 2000; Gardner et al., 2001; Khalil and Collins, 2010).

Collins observed that many biologists have a misperception of engineering
with respect to the importance of mathematical modeling. According to Collins,
most practicing engineers use mathematical modeling as a guide only—in much
the same way that synthetic biologists do. When actually assembling components,
engineers rely on intuition and “tinkering,” often without even understanding how
a system works.

Copyright © National Academy of Sciences. All rights reserved.
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gineered version of this co-repressed gene regulation scheme (Gardner et al., 2000).
In one version of the genetic toggle, the P, promoter from A phage was used to drive
transcription of /acl, the product of which represses a second promoter, Ptrc2 (a lac
promoter variant). Conversely, Ptrc2 drives expression of a gene (cl-ts) encoding the
temperature-sensitive (ts) A Cl repressor protein, which inhibits the P, promoter. The
activity of the circuit is monitored through the expression of a green fluorescent pro-
tein (GFP promoter). The system can be toggled in one direction with the exogenous
addition of the chemical inducer isopropyl-p-b-thiogalactopyranoside (IPTG) or in the
other direction with a transient increase in temperature. Importantly, upon removal of
these exogenous signals, the system retains its current state, creating a cellular form
of memory.

Oscillators

Timing mechanisms, much like memory, are fundamental to many electronic and
biological systems. Electronic timekeeping can be achieved with basic oscillator cir-
cuits—such as the LC circuit (inductor L and capacitor C)—which act as resonators for
producing periodic electronic signals. Biological timekeeping is achieved with circadian
clocks and similar oscillator circuits, such as the one responsible for synchronizing the
crucial processes of photosynthesis and nitrogen fixation in cyanobacteria. The circa-
dian clock of cyanobacteria is based on, among other regulatory mechanisms, inter-
twined positive and negative feedback loops on the clock genes kaiA, kaiB, and kaiC.
Elowitz and Leibler constructed a synthetic genetic oscillator based not on clock genes
but on standard transcriptional repressors (the repressilator) (Elowitz and Leibler,
2000). Here, a cyclic negative feedback loop composed of three promoter—gene pairs,
in which the “first” promoter in the cascade drives expression of the "second” promoter’s
repressor, and so on, was used to drive oscillatory output in gene expression.

SOURCE: Image and text: Khalil, A. S., and J. J. Collins. 2010. Synthetic biology: applications come
of age. Nature Reviews Genetics 11:367-379. Reprinted with permission from Nature Publishing
Group.

As discussed by Ellington and Sauro, evolution can, for example, change the
dynamics of a synthetic biological system. As Sauro explained, the unpredict-
able nature of, and responses to, selection makes it very difficult for synthetic
biologists to control the behavior of their engineered systems. In 2008, a group
of investigators built a genetic circuit containing a luminescence gene [uxR. As
illustrated in Figure WO-4, the Lux-R protein was activated when the bacterial
signaling molecule acyl homoserine lactone (AHL) was present in the environ-
ment, triggering production of green fluorescent protein; GFP production was
observed to degrade and terminate after 30-40 generations (Canton et al., 2008).

Sauro and colleagues subsequently constructed a variety of circuits derived
from the Canton et al. (2008) circuit and demonstrated that the system loses
functionality over time due to the evolution of nonluminescent mutant cells
with smaller metabolic loads that grow faster than the bioluminescent cell lines

Copyright © National Academy of Sciences. All rights reserved.
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FIGURE WO-4 Improving mutational robustness in a genetic circuit.
SOURCE: Sauro (2011; adapted from Canton et al. [2008]).

(Sleight et al., 2010). Sauro went on to explain that, “every time you put a cir-
cuit into a cell, you are overloading it. The minute you overload it, the growth
rate goes down a little bit.” If any mutants emerge that can grow faster than the
synthetic cell type, they will eventually become the predominant cell type in the
population.

Sauro and his team have demonstrated how reengineering components of
genetic circuits, by using different transcriptor terminators, can prolong the
evolutionary time over which a device is effective (Sleight et al., 2010). Sauro
is also exploring the possibility of actually using directed evolution, instead of
engineering, to build more robust and stable circuits. On a more practical level,
Jay Keasling of the University of California, Berkeley, and his team of investiga-
tors engineered a Saccharomyces cerevisiae yeast to produce artemisinic acid by
modifying an existing metabolic pathway in the yeast and adding in a gene from
Artemisa annua to convert the product into the drug precursor (Ro et al., 2006).
(Dr. Keasling’s contribution to the workshop summary report can be found in
Appendix A, pages 243-254.)

Synthetic Biology: Top-Down Versus Bottom-Up Approaches

Over the past 10 years, two different experimental approaches have emerged
in synthetic biology. Both seek novel biological structures or systems with pre-
dictable properties and functions. The first, known as the “top-down” approach,
involves modifying or reengineering an existing, functioning organism, biologi-

Copyright © National Academy of Sciences. All rights reserved.
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cal system, or genome to perform new tasks. Top-down synthetic biology experi-
ments have predominated in the first decade of the field, allowing researchers to
test designed biological circuits in a “chassis”’*—such as E. coli—that is already
functioning and self-replicating. The “bottom-up” approach, involves synthesiz-
ing functioning circuits and systems entirely from ‘“scratch” using nonliving
materials such as DNA nucleotides and lipid monomers. Bottom-up synthetic
biology is still in its infancy—the assembly of standardized components into a
functioning system is significantly more challenging than modifying an existing
system to perform a new task (Bedau et al., 2010; Benner and Sismour, 2005;
Fritz et al., 2010; Purnick and Weiss, 2009; Royal Academy of Engineering,
2009). Figure WO-5 provides a simplified conceptual framework for top-down
versus bottom-up perspectives in the synthetic biology design process.

Most top-down systems biology experiments fall into one of two categories:

e attempts to combine useful elements from several different living sys-
tems to create a modified organism that can perform a desired task, and

e attempts to simplify existing organisms down to only those parts that are
essential for life.

Examples of experiments in the first category include the engineering of a
Saccharomyces cerevisiae yeast, allowing it to synthesize a precursor of the an-
timalarial drug artemisinin (Ro et al., 2006), and the modification of Salmonella
spp. to produce spider silk (Widmaier et al., 2009). An example of the second
category of top-down experiments is the attempt to create a minimal genome
(Glass et al., 2006). The goal behind this effort is to develop a simplified “chassis
organism’ into which synthesized parts could be added with fewer complications
than investigators currently confront when working with wild-type organisms
(Glass et al., 2006; NSABB, 2010; Presidential Commission for the Study of
Bioethical Issues, 2010).

The practitioners of bottom-up synthetic biology believe that it represents
the future of the field, potentially allowing researchers to design entirely new
forms of life. One of the key milestones for bottom-up synthetic biologists is the
development of libraries of diverse, well-characterized biological components
that can be assembled to form new systems—analogous to how one assembles
component parts on a computer motherboard. The aspirational goal of this effort
is to one day be able to select these “parts” from a catalogue and use them to cre-
ate completely synthetic “novel” self-replicating life forms that are purpose-built
rather than derived from a preexisting organism.

%1In the context of synthetic biology, chassis refers to the cell or organism in which the engineered
DNA or biopart is embedded in order to produce the desired device or system (Royal Academy of
Engineering, 2009).

Copyright © National Academy of Sciences. All rights reserved.
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FIGURE WO-5 General conceptual framework for incorporating top-down and bottom-
up perspectives in the synthetic biology design process. Due to our incomplete knowledge
of biology, the design of biological systems through synthetic biology is currently an itera-
tive process that incorporates both top-down and bottom-up design considerations. First,
a design objective is identified. Next, a suitable synthetic biological system is designed
given the known properties of well-characterized components (bottom-up). The synthetic
system is then constructed and inserted into a larger biological context with which the
synthetic system may interact (top-down), and performance of the combined system is
assessed. If the system fails to meet performance requirements, this new information
can be used to refine the design and repeat the cycle. Our ever-improving understanding
of biology should reduce the number of iterations necessary to achieve a specific design
objective.

SOURCE: Fritz et al. (2010).

Applications of Systems Biology

Mathematical methods that enable quantitative descriptions of the dynamic
interplay between the molecules in living cells are being developed and, for the
first time, it is possible to envisage a comprehensive molecular description of
the functional circuitry of cellular systems.

—Bakker et al. (2010)

The grand challenge for biology and medicine at the beginning of the 21st
century is to understand the biological complexity that emerges from interactions
between our genomes and the environment. As speaker Bali Pulendran of Emory
University observed, we are uniquely poised to tackle this challenge of biological
complexity by the convergence of a new intellectual framework (a systems rather
than a reductionistic view) and new technologies (for measuring and visualizing
the behavior of genes, molecules, cells, organs, and organisms), coupled with the

Copyright © National Academy of Sciences. All rights reserved.
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innovation of computational and mathematical tools for dealing with complex
data sets. (Dr. Pulendran’s contribution to the workshop summary report can be
found in Appendix A, pages 336-364.) The convergence of these disparate threads
offers us an unprecedented opportunity to understand the fundamental features of
life—from a holistic rather than solely reductionistic viewpoint; from a predic-
tive rather than descriptive viewpoint; and, in short, from a systems biological
viewpoint (Pulendran et al., 2010).

Systems biologists seek to quantify all of the molecular elements that make
up a biological system and then integrate that information into network models
that can serve to generate predictive hypotheses (Herrgérd et al., 2008). A grow-
ing number of investigators are appreciating the utility of a “systems” approach
for studying complex regulatory networks—both inside the cell, as well as among
distinct cell types in multi-cellular organisms—and for making sense of the
rapidly accumulating genomic and proteomic data sets (Aloy and Russell, 2005;
Goldbeter, 2004; Rousseau and Schymkowitz, 2005; Uetz and Finley, 2005).

Despite the fact that this is still a young science—arguably in need of a “clear
methodology”—scientists are relying on the tools and approaches of systems bi-
ology to make tremendous leaps in their understanding of various physiological
phenomena, such as the mammalian immune response, and creating the potential
for synthetic biologists to translate that knowledge into practice (Westerhoff et
al., 2009). Speaker Bernhard Palsson, of the University of California, San Diego,
observed that systems biology is being applied “more and more” to the study of
infectious diseases. (Dr. Palsson’s contribution to the workshop summary report
can be found in Appendix A, pages 325-336.) Speakers Stephen Johnston of Ari-
zona State University and Bali Pulendran remarked that the field of vaccinology
may have reached a point where, with the appropriate support, it could become
a more predictive science, guided by rational design rather than by Pasteurian
trial and error.

Synthetic Biology Tools, Technologies, and Approaches

The rapid growth of bio- and other relevant technologies over the past 30
years has been driven by two processes working together: a quantitative increase
in performance and decrease in cost of existing technologies and instruments,
and qualitative changes resulting from unplanned new inventions, unexpected
discoveries, and unexpected historical events. Synthetic biology would not be
possible without a series of key technologies that have enabled investigators to
design, fabricate, and manipulate DNA.

The following section briefly discusses five key sets of tools and technologies
that drive synthetic biology: DNA sequencing, which has led to over 100 million
gene sequences from approximately 260,000 different species being stored in
public databases; DNA synthesis, which enables researchers to “reprint” which-
ever sequences they choose; directed evolution, which enables the rapid modifi-

Copyright © National Academy of Sciences. All rights reserved.
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cation of preexisting proteins and chemical pathways so that they perform new
functions; high throughput screening (HTS), which provides scientists with the
means to perform and measure large numbers of biochemical reactions rapidly;
and computational modeling, which allows researchers to make qualitative or
quantitative predictions about how their engineered systems are likely to function.

DNA Sequencing

DNA sequencing allows one to map an organism’s genetic composition.
Sequencing advances were instrumental to the success of the Human Genome
Project and have allowed complete and large-scale DNA sequencing of many
bacterial, and several plant and animal genomes. These genome sequences have
provided a huge amount of information about many of the model organisms,
such as E. coli, into which synthetic biologists often place their design circuits.
Sequencing also allows synthetic biologists to verify whether their designed DNA
circuits and parts have been correctly fabricated (Royal Academy of Engineer-
ing, 2009).

Significant reductions in the cost of DNA sequencing have also allowed the
technology to proliferate (see illustration of this point in Figure WO-6). While it
took years and cost approximately US$300 million to sequence the first human
genome a decade ago, second-generation sequencers now accomplish the same
feat in a matter of days for approximately US$20,000. It is anticipated that with
the next generation of DNA sequencers the cost to sequence an entire human ge-
nome will drop to several hundred dollars (Metzker, 2010). Similarly, sequencers
that once cost millions of dollars can now be purchased on eBay® for less than
one thousand dollars.

DNA Synthesis

DNA synthesis is a technology that enables the de novo generation of genetic
sequences that specifically program cells for the expression of a given protein. It
is not new, but technical enhancements continue to increase the speed, ease, and
accuracy with which larger and larger sequences may be chemically generated.
DNA synthesis is arguably the most important tool in the synthetic biologist’s
toolbox.

By the early 1970s, scientists had demonstrated that they could produce syn-
thetic genes (Agarwal et al., 1974). However, it was the automation of de novo
DNA synthesis and the development of the polymerase chain reaction PCR in the
early 1980s that catalyzed the development of a series of cascading methodolo-
gies for the analysis of gene expression, structure, and function. Our ability to
synthesize short oligonucleotides (typically 10 to 80 base pairs in length) rapidly
and accurately has been an essential enabling technology for countless advances,
not the least of which has been the sequencing of the human genome.

Copyright © National Academy of Sciences. All rights reserved.



19

“(1102) uosie) :HDYNOS
‘Surouonbas pue sisoyjuhs YN Jo 9seq 1d 150D 9-QA TANODIA

Jea,
BB 5

owe 5002 000g GEGL 0651 Lo 2002 002 BE6L EGEE 961

The Science and Applications of Synthetic and Systems Biology: Workshop Summary

sEayuls suas 1500
o0 LoUs 1500+

VNG 2heyjufg jo aseq Jad 350D

00

Lo

(L

0oL

RI9a SN

SISIYIIAS D) 1500
i HOYS [IS00 -
Bunuanbas jzo0 =

sisayuis pue Bupuanbag yNQg Jo aseg Jad 1500

£0-30°F

90-30°F

S0-30°%

¥0-30°1

E0-30°L

20-30°4

LO-30°E

00+30°L

LO+30°L

20+30°L

SERA SN

Copyright © National Academy of Sciences. All rights reserved.



The Science and Applications of Synthetic and Systems Biology: Workshop Summary

20 SYNTHETIC AND SYSTEMS BIOLOGY

DNA synthesis technology is currently limited by its high error rate coupled
with the cost and time involved to create long DNA constructs of high fidelity;
yet, even this constraint is rapidly changing. As discussed earlier in this chapter,
the J. Craig Venter Institute announced last year that they had synthesized a modi-
fied version of the entire 1 million base pair genome of Mycoplasma mycoides.
This technological feat marked a new milestone in the length of a DNA molecule
that could be accurately synthesized and assembled (Gibson et al., 2010). Cur-
rent estimates for generating simple oligonucleotides on chips are approximately
$0.50 per base pair—including synthesis of the oligonucleotides plus error cor-
rection (Carlson, 2010; Figure WO-6). While chip technology reduces the cost
of DNA synthesis, scale-up has been limited by high error rates and other tech-
nical challenges. A novel method for highly parallel gene synthesis was used to
assemble a DNA construct 50 times larger than previously published attempts
(Kosuri et al., 2010).

Speaker George Church of Harvard University remarked that the current
standard for producing DNA constructs is to sequence multiple configurations
and then discard those that are incorrect as the sequencing error rate is signifi-
cantly lower—around 10~>-10~7—than the synthesis error rate of 1 in 500. In his
prepared remarks, Church discussed four commercially available, homology-
directed technologies for synthesizing DNA on chips. One of the most commonly
used methods for large-scale genome engineering is doubled-strand break repair,
which Church and colleagues have optimized to a point where large amounts of
DNA, including multiple oligonucleotides, can be integrated into a host genome
with nearly 100 percent efficiency (Mosberg et al., 2010). An entirely automated
method called Multiplex Automated Genome Engineering has now been devel-
oped that inserts thousands of unique constructs into E. coli host cells in a com-
binatorial fashion and then uses accelerated directed evolution to select for cells
with the desired properties (Mosberg et al., 2010).

The greater challenge, according to Church, is integrating a synthesized
piece of DNA into a host genome so that the DNA functions efficiently. Several
protein- or RNA-directed recombination strategies have been developed for in-
serting DNA into defined places, rather than randomly, all of which have been
tested in mammalian genomes (Mufioz et al., 2011; Urnov et al., 2005). Biologists
have also developed several DNA homology-directed strategies that have been
tested in bacterial genomes and are beginning to show promise in mammalian
genomes (e.g., Costantino and Court, 2003; Link et al., 1997; Wang et al., 2009;
Yu et al., 2000; Zhang et al., 1998).

Directed Evolution

First described in the literature almost 20 years ago, directed evolution is an
accelerated mutagenesis technology that allows biologists to generate novel pro-
teins and chemical pathways, as well as whole organisms, with desired properties

Copyright © National Academy of Sciences. All rights reserved.
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in a more cost-effective manner than conventional breeding and in a fraction of the
time (Chen and Arnold, 1993). Synthetic biologists use directed evolution to rap-
idly modify preexisting proteins and chemical pathways so that they perform new
functions, and to develop new parts without needing to understand the mechanistic
properties of a pathway or system at the level that would be necessary to design
the parts from scratch (Dougherty and Arnold, 2009; Forster and Church, 2010).

Classical genetic breeding starts with a parental pool of related sequences
(e.g., genes, proteins), sometimes created by random mutagenesis, that then gives
rise, through a single round of replication, to an offspring pool of molecules. The
“best” offspring—as determined by the investigators under selective conditions—
are identified and used as the parental pool for the next generation. This iterative
selection process is repeated for several generations. Directed evolution is used to
improve and optimize biological molecules, pathways, networks, and even whole
organisms by mimicking Darwinian evolutionary adaptation in the laboratory.
Conceptually, directed evolution is closely related to artificial selection, per-
formed previously on microorganisms by selecting for new traits during growth
under specific conditions that favor these traits. The “novel” aspect of directed
evolution is that instead of relying on natural or random mutations induced in a
whole genome by mutational events, the rate, general location and nature of the
mutations are specified and controlled, usually by performing the mutagenesis in
vitro. One introduces mutations into the DNA segment of interest, and expresses
the DNA either in a whole microorganism, or in vitro. The next step is “selec-
tion,” the goal of which is to identify improved sequences. This may be carried
out by either screening the resulting clones for the desired properties or by arti-
ficial selection. Important for an evolutionary process, the improved sequence(s)
are fed back into the process, which is iterative. Mutations are accumulated in an
evolutionary fashion, until the desired phenotype is reached (or not).

With directed evolution, sequence diversity is generated by mutating or frag-
menting and recombining (“shuffling”) the DNA sequence or gene of interest and
creating a library of genetic variants. A schematic of the steps used in directed
evolution studies is presented in Figure WO-7. The reassortment that occurs in
DNA shuffling yields a higher diversity of functional progeny sequences than can
be generated by a sequential single-gene approach.

One of the earliest demonstrations of DNA shuffling involved four separately
evolved members of a single gene family from four different microbial species.
Some of the selected, shuffled “hybrids,” illustrated in Figure WO-8, encoded
proteins with 270 to 540 times greater enzymatic activity than the most active
parental sequence (Crameri et al., 1998). Even if that same recombined enzyme
could have been evolved through single-gene mutagenesis (and this is unlikely),
the process would have been dramatically slower. Evidence from at least one
study demonstrates that the best parent is not necessarily the one most similar
in sequence to the best chimeric offspring and therefore might not represent the
optimal starting point for single-gene evolution (Ness, 1999).

Copyright © National Academy of Sciences. All rights reserved.
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Directed evolution has advanced to the point where scientists are not just
evolving single genes—they are evolving entire genomes. In 2002, biologists used
whole-genome DNA shuffling to improve the production of tylosin (an antibiotic)
in the bacterium Streptomyces fradiae. After only two rounds of shuffling, a bac-
terial strain was generated that produced tylosin at a rate comparable to strains
that had gone through 20 generations of sequential selection (Zhang et al., 2002).
That same year (2002), a report was published describing the shuffling of a por-
tion of the HIV genome to create a new strain of HIV that was able to replicate
in a monkey cell line that had previously been resistant to viral infection (Pekrun
et al., 2002). By 2003, reports described the shuffling of many mammalian DNA
sequences together into a single bacterial cell line. In one study, scientists shuffled
the gene of a cytokine from seven genetically similar mammalian species (includ-
ing human) to generate an “evolved” cytokine that demonstrated a 10-fold increase
in activity compared to the human cytokine alone (Leong et al., 2003). The DNA
shuffling approach allows researchers to rapidly modify preexisting proteins and
chemical pathways to perform new functions. This enables investigators to de-
velop new circuitry components without the need to understand the underlying
mechanistic properties of a pathway or system at the level that would be required
to design the part from scratch (Dougherty and Arnold, 2009).

Directed evolution allows investigators to identify a suboptimal or even
nonfunctional design and improve it in a fairly reliable fashion. This is critical
for synthetic biology. With this technique, investigators can now take suboptimal
human designs and fine-tune them. There’s no counterpart in any other engineer-
ing/design field—it is a great advantage of biological engineering.

Using Directed Evolution to Create Life from Scratch: Is It Possible? Speaker
Gerald Joyce, of The Scripps Research Institute, focused his remarks on whether
one could create artificial “life” from scratch using the tools and approaches of
bottom-up synthetic biology. (Dr. Joyce’s contribution to the workshop summary
report can be found in Appendix A, pages 236-243.) A relevant question, then,
is “what is life” and what are the essential characteristics of life? A working
definition of life, according to Joyce, is “a self-sustained chemical system that is
capable of undergoing Darwinian evolution” (Joyce, 1994). The key principles
of Darwinian evolution are, first, heritable variation of form and function among
a population of individuals; second, competition for finite resources by those
individuals; and third, preferential reproduction of variants that operate most ef-
fectively in the competitive environment (Joyce, 2011).

In considering synthetic biology from scratch, the focus is on the evolution of
functional molecules rather than organisms (Joyce, 2011). Joyce further observed
that the principles of directed molecular evolution are the same as the principles
of Darwinian evolution, namely inherited profitable variation. In chemical terms,
Darwinian evolution involves three processes: (1) reproduction of information-
carrying molecules (inherit); (2) selection of molecules that meet some fitness cri-
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teria (profitable); and (3) maintenance of chemical diversity among the population
of molecules (variation) (Joyce, 2011). As highlighted in Figure WO-9, Darwin
observed, in The Origin of Species (1859), that “any variation if it be profitable
... to an individual of any species . . . will generally be inherited by its offspring.”
Over the past 20 years the tools and approaches of directed molecular evolu-
tion have become very powerful but also routine. In Joyce’s view, investigators
are no longer discussing this approach as a technology but are, instead, using
it as a technique. There are many methods available for introducing molecular
variation, both for generating initial combinatorial libraries and for maintain-
ing variation in a population (Joyce, 2011). Additional approaches have been
developed to select molecules on the basis of their inherent physical properties,
capacity for binding to a target, ability to serve as a substrate for a reaction, abil-
ity to form a chemical bond, or ability to cleave a chemical bond. Joyce further
observed that there are various methods for reproducing the profitable molecules
in order to bring about the inheritance of selectively advantageous traits. If the se-
lected molecules are DNA or RNA, then it is relatively straightforward to achieve
their amplification by using the appropriate polymerase enzyme(s), resulting in
large numbers of progeny. If the molecules selected are proteins, which cannot
be amplified directly, then one must amplify nucleic acid molecules that encode,
and are physically linked to, the corresponding proteins (Joyce, 2011).
Arguably, the ultimate bottom-up synthetic biology achievement would be
to build life from scratch. Joyce explained that none of the technologies available

“Owing to this struggle for life, any
variation...if it be in any degree profitable
to an individual of any species, in its
infinitely complex relations to other organic
beings and to external nature...will
generally be inherited by its offspring.”

The Origin of Species, 1859

Charles Darwin
1809-1882

FIGURE WO-9 Principles of evolution.
SOURCE: Darwin (1859).
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for amplifying molecules are self-sustaining. The informational molecules that
keep systems running, such as T7 RNA polymerase, reverse transcriptase, etc., are
evolved outside the systems. None of the known directed evolution technologies,
at the moment, meet generally agreed-upon criteria for a working definition of life:
“a self-sustained chemical system capable of undergoing Darwinian evolution.”

As Joyce observed, the pioneering Miller-Urey experiments of the 1950s did
not meet the criteria of “life” either (Miller, 1953). Although Miller and Urey
created the necessary preconditions for the spontaneous formation of amino acids
from scratch, their synthesized *“prebiotic soup”—or “prebiotic consommé” as
Joyce described it—contained no informational components and therefore had
no self-sustaining capacity, let alone a capacity for Darwinian evolution. Joyce
stated that, in the 60 years since the famous Miller and Urey experiment, the
field has advanced to a point where scientists are “getting close” to creating life,
with a great deal of focus on RNA molecules and their likely critical role in the
early history of life on Earth (Cheng and Unrau, 2010; Joyce, 2002; Lincoln and
Joyce, 2009; Ricardo and Szostak, 2009). Some RNA molecules have the capac-
ity to catalyze their own replication and, therefore, the potential to evolve—with
replication copying errors giving rise to the genetic variation upon which natural
selection acts. In fact, as Joyce remarked, many scientists suspect that DNA and
protein-based life evolved from an “RNA world” when genetic information was
encoded in RNA, approximately 4.2 to 3.6 billion years ago (Atkins et al., 2011;
Joyce, 2002).

Self-Sustained Darwinian Evolution” An explicit goal of Joyce’s research is
to construct a system of RNA molecules that undergo self-sustained Darwinian
evolution (Joyce, 2011). According to Joyce, this goal was recently achieved, al-
though the system still lacks the complexity and inventiveness of what one might
regard as life. The self-sustained evolving system employs populations of RNA
enzymes that catalyze the RNA-template joining of RNA substrates. The enzymes
contain about 55 essential nucleotides and can be made to join pairs of RNA
substrates of almost any sequence (Rogers and Joyce, 2001). If the substrates,
once joined, form additional copies of the enzymes, then self-replication can be
achieved. The newly formed enzymes behave similarly, resulting in exponential
growth (Paul and Joyce, 2002). Initially the process could not be sustained in-
definitely and was informationally restricted by the requirement that the original
and newly formed enzymes must have the same sequence.

Joyce and his team then developed an improved version of the replication
system that employs two different RNA enzymes that catalyze each other’s syn-
thesis, enabling their cross-replication and sustained exponential growth (Kim
and Joyce, 2004; Lincoln and Joyce, 2009). Each enzyme of the cross-replicating

"The following section is adapted from the contributed manuscript by Joyce in Appendix A,
pages 236-243.
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pair contains two substrate-binding domains that recognize corresponding oligo-
nucleotide substrates through Watson-Crick pairing.® During cross-replication,
the “Watson” enzyme joins two pieces of RNA to form the “Crick” enzyme, while
the “Crick” enzyme joins two pieces of RNA to form the “Watson” enzyme.
Information is passed back and forth between these two enzymes in the form of
particular sequences within the two substrate-binding domains.

Joyce observed that it was now possible, following optimization of the cross-
replication system, to achieve a 100-fold amplification in the absence of any bio-
logical materials in just a few hours at a constant temperature (Lincoln and Joyce,
2009). The only informational macromolecules in the system are the enzymes and
their components, which themselves are subject to Darwinian evolution within
the system. The only other components are MgCl,, a buffer to maintain pH, and
H,O. Evolution can occur because there are many potential variants of the cross-
replicating enzymes that must compete for a finite supply of substrates and can
undergo mutation through recombination of the two substrate-binding domains.

Beginning with a small seed of the cross-replicating enzymes, Joyce ex-
plained that amplification occurred with exponential growth and was only limited
by the amount of substrate available. The amplification profile follows the logistic
growth equation:

[enzyme] =a /(1 + be™"),

where a is the maximum extent of amplification, b is the degree of sigmoidicity,
and c is the exponential growth rate. This equation also describes population
growth for biological organisms constrained by the carrying capacity of their
local environment.

Joyce remarked that cross-replication of the RNA enzymes could be sus-
tained indefinitely by continuing to supply the necessary substrates to the culture.
This is most conveniently achieved through a serial transfer procedure, whereby a
small aliquot of material is taken from a spent reaction mixture and transferred to
a new reaction vessel that contains a fresh supply of substrates. The new reaction
mixture contained only those enzymes that were carried over in the aliquot, and
these enzymes immediately resume exponential amplification in the new mixture.
Within a period of 24 hours, according to Joyce, an overall amplification factor
of >10° can be achieved (Lincoln and Joyce, 2009).

As illustrated in Figure WO-10 and discussed by Joyce, over a period of 100
hours, the two starter cultures effectively disappeared as new variants emerged
and were selected for through recombination. More recently, Joyce and col-
leagues started a culture with 64 variants of each ribozyme (M. Robertson and
G. F. Joyce, unpublished data).

8 In the canonical Watson-Crick DNA base pairing, adenine (A) forms a base pair with thymine (T)
and guanine (G) forms a base pair with cytosine (C).
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FIGURE WO-10 Self-sustained amplification of a population of cross-replicating RNA
enzymes, resulting in selection of the fittest replicators. (A) Beginning with 12 pairs of
cross-replicating RNA enzymes, amplification was sustained for 20 successive rounds of
~20-fold amplification and 20-fold dilution. The concentrations of all E (black) and E’
(gray) molecules were measured after each incubation. (B) Graphical representation of
50 E and 50 E’ clones (dark and light columns, respectively) that were sequenced after
the last incubation. The A and B (or B” and A”) components of the various enzymes are
shown on the horizontal axes, with nonrecombinant enzymes indicated by shaded boxes
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along the diagonal. The number of clones containing each combination of components is
shown on the vertical axis. (C) Comparative growth of E1 (circles) and A5B3 (squares) in
the presence of either their cognate substrates alone (solid symbols) or all substrates that
were present during serial transfer (open symbols). (D) Growth of ASB3 (black curve) and
B5’A3’ (gray curve) in the presence of the eight substrates (A5, B2, B3, B4, B5’, A2, A%,
and A4’) that make up the three most abundant cross-replicating enzymes.

SOURCE: Adapted from Lincoln and Joyce (2009).
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The next step beyond self-replication with Darwinian evolution, Joyce re-
marked, is to build a system whose replication is contingent on other functions by,
for example, installing an aptamer® on the ribozyme that recognizes a particular
substance. When the aptamer recognizes the substance, it changes structure and
allows the replicator to replicate (Lam and Joyce, 2009, 2011). There is a wide
range of potential diagnostic and environmental sensor applications for such a
system.

Joyce emphasized that even though the replicator that he and his colleagues
built can do something that no other system outside of biology can do—sustain
replication with exponential growth—it is not “alive” in the classic Darwinian
definition of “life.” This point is illustrated in Figure WO-11.

Mutation occurs through recombination, and the investigators are explor-
ing increasing the genetic variation available for selection. In an effort to create
that system, Joyce and his team are working with starter cultures containing 256
variants of each ribozyme, resulting in the production of 65,536 recombinants.
Joyce does not, however, consider the replicator a living system because thus far
it lacks the capacity for inventing novel function.

The ultimate application, Joyce said, would be a replicator that invents its
own function by evolving over time in response to the constraints of its envi-
ronment—a feat that would require a significant level of genetic complexity. As
Joyce observed, life on Earth, although vulnerable to extreme changes of environ-
mental conditions, has demonstrated extraordinary resiliency and inventiveness
in adapting to highly disparate niches.'® Perhaps the most significant invention
of life is a genetic system that has an extensible capacity for inventiveness,
something that likely will not be achieved soon for synthetic biological systems
(Joyce, 2011).

High-Throughput Screening

High-throughput screening (HTS) is the process of sorting through large
numbers of diverse biomolecular or chemical compounds in an efficient manner
in order to rapidly identify molecules with properties of interest. Such technolo-
gies are essential to achieving any benefit from the construction of large and
diverse libraries of compounds, as they are used to select a particular compound
having the desired properties. These properties might include desirable bio-
chemical or enzymatic activities for a potential therapeutic agent. Advances in
miniaturized screening technologies—bioinformatics, robotics, and a variety of
other technologies—have all contributed to the improved biological assay ef-
ficiency that characterizes HTS (Gulati et al., 2009). DNA or oligonucleotide
microarrays— ‘DNA chips”—are routinely employed in both basic and applied

° An aptamer is an oligonucleotide or peptide molecule that binds to a specific target molecule.
10For a more in-depth discussion see contributed manuscript by Joyce in Appendix A, pages
236-243.
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FIGURE WO-11 Is it alive? (no).
SOURCE: Joyce (2011).

research to facilitate the large-scale screening and monitoring of gene expression
levels, gene function, and genetic variation in biological samples, and to identify
novel drug targets.

The process of screening large numbers of compounds against potential dis-
ease targets is characterized by a collection of technologies that strive to increase
biological assay efficiency through the application of miniaturized screening
formats, and advanced liquid handling, signal detection, robotics, informatics,
and a variety of other technologies. Over the past several years, the industry has
witnessed a revolution in screening capabilities resulting in the ability of a user
to screen more than 100,000 compounds per day for potential biological activity.
Evaluating upwards of 1,000,000 compounds for biological (or other) properties
in a screening campaign is now commonplace in the pharmaceutical industry.

Metagenomic Mining In addition to screening DNA databases, scientists are
screening the natural world for potentially useful DNA sequences. Metagenomic
mining involves the extraction of microbial genes from environmental samples
without having cultivated the organisms (Rondon et al., 2000). It has been esti-
mated that more than 99 percent of microorganisms in most environments have
not been cultured in the laboratory. Because of this, very little is known about
their genomes, genes, and encoded enzymatic activities. The isolation, archiving,
and analysis of environmental DNA—the so-called metagenomes—have enabled
scientists to mine microbial diversity, and has allowed investigators to access the
metagenomes of environmental microbial communities, identify protein coding
sequences, and even reconstruct biochemical pathways, providing insights into
the properties and functions of these organisms. The generation and analysis of
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(meta)genomic libraries is thus a powerful approach to harvest and archive envi-
ronmental genetic resources, leading to the identification of the organisms that are
present, what they do, and how their genetic information may have applications
to the human condition (Ferrer-Costa et al., 2005). The evaluation of background
genetic diversity will enable projections of mutation rates and emergence of new
species that could be important for public health applications.

Speaker George Church of Harvard University and his research team used
metagenomic mining to identify hundreds of soil bacteria able to subsist on
antibiotics as their sole carbon source (Dantas et al., 2008). That such a phylo-
genetically diverse group of soil bacteria subsists on antibiotics points to a vast
unrecognized and unappreciated environmental reservoir of microorganisms that
are naturally resistant to antibiotics. Many of the bacteria sampled are closely
related to human pathogens (Dantas et al., 2008).

Church discussed how he and others have been using metagenomic min-
ing as a tool for tapping into novel microbial capabilities. Metagenomic mining
has been used to extract and express a novel alkane biosynthesis pathway from
cyanobacteria in E. coli (Schirmer et al., 2010). Synthetic biologists now can use
the genetic and enzymatic machinery of this newly discovered pathway to engi-
neer cells to convert renewable raw materials into biofuels (Sommer et al., 2010).

Recycling the “Trash” from HTS: Implications for Emerging Infectious
Disease Management Speaker Stephen Johnston of Arizona State University ex-
plored how synthesized sequences, genes, and proteins are creating genomic and
proteomic resources for a range of HTS-based applications, such as proteomic
screening for vaccines. With the capacity to clone or chemically synthesize entire
pathogen genomes, scientists are now able to produce on a single array, or chip,
the proteins for all of those genes and screen those proteins for immunoreactiv-
ity—such as antibody reactivity and T-cell reactivity. Investigators are also able
to probe immunoreactive proteins for their potential to serve as vaccine targets
(Borovkov et al., 2009; Stemke-Hale et al., 2005). Johnston observed that some
pathogen proteomes are very reactive, whereas others have only a small propor-
tion of immunoreactive proteins. In an HTS technique known as expression
library immunization, all of a pathogen’s genes are synthesized and arrayed in
groups and used to vaccinate mice that are then challenged with the pathogen of
interest. Groups that confer protection are interrogated further in order to identify
which gene product(s) are actually protective (Barry et al., 1995; Borovkov et al.,
2009; Talaat and Stemke-Hale, 2005).

Expression library immunization is also being used to screen for other types
of compounds. Johnston and colleagues have used the technique to identify the
gene B2L which is believed to be associated with the hyperaccumulation of
dendritic cells that occurs following parapox infection. Infected individuals are
protected only by a transient period of innate immunity. But that transient protec-
tion afforded is so strong that animals vaccinated with Baypamun®, a parapox
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vaccine developed by Bayer Pharma of Leverkusen, Germany, are protected from
virtually all pathogens for four to five days. (The vaccine is usually administered
to animals being transported under conditions of close confinement.)

In a further application of HTS, Johnston and colleagues are making anti-
bodies much more quickly and less expensively, by using the protein “leftovers”
of synthetic biology. Conventional production of antibodies for the entire human
genome has been estimated to cost $750 million and take 10 years. Instead of
using proteins as the starting material, Johnston’s group decided to start with
synthetic antibodies known as synbodies—random peptide pairs linked together
by scaffolds. The technique involves “throwing” the synbodies onto an array
containing thousands of human proteins and identifying ligands by observing
where on the array the peptides bind (Diehnelt et al., 2010; Greving et al., 2010;
Williams et al., 2009).

Compared to conventional antibody production, which takes about three
months and involves extracting the antibody from an animal model at a cost of
approximately $3,000 per antibody, generating a high-affinity synbody using this
novel synthetic approach takes about five days at one-third of the cost of conven-
tional methods. According to Johnston, the ability to synthesize genes and other
molecules, like synbodies, and then screen those compounds for their bioactivity
holds great promise for vaccine discovery, antibody production, drug discovery,
diagnostics, and other tools for managing emerging infectious diseases.

Rebuilding Complex Functions Encoded by Multiple Genes Speaker
Christopher Voigt’s group, at the University of California, San Francisco, has
been working with several of these gene clusters as part of an effort to develop a
methodology for reengineering entire gene clusters. Several gene clusters have
been found to have useful functions with potentially very valuable industrial
applications (Fischbach and Voigt, 2010). The challenge, according to Voigt,
is that the underlying regulation of many of these gene clusters is very com-
plicated, poorly understood, and highly embedded in the natural regulation of
the host organism.

Voigt’s research team is interested in a cluster of genes that Salmonella
typhimurium uses to build a hypodermic-like needle for the secretion of virulent
proteins (Marlovits et al., 2004). The type III secretion system is a common viru-
lence mechanism in Gram-negative bacteria. As illustrated in the cryo-electron
microscopy image of Figure WO-12, they form large needle-like appendages that
go through both the inner and the outer bacterial membranes and then extend out
from the surface. They are normally used to deliver proteins to host cells to do
things like rearrange the actin networks to promote invasion or control the traf-
ficking of the bacteriosome inside the cell (Kubori et al., 2000; Marlovits et al.,
2004; Sukhan et al., 2003).

In order to harness that needle for other purposes, Voigt and his team are at-
tempting to reengineer the gene cluster in a host organism. S. typhimurium, Voigt
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FIGURE WO-12 Type III secretion system.
SOURCE: Adapted from Kubori et al. (2000), Marlovits et al. (2004), and Sukhan et al.
(2003).

said, maintains very tight control over when the needle is produced. The condi-
tions must be exactly right for that particular stage of virulence.!! Hijacking the
system for another purpose requires breaking through the tight regulation, which
Voigt described as a “very nontrivial task.”

Voigt’s group has developed a technology for completely erasing all of
the native regulation underlying a single gene cluster in order to have, as Voigt
described it, complete control over all of the functions encoded by that gene
cluster—when to turn the function on and off—and optimizing the function(s),
through a process known as refactoring. “Refactoring” is a term derived by anal-
ogy from the software industry. It refers to a modification in the software code
without a loss of the basic functionality of that software. When software manu-
facturers experience a problem with their software, they may fix that problem
by rewriting the code in such a way that the underlying software continues to
function unchanged. In synthetic biology, refactoring involves rewriting the DNA
sequence so that it is easier to engineer but in such a way that the fundamental
functionality of that sequence remains the same. A schematic of this approach is
illustrated in Figure WO-13.

' 'The needle will only be produced (the genes only turned on) for the time required for that stage
of virulence to be completed.
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FIGURE WO-13 “Refactoring” gene clusters.
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As Voigt explained, refactoring gene clusters involves at least six elements:

» eliminating all nonessential genes—everything in the cluster that is not
critical to the desired function;

« removing all native regulation within the gene cluster, as well as all
noncoding DNA;

e eliminating all of the unknown regulation that might be occurring within
each gene (i.e., by removing internal promoters), so that the gene en-
codes only the amino acid sequence that is being produced,;

e organizing the genes into operons that do not necessarily follow the
order of genes in the natural system;

« filling in all of the necessary regulation with synthetic parts; and

e building a synthetic controller for the system. The controller contains all
of the sensors that feed information into the system (e.g., light, growth
stage, oxygen, and membrane stress).
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The first refactored system built by Voigt and his team was a nitrogen fixa-
tion system in Klebsiella oxytoca. The scientists refactored the 20-gene cluster,
25,000 base-pair section of DNA, responsible for reducing atmospheric nitrogen
into ammonia (Rubio and Ludden, 2008). The researchers synthesized DNA
sequences to build 3,000 to 8,000 base pair units, optimized each unit so that it
functioned as close to wild-type levels as possible, and then assembled the refac-
tored cluster in much the same way that Hutchison and his team put together their
genomic-size pieces of DNA. Voigt said that the final refactored cluster had only
about 0.3 percent of the activity of its wild-type counterpart.

Voigt’s research team is also applying the same refactoring process to the
previously mentioned gene cluster responsible for type III secretion in S. fy-
phimurium—the mechanism that S. fyphimurium uses to inject virulent proteins
into mammalian cells. The cluster is a 34,000 base—pair region of the genome.
The encoded “needle” is an 80-nanometer structure that passes through both the
inner and outer membranes of the bacterial cell and provides a means of transport
for proteins inside the cell to exit. Voigt and his team chose to work with this
system because they wanted to harness it to export other, nonvirulent recombi-
nant proteins. Voigt remarked that, while there are a number of scenarios where
having such a system in place would be desirable, there are few mechanisms for
transporting proteins through the double membranes of Gram-negative bacteria.

Spider silk has a similar tensile strength yet is much lighter than steel. Until
recently there has been no way to produce spider silk in sufficient quantities to
explore its use in new materials. A significant finding that could have widescale
application is the synthetic engineering of Salmonella species that can secrete
spider silk. Large-scale production of spider silk by engineered Salmonella could
lead to new, superstrong and light weavable materials, that could have major
applications in the aeronautic, automotive, and transportation industries (Royal
Academy of Engineering, 2009).

Voigt’s team demonstrated that they could modify the type III secretion
system of Salmonella using synthetically designed genes to, in effect, turn the
Salmonella into small spider silk factories (Widmaier and Voigt, 2010; Widmaier
et al., 2009). Refactoring was exploited by Voigt’s team as a means to overcome
two key challenges: first, the difficulty in turning the natural gene cluster “on”
under conditions that are relevant for the production of proteins, or creating the
pathogenic conditions needed for turning it on; and second, the short length of
time that the natural system remains turned on, which makes it difficult to exploit
for production.

Computational Modeling

It is impossible to discuss the rapid progress in biology and genetics without
also acknowledging the concurrent rise in computational ability made possible
by the growth in the processing power and storage capacity of computers over
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the past 30 years. These technologies have led to an explosion in data accessibil-
ity and have matured computing to a point at which computational modeling is
being used to analyze systems-level biological complexity. Synthetic biologists
routinely use computational models,'> or computer replicas of living systems
(“silicon cells”), to make qualitative or quantitative predictions about how their
engineered systems are likely to function, based not just on molecular properties
of the components but also on dynamics of the system as a whole (Westerhoff
and van Dam, 1987). Computational models provide researchers with a tool for
mining the vast and growing wealth of biological data and predicting how their
engineered network(s) might function in the context of a larger system. They
serve as the basis for the forward-engineering approach that many synthetic
biologists aspire to achieve.

As a way to interpret computational modeling results and to guide construc-
tion of their engineered systems, many investigators employ computer-aided
design (CAD) systems (Goler et al., 2008; MacDonald et al., 2011). According
to speaker Paul Freemont of the Imperial College London, CAD-based modeling
and biological design are a major focus of activity at the newly formed Centre for
Synthetic Biology and Innovation (CSynBI), the United Kingdom’s first national
synthetic biology center. (Dr. Freemont’s contribution to the workshop summary
report can be found in Appendix A, pages 159-178.)

CAD-built models typically show up on a computer screen as three-dimen-
sional models of the system; the DNA sequences represented in the models can
be synthesized and then tested in living systems. Sauro described a CAD software
application called TinkerCell (www.tinkercell.com) that allows users to diagram
and analyze biological systems using a combination of modeling and experimen-
tal results (Chandran et al., 2009). The application’s flexible framework enables
the addition of new functions via a flexible plug-in framework; the functions can
be written in any of several programming languages (e.g., C, C++, MATLAB).
The driving force behind the TinkerCell initiative, Sauro said, was the desire to
connect the different types of information emerging from computational model-
ing results, experimental results, and biological parts data.

Microbial Systems Biology: Building Genome-Scale Metabolic Networks

The field of microbial systems biology is being driven by a growing num-
ber of well-curated computational reconstructions of biochemical reactions that
underlie cellular processes (Feist et al., 2009). Speaker Bernhard Palsson, of the
University of California, San Diego, observed that, over the past decade, micro-
bial systems biologists have reconstructed several organism-specific, genome-
scale metabolic networks and have used the networks for a variety of basic and

12 There are numerous software tools available for computational modeling, many of which are
listed on the Systems Biology Markup Language website (www.sbml.org).
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applied research activities, including metabolic engineering and the study of
bacterial evolution. Palsson explained that the networks differ from biochemical
networks diagrammed in textbooks; every reaction has a known genetic basis and
is directly linked to a genetic element in the target organism. Moreover, accord-
ing to Palsson, microbial metabolic systems biology is being applied more and
more to infectious disease and speaks to the interesting coupling that takes place
between the host and the pathogen, and the many different microenvironmental
niches that pathogens find in the human body.

A microbial cell is a very crowded and interconnected space, placing severe
constraints on biological functioning. Metabolic network data provide scientists
with a tool for understanding pathways in the context of the cell or organism as a
whole and for predicting the systems-level flow of metabolites (Orth et al., 2010).
One of the greatest attributes of these curated databases that effectively become
knowledge bases, Palsson said, is that they can be accessed mathematically in
a way that allows investigators to examine the underlying biochemical basis of
genotype-phenotype relationships and to make quantitative predictions.

According to Palsson, everyone working with a particular target organ-
ism would like a community consensus reconstruction of that target organism
(Herrgéard et al., 2008). Given the importance of genome-scale reconstruction
in microbial systems biology, the technique has rapidly matured to a point at
which there are standard operating procedures for genome-scale network recon-
structions (Thiele and Palsson, 2010). In fact, some of the procedures have been
partially automated (Henry et al., 2010). Still, network reconstruction is a difficult
endeavor, as computing phenotypes from genome information requires going
through a multistep process of testing many possible functions; the process also
requires characterizing the genome metastructure (Cho et al., 2009).!3

Palsson added that most genome annotations, which serve as the starting
point for reconstructions, are incomplete and often have numerous errors, with
as much as 25 percent of some genomes needing to be corrected, for poorly
characterized organisms, before the reconstruction process can even begin. H.
influenzae was the first microbial organism to have its reconstructed metabolic
network published with over 70 curated networks published, and now a much
greater number will become available (Edwards and Palsson, 1999; Singh et
al., 2002). Organisms with published metastructures that enable genome-wide
metabolic network reconstruction include Mycoplasma genitalium (Gibson et al.,
2008), Helicobacter pylori (Palsson and Zengler, 2010), and Geobacter sulfurre-
ducens (Qui et al., 2010). The phases and data requirements needed to generate
a metabolic reconstruction are illustrated in Figure WO-14.

More recently, the application of network reconstruction was expanded be-
yond metabolism by building a genome-wide network representing the complete

13 Organization of the genome with respect to where the various structural and functional compo-
nents are located.
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FIGURE WO-14 Phases and data used to generate a metabolic reconstruction. Genome-
scale metabolic reconstruction can be divided into four major phases, each of which builds
from the previous one. An additional characteristic of the reconstruction process is the
iterative refinement of reconstruction content that is driven by experimental data from
the three later phases. For each phase, specific data types are necessary that range from
high-throughput data types (for example, phenomics and metabolomics) to detailed studies
that characterize individual components (for example, biochemical data for a particular
reaction). For example, the genome annotation can provide a parts list of a cell, whereas
genetic data can provide information about the contribution of each gene product toward
a phenotype (for example, when removed or mutated). The product generated from each
reconstruction phase can be used and applied to examine a growing number of questions,
with the final product having the broadest applications.

SOURCE: Reprinted by permission from Macmillan Publishers Ltd: Nature Reviews
Microbiology, copyright 2009.
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cellular biochemical machinery for protein and RNA synthesis in E. coli (Thiele
et al., 2009). Palsson remarked that the RNA modification information contained
in the expanded network is especially noteworthy because of the constraints
that RNA modifications place on the functioning of metabolic activities. When
combined with metabolic networks, Palsson observed, genome-scale reconstruc-
tions of transcriptional and translational machinery provide maps of every known
antibiotic target with the exception of DNA gyrase. Investigators can use these
networks to predict not only how a small molecule will likely impact a particular
protein in a network but what type of metabolic response that small molecule will
likely induce; one can even examine the likely phenotypic results of off-target
binding. Currently, Palsson and his team are reconstructing the E. coli operon
network, with the goal of integrating all three genome-scale networks—meta-
bolic, transcription/translation, and operon/regulatory. As Palsson and colleagues
concluded, this work represents a crucial step toward the important and ambitious
goal of whole-cell modeling (Thiele et al., 2009).

While genome-scale reconstructions are driving the rapid growth of micro-
bial systems biology, Palsson emphasized that the curation and integration of
high-throughput data remains a significant challenge (Palsson and Zengler, 2010).
Palsson and his team are using transcription and translation network reconstructions
to better understand how pathogenicity islands in various species are regulated at
a genome-scale level, and how pathogenic microbes differ from nonpathogenic
organisms. Palsson and his team are doing this by first mapping all of the genes
in the reconstructed networks of well-known non-pathogenic organisms—such as
E. coli—onto the genomes of related pathogenic organisms (uropathogenic E. coli)
and then conducting what is known as gap-filling analysis to generate hypotheses
about pathogenicity (Cho et al., 2009; Orth and Palsson, 2010).

A Systems-Level Approach to Understanding and
Developing More Effective Vaccines

Most vaccines have been designed and developed through trial and error,
with scientists having no idea how they confer protective immunity. Systems
biology has enormous potential to radically transform the field of vaccinology
by providing biologists with the means to understand how vaccines “work”
when they stimulate the immune response (Pulendran et al., 2010). The major
objectives of speaker Bali Pulendran’s research program at Emory University are
to take a systems-level approach toward understanding how some of the many
existing successful vaccines mediate immune responses. The ultimate goal of his
research is to use this knowledge to rationally design new vaccines (Pulendran
and Ahmed, 2006) and apply the same systems-level approach to identify bio-
logical signatures that predict immunogenicity, adverse vaccine reactions, and
vaccine ineffectiveness in certain populations (Nakaya et al., 2011; Pulendran et
al., 2010; Querec et al., 2009; Thomas and Doherty, 2009).
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The live attenuated yellow fever vaccine 17D (YF-17D) developed over 65
years ago is one of the most effective vaccines ever made, Pulendran remarked.
Over 600 million people worldwide have been protected against this vector-borne
disease through the administration of this vaccine. Yet, despite the vaccine’s “suc-
cess” scientists know very little about how the vaccine actually works. The first
clues to how the vaccine “works” were reported in 2006, and suggest that the vac-
cine activates multiple Toll-like receptors (TLRs) via multiple subsets of dendritic
cells,'* eliciting a broad spectrum of immune responses (Querec et al., 2006).

More recently, this same team of investigators used a systems biology ap-
proach to identify early genetic signatures that predict immunogenicity—either
T-cell or antibody responses—in humans so that individuals can be classified as
low versus high responders (Querec et al., 2009). Pulendran remarked that he
and his colleagues were excited by the feasibility of the systems-level approach,
which had not previously been applied to vaccinology, despite its widespread use
in predicting cancer therapy response(s). One of the genes expressed early on in
the infection process, and that was well correlated with a subsequent CD8+ T-cell
response, was EIF2AK4, or GCN2, a key gene in the integrated stress response.
When cells are stressed in response to amino acid starvation, the protein encoded
by EIF2AK4/GCN2 is phosphorylated and the translation of mRNA is shut down.
Other genes involved in integrated stress response, all of which have the ultimate
effect of shutting down mRNA translation, include

e PKR (which senses viral infections),
*  HRI (senses oxygenative stress), and
*  PEK (senses endoplasmic reticulum stress).

Pulendran and his colleagues were curious about the link between expression
of these various integrated stress-response genes and YF-17D vaccination. For ex-
ample, does YF-17D vaccination stimulate the stress response? More specifically,
does EIF2AK4/GCN2 “sense” the yellow fever vaccine, and if so, how? They
discovered that vaccination leads to the rapid phosphorylation of the EIF2AK4/
GCN?2 protein and the robust formation of stress granules. Using EIF2AK4/GCN2
knockout mice, the investigators demonstrated that immunization with YF-17D
leads to a remarkably impaired T-cell response, suggesting that the EIF2AK4/
GCN?2 gene plays a critical role in the induction of adaptive immune responses
to this virus. Pulendran observed that these results, while confirming the link
between the stress response gene(s) and immunogenicity of YF-17D, were also
puzzling. Preliminary data suggest that activation of the gene EIF2AK4/GCN?2,
a gene involved in amino acid sensing, triggers a process known as autophagy,
whereby dendritic cells—the cells of the immune system activated by the yellow

14 Dendritic cells present antigen to T-cells. TLRs are innate receptors expressed by dendritic and
other cells of the immune system. TLRs have evolved to sense highly conserved molecular patterns
within microbes and viruses.
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fever vaccine—start consuming their own cytosols. This process, in turn, makes
the dendritic cells very efficient at processing viral antigens and communicating
that information to T-cells (Nimmerjahn et al., 2003).

Pulendran’s research team has been conducting clinical trials with both the
trivalent inactivated influenza vaccine (TIV) and the live attenuated influenza vac-
cine (LAIV; or FluMist®) to determine whether a genetic signature approach can
be used to predict immunogenicity (Nakaya et al., 2011). Generally, FluMist® was
observed to induce a much weaker response (as measured by hemagglutination
inhibition [HAI] titers!®) than the inactivated influenza vaccine does, suggest-
ing that the trivalent inactivated influenza vaccine induces a stronger immune
response than the live, attenuated, vaccine (Nakaya et al., 2011). Pulendran noted
that this finding contradicts the epidemiological data that have demonstrated that
LAIV is, in fact, an effective vaccine in some subjects and that the HAI titer is
only one of numerous metrics that can be used to measure the immune response.

In addition, individuals immunized with TIV were found to express several
B-cell genes that were correlated to the maximum HAI response and that a cluster
of about 150 genes appeared to segregate among “low” versus “high” responders
(Nakaya et al., 2011). These genes include TNFRSF17, which is also one of the
best predictors of neutralizing antibody response to the yellow fever vaccine. This
conserved expression of immune responsiveness to an antigen suggests that there
may be common predictors of immunogenicity among different vaccines with
many genes targeted by the transcription factor XPB-1. Taken together, a hand-
ful of genes have been correlated with predicting the maximum HAI response
with a greater than 90 percent degree of accuracy. This observation is illustrated
in Figure WO-15.

Pulendran expressed the hope that the growing effort to identify gene pro-
files that correlate with different types of immune system responses—both the
innate and adaptive immune responses—may eventually lead to development of
a generic vaccine chip containing 50 to 100 genes that can be used to predict the
immune responsiveness to a broad range of vaccines. Figure WO-16 illustrates a
schematic of such a chip.

Currently, Pulendran and his team are exploring the biology of various
genetic signatures in order to determine which ones are predictive signatures of
immunogenicity. From an immunological perspective, some of the predictive
genes, such as TNFRSF17, make sense, Pulendran observed. The potential roles
of other genes in protective immune responses to vaccines are not as obvious.
For example, CaMKIV knockout mice have a defect in short-term memory and
are unable to find their way around mazes (Kang et al., 2001). At the same time,
CaMKIV (calcium-calmodulin dependent kinase 4) has been found to play a
critical role in calcium sensing and signaling. As illustrated in Figure WO-17,

ISHAI tests measure the amount of serum antibodies directed against a hemagglutinating virus,
with higher levels, or titers, being associated with greater protection.
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FIGURE WO-16 Schematic for theoretical construction of a generic vaccine chip. (Top)
Systems biology approaches allow the identification of predictive gene signatures of
immunogenicity for many vaccines. Vaccines with similar correlates of protection may
or may not share the same gene markers. The identification of predictive signatures of
many vaccines would enable the development of a vaccine chip. (Bottom) This chip would
consist of perhaps a few hundred genes, subsets of which would predict a particular type
of innate or adaptive immune response (e.g., magnitude of effector CD8+ T-cell response,
frequency of polyfunctional T-cells, balance of T helper 1 [Thl], Th2, and Th17 cells,
high-affinity antibody titers, and so on). This would allow the rapid evaluation of vaccinees
for the strength, type, duration, and quality of protective immune responses stimulated
by the vaccine. Thus, the vaccine chip is a device that could be used to predict immuno-
genicity and protective capacity of virtually any vaccine in the future.

SOURCE: This figure was published in Immunity, 33, Pulendran, B., Li, S., Nakaya, H. L.,
Systems Vaccinology, 516-529, Copyright Elsevier (2010).

CAMK4 expression on postvaccination day 3 is negatively correlated to serum
antibody HAI response on day 28 postvaccination, leading to the conclusion that
CAMKA4 plays a role in the regulation of antibody response, with CAMK4 knock-
out mice showing a greater flu-specific antibody response (Nakaya et al., 2011).

Knowledge of how the yellow fever vaccine induces an immune response
could have applications in the development of novel vaccines for use in protec-
tion against other pathogens. Pulendran observed that the yellow fever vaccine’s
activation of four different TLRs, for example, seemed to be associated with the
longevity of the effectiveness of the vaccine. If a synthetic system could be engi-
neered with the same TLR ligands, it may be possible to invoke a similar long-
lasting immune response in other vaccines. Pulendran observed that this is an
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FIGURE WO-17 CAMKA4 expression on post-vaccination day 3.
SOURCE: Pulendran (2011; adapted from Nakaya et al. [2011]).

example of where you can mimic a live virus by using some version of synthetic
biology. A hypothetical schematic of this “ideal” is illustrated in Figure WO-18.

Systems biology promises to offer a new paradigm in vaccinology. Systems
approaches applied to clinical trials may lead to the generation of new hypotheses
about the biological mechanisms underlying vaccine-induced immunity. Such
hypotheses can then be tested with animal models or in in vitro human systems.
The insights gained from experimentation can then guide the design and develop-
ment of new vaccines.

A Systems-Level Approach to Understanding the Immune
Response and Managing Immunotherapy

A systems approach to disease is predicated on the idea that the analysis of
dynamic, disease perturbed, networks and the detailed mechanistic understand-
ing of disease that it provides can transform every aspect of how we practice
medicine—better diagnostics, effective new approaches to therapy and even
prevention.

—Heath et al. (2009)

Cells of the immune system are almost always characterized by their func-
tional potential rather than their functional performance. Such a phenotypic clas-
sification implies a cellular functional capacity, but it does not describe the actual
functions. Because of this naming convention, results from assays that measure
immune cell phenotype can be, and often are, misleading. Speaker Jim Heath of
the California Institute of Technology explained how a functional analysis, spe-
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FIGURE WO-18 A framework for systems vaccinology. Systems biology approaches
applied to clinical trials can lead to the generation of new hypotheses that can be tested
and ultimately lead to developing better vaccines. For example, immune responses to
vaccination in clinical trials can be profiled in exquisite depth with technologies such as
microarrays, deep sequencing, and proteomics. The high-throughput data generated can be
mined using bioinformatics tools and can be used to create hypotheses about the biological
mechanisms underlying vaccine-induced immunity. Such hypotheses can then be tested
with animal models or in vitro human systems. The insights gained from experimentation
can then guide the design and development of new vaccines. Such a framework seeks to
bridge the so-called gaps between clinical trials and discovery-based science, between
human immunology and mouse immunology, and between translational and basic science
and offers a seamless continuum of scientific discovery and vaccine invention.
SOURCE: This figure was published in Immunity, 33, Pulendran, B., Li, S., Nakaya, H. L.,
Systems Vaccinology, 516-529, Copyright Elsevier (2010).
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cifically a systems-level functional analysis of a network of signaling proteins,
might yield more accurate and helpful information about whether and how the
immune system is responding to any given therapy. Although he used the example
of cancer immunotherapy, and specifically adoptive T-cell immunotherapy for the
treatment of melanoma, Heath said that the technologies were general enough
that they could also be useful for monitoring T-cell responses to vaccination.

Adoptive T-cell immunotherapy, a technique pioneered by Steven Rosenberg
at the National Institutes of Health, involves extracting T-cells from the patient’s
body, genetically modifying them so that they recognize antigens expressed on
the surfaces of the specific cancer cells to be targeted, and then expanding and
re-infusing these modified T-cells back into the patient’s body (Rosenberg et al.,
1988). A timeline for this type of immunotherapy is presented in Figure WO-19.
When adoptive T-cell immunotherapy works, Heath said, it is a valuable treat-
ment for advanced cancers; the patients are effectively immunized against their
own cancers. But getting immunotherapy to work is a nontrivial exercise, made
all the more challenging by the fact that it is difficult to even know if the targeted
therapy is working until about 1 to 2 months into the treatment, when a positron
emission tomography (PET) or computed tomography (CT) scan, or other diag-
nostic imaging, reveals whether the cancer is shrinking or not.

Within the first few days of the therapy, Heath said, early inflammatory re-
sponses on the skin can indicate whether the therapy is working. Following that
initial inflammatory skin response, according to Heath, you are “flying blind”
until images can be gathered later in the treatment process. In the interim, flow
cytometry can be used, but again, the results can be misleading. Flow cytometry
can be used to measure the populations of the engineered tumor-antigen-specific
T-cells that were infused into the patient. The general idea is that a persistent
population of those cell phenotypes is a necessary (but not sufficient) condition
for successful therapy. Heath mentioned one patient—Patient 5—whose flow
cytometry results suggested that the patient was responding well to therapy when
in fact the cancer was returning; the patient ultimately died. Heath and his col-
leagues hypothesized that “a comprehensive functional analysis of defined T-cell
populations, assayed over time, can reveal not just when and how the therapy is
working but when and how it fails.” Figure WO-20 summarizes the clinical trial
timeline and results for “Patient 5.”

Heath described the engineered T-cells that are used in adoptive T-cell immu-
notherapy as “tremendously complicated drugs”—that need continuous monitor-
ing. Engineered T-cells are “asked” to carry out more than 20 distinct functions,
from finding, targeting, and killing the tumor to replicating and recruiting other
cells of the immune system to the tumor to induce phagocytosis of the dead tumor
cells. In addition, these cells are being asked to play roles in controlling, mediat-
ing, and promoting the inflammatory response in a directed fashion. As Heath
observed, if you want to understand the nature of these engineered T-cells, you
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cannot just look at the T-cell population. One must also look at these functions at
the single-cell level, which is where the technology challenge comes.

Monitoring the function of engineered T-cells requires gathering data on
individual cell activity via the measurement of the secreted (functional) proteins
that describe that activity. Flow cytometry, the established single-cell proteomic
technique, is used to measure the membrane proteins that are used to phenotype
the cells. For example, a MART-1 antigen-specific CD3+/CD8+ T-cell is identi-
fied, using multiplexed flow cytometry, by the MART-1 T-cell receptor, and the
CD3 and CD8 membrane proteins. This classification, however, does not charac-
terize the functional performance of those cells.

One way to characterize T-cell functional performance is to measure the
secreted proteins that are associated with the specific functions. An overall as-
sessment of T-cell performance can then be estimated by the numbers of functions
that each T-cell is performing. An analogy is to consider a highly function-
ing T-cell as a “Superman®’ drug. As functional performance decreases, the
T-cells can be considered, successively, as Batman®, Robin®, and finally Homer
Simpson® T-cells. This is illustrated in the following cartoon (Figure WO-21).

A simple picture of the effectiveness of a T-cell therapy is to quantitate
the numbers of Superman®, Batman®, etc., T-cells. The technical challenge is
to measure large numbers of secreted proteins from individual, phenotypically
defined T-cells, and to perform that measurement on a statistically representative
number of T-cells.

In order to meet this technological challenge, Heath and his colleagues de-
veloped two technologies: (1) a nucleic acid cell sorting (NACS) technology for
epitope spreading analysis for capturing a large library of tumor antigen-specific
T-cells (T-cells associated with the melanoma) (Kwong et al., 2009) and (2) a
single-cell barcode chip (SCBC) technology for the T-cell functional analysis
(Ma et al., 2011; Shin et al., 2010). Heath remarked that, at its present stage, the
SCBC allows for 1,500 individual single-cell experiments to be conducted simul-

MART-1 F5 TCR g
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FIGURE WO-20 Clinical trial timeline on patient 5.
SOURCE: Heath (2011).
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FIGURE WO-21 The effectiveness of T-cells based upon their functionality is reflected
in this analogy. T-cells can do at least 20 to 30 separate key functions, such as replicating
and tumor killing. The most effective T-cells have many functions, while the least effec-
tive T-cells may not have any. From a perspective of fighting a disease, highly functional
(Superman® or Batman®) T-cells are desired.

taneously in a miniaturized array format, with up to 20 proteins quantitatively
assayed per single cell. Within the SCBC, individual cells are isolated within ~2
nanoliter volume chambers, and each of these chambers is equipped with a full
barcode structured antibody array.

As an initial demonstration of the potential effectiveness and value of this
approach, Heath reported that he and his team initially conducted this functional
analysis on a single melanoma cancer patient, at a single time point. Heath’s team
looked at a set of MART-1 antigen-specific CD8+ T-cells. The MART-1 antigen
specificity of these T-cells was genetically engineered for the melanoma immuno-
therapy. By phenotypic analysis, these T-cells were 90 percent homogeneous and
could be classified as effective memory T-cells (Ma et al., 2011). By functional
analysis, however, they were all over the map. In the top 63 percent of the popu-
lation, there were approximately 50 different functional phenotypes represented;
there were populations of highly functional “Supermans®” at one extreme to
populations of “Homer Simpsons®” on the other. These cells were compared
against peripheral blood monocytes (PBMCs) collected from healthy individuals.
The cells from the healthy donors were, by and large, low-functioning “Homer
Simpsons®™,” exhibiting about one function per cell. The average functional ca-
pacity of the MART-1 CD8+ T cells from the melanoma cancer patient was
significantly higher—about 5.3 functions per cell.

Heath and his team next conducted a longitudinal study in a single patient
(unpublished). They quantitatively measured more than 1 million protein func-
tions over the course of therapy. They conducted what is known as principal
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component analysis. In such an analysis, the single-cell data are mathematically
condensed into vectors, or “functional directions.” If, for example, 20 variables
(proteins) are measured for each single cell, then 20 principle components can
be extracted. Those principle components can, in certain ways, recapitulate the
original data. The top principal component may recapitulate a large percentage
(say, 20 percent) of the data, whereas the bottom principle components will only
capture a fraction of a percent of the data. Thus, the top couple of principle com-
ponents can be used to describe the dominant functional directions of the immune
cells. By recording how those functional directions changed over time, Heath was
able to describe a “movie of how the therapy proceeded.” The researchers sepa-
rately investigated two phenotypes of engineered cells: MART-1 antigen-specific
CD4+ T-cells, and MART-1 antigen-specific CD8+ T-cells. The MART-1 CD4+
exhibited highly coordinated functions, including a small number of anti-tumor
functions, but persisted for only a short period of time. By post-infusion day 30,
those cells had almost completely disappeared from circulation. By contrast,
the engineered MART-1-specific CD8+ cells were observed to persist for the
duration of the study but were only effective cancer killers for the first couple of
weeks, after which their anti-tumor functions were replaced by other functions.
As illustrated in Figure WO-22, the disappearance and loss of function of the
MART-1-specific CD4+ and MART-1-specific CD8+ cells, respectively, suggests
that this engineered immunity is a short-lived and perhaps ineffective therapy.
However, additional measurements indicate that this engineered therapy triggers
the development of an acquired immune response. Heath’s group was able to
capture that acquired response by measuring the populations of CD8+ T-cells
that were not MART-1 antigen—specific, but instead were specific for a spectrum
of other tumor antigens associated with melanoma. Those cells begin to appear
at significant levels around days 20-30 following the start of therapy, and persist
with tumor-killing functions for about 2 months. It is possible that this acquired
immune response constitutes the majority of tumor killing that occurs during the
90-day period over which the therapy was monitored.

Not only did Heath and his team devise a way to monitor the therapy over
time, they found that although the engineered cells kick-started the killing, they
were not the dominant killing cells over time. Heath suggested (and has sub-
sequently confirmed) that a similar analysis performed on different melanoma
cancer patients participating in the immunotherapy trial would reveal different
results that reflect the individual patient’s response to therapy. These types of
analyses can provide input for designing improved immunotherapy trials, and
perhaps contribute to customizing that therapy in order to optimize individual-
patient therapeutic responses.

The technologies that Heath’s research team developed while building a
chip for use in immunotherapy monitoring can also be used to examine and
describe immune cell function in terms of functional protein signaling networks.
Heath emphasized an important distinction between functional protein signaling
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networks and transcriptome networks. As Heath discussed, in a transcriptome
network one observes a lot of positive and negative interactions, but it is unclear
whether these interactions translate into actual, functional proteins. Functional
protein signaling networks, on the other hand, are organized around both positive
and inhibitory reactions among proteins and include directional interactions of
varying strengths. In a study of macrophages, Heath and colleagues demonstrated
the value of functional protein signaling networks. Specifically, Heath’s team
demonstrated that these networks could be used to predict how perturbations,
such as the introduction of antibodies into the system, would likely impact the
system (Shin et al., 2011).

In summary, Heath’s systems-level approach has led to development of a
single-cell proteomic chip (SCPC) platform that allows for hundreds of reactions,
or experiments, to be conducted simultaneously. Initial studies have demonstrated
that the platform can be used as a way to monitor at least one type of tumor im-
munotherapy. The technology is general enough that it should be applicable to
monitoring vaccination responses as well. Heath’s initial results revealed that the
actual (functional) immune response was different from what was expected—the
dominant tumor-killing cells were not the engineered T-cells but arose from
acquired immunity that was triggered by the engineered immunity. This same
platform technology might also be used to evaluate how targeted therapies could
influence normal cellular programming.

A Systems-Level Approach to Drug Discovery

Systems biology may become a valuable approach for drug discovery (Apic
et al., 2005; di Bernardo et al., 2005; Young and Winzeler, 2005). In medicine,
disease is often viewed as an observable change of the normal network structure
of a system resulting in damage to the system; disease-perturbed proteins and
gene regulatory networks differ from their healthy counterparts, due to genetic or
environmental influences. A systems biology approach may provide insights into
how disease-related processes interact and are controlled, guide new diagnostic
and therapeutic approaches, and enable a more predictive, preventive, personal-
ized medicine (Hood et al., 2004).

Speaker Hans Westerhoff, of the University of Manchester and the VU Uni-
versity Amsterdam, discussed how his research team has been using a systems
biology approach to develop better drug targets. (Dr. Westerhoff’s contribution
to the workshop summary report can be found in Appendix A, pages 480-494.)
According to Westerhoff, before the utilization of a systems approach to drug
discovery, much of the focus of parasitic disease research and drug targeting was
through research on the molecular basis of infection. Yet this approach is not quite
accurate since, as Westerhoff explained, function depends on network function,
on biological function. The viability of a parasite or the effectiveness of a parasite
depends not on a molecule but on a network that produces the infection.
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Westerhoff described how in silico network modeling may be used to identify
better drug targets for the treatment of African trypanosomiasis,'® a vector-borne
disease caused by the parasitic Trypanosoma brucei, which is transmitted to hu-
mans through the bite of a tsetse fly (Glossina genus) (IOM, 2011). Westerfhoff
and his colleagues are using in silico modeling to conduct a biochemical network
analysis of trypanosome glycolysis and identify novel drug targets (Bakker et al.,
2010). Westerhoff remarked that the drug targets identified using a systems-level,
network approach are very different than targets identified using a conventional
single-molecule approach.

The conventional single-molecule approach pointed to phosphofructoskinase
(PFK) and other enzymes that control glycolysis in mammals as potential drug
targets, while the network approach suggested that, in fact, these enzymes exert
very limited control in trypanosomes. Rather, the uptake of glucose across the
plasma membrane is a much more important pathway-controlling step and a
more promising potential drug target (Bakker et al., 2010). Knock-out experi-
ments confirmed these predictions. Westerhoff went on to state that the “viability
of a parasite or effectiveness of a parasite depends not on a molecule but on a
network that produces this infection. So one should really look at the network
effect. . . . If you look at the network way of doing it, then you see that it is an
entirely different target.”

Using Systems Biology to Make Better Antibiotics

Antibiotic resistance in bacteria is neither surprising nor new. However, anti-
biotic resistance is accumulating and accelerating over time and space, contribut-
ing to an ever-increasing global public health crisis. Some strains of bacteria are
resistant to all but a single drug, and some may soon have no effective treatments
left in the “medicine chest.” The crisis is compounded by the dearth of novel
antibiotic compounds in the drug development pipeline (I0M, 2010).

In his prepared remarks, speaker James J. Collins, of Boston University,
discussed how he and his research team are using systems biology to study how
one particular class of antibiotics, the quinolones, work and how the antimi-
crobial action of not just quinolones but other existing antibiotic classes could
be enhanced by small-molecule inhibitors (Dwyer et al., 2007; Kohanski et al.,
2007, 2010a,b). In the past, quinolones were generally thought to kill bacterial
cells by inhibiting bacterial DNA gyrase (topoisomerase II or topoisomerase V),
interfering with replication and causing extensive DNA damage (Hancock, 2007).
Dwyer et al. (2007) conducted a systems-level analysis of gene expression data
to demonstrate that the anticipated DNA-damage response signature, in response
to the DNA gyrase inhibitor norfloxacin, represented only a small fraction of the
800 genes with altered expression (see Figure WO-23). Norfloxacin also triggered

16 Sleeping sickness.
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significant up-regulation of additional genes involved in the oxidative damage
response, iron uptake and utilization, and iron sulfur cluster synthesis pathways.
Through subsequent genetic knockout and phenotype experiments, the scientists
discovered that the antibiotic triggers a novel oxidative damage cellular death
pathway and that induction of this additional pathway appears to contribute sig-
nificantly to how quinolones kill.

This systems-level analysis was repeated with eight other antibiotics; nor-
floxacin, ampicillin, and kanamycin were found to induce similar responses,
including lethal hydroxy radical formation (Kohanski et al., 2007) (see
Figure WO-24). “These studies . . . show that there is a lot more to understand
about antibiotics, a frightening observation when one considers that research on
antibiotics has malingered for decades, especially given the enormous importance
of these medicines and the growing difficulties with multidrug-resistant ‘Super-
bugs’” (Hancock, 2007).

On a more practical level these and subsequent studies led Collins and col-
leagues to wonder if it was possible to enhance the potency of certain antibiotics
by blocking the pathways that bacterial cells use to protect themselves against
antibiotic-induced oxidative damage (Kohanski et al., 2008, 2010a). By knock-
ing out RecA, a protein that senses DNA damage and activates the bacterial
SOS response (a DNA repair pathway), the investigators were able to potentiate
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several different antibiotics. Using a RecA inhibition assay, the scientists were
able to screen over 50,000 bioactive compounds. They were also able to identify
a number of small molecules with drug-like properties. Collins noted that their
lead candidate compound increased the potency of an aminoglycoside antibiotic,
gentamicin, by 1,000-fold.

Currently, these investigators are expanding the search for other small mol-
ecules that can be coupled with drugs in other classes of antibiotic. Collins’
team is also exploring how silver salts can be used to enhance the killing power
of certain antibiotics. According to Collins, they have identified three modes of
action for silver salts:

e increase in membrane permeability;
e misregulation of the TCA cycle and electron transport chain, thereby
increasing the production of free radicals; and

e breaking down iron-sulphur clusters, further feeding the production of
free radicals.
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Vancomycin, a glycopeptide antibiotic typically prescribed for Gram-positive
bacterial infections, when used in combination with silver salts, can also kill
Gram-negative bacteria. Preliminary data demonstrate that 90 percent of infected
animals survive when administered silver salts together with vancomycin. When
vancomycin is administered alone, only 10 percent of the experimentally-infected
animals survive—a nine-fold increase in antibiotic effectiveness.

Collins and his team are also using a systems-wide approach to study the
evolution of drug resistance when bacteria are challenged with sublethal levels
of antibiotics. Kohanski et al. (2010b) delivered sublethal levels of various
antibiotics, selected for drug-resistant bacteria, and screened the genomes of
those bacteria. They observed not only an increased mutation rate associated
with sublethal antibiotic exposure but also a correlation between the change in
mutation rate and the formation of reactive oxygen species (i.e., the same reactive
oxygen species identified as the product of a common antibiotic killing pathway
by Dwyer et al. [2007] and Kohanski et al. [2007]).

Collins observed that antibiotics are serving as active mutagens—the anti-
biotics themselves are leading to increased levels of resistance. This observation
was supported by a recently published study in the Proceedings of the National
Academy of Sciences (Read et al., 2011). The investigators reported that while the
current practice of aggressive pharmacologic treatment of infections is intended
to suppress the appearance of resistant strains, this approach, in fact, promotes
the evolution of resistance. The authors suggested that current practices should
be reevaluated using evidence-based methods (Read et al., 2011).

PROGRESS IN SYNTHETIC BIOLOGY: FROM THE
TOGGLE SWITCH TO THE SYNTHETIC CELL

Unlike systems biologists, who adopt a big-picture approach to biology by
analyzing troves of data on the simultaneous activity of thousands of genes and
proteins, synthetic biologists reduce the very same systems to their simplest
unique component parts. They create models of genetic circuits, build the circuits,
see if they work, and adjust them if they do not, learning underlying principles
of biology in the process.

Because the molecular nature of many cellular reactions is only partially
understood, most synthetic genetic circuits require considerable further empirical
refinement after the initial computational work. Some scientists use directed evo-
lution to streamline the empirical process. After inserting mutated DNA circuits
into cells and selecting for those cells (and the circuits therein) that performed the
best, researchers can evolve an effective product in just a couple of generations
(Yokobayashi et al., 2002).

One of the goals of the field is to transform bacteria into tiny programmable
computers. Just like electronic computers, the living bacterial circuits would
use both analog and digital logic circuits to perform simple computations. For
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example, researchers are working to develop modular units, such as sensors and
actuators, input and output devices, genetic circuits to control cells, and a micro-
bial model organism into which to assemble these pieces. If they are successful,
a “registry of biological parts” may enable researchers to go to the freezer, get
a part, and hook it up (Registry of Standard Biological Parts). The comput-
ing power of programmable cells will likely never rival that of their electronic
counterparts. But, the beauty of synthetic biology lies in what living cells can do.

The earliest recognition of a biological “on-off switch” was the discovery
of the lac operon by Jacob and Monod (Monod and Jacob, 1961). Monod and
Jacob observed that the living cell controls its manufacture of proteins through
a feedback mechanism analogous to a toggle switch in the presence or absence
of a substrate. The discovery that enzyme synthesis was under tight regulatory
control earned Jacob, Lwoff, and Monod the Nobel Prize in Physiology or Medi-
cine in 1965.

The earliest synthetic biology devices were the biological equivalents of
electrical devices. In 2000, two research teams developed the first synthetic ge-
netic “circuits”—a toggle switch that controls gene expression (Gardner et al.,
2000), and an oscillator (“the repressilator”) that periodically induces production
of green fluorescent protein (GFP) in E. coli (Elowitz and Leibler, 2000). A toggle
switch exists in one of two states, alternating between the states in response to
a specific stimulus. The Gardner et al. (2000) system was engineered using two
promoters, each repressed by the gene product of the other; one of the repres-
sors was temperature sensitive (cI7S), and the other was sensitive to isopropyl
-p-1-thiogalactopyranoside (IPTG). The state of the system (i.e., position of
the switch) was monitored through the expression of a GFP promoter. These
investigators demonstrated that the system toggled in one direction when the
temperature was raised and toggled in the other direction when exposed to IPTG.

An oscillator is a timing mechanism and oscillator circuits play important
roles in many biological systems (e.g., circadian rhythm). The Elowitz and
Leibler (2000) system, dubbed “the repressilator,” was engineered with three
promoter-gene pairs, with the first promoter driving expression of the second
promoter’s repressor, and so on. As with the toggle switch, the state of the system
was monitored via expression of a GFP promoter.

Reliance on an engineering-based methodology does not necessarily mean
that the prototype is a perfect rendition of its model. As Collins observed, most
engineers use modeling as a guide to the design and construction of their sys-
tems, relying a great deal on intuition and “tinkering” during the actual assembly
of parts. As alluded to earlier, because the molecular nature of many cellular
reactions is only partially understood, most synthetic genetic circuits require
considerable empirical refinement following the initial computational work. This
process has been referred to as the “iterative process of modeling and experi-
ment” that is required to build synthetic genetic systems with desired character-
istics (Atkinson et al., 2003).
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After inserting mutated DNA circuits into cells and selecting for those cells and
circuits that perform the “best,” researchers can evolve an effective product in just
a couple of generations (Yokobayashi et al., 2002). Neither approach to modeling
biological behaviors is a perfect approximation of what happens in the real world.
Systems biologists have a long way to go with respect to developing a compre-
hensive understanding of how biomolecules interact to yield a healthy, functioning
cell and how perturbations interfere with that functioning (Atkinson et al., 2003).
Just as advances in systems biology have helped to drive the recent rapid growth
of synthetic biology, further advances in systems biology will continue to move the
field of synthetic biology forward. It is hoped that better models will lend greater
predictability to synthetic biology. In the meantime, synthetic biologists have been
using the same basic methodologies to engineer a variety of additional synthetic
devices (Atkinson et al., 2003; Elowitz and Leibler, 2000; Gardner et al., 2000).

Synthetic Biology: Building a Better Biosensor

Constructing bioreporter bacteria that detect toxic chemicals can be seen as one
of the early accomplishments in the field of synthetic biology. In such bacteria,
a rational design for a genetic circuit is produced from cellular sensory and
regulatory components that can translate chemical detection by the cell into
a quantifiable reporter protein signal. Experience over the past 15 years has
vielded a wide range of genetic components for use as sensor elements, DNA
switches and reporter proteins, and generated an array of genetic tools for con-
figuring these components into suitable bacterial host cells.

—van der Meer and Belkin (2010)

The early discovery and creation of toggle switches and oscillators led to
the development of the first synthetic biosensors—modified bacteria that can
detect and “report” the presence of a particular substance or environmental con-
dition. Speaker Christopher French of the University of Edinburgh observed that
synthetic biology is especially amenable to novel biosensor development since
molecular recognition is a core function of biology, allowing for the creation of
biosensors with high sensitivity and specificity. (Dr. French’s contribution to the
workshop summary report can be found in Appendix A, pages 178-201.) Unlike
the many synthetic biology devices that “count” or turn things on and off—such
as counters, oscillators, and switches—that essentially duplicate what computers
do, French stated that a practical argument could be made that synthetic biologists
“should concentrate on letting the biology do what biology is good at, which is
biocatalysis and molecular recognition, and develop good interfaces that allow
cells and machines to talk to each other.”

Biosensors have been developed that function at a variety of levels within
cells, allowing researchers to alter the transcription of particular genes (tran-
scriptional biosensors), change how expressed genes are translated into proteins
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FIGURE WO-25 “Hello World” was the first image taken by the team at the University
of Texas at Austin/UCSF with their photosensitive bacterial photographic “film” (this is a
later, more polished version).

SOURCE: http://openwetware.org/wiki/LightCannon.

(translational biosensors), and trigger signal-transduction pathways in response to
a compound (posttranslational biosensors) (Khalil and Collins, 2010). In one of
the first synthesized biosensors, researchers modified E. coli to detect the presence
of the explosive trinitrotoluene (TNT) by designing a protein that binds to TNT
molecules (DeGrado, 2003; Looger et al., 2003). Biosensors have also been de-
veloped that induce E. coli to form biofilms in response to DNA damage and that
detect the presence of red light, effectively turning a layer of E. coli into a sheet
of photographic film (see Figure WO-25) (Kobayashi et al., 2004; Levskaya et al.,
2005). These early biosensors have served primarily as “proofs-of-concept” dem-
onstrating their potential for widespread applications in medicine, environmental
protection, and environmental remediation (van der Meer and Belkin, 2010).
Christopher French’s work with bioreporters, which are whole-cell bio-
sensors!” designed to detect arsenic in drinking water, illustrates this potential
(Joshi et al., 2009). French explained that whole-cell biosensors are particularly
“ideal” for environmental applications because they are self-manufacturing and
therefore can be produced at a very low cost. Moreover, at least in principle, they

7"Whole-cell biosensors are sensors that utilize a component of a living cell as the biological
recognition component.
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can be very easy to use, with the analyte simply binding to some type of recogni-
tion molecule in the device and the device processing an output signal in response
to the analyte binding to the recognition molecule—any of a large number of
signal-transduction pathways can be hijacked. Despite these advantages, French
said, whole-cell environmental biosensors have not made much of an impact on
the market. He asked, why not? And what can synthetic biology do to improve
the situation?

French explained that arsenic is a popular target for environmental biosen-
sors because there is an enormous need for an inexpensive and simple way to
detect arsenic in groundwater. In addition, arsenic biosensors are easy to make.
Most bacteria have an arsenic detoxification operon which consists of a single
promoter (ars). In nature, the operon is expressed in the presence of soluble forms
of arsenic. In the laboratory, it is relatively simple, French said, to generate an
arsenic biosensor by linking the ars operon to a reporter gene. A variety of dif-
ferent reporter systems have been exploited for this purpose, including the use of
luminescence, fluorescence, and chromogenic processing (Stocker et al., 2003).
Arsenic biosensors are not only relatively simple to make, but are also commer-
cially available. The company Aboatox Oy (Turku, Finland) sells luminescence-
based arsenic (and mercury) biosensors based on the work of Marko Virta from
the University of Finland (Tauriainen et al., 1999; Turpeinen et al., 2003).

Despite the popularity of arsenic as a target for environmental biosensors
and the commercial availability of such devices, arsenic biosensors have not
yet made a significant impact on the arsenic screening market. French reviewed
how the students in the International Genetically Engineered Machine (iGEM)
competition wanted to develop a device that would be less expensive to produce
than currently available biosensors and that would be easy for people to use for
monitoring their local water supplies. They decided to use pH as the output, rather
than luminescence or any of the other output signals devised in the past (Joshi et
al., 2009). The use of pH is advantageous because it can be easily visualized using
a pH indicator and readily quantified using an inexpensive pH electrode or some
other electrical detection device. Basically, the biosensor works via the arsenic
promoter’s control of [3-galactosidase, which catalyzes the first step of lactose
fermentation; when arsenic is present the cells ferment lactose and produce large
amounts of acid. It has subsequently been improved in numerous ways—ifrom
adding bicarbonate to increase the device’s sensitivity—to developing a simple
webcam-based system that can read and report results in real time (de Mora et
al., 2011).

Testing of this device has demonstrated that it works well under real-world
environmental conditions, yielding clear results at arsenic concentrations as low
as 0.5 ppb (de Mora et al., 2011). French identified several ways that synthetic
biology approaches can be used to improve whole-cell environmental biosensors.
First, there may be advantages to using an alternative chassis—in addition to or
instead of E. coli—such as Bacillus subtilis. B. subtilis is a spore-forming bac-
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terium. At a certain stage of its lifecycle, it undergoes a transformation and pro-
duces extremely resilient, dormant spores that can be stored at room temperature
for decades, even centuries. B. subtilis spores can go from dormancy to a vegeta-
tive state within 50 minutes after being provided the appropriate growth medium.

French’s research team has built a B. subtilis—based demonstration biosensor,
called the Bacillosensor. The Bacillosensor is a chromogenic system based on the
xylE reporter gene.'8 French remarked that although the Bacillosensor is not as
sensitive as the E. coli arsenic biosensor, it has the potential to yield fewer false
positives since the dormant spores can be boiled without injury and the samples
sterilized before analysis. In addition, while most whole-cell biosensors devel-
oped to date require that the analyte enter the cell before it can be detected, it is
possible to construct a device that detects an extracellular analyte by building a
two-component sensor system with both an extracellular and a transmembrane
domain (e.g., Dwyer et al., 2003). French also discussed whether it was possible
to build, either by rational design or through random mutagenesis and screening,
a universal biosensor platform capable of detecting a wide range of analytes that
do not normally enter cells.

Whole-cell biosensors are also “tunable.” According to French, by mak-
ing very small changes in the configuration of the engineered components—by
swapping the order of genes in the operon or placing the repressor gene under
the control of another promoter—one can alter sensitivity or increase the range
of detection of the biosensor (Stocker et al., 2003). French observed that while
you can quite easily generate a wide number of different combinations of binding
sites and promoters, putting the genes in different orders, and just screen them for
the characteristics that you want. Alternatively, through rational design, it may be
possible to develop a transcription amplifier of sorts that can be tuned to provide
a desired dynamic range (iGEM, 2009). One can also engineer the system such
that different analyte levels produce distinct signals, by incorporating multiple
receptors with varying affinities for the analyte or by using multiple synthetic
organisms (Wackwitz et al., 2008). One can also engineer novel outputs through
using mutant luciferase enzymes or any of a variety of pigment genes. Whole-cell
biosensors can also be engineered to produce electrical outputs as well as light
signals (e.g., Nivens et al., 2004).

Building a Synthetic Genome from the Top Down—Reverse Engineering

Perhaps the most well-known synthetic biology proof-of-concept study is
the J. Craig Venter Institute’s “synthetic cell.” In May 2010, the J. Craig Venter
Institute (JCVI) announced that they had designed, synthesized, and assembled
the complete genome of Mycoplasma mycoides and transplanted it into an M.

8 The xylE gene product converts a colorless catechol substrate into a yellow oxidation product
(Zukowski et al., 1983).
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capricolum recipient cell to create a continuously self-replicating M. capricolum
cell controlled by the synthetic genome (Gibson et al., 2010). As Speaker Clyde
Hutchison of the JCVI explained, the original intention of this work was to define
the minimal set of genes required for cellular life. (Dr. Hutchison’s contribution
to the workshop summary report can be found in Appendix A, pages 222-235.)
By leaving genes out during the assembly process, the scientists hoped to identify
which genes were required to generate self-replicating cellular life. Over time, the
scientists realized that the approach would have other value as well.

The synthetic genome installed was, for the most part, an artificially (re)
constructed naturally occurring genome (Gibson et al., 2010). Starting with two
digitized genomic sequences of Mycoplasma mycoides, researchers manipulated
the genetic sequence on the computer, adding several new “watermark” se-
quences to further differentiate their new “synthetic” genome from the natural M.
mycoides genome. The researchers then broke the genome up into smaller pieces,
which they then synthesized and reassembled to form a complete 1 million base-
pair genome. Finally, the synthetically created genome was transplanted into a
recipient M. capricolum cell, where it displaced the resident genome to form a
new, self-replicating, bacterial cell (Gibson et al., 2010; Kwok, 2010). Accord-
ing to Hutchison, the scientists called the final product a “synthetic cell,” even
though the only synthesized component was the nuclear genome. Although the
cytoplasmic components of the recipient cell were not synthesized chemically
(see Figure WO-26), they were replaced by molecules encoded by the synthetic
genome as the new cells grew and divided.

While installing the complete genome into a recipient cell was certainly a
technological challenge, Hutchison remarked that building the oligonucleotide
starting material was equally challenging. At the time, the largest published DNA
synthesis project was 32 kilobases (kb) (Kodumal et al., 2004). The investiga-
tors chose a bacterial species with the smallest known genome, Mycoplasma
genitalium, as their starting point (Gibson et al., 2008). M. genitalium has 485
protein-coding genes, with about 100 non-essential proteins. The limitation in
using M. genitalium, Hutchison said, is its very slow doubling time of 12 to 16
hours. When the project reached the transplantation stage—after the research-
ers had developed a methodology for designing and assembling the synthetic
genome—they switched to a faster-growing Mycoplasma species, M. mycoides,
with its larger genome (1.1 millibases [mb], compared to 583 kb) but with a
doubling time of only 90 minutes.

The investigators began by designing the complete natural sequence (because
they knew that it works), without leaving out any nonessential genes, and making
sure that the sequence was correct, as a single base error'® could be lethal. The
genome was then divided into 101 cassettes, each on the order of 5 to 6 kb in

19 Hutchison noted that many sequences in the databases are not exact—in fact, the researchers
found about 30 significant base errors.
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FIGURE WO-26 Overview of steps in making a cell controlled by a synthetic genome.
SOURCE: J. Craig Venter Institute (2011). Reproduced with permission.

length, and outsourced production of the cassettes. They assembled the overlap-
ping cassettes in stages to make 144-kb quarter genomes (Gibson et al., 2009,
2010). Inasmuch as the quarter genomes were too large to clone in E. coli, the
investigators developed a technique for cloning them in Saccharomyces cerevisiae
(Benders et al., 2010). Finally, the scientists developed a transplantation proce-
dure for replacing the complete genome of a recipient bacterial cell with the com-
plete genome of the donor bacterial cell (Lartigue et al., 2007) and a technique
for transplanting a bacterial genome that has been assembled in S. cerevisiae back
into another bacterial cell (Lartigue et al., 2009).

Hutchison emphasized that the genome transplantation procedure they devel-
oped is distinctly different from natural transformation. Transplantation results
in a clean replacement of the recipient genome by the donor genome, whereas
transformation results in recombination between the donor and recipient ge-
nomes. Hutchison went on to state that the “synthetic cell” they produced grew
at roughly the same rate as its wild-type counterpart, had the same appearance by
electron microscopy, contained nearly identical proteins, and had the same donor
cell genome with some minor differences (including two deletions of 4 and 6 kb
and 14 missing genes). Currently, the Venter Institute scientists are generalizing
the methods described here to other bacterial species, revisiting their original in-
tention to define the minimal Mycoplasma genitalium genome, and experimenting
with reorganizing the genome during the assembly process. In the future, syn-
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thetic biologists may be able to transplant not just naturally occurring genomes
but also novel genomes with useful properties that contain mixed-and-matched
genes from a variety of sources.

HOW SYSTEMS AND SYNTHETIC BIOLOGY APPROACHES ARE
BEING USED TO UNDERSTAND AND MANAGE BIOFILMS

Biofilms are a protective mode of growth that allows bacteria to survive in
hostile environments. They are composed of populations or communities of mi-
croorganisms that adhere to biotic or abiotic surfaces. These microorganisms are
usually encased in an extracellular polysaccharide matrix that they themselves
synthesize and may be found on essentially any environmental surface in which
sufficient moisture is present.

Biofilms may form:

1. on solid substrates in contact with moisture,
2. on soft tissue surfaces in living organisms, or
3. at liquid—air interfaces.

Typical locations for biofilm production include rock and other substrate
surfaces in marine or freshwater environments. Biofilm communities are also
commonly associated with living organisms. Plant tissues are commonly associ-
ated with microbial populations on their external surfaces. Internal mammalian
tissues such as teeth and intestinal mucosa, which are constantly bathed in a
rich aqueous medium, rapidly develop complex aggregations of microorgan-
isms enveloped in an extracellular polysaccharide envelope that they themselves
produce.

Speaker Peter Greenberg of the University of Washington defined a biofilm
as a “structured community of bacterial cells enclosed in a self-produced poly-
meric matrix.” (Dr. Greenberg’s contribution to the workshop summary report
can be found in Appendix A, pages 213-222.) Some experts qualify the defini-
tion further and consider only such structured communities that are attached to a
surface to be true biofilms. Efforts to identify the composition of biofilms have
led to the recognition of multiple polysaccharides, amyloid fibers which the
bacterial cells use to adhere to surfaces and, in some cases, extracellular DNA
(Whitchurch et al., 2002).

Biofilms are the cause of many persistent, chronic infections for which sur-
gical removal—for example, in cystic fibrosis lung infections, bone infections,
and heart valve infections—is a critical component of treatment (Costerton et al.,
1999). Their protective nature makes biofilms inherently resistant to many antibi-
otic compounds regularly used to control non-encapsulated bacterial infections.
According to speaker Paul Freemont of the Imperial College London, approxi-
mately 60 percent of all hospital-associated infections—more than one million
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cases per year—are due to biofilms that have formed on indwelling catheters or
implanted medical devices.

Biofilm communities are also ubiquitous in and on environmental surfaces.
Biofilms are known to readily form in water pipes and in the ducts of heating,
ventilation, and air conditioning (HVAC) systems, impeding heat transfer. Even a
100 micron-thick biofilm, according to speaker Timothy Lu of the Massachusetts
Institute of Technology, can block energy transfer efficiency by up to 10 to 15
percent (Schnepf, 2010; Wanner, 2006). (Dr. Lu’s contribution to the workshop
summary report can be found in Appendix A, pages 278-324.) Biofilms also
readily form on foods, serving as an important source of food contamination.
Because of their threat to human and environmental health and their resistance
to treatment, biofilm detection and dispersal has been the focus of a significant
amount of systems and synthetic biology research. This section summarizes some
of that work.

Systems Biologists Discover New Ways to Treat Biofilms

Speaker Peter Greenberg described how research on social activities of mi-
crobes has led to the development of novel ways to think about infection control.
Quorum sensing is bacterial cell-to-cell signaling that allows for coordination
of group activities (Parsek and Greenberg, 2005). The signals accumulate only
in environments that support a sufficiently dense population (i.e., a quorum) of
signal-generation bacteria (Fuqua and Greenberg, 2002; Fuqua et al., 1994).
Quorum sensing controls virulence gene expression and has become a target for
development of new therapies. Greenberg also discussed biofilms—organized
groups of bacteria that can tolerate standard antibiotic treatment. Greenberg and
colleagues discovered that iron (Fe) was an important signal for the develop-
ment of mushroom-like structures that grow on the surface of Pseudomonas
aeruginosa biofilms attached to glass and that a host iron chelator, lactoferrin,
can block biofilm development (Banin et al., 2005; Singh et al., 2002). At low
iron concentrations (i.e., sufficient for biofilm growth but still low), the biofilms
that form are flat and thin. The researchers further discovered that even in high-
iron environments, mutant P. aeruginosa cells that are unable to import iron form
flat biofilms. They identified several iron receptors, including two receptors that
identify iron chelated to ferrioxamine—the desferrioxamine, or DFO, receptors.

Recognizing the critically important role that iron plays in biofilm formation,
Greenberg’s team collaborated with a research group that had figured out how
to replace the iron attached to DFO with gallium (Ga), an inert metal with the
same ionic radius as iron, to see if gallium would interfere with the cells’ DFO-
Fe uptake systems and iron metabolism and thereby block biofilm development
(Banin et al., 2008). The researchers demonstrated that, compared to traditional
treatment with the antibiotic gentamicin, which kills some of the bacterial cells
on the biofilm’s surface while leaving cells in the biofilm’s interior unscathed, or

Copyright © National Academy of Sciences. All rights reserved.



The Science and Applications of Synthetic and Systems Biology: Workshop Summary

WORKSHOP OVERVIEW 67

Ga alone, treatment with a DFO-Ga complex effectively kills the entire biofilm
population (Banin et al., 2008). DFO-Ga has been used in an animal model to
potentiate the standard-of-care treatment for corneal infections.

This approach, according to Greenberg, represents a new way to treat bacte-
rial biofilms. It is also testament to insights that are enabled by a systems-level
approach to understanding biology. Greenberg went on to observe that, “I think
this is a burgeoning field now, coming up with novel ways, based on the biology
of the bacteria on biofilms, to attack them.”

How Systems Biology Is Leading to a Better Understanding of Antibiotic
Resistance

Speaker Kim Lewis’ work at Northeastern University with persisters serves
as another example of how a systems-level approach is leading to a better under-
standing of biofilm biology and potentially new approaches to managing biofilm
aggregation and disaggregation. (Dr. Lewis’ contribution to the workshop sum-
mary report can be found in Appendix A, pages 254-278.) Lewis referred to the
limited efficacy of existing antibiotics against susceptible cells as “the paradox
of chronic infections.” As Lewis explained, E. coli, in its free-living state, is an-
tibiotic susceptible but, once it settles on a catheter or another biological implant
and forms a biofilm, it becomes incredibly difficult to treat. E. coli is not the
only microorganism to form these encapsulated communities. Biofilm diseases
include pediatric infections of the middle ear by Haemophilus influenzae, dental
diseases caused by Streptococcus and Actinomyces, infection of medical devices
such as catheters and prosthetic hips and knees by Staphylococcus aureus and S.
epidermidis, and, Pseudomonas aeruginosa—associated cystic fibrosis infections.
An estimated 65 percent of all infections in developed countries are caused by
biofilms (Lewis, 2007).

When a biofilm is treated with low concentrations of an appropriate anti-
biotic, the vast majority of cells die, but a small fraction persist and repopulate
the biofilm, thereby sustaining infection, Lewis explained (Lewis, 2010). These
“persister” cells are not mutants, but phenotypic variants that are dormant and,
therefore, immune to antibiotic assault (Shah et al., 2006). Unlike resistant cells—
which prevent bactericidal antibiotics from binding to their targets—persisters
are tolerant of antibiotics because target molecules are inactive as a result of
dormancy. “In order to understand tolerance, we need to appreciate that bacteri-
cidal antibiotics kill not by stopping functions, but by creating either corrupted
products or toxic products that then kill the cell,” Lewis observed. “If the target
is inactive, there will be no corrupted or toxic product and no death” (Kohanski et
al. 2010a; Lewis, 2007). The small proportion of biofilm cells that are persisters,
therefore, function as a pathogen refuge in the presence of antibiotic.

Lewis’ group examined intracellular toxins known to induce dormancy and
found that these molecules also rendered cells highly tolerant to antibiotics
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(Schumacher et al., 2009). One such toxin, called TisB, is activated by the bacte-
rial SOS response, which also increases mutation rates and, thereby, opportunities
for antibiotic resistance to emerge (Dorr et al., 2009, 2010). Lewis observed that
when sublethal antibiotic exposures trigger the SOS response, it can lead to the
creation of persisters that are multidrug tolerant.

He and coworkers then analyzed pathogen isolates from patients with chronic
infections, whose exposure to periodic high doses of antibiotics would be ex-
pected to select for comparatively high levels of persistence (LaFleur et al., 2010;
Lewis, 2007, 2010; Mulcahy et al., 2010). This is indeed what the researchers
found, Lewis said, and these results clearly demonstrate that the ability to make
persisters plays a key role in infection, and one distinct from resistance. “In acute
infection, it is very important for the pathogen to be able to have resistance, both
intrinsic and acquired,” Lewis explained. He went on to observe that chronic
infections favor persister cells and tolerance, both of which are reinforced by
selective pressure in the form of repeated high doses of antibiotic.

Lewis’ team is exploring the use of broad-spectrum prodrugs, such as met-
ronidazole, a prodrug? activated by nitrate reductase in bacteria (Lewis, 2007).
Initial data have established proof-of-principle that the approach works. However,
in terms of developing drugs to target persisters, there is no easy, or realistic,
target, as persister formation involves multiple pathways. RelE, HipA, and TisB
are just a few of many components. Lewis’ team has been using HTS in order to
identify prodrug compounds that might show promise in targeting persister cells.

How a Systems-Level Understanding of Biofilms Is Influencing Antibiotic Drug
Discovery

Part of why antbiotic discovery is still in a “Dark Age” is that most envi-
ronmental microorganisms—more than 99 percent—are unculturable. Lewis and
colleagues wanted to see if they could culture these microorganisms by growing
them in their natural environment. In order to do this they built a diffusion cham-
ber, embedded marine sediment inside the chamber, and then placed the chamber
back in the marine sediment environment. In effect, the bacteria were “tricked”
into perceiving the chamber as their natural environment. The recovery rate was
about 40 percent, compared to <0.05 percent under standard culture conditions
(Kaeberlein et al., 2002). The researchers have been using the same diffusion
chamber technique and other similar in situ methods to recover a growing number
of previously uncultivated microorganisms (Bollmann et al., 2007; Gavrish et al.,
2008; Lewis et al., 2010).

Observing that some organisms in the diffusion chamber were able to grow
only in the presence of other species from the same environment, the scientists

20 Prodrugs are benign until activated by a bacteria-specific enzyme, so they kill bacterial but not
host cells.
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hypothesized that cultivability requires the presence of some sort of environ-
mental growth factor. Indeed, in a subsequent study, they found that sidero-
phores?! from neighboring species induce growth of uncultured marine bacteria
(D’Onofrio et al., 2010). Some bacteria lack the ability to produce their own
sidephores and are chemically dependent on other species in their environment.
Lewis said, “[unculturable bacteria] live in a precisely defined environment with
a precise neighbor. That’s how they know where they are.”

Lewis and his team have found the same phenomenon in the human gut,
where about half the bacteria are as yet uncultivated. Pairing different strains
together, these investigators have identified “helper strains” that permit growth of
previously uncultivated strains. They have also isolated a new class of growth
factor—not a siderophore—that they believe may play a role in managing Crohn’s
disease. The growth factor is produced by Faecalibacterium prausnitzii.

Synthetic Biology Approaches to Managing Biofilms

The easiest way to remove biofilms from surfaces is mechanically by, for
example, brushing one’s teeth or surgically removing a biofilm infection. Unfor-
tunately, mechanical removal of biofilms may not be practical in many situations,
such as in industrial settings, where the current practice is to use biocides like
chlorine bleach and quaternary ammonia. These compounds remove cells on the
biofilm’s surface but do not remove cells living deep within the biofilm capsule—
a situation similar to what happens when antibiotics, even antibiotics to which
the bacterial infection has not evolved resistance, are used to treat biofilms in the
human body.

Speaker Tim Lu and colleagues are exploring the potential to use engineered
bacteriophages as a novel way to target and disaggregate biofilms once formed
(Lu and Collins, 2007). A bacteriophage is any one of a number of viruses that
infect bacteria. Bacteriophages are among the most common biological entities
on Earth. Discovered as a therapeutic agent in the early 1900s, early efforts to
commercialize bacteriophages were challenged by poorly controlled clinical
trials. With the introduction of antibiotics over 70 years ago into clinical prac-
tice, very few investigators continued with their research in using phages as a
therapeutic alternative to antibiotics. With antibiotic resistance having emerged
as a major global health problem phage therapy is being seriously considered as
a viable option in the treatment and control of antibiotic-resistant “superbugs.”
Like antibiotics, phages do not readily penetrate biofilms. In order to get around
this physiological barrier scientists are reengineering bacteriophages to express
enzymes that digest the polysaccharide matrix capsule so that the phages can
gain access to the interior cells of the biofilm. Investigators are also exploring

21 Siderophores are low-molecular-weight compounds with a high binding affinity for insoluble
iron-III; microorganisms release siderophores to scavenge iron-III and then transport it back into
the cell.

Copyright © National Academy of Sciences. All rights reserved.



The Science and Applications of Synthetic and Systems Biology: Workshop Summary

70 SYNTHETIC AND SYSTEMS BIOLOGY
Engineered
DspB-expressing
T7 phage
Cell lysis, phage and DspB @; Continued
Initial release, and biofilm dispersalﬁ B infection
infection M é:; Q' o
¢ Bacteriophage replication @4 rl&: ] '. ".
and DspB expression % ‘\: ? & o
e —_— '0 Nca:
N iie Q58
N }-’ (N e D) . ‘ 3
SSYinlonldaSlialsinL A O

FIGURE WO-27 Two-pronged attack strategy for biofilm removal with enzymatically
active DspB-expressing T7DspB phage. Initial infection of E. coli biofilm results in rapid
multiplication of phage and expression of DspB. Both phage and DspB are released upon
lysis, leading to subsequent infection as well as degradation of the crucial biofilm EPS
component, -1,6-N-acetyl-p-glucosamine.

SOURCE: Lu and Collins (2007).

the use of phages—in combination with co-administered antibiotics—as a way
to prevent, or minimize, the evolution of resistance to antibiotics.

Lu discussed several efforts to develop enzymes that can break down the
extracellular matrix of biofilms and reengineering phages to incorporate these
enzymatic modules. Bacteriophages kill bacterial cells and are relatively easy to
produce and deliver. By reengineering phages to express enzymatic modules, Lu
and his colleagues hope to create a therapeutic product that is easy to produce
and deliver and that is able to penetrate the biofilm’s interior through expression
of the biofilm-degrading enzymatic modules (Lu and Collins, 2007).

As a proof-of-concept that phages can be used not just to kill but also to
deliver biofilm matrix-removing enzymatic machinery into bacterial cells, much
like a Trojan horse, the researchers re-engineered bacteriophage by incorporating
the genetic circuitry for DspB.?? The goal was to create a phage that attacked not
only the bacterial cells themselves but also the biofilm matrix. Figure WO-27
illustrates Lu’s experimental approach.

Lu and colleagues were able to demonstrate that, compared to non-enzymatic
bacteriophages, biofilm removal was significantly enhanced when engineered
enzymatic bacteriophages were used to attack and break down the biofilm’s pro-
tective matrix (Lu and Collins, 2007). After 48 hours, based on cell counts, the
untreated biofilms were observed to have about 107 colony forming units (CFU)/
biofilm. Over the same time course, biofilms treated with natural phages had more
than 10* CFU/biofilm, and biofilms treated with the engineered phages had less
than about 103> CFU/biofilm (Lu and Collins, 2007).

22 DispersinB® (DspB) is an antibiofilm enzyme, which has been shown to inhibit and disperse
biofilms.
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Lu went on to discuss the possibility of engineering bacteriophages that
could not only deliver biofilm matrix-degrading enzymes but also the genetic cir-
cuitry required to potentiate bactericidal antibiotic pathways that produce reactive
oxygen leading to DNA damage. Both Lu and Collins discussed the possibility
of shutting off the SOS repair pathway as a way to potentiate the effectiveness of
bactericidal antibiotics. As illustrated in Figure WO-28, they found that engineer-
ing lysogenic phages to express the /exA3 repressor of the SOS pathway increased
killing by quinolones by several orders of magnitude in vitro and increased sur-
vival of infected mice in vivo (Lu and Collins, 2009).

If left untreated, only 10 percent of mice infected with E. coli survived.
When treated with antibiotic-potentiating phage, 80 percent of infected mice
survived (Lu and Collins, 2009). These investigators also reported that the use of
antibiotic-potentiating phage with antibiotics decreased the number of resistant
bacterial cells that emerged later on (Lu and Collins, 2009). They tested a range
of phage and antibiotic concentrations and, in almost all cases, the combination
therapy enhanced bacterial killing. Lu remarked that engineering phage to target
non-SOS genetic networks and/or overexpress multiple factors can produce ef-
fective antibiotic adjuvants (Lu and Collins, 2009).

Bacteriophage with /exA3

A

DNA repair fexA3 \
Antibiotics W\M] @ — 152
*** LexA3
DNA damage\/

Enhanced
Cell Death

FIGURE WO-28 Targeting bacterial defense networks. Schematic of combination ther-
apy with engineered phage and antibiotics. Bactericidal antibiotics induce DNA damage
via hydroxyl radicals, leading to induction of the SOS response. SOS induction results in
DNA repair and can lead to survival.

SOURCE: Lu and Collins (2009).
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Lu observed that the ability to engineer bacteriophages using synthetic biol-
ogy methods is becoming easier and faster. The goal, Lu said, is to be able to use
phages not just as a means of cell killing but also as a platform for delivering
rationally designed antimicrobial agents into the biofilm matrix. After the genetic
circuit controlling whatever it is that one wants to express has been identified,
one can simply “pop” that circuitry into the bacteriophage and see if it works.
Alternatively, one could take a nonrational approach and insert random modules
into phages and select for those that work. It is not clear which approach is going
to win out, Lu said.

THE PROMISE OF SYNTHETIC BIOLOGY

While there are only a handful of examples of synthetic biology research
transitioning from basic to applied research, the growing number of proof-
of-concept studies have reinforced both the value and the promise of the
synthetic biology approach for product development. The few examples of dis-
coveries that are being actively scaled up for widespread applications have the
potential to revolutionize several industries—from drug discovery to materials
manufacturing.

Speaker David Berry of Flagship Ventures observed that the biotechnol-
ogy industry has evolved from a “deconstructive” approach—identifying single
factors that make an impact—to a hybridized deconstructive-constructive ap-
proach—designing systems-level manufacturing platforms to efficiently produce
those single factors. (Dr. Berry’s contribution to the workshop summary report
can be found in Appendix A, pages 105-117.) The power of synthetic biology,
Berry remarked, is in its potential to streamline and simplify chemical process-
ing and to facilitate faster and less expensive production. Synthetic biology tools
and approaches are also being used to design and engineer novel single-factor
products, such as protein therapeutics.

Metabolic Engineering as a Platform for the Production
of Pharmaceuticals and Other Chemical Products

One can envision a future when a microorganism is tailor-made for production
of a specific chemical from a specific starting material, much like chemical
engineers build refineries and other chemical factories from unit operations.

—Keasling (2010)

That future may not be too far away. In many parts of the world, Anopheles
mosquitoes have evolved resistance to quinine-based antimalarial drugs, such as
chloroquine. As a result, the World Health Organization (WHO) in 2003 recom-
mended the use of the non-quinine-based artemisinin as the drug of choice to treat
malaria. Speaker Jay Keasling of the University of California, Berkeley, observed
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that, due to an over delivery of the drug artemisinin following the 2003 WHO rec-
ommendation coupled with a subsequent price drop—to a point where it is now
more profitable for farmers to grow food crops than Artemisia annua plants from
which artemisinin is derived—the once plentiful artemisinin stockpile has been
essentially depleted, creating what may soon become a huge unmet demand?3 for
an essential antimalarial treatment.

One often-cited example of a synthetic biology project that is working its
way toward widescale industrial application is the creation of an engineered yeast
that produces artemisinic acid, the immediate precursor to the antimalarial drug
artemisinin. Artemisinin is highly effective against multidrug-resistant strains of
malaria. But, because it is derived from the plant Artemisia annua (sweet worm-
wood), and not easily produced on an industrial scale, it is frequently and chroni-
cally in short supply (Specter, 2009). Jay Keasling and colleagues engineered
a Saccharomyces cerevisiae yeast to produce artemisinic acid by modifying an
existing metabolic pathway in the yeast and adding in a gene from A. annua to
convert the product into the drug precursor (Ro et al., 2006).

Keasling’s work aims to engineer a microorganism to become a biofactory
that produces artemisinic acid, the precursor to artemisinin. The ultimate goal of
Keasling’s research is to reduce the cost of artemisinin-based antimalarial drugs
by an order of magnitude by engineering a microbe that could produce artemis-
inin from an inexpensive, renewable resource. Stephanopoulos’s research group
is also using metabolic engineering to explore and refine a novel microbial-based
platform for the production of a range of pharmaceutical and chemical products,
including a key intermediate molecule in the biosynthesis of the anticancer drug
paclitaxel (Taxol®) (Ajikumar et al., 2010; Liu and Khosla, 2010).

Keasling’s work involved overcoming a multitude of significant technical and
design challenges (Dietrich et al., 2010; Keasling, 2010). Keasling and his group
used synthetic biology techniques to effectively substitute a microbe for the A.
annua plant, whereby the reengineered microbe becomes a biofactory producing
the same artemisinin chemical derived from the A. annua plant. They inserted into
E. coli, a microbe that produces farnesyl pyrophosphate, all of the genes involved
in converting farnesyl pyrophosphate into artemisinic acid. The first enzyme in
the pathway is amorphadiene synthase, which converts farnesyl pyrophosphate
into amorphadiene. Because they could not get access to the gene, Keasling’s
team inserted a similar gene from tobacco that converts farnesyl pyrophosphate
into 5-epi-artistolochene instead of amorphadiene. Although the substitution
worked, the yield of artemisinic acid was very low—not nearly close enough to
the estimated 1 gram per liter that the researchers needed to make it an economi-
cally viable option for commercial applications.

23 According to an artemisinin demand analysis conducted by the Boston Consulting Group, the
predicted demand for the next several years is 250 to 300 million treatments annually.
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They then synthesized the gene for amorphadiene synthase and optimized it
for expression in E. coli by changing the codon usage, leading to a two-order-of-
magnitude increase in production but still far below what was necessary before
commercialization could be considered an option (Martin et al., 2003). Keasling’s
team used directed evolution and other technologies to further optimize produc-
tion and balance other parts of the multi-gene pathway (Anthony et al., 2009;
Pfleger et al., 2006; Pitera et al., 2007). Although the final pathway, the conver-
sion of amorphadiene into the desired end product, artemisinic acid, had been
proposed in the literature, none of the genes had been identified.

In order to identify the genes involved in the final step in the pathway, Keas-
ling and his team constructed a yeast—Saccharomyces cerevisiae—that produces
amorphadiene with the goal of using the yeast system as a probe to screen a li-
brary of Artemisia annua genes and identify those involved in the hydroxylation
of amorphadiene into artemisinic acid and then inserting these genes into E. coli
(Paradise et al., 2008; Ro et al., 2006). Keasling’s research group developed a
technique for isolating artemisinin-producing cells from the A. annua trichome
oil sacs in order to develop a cDNA library from those cells’ genomes. Keas-
ling’s team was able to identify an enzyme that was not only functional but also
catalyzed the entire three-step oxidation reaction converting amorphodiene to
artemisinic acid (Ro et al., 2006). Remarkably, Keasling explained, because of
the toxicity of artemisinic acid, the engineered yeast cells maintained a series of
pumps that excreted the toxic end product to the outside of the cell wall. Lower-
ing the pH caused the product to fall off the cell wall. Keasling said, “This gave
us the perfect purification process.” The same product can readily be transferred
back into the E. coli chassis (Chang et al., 2007).

Keasling then found a way to link together all of the various reengineered
pathways, or partial pathways, especially given that some of the metabolites pro-
duced by the reengineered pathways are toxic. Keasling said, “If you think about
it, when we engineer metabolic pathways, we are basically expressing the genes
that encode the enzymes in that pathway and flooding the cell with protein that
catalyzes the transformations in that metabolic pathway. But we don’t connect
those in any way, so the metabolites are able to drift around the cell. . . . It is as if
the plumber threw the plumbing in your house and just expected the water to get
from the street to your shower.” In order to build a system that would transport
metabolites from one reaction to the next, Keasling’s team needed to either build
what would be the equivalent of pipe threads to link the pathways together or
at least find a way to hold the pathways close together in order to increase the
chance that the metabolites would naturally diffuse from one reaction to the next.
So they built a synthetic protein scaffold with binding domains that recruit the
pathway enzymes and, in doing so, increase yield of the final end product even
more—to about 500 mg per liter (Dueber et al., 2009).

The yeast developed by Keasling’s team has the potential to allow for pro-
duction of artemisinin at a much larger scale and at a significantly lower cost than
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conventionally manufactured artemisinin, which could help save millions of lives
annually (Khalil and Collins, 2010; Ro et al., 2006; Royal Academy of Engi-
neering, 2009; Specter, 2009). To accomplish this, Keasling helped start Amyris
Biotechnologies, which has already increased the amount of artemisinic acid each
cell can produce by a factor of more than one million and, through a partnership
with Sanofi Aventis, is hoping to bring artimisinin derived from synthetically-
produced artemisinic acid to the market soon. Sanofi Aventis has completed the
scale-up process and, at the time of this workshop (March 2011), was outfitting
a production facility in Eastern Europe. Keasling expected that the drug will be
available by the end of 2011 or early 2012 and remarked that initially it will be
available at cost with a long-term goal of reducing the price 10-fold. The cost of
their synthetically-produced artimisinin is expected to be less than one dollar per
treatment course, approximately one-tenth the current price of naturally produced
artimisinin (Specter, 2009).

The Evolution of Resistance

Given that resistance to quinine-based antimalarial drugs is the main reason
novel antimalarial compounds—and ways to produce those compounds—are
needed, an obvious question is: what is the likelihood of resistance to artemisinin
developing? Keasling explained that WHO has recommended that artemisinin be
used only as a co-therapy, which is how he and his team are developing the drug
and will be marketing it. His intention is to sell the microbially produced drug at
a lower cost than conventional commercial drug production. Out-competing
monotherapy production, he said, is one way to help with resistance. Developing
derivatives of the drug is another. While he and his team have not considered
the manufacture of derivatives of artemisinin, they can provide others with the
artemisinic acid intermediate which others can chemically “decorate” in any way
they choose. “No doubt people will be doing that,” he said.

A Metabolic Engineering Platform for the Discovery
and Production of New Therapeutic Molecules

Speaker Greg Stephanopoulos’ work at the Massachusetts Institute of Tech-
nology exploits metabolic engineering as a platform for the discovery and pro-
duction of new therapeutic molecules and revolves around the same isoprenoid
pathway that Keasling uses in his research. (Dr. Stephanopoulos’ contribution
to the workshop summary report can be found in Appendix A, pages 417-429.)
Isoprenoids are chemical precursors to many pharmaceuticals and other chemi-
cals. Stephanopoulos noted that the isoprenoid pathway could be reengineered to
generate upwards of 50,000 to 100,000 different compounds.

The isoprenoid pathway can be split into upstream and downstream path-
ways, both of which can be reengineered and opitimized in ways to maximize
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production of the desired compound. The upstream pathway yields formation of
a key intermediate molecule, isopentenyl pyrophosphate (IPP); the downstream
pathway converts IPP into any of tens of thousands of different compounds. In
addition to artemisinin and paclitaxel (Taxol®), some of the more commonly
known compounds produced by the isoprenoid pathway are menthol, lycopene,
and polyisoprene (rubber).

By engineering both the upstream pathway leading to IPP production and
the downstream pathway leading to synthesis of taxidiene, a key intermediate in
Taxol® production, as well as the biochemical step that immediately follows taxi-
diene synthesis, Stephanopoulos’s team has been able to dramatically increase mi-
crobial-based Taxol® production (Ajikumar et al., 2010). Instead of engineering
the upstream mevalonate pathway, as Keasling and his team did, Stephanopou-
los’s group focused on the 2-C-methyl-d-erythritol 4-phosphate (MEP) pathway.
Stephanopoulos remarked that not only have Keasling’s group and others done a
substantial amount of work with the mevalonate pathway, leaving less to learn,
he wanted to challenge the conventional wisdom that the MEP pathway is not a
good pathway for production of isoprenoids. As it turns out, the MEP pathway is
about 25 percent more efficient in the synthesis of many downstream molecules.

Specifically, the scientists added extra copies of four genes known to be
rate-limiting steps for IPP production to varying degrees (i.e., DXP, CDP-ME,
ME-cPP, and DMAPP) and transferred two genes—the genes for geranylgeranyl
diphosphate (GGPP) synthase and taxadiene synthase—that convert IPP into
taxodiene—into E. coli. The researchers also reengineered an additional com-
ponent of the downstream pathway that converts taxadiene into taxadien-5a-ol,
improving taxadien-5a-ol production by 2,400-fold. By over-expressing the up-
stream and downstream pathways to varying degrees, Stephanopoulos’s team was
able to create an optimized system that produces taxadiene on the order of 1-2 g/
liter, representing a 15,000-fold increase over the control (Ajikumar et al., 2010).
During their experiments, the researchers discovered that production of taxadiene
is inversely correlated with synthesis of another, unrelated metabolite, indole,
and that balancing the pathways to optimize taxadiene production also modu-
lates indole levels. To confirm that they had efficiently balanced the upstream
and downstream pathways, the researchers used metabolic control analysis, a
quantitative method for predicting how changes in various parameters such as
enzyme concentration(s) will likely impact metabolite production (Quant, 1993).

Stephanapoulos observed that metabolic engineering can also be used for
compound discovery by using metabolic pathway scaffolds to screen libraries of
synthetic molecules and identify those compounds that yield the greatest amount
of end product. The same metabolic engineering approach can also be used for
biofuel production and discovery (Alper and Stephanopoulos, 2009).

Copyright © National Academy of Sciences. All rights reserved.



The Science and Applications of Synthetic and Systems Biology: Workshop Summary

WORKSHOP OVERVIEW 77

Synthetic Biology Approaches to
Developing Novel Protein Therapeutics

Speaker George Georgiou of the University of Texas at Austin identified two
areas of protein therapeutic discovery and development where synthetic biology
is having a significant impact: enzyme therapeutics and monoclonal antibody
discovery. (Dr. Georgiou’s contribution to the workshop summary report can be
found in Appendix A, pages 202-213.) He observed that both areas are immedi-
ately relevant to emerging infectious disease management, as both enzymes and
monoclonal antibodies have important antimicrobial properties.

Synthetic Biology and Enzyme Therapeutics

While the focus of Georgiou’s research is on the use of enzymes for the treat-
ment of tumors, not for antimicrobial applications, he and his colleagues’ work
nevertheless serves as a proof of principle that this approach may have a variety
of applications beyond cancer therapy. Many tumors have metabolic defects that
cause them to enter an apoptotic?* process and eventually die if deprived of a
particular amino acid. Many central nervous system tumors, such as glioblas-
toma multiforme, for example, are highly sensitive to methionine depletion; if
methionine is removed from their environment the tumor cells die within 3 days.
In theory, methionine depletion is a potentially powerful therapeutic approach.
Investigators have been attempting to develop a bacterial enzyme for depleting
systemic methionine for the past several decades. The challenge, Georgiou said,
is that bacterial enzymes are highly immunogenic, causing anaphylactic shock
and death in preclinical trials using experimental animals.

Georgiou and his team set out to develop a human enzyme that would have
the desired therapeutic effect without the immunogenicity of its heterologous
bacterial counterpart. The methionine-degrading bacterial enzyme L-methionine-
g-lyase (MGL) is structurally similar to the human enzyme cystathionine g-lyase
(CGL). Using computational design and HTS, these investigators engineered a
modified CGL with methionine-depleting capacity and reformulated the com-
pound to have a circulation half-life?> of 35 hours. Georgiou’s team then devel-
oped a process for expressing the engineered enzyme in E. coli so that they could
generate enough product to use in preclinical animal studies. Georgiou and his
group are currently collaborating with an academic good manufacturing practice
(GMP) facility in preparation for clinical research. In addition, Georgiou’s group
has two other enzyme therapeutics in development, one for the systemic depletion
of arginase and the other for the systemic depletion of asparagine.

24 Apoptosis is a process of programmed cell death by which cells undergo an ordered sequence of
events that lead to death of the cell, as occurs during growth and development of the organism, as a
part of normal cell aging, or as a response to cellular injury.

25 Half-life (biological) is the time it takes for a substance to lose half of its pharmacologic, physi-
ologic, or radiologic activity.
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Synthetic Biology and Antibody Discovery

Novel antibodies are typically discovered in one of two ways: the dis-
ease target molecule is purified and an antibody specific to that target is pro-
duced, or, antibodies are isolated from antigenically-responsive patients (see
Figures WO-29A and B, respectively).

Georgiou remarked that the first method is not as easy as it sounds, especially
with complex targets; investigators often need to make and sort through thousands
of antibodies before finding one that is specific enough to have a therapeutic effect.
The second method, in addiiton to being time-consuming, is also limited by the
fact that “clonable” antibodies are not the same as antibodies that are actually elic-
iting the bulk of the immune response. The antibodies responsible for about 80 to
90 percent of humoral immunity, Georgiou said, are “hiding” in the bone marrow.

Georgiou and his team of investigators developed a set of “third wave” anti-
body discovery technologies for “mining” the hidden antibodies (see lower half
of Figure WO-29B). The technologies involve isolating the desired bone marrow
plasma cells and sequencing the entire genetic repertoire, mining the repertoire
and identifying antigen-specific antibodies, synthesizing the antibody genes,
and then expressing those genes in E. coli (Reddy et al., 2010). The researchers
have applied the methodology to a variety of experimental animal species by
immunizing animals with various protein antigens and then identifying antibod-
ies with varying affinities to those proteins. Georgiou and colleagues have also
developed a methodology to engineer aglycosylated monoclonal antibodies (Jung
et al., 2010).

Georgiou offered his opinion that antibodies make for useful antimicrobials
because of their specificity, predictability, and profitability for their commer-
cial manufacturers. A number of antibodies are currently in late-stage devel-
opment for the treatment of a variety of infectious diseases. In 2009, Merck
& Co. signed a licensing agreement for a monoclonal antibody for use in the
treatment of Clostridium difficile that was co-developed by Mederix Inc. and
Massachusetts Biological Laboratories (News and Analysis, 2009). Elusys Thera-
peutics, Inc. (Pine Brook, New Jersey) is also developing an antibody engineered
by Georgiou’s laboratory for use as a post-exposure prophylatic therapy for in-
halational anthrax (see Leysath et al., 2009; Maynard et al., 2002; Mohamed et
al., 2005). In addition to conventional antibodies, several investigators and com-
mercial firms, such as Symphogen (Lyngby, Denmark), are developing polyclonal
recombinant antibodies for use as broad-spectrum anti-infective therapeutics.

What Synthetic Ecosystems Are Teaching Biologists About
Antibiotic Resistance and Antibiotic Drug Discovery

The study of how organisms interact with each other—and with their envi-
ronment—falls under the purview of ecosystems analysis. Collins described two
studies demonstrating the power of what he called “synthetic ecosystems”—
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FIGURE WO-29A Antibody discovery strategies.
SOURCE: Georgiou (2011).
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FIGURE WO-29B Isolation of monoclonal antibodies from responding patients.
SOURCE: Georgiou (2011).
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engineered systems that provide for the coexistence of multiple microbes (Lee et
al., 2010). Collins and his team engineered a bioreactor that allowed them to con-
trol, on a day-to-day basis, the level of antibiotic that the resident E. coli organ-
isms were exposed to and track the evolution of resistance. They found that the
large majority of bacterial cells evolve only very low-level antibiotic resistance
and that the small minority of cells that do evolve high-level resistance protect
their less-resistant neighbors by producing and secreting indole, a signaling mol-
ecule that turns on oxidative stress protective mechanisms. Collins referred to the
highly resistant indole-producing cells as “bacterial charity workers.”

In the second synthetic ecosystem study, Collins and colleagues pitted E. coli
against Candida albicans in what they viewed as a large-scale scheme of Andrew
Fleming’s original “microbial wars” work. The scientists observed that E. coli
always won. They investigated further and discovered that E. coli produces a
small molecule that kills C. albicans. Currently, the researchers are trying to
identify the molecule, with the ultimate goal of synthesizing it. Collins observed
that the same synthetic ecosystem scheme could be used to pit any two microbes
against each other and search for organisms that produce bactericidal molecules.

Building Synthetic Biological Diagnostic and Detection Devices

One of synthetic biology’s “early win” situations, in Paul Freemont’s opin-
ion, was with the modification of biological systems to detect biological signals.
While most classical biosensors, such as blood sugar level monitors, rely on
electrochemistry—converting a concentration of a molecule into a digital dis-
play—synthetic biosensors are entirely genetically encoded. Genetically encoded
biosensors are very simple devices. They typically use transcription regulators to
bind to the analyte of interest, resulting in either the expression or repression of
a reporter gene that codes for a particular output signal. Some biosensors utilize
fluorescently-tagged proteins that respond directly to the analyte; others make
use of aptamers.

Freemont and his research group have been working with genetically coded
biosensors to see if they could design a biosensor capable of detecting the acyl-
HSL quorum-sensing signals—discussed by Greenberg—that diffuse in and out
of bacterial cells as biofilms develop. Freemont agreed with Greenberg that
regulation of the gene circuit activated by acyl-HSL quorum sensing is complex,
with other factors at play. Biofilm development is one of those factors and there
is a clear relationship between quorum sensing and biofilm development (Kirisitis
and Parsek, 2006).

Sixty percent of all hospital-associated infections are biofilms on indwelling
medical devices. In fact, development of a urinary tract infection is widely con-
sidered almost inevitable for patients undergoing long-term indwelling catheter-
ization. Freemont’s team wanted to develop a biosensor to detect P. aeruginosa
biofilms on medical devices.
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The synthetic biology approach taken to design the device included consider-
ation of input (quorum sensing), sensing (what type of genetically encoded sensor
would be used), output (fluorescent, luminescent, or enzymatic proteins), and the
chassis (the host system). As proof-of-concept, the scientists’ initial goal was to
engineer a three-stage cell-free amplification device that could detect nanomolar
concentration levels of AHL and, within 3 to 6 hours, send a fluorescent signal
indicating detection to an output device. The actual device would involve the
LasR transcription factor binding to AHL and the LasR-AHL complex dimerizing
and inducing transcription of AHL-responsive promoters. A schematic illustration
of a simple biofilm biosensor is presented in Figure WO-30.

A cell-free design is essentially a biochemical mixture of the contents of
the cell that has the ability to transcribe and translate a genetically encoded de-
sign into a device. Through modeling and in silico simulations, combined with
in vivo testing of various parts—such as the various promoters controlled by
LasR—Freemont’s team has developed two devices (“V” and “L”) for testing
(MacDonald et al., 2011).

In one set of experiments, when the devices were tested on streaks of Pseu-
domonas aeruginosa, fluorescence production was readily observable at the tip of
the devices. In another set of experiments that involved forming biofilms in 96-
well plates, the devices responded differently to different strains of P. aeruginosa.
These results are very exciting, Freemont remarked, because they represent the
first time that an apparently effective biosensor device has progressed from the
modeling stage all the way through in vivo testing. Freemont observed that, “This
whole project has told us that if you get away from all the complexity and you
look at the performance and the characteristics and the modeling, and you actu-
ally think of this as a device—and all you want is for it to work within certain pa-
rameters—then you can make quite a lot of progress without knowing absolutely
everything about what’s going on.” The challenge now, he said, is to develop the
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FIGURE WO-30 A simple biofilm biosensor.
SOURCE: Freemont (2011).
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device into one that is cell-free and can actually detect biofilm development on
catheters and other surfaces in real-world settings. That effort is ongoing.

Use of a Cell-Free Design Versus a Living Chassis

Freemont explained that the choice to use a cell-free system was based partly
on a decision to stay away from the use of genetically modified organisms. Ad-
ditionally, cell-free systems are simple to set up, as they have only three major
components: the cell-free extract (the machinery required for transcription and
translation), the premix (energy and resources required for the device to oper-
ate), and a DNA template. In terms of time, there is a lag as transcription begins,
followed by a linear increase in production of the fluorescence, and ending with
another lag as all of the components of the biochemical mixture are used up.
Moreover, and arguably of greatest importance, cell-free systems can be very
clearly defined.

Freemont remarked that “the great beauty of cell-free systems” is that they
are easier to define than systems with a living organism’s entire genetic program
operating in the background. Without the extra genetic coding of a host organ-
ism, cell-free systems can be built up from detailed modeling. Freemont and
his research team are currently exploring the relationship between the proper-
ties of synthesized parts in cell-free systems and those same parts obtained in
vivo. Freemont’s team has built a microfluidics platform for testing thousands
of proteins and obtaining information on basic characteristics for each protein.
It remains an open question whether this approach and the information gathered
from it will be useful in the future design and construction of biological devices.

Implications of Synthetic Biology for Energy and the Environment

The potential applications for synthetic biology devices extend far beyond
medicine. French’s work with whole-cell arsenic biosensors for drinking water,
is just one example of the many ways that synthetic biology is being used in
environmental applications (Joshi et al., 2009). Other investigators are develop-
ing similar systems for detecting other toxins (van der Meer and Belkin, 2010).
In one of the earliest engineered environmental biosensors, Looger et al. (2003)
designed a protein that can bind and detect TNT in soil. Future applications in-
clude engineering biosensors to detect heavy metals and other common persistent
toxins in soil and water (Royal Academy of Engineering, 2009).

Scientists are also engineering microbes that can bioremediate oil spills,
organic pollutants, and other environmental contaminants. For example, Hannink
et al. (2001) added a modified nitroreductase (nfsl) gene from Enterobacter
cloacae to tobacco plants, allowing the plant to tolerate, take up, and break
down 2,4,6-trinitrotoluene (TNT). Bacterial enzymes inserted into tobacco plants
demonstrated the ability of the engineered plants to remediate a range of halo-
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genated organic pollutants (Mena-Benitez et al., 2008). One of the pollutants is
1,2-dichloroethane (1,2-DCA), which is used as an intermediate in the synthesis
of vinyl chloride and other industrial chemicals and is listed by the U.S. Environ-
mental Protection Agency as a priority pollutant and a probable human carcino-
gen. Researchers at the University of Cambridge added the gene for the enzyme
pentaerythritol tetranitrate reductase (PETNR), normally found in Enterobacter
cloacae, into tobacco plants, allowing the plant to break down TNT (French et
al., 1999).

Building Microbial-Based Fuel Security

While there is a great deal of interesting work being done in the biotherapeu-
tic market space, Berry suggested that the energy and fuel market, as well as other
chemical product markets—including specialty chemicals, commodity chemi-
cals, petrochemicals, agricultural chemicals, and other chemicals—completely
dwarfs that sort of opportunity. Indeed, synthetic biology is providing a novel
means to help address energy challenges through the design of organisms that
can more efficiently manufacture biofuels and are less wasteful than the current
processes used to make ethanol-based fuels (Fortman et al., 2008; French, 2009;
Royal Academy of Engineering, 2009). Much of this research and development
work is being sponsored and conducted by the U.S. Department of Energy and
at private firms.

The market for synthesized microbial-based fuel production is driven not just
by rising oil prices but also by increased consumer demand for environmentally
friendly products and growing government regulations to curb greenhouse gas
emissions. Berry estimated that 95 percent of the global market for petroleum
and other products manufactured via chemical transformations have never been
addressed biologically. He predicted a $3 trillion to $5 trillion-plus market for
synthetic biology applications. Berry, a venture capitalist, estimated an additional
$3 trillion-plus market for synthetic biology.

As three examples of how synthetic biology is being applied to the commer-
cial development of nonpharmaceutical chemically-derived products, Berry men-
tioned Mascoma (Lebanon, New Hampshire), LS9, Inc. (south San Francisco,
California), and Joule Unlimited, Inc. (Cambridge, Massachussetts). Mascoma is
focused on the production of cellulosic ethanol fuels using engineered microbial
organisms. Leveraging 20 years of effort to optimize a process first described
in 1991, the company has used metabolic engineering techniques to develop
a microbial-based system with near 90 percent efficiency (Lynd et al., 1991,
2005). According to Berry, the firm has ramped up to near-commercial scale at a
demonstration plant in Rome, New York, and expects to break ground on a full
commercial-scale refinery in Kinross, Michigan, soon.

While investigators have been studying the biofuel potential of ethanol since
the 1970s, ethanol is not the only potential biofuel alternative. LS9 scientists have
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harnessed the fatty acid biosynthesis pathway in E. coli to produce a fat molecule,
with an efficiency of about 94 percent, which looks very much like diesel fuel.
That molecule is then converted into diesel through subsequent processing. Ad-
ditionally, LS9 is using the same system as a platform for producing other multi-
billion-dollar market chemicals. As Berry observed, this company has put itself in
a position of basically being a biorefinery of sorts, where you can systematically
make a single organism to go after different productions that leverage a common
process. LS9 has ramped up production to demonstration scale at a facility in
Okeechobee, Florida, and expects to break ground on a commercial plant in 2012.

A major challenge for all heterotrophic processes is the dependency of sugar
as a core feedstock ingredient. The reality of this was made clear through the
company’s development of LS9. LS9’s feedstock is any sugar source, which in-
cludes sugar cane, corn, cellulosics, and others. When the company was founded
in 2005, the price of sugar was much lower than it is today. As a way to hedge
against this sort of price fluctuation, Berry and colleagues began exploring the
possibility of using CO, as an input instead of sugar cane syrup, eliminating
the need for dependency on not just a commodity but also arable land. Founded
in 2007 by Flagship VentureLabs, Joule scientists have metabolically engineered
a photosynthetic microbe to convert solar energy and waste CO, into usable fuel
(Robertson et al., 2011). The firm is also using the platform to produce other fuels
and chemicals as well.

Joule opened a pilot plant in Leander, Texas, in 2010. According to Berry, the
company expects to break ground on a commercial plant by the end of 2011. One
advantage that Joule has over companies like Mascoma and LS9 is modularity?6
and scalability—there is no risk involved with the scale-up of a solar panel, or
reactor, as all solar panels function in the same way (as opposed to the scale-
up of industrial fermenters, whose scale-up requires overcoming new chemical
engineering challenges).

Synthetic Biology Meets Materials Engineering

As discussed earlier in this chapter, Chris Voigt’s work with spider silk
protein-secreting Salmonella bacteria could have widescale material engineer-
ing applications. Spider silk has a similar tensile strength as steel, yet it is much
lighter. By modifying the type III secretion system of Salmonella using syntheti-
cally designed genes, these investigators have essentially turned the bacterial cell
into a small spider silk production factory (Widmaier et al., 2009). Large-scale
production of spider silk by engineered Salmonella could lead to novel super-
strong and lightweight weavable materials, which could have major implications

26 Ag Berry went on to state: “If you know one reactor works, you know two, or ten, or a hundred
work because they are just repeats—much like the scaling of solar power. It’s not risk free, but very
heavily risk mitigated. Fermenters scale in three dimensions, which do have the fundamental chemi-
cal engineering challenges.”
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for the aeronautic, automotive, and other industries (Royal Academy of Engineer-
ing, 2009).

Synthetically engineered organisms could also one day produce the materials
from which the next generation of aircraft, automobiles, and buildings are con-
structed. The 2010 iGEM team from Newcastle University developed a product
called BacillaFilla (see Figure WO-31) in which an engineered B. subtilis uses
quorum sensing to grow into and fill cracks in concrete and produce a mixture
of calcium carbonate, levan glue, and filamentous cells that hardens and repairs
the crack (Cathcart, 2011; Newcastle University 2010 iGEM Team, 2010). With
further development, the product could help extend the life of concrete structures
or even pave the way toward “self-healing” concrete.

While most systems and synthetic biologists who work with biofilms are
seeking novel ways to treat biofilms, Lu noted that there are also some potential
applications of biofilms. One of those applications is in materials engineering.
Biofilm cells have evolved ways to produce very complex three-dimensional
structures with unique properties (Epstein et al., 2011). Lu and his research team
are exploring the possibility of capitalizing on the self-assembly mechanisms that
enable biofilm cells to do what they do and leveraging the same mechanisms to
produce new types of materials.
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FIGURE WO-31 Cartoon describing Newcastle University 2010 iGEM team’s BacillaFilla.
SOURCE: http://2010.igem.org/Team:Newcastle.
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Living Computers

Finally, the foundation is being laid for researchers to begin to develop
computers made out of living cells (e.g., Baumgardner et al., 2009). While it is
unlikely that biological computers would ever replace conventional computers in
the near term they would certainly outperform conventional computers in certain
situations, such as inside engineered cells. Cells that have been engineered to
deliver a drug could be programmed to deliver doses directly to the target sites.
The basic biological switches and oscillators developed over the past decade and
previously discussed represent the first steps in this direction (Khalil and Collins,
2010; Royal Academy of Engineering, 2009).

CURRENT CHALLENGES IN SYNTHETIC BIOLOGY

Despite the field’s rapid development over the past decade, many of the
speakers and the Forum’s members discussed what they perceived to be the many
significant challenges that would need to be overcome for many of the promises
of synthetic biology to become realities. Some speakers observed that signifi-
cant technical hurdles such as the lack of standardization and incompatibility
of bioparts must still be addressed before true “plug-and-play” engineering of
biological systems can be achieved. It was also felt that a far better understanding
of complex biological systems will be required before novel organisms could be
designed from the bottom up. Coordination and ownership challenges might also
need to be overcome in order to ensure that experiments are conducted safely and
that discoveries can be built upon while still addressing intellectual property con-
cerns. Finally, many participants discussed the legitimate ethical and regulatory
concerns regarding the proprietary and potential safety issues of “designing life”
that must continue to be transparently discussed and addressed by the scientific
community as the field grows and evolves.

Technical and Scientific Challenges

We are still like the Wright brothers, putting pieces of wood and paper together.
—Luis Serrano (Kwok, 2010)

The field has had its hype phase. Now it needs to deliver.
—Martin Fussenegger (Kwok, 2010)

At its core, synthetic biology represents remarkable progress in the technical
capacity to not just mix and match genetic material from different species but also
to design and build genetic systems that do not exist in nature. Yet, arguably, it is
the technical challenges more than anything else that are keeping synthetic biolo-
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gists from achieving what some consider the ultimate prize: the ability to design
an organism and effectively create new life. These technical challenges include:

e a lack of complete knowledge about how biological systems—from
genetic circuits to whole cells to entire organisms—function,

o the inability to standardize parts and mix and match parts in different
host organisms, and

» the problem of evolution (even synthetic biological systems change over
time in unpredictable ways).

Bottom-up approaches in particular are far from reaching a point at which
synthetic biologists will be able to build, from scratch, systems capable of doing
novel things, let alone systems capable of self-replication and otherwise function-
ing as living organisms. Currently, the most interesting and potentially applicable
synthetic biology approaches are all top down, reengineering existing organisms
to perform functions that they normally would not do, such as produce a chemical
precursor to an antimalarial drug, spider silk protein, or biofuels.

Does Systems Biology Trump Synthetic Biology?

Our understanding of physical laws and knowledge of material properties allow
us to engineer bridges that do not collapse and car engines that convert energy
into mechanical energy. Engineering biology, however, is different. Even the
simplest bacterium comprises a system whose complexity is humbling.

—Fritz et al. (2010)

When asked whether systems biology trumps synthetic biology, many speak-
ers said, “Yes.” Arguably the greatest challenge confronting the synthetic biolo-
gist is that scientists still do not understand many of the fundamental principles
about how life “works.” Sauro remarked that there is a great deal of basic bio-
logical knowledge that needs to be generated before synthetic biology can create
the “wow” results that are expected of it. The complexity of even basic cellular
physiology is far beyond that of a circuit board or a transistor and there are few
such physiological processes that biologists fully comprehend. It is not enough
to understand the actual molecular parts that they are manipulating; synthetic
biologists must also appreciate how those parts operate within the context of the
host cell. In effect, synthetic biologists are trying to engineer life without know-
ing all the ground rules. As a result, despite efforts to develop the best possible
predictive models, there is still a high degree of trial and error required to get
synthesized biological parts to work together to form functioning circuits. As
systems biology advances and scientists gain a better understanding of how the
parts of a cell or other biological system interact, synthetic biology will become
more predictive—and easier.
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The Challenge of Standardization

“The beauty of synthetic biology,” Freemont observed, “is that it’s modular.”
Others agreed. Voigt remarked that the vision for the future is to advance the
design of large genetic systems to a point where it might be possible to simply
“pop in” modules for various functions. Freemont discussed his research team’s
ongoing efforts to construct a biosensor device that can detect the formation of
Pseudomonas aeruginosa biofilms on indwelling catheters before the infections
develop into full-blown urinary tract infections. The device that he and his col-
leagues have built—that his students refer to as the “infector detector”—can
potentially be modularized with different inputs creating different outputs.

Another challenge facing synthetic biologists is that there is still a lack of
standardized, well-characterized, and interoperable biological parts. The Bio-
Bricks® Foundation and the Registry of Standard Biological Parts are making
progress in developing a common toolbox of biological components for synthetic
biologists to use. Yet, the functions and properties of most parts remain poorly
defined (Kelly et al., 2009). Sauro observed that biological parts in general (not
necessarily BioBricks®) are poorly characterized, as the tradition of characteriz-
ing biological components has been losing ground to the use of high-throughput
methods for collecting large quantities of data.

Part of the problem, Sauro observed, is that synthetic biologists rarely re-
ported exactly what they did in their experiments, making the experimental
results difficult for others to replicate. In particular, exact DNA sequences are
often omitted from published papers (Peccoud et al., 2011). Moreover, synthetic
biologists’ ability to make quantitative measurements is still relatively crude. This
is especially true of high-resolution, system-wide, measurements.

Without a robust toolbox of standardized parts that function in a predictable
and reliable manner, synthetic biologists are forced to design biological circuits
ad hoc, limiting how complex their designed circuits and systems can be (Kwok,
2010). As Sauro observed, poor standardization also limits what can be done with
new knowledge gained through synthetic biology experimentation. Improved
standardization would allow researchers to electronically exchange designs and
replicate experiments, send designs to “bio-fabrication centers” for assembly,
and store designs in repositories and for publication purposes. Sauro pointed to
the Synthetic Biology Open Language (www.sbolstandard.org), a platform for
exchanging data among different software applications and connecting differ-
ent types of synthetic biology information (e.g., modeling results, experimental
results, biological parts data), as an example of an initiative aimed at providing
standardization.

Despite the challenge of standardization, many researchers nonetheless are
using BioBricks® in their research (Shetty et al., 2008). Acknowledging “serious
quality control issues” with the Registry of Standard Biological Parts, French
stated that he was a “fan” of BioBricks®. Without knowing how a biological
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system works, one can use parallel combinatorial methods to assemble multiple
combinations of parts and see which parts and combinations work(s), eliminating
much of the unpredictability associated with the design process. BioBricks® also
serve as the raw material for iGEM, an annual synthetic biology competition for
students (see Box WO-2).

BOX WO-2
The International Genetically Engineered Machine Competition

2
b

The iIGEM competition resembles a giant science fair for budding synthetic
biologists. IGEM is a global synthetic biology competition involving mostly under-
graduate students, although participants range from high school students to world
experts in the field. At the heart of the competition is the BioBricks® standard, a
format for interchangeable, composable DNA parts. Several months before the ac-
tual competition, competing teams receive a kit of DNA parts. Working at their own
schools over a summer, teams design and build synthetic systems that operate in
living cells. Examples of recent projects include an arsenic biosensor, wintergreen-
scented bacteria, and color-coded microbes. Chris French remarked that, because
students are unfettered by considerations of practicality or feasibility, they tend to
come up with very interesting ideas. For example, in 2005, competitors developed
a bacterial photography system (Levskaya et al., 2005); and in 2006, one group
engineered a strain of E. coli that generated the aroma of bananas during the
exponential growth phase and oil of wintergreen during the stationary phase. All of
the parts used in the student projects are components that have been deposited in
the Registry of Standard Biological Parts (http://partsregistry.org). The whole-cell
biosensor for the detection of arsenic in groundwater that French described (see
text) was a 2006 iGEM project. Beyond building biological systems, the broader
goals of iGEM include growing and supporting a community of science guided by
social norms.

SOURCE: Image from The International Genetically Engineered Machine Competition (http://
ung.igem.org/wiki/images/d/de/IGEM_basic_Logo_stylized.png); text from Presidential Com-
mission for the Study of Bioethical Issues (2010).
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The Challenge of the Robust Chassis

As with the parts, there is no standard chassis. In the context of synthetic
biology, the chassis refers to the cell or organism onto which an engineered DNA
construct or part is embedded in order to produce the desired device or system
(Royal Academy of Engineering, 2009). Synthetic biologists typically insert their
engineered circuits into Escherichia coli, but they also use Bacillus subtilis, Sac-
charomyces spp., and other microbial species. The lack of a standard chassis has
presented a problem for those investigators seeking to develop a standardized
set of biological parts since parts that work in one cellular environment may not
work in another (Kwok, 2010).

The current effort among top-down synthetic biologists to create a minimal
cell by stripping a simple bacterium down to only those parts required for basic
survival represents an attempt to develop a standard model organism (Glass et al.,
2006). It is critical that any engineered DNA or other component that is inserted
into an organism not interfere with the normal metabolic processes of the organ-
ism (Royal Academy of Engineering, 2009). A major challenge with engineering
a synthetic pathway inside a living cell is managing depletion of the metabolite
serving as the source of the engineered reaction(s). Westerhoff explained that
depletion of a metabolite jeopardizes cell function and, eventually, the cell will
die. Another major challenge is the likelihood that a change in metabolite con-
centration will elicit a homeostatic response in the host cells that shuts down the
engineered system. Building a robust chassis means building a chassis that is
buffered against otherwise noticeable fluctuations in metabolite concentration.

When testing new parts in new chassis, Sauro emphasized the importance of
allowing the engineered system enough time to reach a steady state. He described
an experiment that he and his colleagues conducted with what he described as
a “very, very simple experiment,” that is, a GFP attached to a lac-inducible
promoter which will synthesize GFP when lactose is present and is being me-
tabolized. When the rate of GFP synthesis was plotted over time, it demonstrated
an exponential increase in production followed by a sharp plateau and then a
downward plunge over the course of several hours. The investigators are still not
sure why GFP synthesis collapsed so quickly. However, when they extended the
experiment out to 16 hours, the system actually reached a steady state of produc-
tion, remaining in the exponential phase. Sauro remarked that most synthetic
biology experiments are conducted over a very short time period and emphasized
the need to extend experiments over longer time periods. Sauro also emphasized
the importance of considering the media in which host cells are grown. For ex-
ample, the growth curve of E. coli is very different in different nutrient media.
He surmised that cells undergo morphological changes in the presence of differ-
ence amino acids, which can affect the results of synthetic biology experiments.
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What Does the Future Hold:
Coordination, Growth, and Ownership Challenges

Given that an estimated $7 trillion is spent every year on biomedical re-
search worldwide, Hans Westerhoff emphasized the urgency of developing world-
wide platforms—and standards—for combining and coordinating efforts not just
within synthetic and systems biology but across all areas of biomedical research.
He described a European Union initiative to link all of the various and currently
disjointed in silico human research programs, most of which currently are focused
on single organ systems (e.g., Noble, 2008; Thomas, 2009), and construct an in
silico human (the “virtual physiological human”; see www.vph-noe.ed) similar
in concept to the in silico trypanosome that he and his colleagues are construct-
ing (Bakker et al., 2010; Kohl and Noble, 2009). Both projects seek to create
web-interfaced, experiment-based mathematical models of the physiologies of
their respective organisms, providing a means for collaborative investigation and
quantitative prediction. Bakker et al. (2010) predict that the modeling enabled
by a “silicon trypanosome” will provide investigators with a way to identify the
most suitable targets for developing novel antiparasitic drugs.

As a nascent and cutting-edge field, there is significant interest among both
professional and amateur scientists alike in the developments of synthetic biol-
ogy. As information about how to work with DNA has proliferated on the Inter-
net and the cost of obtaining a basic DNA synthesis machine has dropped from
hundreds of thousands of dollars to less than one thousand dollars on eBay®,
a growing movement of “backyard,” amateur scientists has emerged who are
conducting synthetic biology experiments. These so-called do-it-yourself (DIY)
biologists operate outside of the infrastructure and constraints of traditional re-
search institutions and without the support of large-scale grants. They are often
compared to the early computer hackers who assembled the first home computers
in their backyard garages.

However, because these “biohackers” are working with living organisms that
could escape into the environment, there has been a significant debate within
the traditional scientific community about whether to embrace or constrain the
DIY biology movement. Some see it as a positive force that is helping to attract
new scientists who could push the envelope of innovation. Others fear the risk
of accidental release or the intentional creation of agents of bioterrorism should
the DIY biology movement—practiced by individuals who lack formal scientific
training and work in makeshift facilities—become further enabled to conduct
synthetic biology experiments and more knowledgeable (Feuer, 2010). What is
clear is that this movement, and others involving nontraditional life scientists,
is not going away and the regulatory and organizational challenges they present
must be addressed.

The iGEM competition, described earlier, is one way that the scientific com-
munity has responded to this challenge. By providing a curated community in
which budding synthetic biologists from a variety of backgrounds can work to-
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gether to develop innovative projects, iGEM encourages innovation and engage-
ment while promoting laboratory standards and best practices. iGEM even helps
link members up with online courses about synthetic biology to encourage ongo-
ing study and learning iIGEM, 2011). Indeed, iGEM, the Registry of Standard
Biological Parts and the BioBricks® Foundation are at the forefront of the kind
of open-source science that many synthetic biologists argue is the best way to
encourage innovation and progress in the field. The open source model of science
promoted and embraced by many working in synthetic biology does, however,
present some challenges, particularly in terms of intellectual property rights.

Given the wide array of sectors that synthetic biology could influence, and
the potentially significant wealth that its research findings could generate, many
of this workshop’s participants felt that it was important for the community to
address the issue of intellectual property more rigorously. The challenge before
the scientific and regulatory communities is to strike the appropriate balance be-
tween allowing researchers to benefit from their discoveries while simultaneously
encouraging an environment of information sharing so that accomplishments can
be built upon.

Regulatory Challenges

The novel technologies and innovative approaches being developed and used
by synthetic biologists represent new ground for the regulatory agencies. The
concern is exacerbated by the reality that the United States is entering a more
austere budgetary climate, with doubts about whether expected increases in the
Food and Drug Administration budget, including increased investments in regula-
tory science, will actually happen. The concern is especially great for large-scale
multiplex profiling devices, or systems, given the difficulties regulators have had
in the past with other (non-synthetic) multiplex assays (e.g., companion diag-
nostics to guide therapeutic decisions, and cancer diagnostics). Forum member
George Poste observed that, “I have great concerns as to whether there is going
to be both the resource availability as well as the intellectual agility needed to
deal with some of these issues.”

From the beginning—just a mere decade ago—scientists have openly dis-
cussed how the synthetic biology community should regulate itself and whether
there should be limits placed on the type of research conducted (Cho and Relman,
2010; Church, 2005). Some organizations have proposed recommendations for
self-governance in an effort to proactively address the issues raised by these
activities (Garfinkel et al., 2007). Indeed, the scientific literature, as well as the
National Academies and other research institutions, has considered the potential
risks of the “dark side” of synthetic biology and the technologies that it employs
(Choffnes et al., 2006; Fraser and Dando, 2001; IOM/NRC, 2006; Parliamentary
Office of Science and Technology, 2008; Relman et al., 2006; Royal Academy of
Engineering, 2009). In order to improve the regulatory climate, Poste suggested

Copyright © National Academy of Sciences. All rights reserved.



The Science and Applications of Synthetic and Systems Biology: Workshop Summary

WORKSHOP OVERVIEW 93

that the scientific community develop its own robust and rigorous standardization
protocols. Others agreed and emphasized the need for early dialogue between
scientists and regulatory authorities in order to get a better sense of what type of
information regulators will need to interpret synthetic (and systems) biology data.
The National Academy of Engineering hosted a workshop on how engineering
ethics might contribute to the development of synthetic biology (Hollander, 2010).

The Presidential Commission for the Study of Bioethical Issues did not rec-
ommend that any immediate regulations or oversight be placed on synthetic biol-
ogy research, noting that the field was still in its infancy and the potential benefits
of the research outweighed the potential risks. Rather, it recommended that the
government adopt a strategy of “prudent vigilance” by encouraging innovative
research while proactively monitoring risks and updating regulations as necessary
(Kaiser, 2010; Presidential Commission for the Study of Bioethical Issues, 2010).

Just as gene splicing sparked a global ethical and regulatory debate in the
1970s, the ability to manipulate living systems and the potential to create new
life forms pose significant ethical and regulatory challenges as well. In the case
of synthetic biology, the call for collaboration is not just a matter of combining
and coordinating efforts among scientists in order to accelerate the generation of
knowledge; it is also a matter of safety.
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COMMERCIAL APPLICATIONS OF SYNTHETIC BIOLOGY
David A. Berry'?

An Overview of Venture Capital

Venture capital is financial capital invested into high-potential companies.
The role of venture capital is to support the entrepreneurial talent that takes ba-
sic science and breakthrough ideas to market by building companies. This risk
capital ultimately supports some of the most innovative and promising compa-
nies—those that have gone on to change existing industries or create new ones
altogether (Thompson Reuters, 2011).

Venture capital is a distinct asset class. Venture capital firms, which are
professional, institutional capital managers, make investments by purchasing eq-
uity in a company. The stock acquired is an illiquid investment that requires the
growth of the company for the investors to ultimately reap any potential return.
It is this inability of venture capitalists to rapidly enter and exit investments, or
“flip” them, that aligns their goals with those of the entrepreneurs. Venture capital
is intrinsically a long-term investment (Thompson Reuters, 2011).

I Affiliation: Flagship VentureLabs, Cambridge, MA, USA.
2Key words: venture capital, biological engineering, synthetic biology, microbiome, diesel, pho-
tosynthesis, genome engineering.
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Venture capitalists invest out of a fund, a vehicle that deploys capital on be-
half of third-party investors. The investors in these funds, called limited partners,
are often pension funds, foundations, corporations, endowments, and wealthy in-
dividuals, among others. Given the low liquidity associated with their investment
into venture capital funds, limited partners expect large returns—better than those
in the stock market—from the funds in which they invest. The funds represent a
commitment of capital with a fixed life, typically 10 years. The general partner,
a group of partners with fiduciary responsibility for the firm with the legal form
of a partnership, manages the capital in the fund. The committed capital is called
by the general partner from the limited partners to make a portfolio of invest-
ments. Ultimately, when investments mature and become liquid, the profits are
shared, with the majority going back to the limited partners and the rest shared
by the general partner.

Funding provided by venture capitalists typically takes the form of “rounds,”
where a given amount of money is invested into a company at a valuation agreed
upon between the management and the investors. Prior to an investment, the
equity ownership is divided among the founders, management, and others. The
valuation sets a share price against which the venture capital firm buys shares.
At each round, the earlier investors and management team strive to increase the
valuation for the subsequent round(s) of investment. The higher the valuation
of a round, the less dilution (reduction in ownership) the existing shareholders
take. While each round contemplates a share price that defines a paper value for
an investor’s or an employee’s shares, little actual value is created. Only at a
sale event or initial public offering do investors and the management team see a
tangible financial return, which can take 5-8 years, if not longer.

Venture capital firms statistically see 100 business plans, take a deep look at
10 of these proposals, and invest in one. This process involves an assessment of
the management team, the proposed business, its potential to exclude competi-
tion, the market being pursued, and how well the opportunity fits with the firm’s
goals.

With an investment, a partner will typically get involved with a company by
taking a seat on the board of directors, where he or she works closely with the
management team on company strategy and growth. The venture capital industry
plays an important role in the economy. Companies supported by early venture
capital account for 21 percent of the U.S. gross domestic product by revenue,
and 11 percent of private-sector jobs despite the fact that fewer than 1,000 new
businesses get venture capital funding any given year (National Venture Capital
Association, 2009).

A Brief History of the Venture Capital Industry

Venture capital is said to have originated in 1946 with the founding of the
first two firms: American Research and Development Corporation (ARDC) and
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J. H. Whitney & Company (Wilson, 1985). Georges Doriot, referred to as the
“father of venture capitalism,” the former dean of Harvard Business School and
founder of INSEAD, founded ARDC along with Karl Compton, the former presi-
dent of MIT, as well as Ralph Flanders (Ante, 2008). ARDC sought to invest in
businesses run by soldiers returning from World War II. The firm is most famous
for investing $70,000 in Digital Equipment Corporation in 1957—a company
that when it had its initial public offering in 1968 was valued at $355 million
for a return to ARDC of over 1,200-fold. Employees of ARDC went on to found
leading venture funds including Greylock Partners and Flagship Ventures, among
others (Kirsner, 2008).

Two major government changes allowed venture capital to emerge as a fully
fledged industry. First, the Small Business Investment Act of 1958 enabled the
Small Business Administration to license Small Business Investment Companies
to help finance and manage small entrepreneurial businesses. Second, in 1978,
the Employee Retirement Income Security Act was altered to allow corporate
pension funds to invest in venture capital. These two acts together supported the
framework for venture capital and facilitated substantial investment in it.

Successes of the venture capital industry in the 1970s and 1980s, with com-
panies including Digital Equipment Corporation, Apple, and Genentech resulting,
led to rapid growth of the industry. With rapid growth came diminished returns.
In the early 1990s the numbers of firms and managers shrank in response to
declining investment performance. At the same time, the more successful firms
retrenched, starting a wave of increased returns that began in 1995 and continued
through the Internet bubble in 2000 (Metrick, 2007). Once again, with grossly
increased returns, the investment into the sector and the number of funds skyrock-
eted. Beginning in March 2000, the NASDAQ crashed, and many funds suffered
from a second contraction.

After the Internet bubble, the funds raised by venture firms shrank substan-
tially. Amounts of committed capital increased through 2005 to a level much less
than in 2000, and they remained flat until the economic meltdown in 2008. Dur-
ing the decade from 2000 to 2010, venture capital returns also fell dramatically to
the point that the median 10-year return of all U.S. funds was less than the stock
market (Thomson Reuters, 2011). These events resulted in another substantial
contraction in the industry. The industry is currently responding to this most
recent contraction. The number of funds has decreased as the average fund size
has risen. This dynamic has caused venture funds to focus on either earlier-stage
investments, later-stage investments (similar to private equity), or a combination.
Other funds have started focusing on flipping assets by investing before or to
induce specific value-creation events. This has created a new environment where
only a small number of funds are focused on the earliest stage—that which ven-
ture capital is most associated with and most successful at—with several others
focused on a more transactional business. This evolution is still in process, but
it has been changing the nature of companies that receive investment as well.
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At the earliest stage of investments, venture capitalists have returned to
investing in outstanding teams and under the assumption that they can create
great companies. A number of approaches have been taken to inspire innova-
tion and support a new era of breakthrough companies. Various firms have taken
different approaches. CMEA, for example, invests in proven entrepreneurs “pre-
napkin” (before the idea), on the belief that they will come up with ideas. Polaris’
Dogpatch Labs has created an environment where multiple entrepreneurs share a
common environment and with light money attempt to prove out their concepts.
Y Combinator gives entrepreneurs an education and a small amount of money
to try out their ideas. Andreessen Horowitz has similarly created an infrastruc-
ture to support the earliest stages of companies and to allow them to focus their
capital on the company. “Super Angels” such as Peter Thiel have also emerged to
provide important early stage funding. Several companies produced from some
of these efforts have emerged as important venture-backed companies. Flagship
VentureLabs has created an internal infrastructure of serial entrepreneurs to co-
iterate its own innovations and use that as a basis to build companies.

Flagship VentureLabs

Flagship VentureLabs was built with a focus on increasing the efficiencies
of innovation and entrepreneurship. In the broadest context, both traditional
entrepreneurship and venture capital have intrinsic benefits and inefficiencies.
Entrepreneurs, for example, typically perform well when capital constrained,
but, by the same token, avoid asking critical questions because if an undesirable
answer results, they are unemployed. Venture capital has the advantage of large
sample sizes and substantial funding, but it is limited in its investments to only
those which it can see, and all of its investments must fundamentally go through
a common set of efforts (i.e., financial infrastructure, legal, etc.). Fundamentally,
Flagship VentureLabs removes the constraints from the typical elements of tradi-
tional ecosystems; that is, by harnessing the key constituents and requirements all
under one roof, with the common goal of the betterment of humankind through
innovation and entrepreneurship.

The focus of Flagship VentureLabs is to develop breakthrough technologies
to match large unmet needs in life sciences and sustainability through the vehicle
of startup companies. New companies come from a breakthrough innovation
without a set utility or from work within Flagship VentureLabs identifying the
intersection between the potential for technology solution and market pull. In the
former case, a team is nucleated around the technology, including the inventor,
to heavily iterate the concept and pressure test it against markets, intellectual
property opportunities, team-building potential, and other features with the at-
tempt at nonrationally identifying the “sweet spot.” In certain cases, this process
results in the pseudolinear formation of a company focused on commercializing
the technology. In others, however, through a progressive set of explorations,
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the company may end up far from its origins, potentially not including the base
technology. In the latter case, the defined intersection creates a hypothesis. If
the hypothesis has already been manifest by others in a company or in academia
(either singularly or through a combination of efforts), a simple investment may
be warranted. In the absence of such a proof point, the concept then goes through
heavy conceptual iteration with the attempt to prove the hypothesis wrong, and
in the combination of not being able to make it fail and the generation of sig-
nificant key stakeholder support (including industry and key opinion leaders), a
company will be launched. Ultimately, this approach results in taking new ideas
and forming companies several years before such an opportunity is likely to
be compelling. The following discusses efforts in three such technology-based
companies originating from Flagship VentureLabs covering both life sciences
and sustainability.

Seres Therapeutics: Rethinking Drug Development

In an effort to reduce side effects, drug development has focused its efforts on
target specificity, particularly on features including affinity, low off-target effects,
pharmacokinetics, pharmacodynamics, and others. The Human Genome Project
and systematic understandings of the functions of kinases have helped to drive
this increasing target specificity. Nonetheless, the biology of diseases is complex
and multi-factorial. Focusing drugs to single actors may reduce side effects but
it also limits the spectrum of efficacy. The growing recognition of the nature of
disease is driving the understanding of more complex biology and the develop-
ment of drugs focused on the multitude of key factors.

One particular example is with the human microbiome. Microorganisms
have long been thought of as independently functioning pathogens. Recently,
however, the commensal and mutualistic natures of various microorganisms that
inhabit the body have started to be characterized (Dethlefsen, 2011). The interac-
tions between the multitude of organisms, as well as between the organisms and
the host, play an important role in normal physiology broadly (Reid et al., 2011).
Accordingly, disruptions in the microbiome, whether by antibiotics, diet, infec-
tion, or other means, can alter the microbiome and induce or simply increase the
likelihood of a wide range of diseases, ranging from Clostridium difficile infec-
tion and inflammatory bowel disease to obesity and diabetes (Kau et al., 2011).

The complexity of the microbiome, including not only the interrelation
between a number of species and the host but also the physical formation of the
communities in specific niches (Rickard et al., 2003), is important to take into
account when developing therapeutics aimed at diseases where the microbiome
plays an important role. Seres Therapeutics was founded specifically to develop
drugs based on the complexity of the microbiome. Probiotics and single biolog-
ics affect a limited scope of disease and, thus, have limited efficacy in complex
diseases such as those involving the microbiome (Shen et al., 2009). By creat-
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ing synthetic microbiomes aimed at disrupting pathogenic communities, Seres
provides a therapeutics means by which a normal microbiome can be restored.
Understanding biology and synthetically recapitulating conditions that can re-
cover from a disease-associated insult enables a new class of therapeutics to be
designed and developed that are focused on the etiology of underlying disease.

Sustainability

Persistently high fossil fuel prices, increasing dependency on foreign fuel
supplies, and insecurity relating to the sources of petroleum have created sub-
stantial market pull for alternative solutions in the $6 trillion petrochemical
industry. Outside of government-mandated markets, such as ethanol of late,
fuels and chemicals are fungible products driven by price and purity, as well as
supply and demand. Markets therefore require products with a known utility that
meet certain industrial specifications while doing so at a competitive cost point.
Consumers have not shown a willingness to pay for benefits such as greenhouse
gas mitigation or domestic sourcing, so products made as alternatives must do
so while competing head-to-head with the incumbents using the same metrics.

Fuels have traditionally originated from biology in some form or another.
Fossil fuels are thought to ultimately derive from processing of ancient biomass
through a process that takes millions to hundreds of millions of years. Histori-
cally, humans have also found faster cycle time sources of energy, namely the
burning of trees for heat and energy, as well as the removal of spermaceti from
whales as a source of wax. All of these resources have limited renewal potential
and substantial environmental impact (Tertzakian, 2009). Given the central role
biology has had in fossil fuels historically, it stands to reason that biology would
be well positioned to be at the forefront of the future of sustainable fuels.

Biological engineering has evolved rapidly over the last 50-plus years. Break-
throughs in genomics research, increased genetic manipulation potential, and
more complete knowledge of the inner workings of cells have set a stage for
cells to be engineered to achieve desired functionalities. Moreover, the time from
conception to proof of concept, and that from proof of concept to commercial
viability, has reduced substantially. Historically, these periods have decreased
threefold every 10 years. Given the technological potential enabled, the market
needs can now drive the technological direction, thus leading toward an intersec-
tion between market pull and the potential for technology solution.

LS9: Ultraclean Renewable Diesel

In 2005, the U.S. government had built a robust market demand for ethanol
by outlining a replacement timeline for methyl tert-butyl ether (MTBE), a fuel
oxygenate that had been associated with groundwater contamination and poten-
tial increased cancer risks, with ethanol (U.S. Environmental Protection Agency,
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2011a). Twelve billion gallons were mandated by 2012, effectively defining a
market growth. This mandate was soon supplemented with the renewable fuel
standard (RFS), and subsequently RFS2, ultimately requiring 36 billion gallons
produced per year by 2022 (U.S. Environmental Protection Agency, 2011b). Corn
ethanol was thus given ample runway to launch, and blenders were incorporat-
ing biologically based products into fuel nationwide. The intent of the MTBE
replacement with ethanol, however, was replacing an oxygenate, not deeming
ethanol a fuel. Nonetheless, outspoken investors were enthusiastically supportive
of building the future of American renewable fuel on ethanol, asserting that it
could be cheaper than and as efficient as petrochemically derived fuels (Khosla,
2006) despite the disadvantaged domestic cost structure and intrinsic lower en-
ergy density. The market was becoming well positioned for a viable alternative.

LS9 originated by asking the question, “If you could make any fuel from
biology, what would you make?” The ideal fuel to be produced from biology
would be diesel, given its high energy density and its use throughout the world as
a primary transportation fuel. A market-acceptable biologically produced diesel
must compete in a low-cost commodity market without subsidies, requiring an
efficient biological pathway and process. Translating these needs into specific
technological tasks required that the cell be engineerable to be feedstock agnostic
(i.e., able to use any form of sugar), that the most efficient pathway of producing
the product was available, that the product was to be made directly and secreted,
and that it entailed both straightforward separations (a feature of the product) and
no downstream processing (the final product is made by the cell).

Using the defined market constraints, various pathways to produce a straight-
chain hydrocarbon were defined and evaluated. The fatty acid biosynthesis path-
way not only has exceptionally high energy efficiency at over 90 percent but also
produces a molecule that is chemically identical to diesel, requiring potentially
fewer biological steps. Fatty acids are activated with coenzyme A (CoA) or acyl
carrier protein (ACP) to make fatty acyl-CoA or fatty acyl-ACP (Zhang and
Rock, 2008), which serve as the biological precursor products for fuel synthe-
sis. These products are then modified to make a desired end product. The same
pathways can be leveraged to make a series of other petrochemicals including
fatty acid methyl esters, olefins, fatty alcohols, and others, in addition to alkanes
(diesel) (Rude et al., 2011).

The product itself is insufficient for a commercial host and process. The iden-
tified market constraints require that the cell chassis has flexibility in feedstock,
be optimized to maximize carbon flux to end product, and secrete the end product.
Feedstock costs, driven by sugar prices, have risen dramatically over the past 6
years. Alternatives require the liberation of sugar from cellulosic biomass, which
is done through exogenous enzymes at present. The expression of hemicellulases
into the host already engineered to produce alkanes or other derivatives can
enable consolidated bioprocessing, thereby reducing process costs (Magnuson
et al., 1993). This is achievable, for example, with the endogenous production
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of glycosyl hydrolases such as xylanase (Xsa) from Bacteroides ovatus and an
endoxylanase catalytic domain (Xyn10B) from Clostridium stercorarium, which
together hydrolyze hemicelluloses to xylose, which is usable in E. coli central
metabolism (Adelsberger et al., 2004; Steen et al., 2010; Whitehead and Hespell,
1990). Optimizing the host requires focusing the flux of the sugar input through
central metabolism to the product. Specifically, fadD and fadE knockouts block
the first two steps of the B-oxidation pathway, increasing end-product produc-
tion three- to fourfold (Steen et al., 2010). Secreting the end product eliminates
end-product inhibition and streamlines bioprocessing, thus increasing flux and
reducing operating costs by supporting continuous operations (Berry, 2010).
Expressing a leaderless version of TesA eliminates end-product inhibition, drives
secretion, and notably also positively affects chain length with a natural prefer-
ence for C14 fatty acids (Cho and Cronan, 1995; Jiang and Cronan, 1994; Steen
et al., 2010).

Through this approach, an industrial chassis has been rationally developed to
systematically meet commercial needs. By specifically including features neces-
sary to ensure diverse feedstock utility, drop-in product synthesis, and lowest cost
processing, LS9’s technology has been designed specifically to drive market pull.

Joule Unlimited: Renewable Solar Fuels

An intrinsic challenge of using a sugar-based feedstock is the price volatility
associated with the commodity. Joule Unlimited was founded to develop a plat-
form that could eliminate dependence on sugar feedstocks while still producing
fuels in a way that meets market needs. A systematic exploration of sources of
carbon that can be routed into central metabolism rapidly identifies photosynthe-
sis, nature’s solution to carbon dioxide assimilation driven by solar energy, as a
compelling, though insufficient, pathway. The Department of Energy’s Aquatic
Species program, based on explorations of algal biofuels between 1976 and
1996, concluded that photosynthesis could support viable fuel processes, but it
requires a set of key innovations to do so (Sheehan et al., 1998; Weyer et al.,
2010; Zhu et al., 2008). At the outset of Joule Unlimited, the fundamental limita-
tions of algal fuels were examined and coupled with market needs to design an
entirely new and distinct approach, whose only similarity to algae was the use
of photosynthesis.

A thorough exploration of market needs identified that an ideal solution
would directly produce secreted fungible fuel directly from sunlight and carbon
dioxide without a dependency on arable land, freshwater, or other costly reagents,
while having a cost that could meet or beat fossil fuel equivalents in the absence
of subsidies and at the same time scale modularly such that smaller-scale plants
could be used to validate large-scale deployments. The simultaneous technological
solution to meet all of these needs demands a genetically tractable cyanobacteria
engineered to not need exogenous factors and to produce secreted fuel grown in a
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modular bioreactor leveraging the two-dimensional scaling of light and incorporat-
ing fundamental process needs including proper mixing. A schematic of the Joule
Unlimited approach, Helioculture™, is provided in Figure A1-1.

Cyanobacteria had previously been engineered to express recombinant pro-
teins, but it had not been systematically engineered on a genome scale owing
primarily to a lack of engineering tools (Alvey et al., 2011). A concerted effort
using E. coli engineering over 50 years serves as a roadmap of the needs for
genome engineering in cyanobacteria. Using these tools coupled with a systemic
genome engineering effort allows one to overcome a theoretical maximum light
use and net productivity for algal biofuels of ~2,000 gallons per acre per year
by enabling photoautotrophs, for the first time, to function like industrialized
heterotrophs, whose phases of growth and production are separated (Berry, 2010;
Robertson et al., 2011). Systematic re-regulation of central metabolism directs 95
percent of photosynthetic activity to specific product synthesis versus up to 50
percent in un-engineered organisms, allowing for productivity ~95 percent of the
light-exposed time through continuous operations versus substantial down time
with batch processes, minimizing maintenance energy requirements, and limiting
the energy lost to photorespiration.

At the same time, the engineered cells are grown in a reactor system designed
to be low cost and linearly scalable. Low-cost product separation, cell mixing,
and proper gas transfer to the cells are all incorporated into the reactor design.
Coupled together, this systems approach allows for ~12 percent theoretical maxi-
mal photonic energy conversion versus 1.5 percent for traditional algal processes
(Figure A1-2), which translates to unprecedented areal productivities of 25,000
gallons of ethanol per acre per year or 15,000 gallons of diesel per acre per year.

The high productivities achieved through the Joule Unlimited approach al-
low for cost points as low as $20/barrel for fungible diesel. Maximizing solar
energy capture, carbon dioxide fixation as a replacement for sugar use, and organ-
ism productivity creates a system that can be market competitive while providing
for the environmental benefits that have been sought in fossil fuel replacements.
Specifically, Joule Unlimited’s technology eliminates the need for arable land,
requires no freshwater, and reduces life-cycle greenhouse gases by over 90 per-
cent by using carbon dioxide as a feedstock. By coupling the technical needs for
a total solution with a market need, Joule Unlimited has uniquely developed a
process that can produce a sugar-independent diesel in a highly scalable manner,
overcoming the challenges of alternative approaches.

Conclusions

Systematic changes in venture capital have altered the entrepreneurial eco-
system. Flagship VentureLabs is pioneering a new approach of technology de-
velopment through companies by building technologies that specifically address
the intersection between the potential for technology solution with market pull
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FIGURE A1-2 A summation of the accumulated photon losses for algal and direct fuel
processes, as well as a theoretical maximum photonic energy conversion. The losses are
shown through individual contributions accumulated serially and illustrated on a logarith-
mic scale, beginning with the percent of photosynthetically active radiation empirically
measured at the ground. Total energy conversion efficiency as a function of the losses is
indicated by the green arrows.

SOURCE: Adapted from Robertson et al. (2011).

driving invention and innovation toward market needs. The resultant companies
are designed by exploring cutting-edge capabilities and iterating against market
needs—not just from an evolutionary standpoint, but additionally identifying the
true needs of an industry across multiple facets. Synthetic biology is a new and
rapidly developing tool that has particular utility in meeting broad-based and
distinct market needs, particularly through its ability to create functional mod-
ules in a cell-based system. By leveraging the potential of synthetic biology with
market-driven needs, Flagship VentureLabs has been able to spearhead a set of
breakthrough innovations in both life sciences and sustainability. This approach
now takes market potential before traditional research approaches have made for
a compelling and investable technology-driven opportunity and, through heavy
iteration, can bring it to bear ahead of time through broad-based collaborations
with industry and academia. This approach can be broadly leveraged to develop
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a series of future breakthrough technologies in a variety of important market
sectors.
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Abstract

Synthetic biology is bringing together engineers and biologists to design and
build novel biomolecular components, networks and pathways, and to use
these constructs to rewire and reprogram organisms. These re-engineered
organisms will change our lives over the coming years, leading to cheaper
drugs, ‘green’ means to fuel our cars and targeted therapies for attacking
‘superbugs’ and diseases, such as cancer. The de novo engineering of genetic
circuits, biological modules and synthetic pathways is beginning to address
these crucial problems and is being used in related practical applications.

3 Originally printed as Khalil, A. S., and J. J. Collins. 2010. Synthetic biology: Applications come
of age. Nature Reviews Genetics 11:367-379. Reprinted with kind permission from Nature Publish-
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The circuit-like connectivity of biological parts and their ability to col-
lectively process logical operations was first appreciated nearly 50 years ago
(Monod and Jacob, 1961). This inspired attempts to describe biological regula-
tion schemes with mathematical models (Glass and Kauffman, 1973; Savageau,
1974; Kauffman, 1974; Glass, 1975) and to apply electrical circuit analogies
to biological pathways (McAdams and Arkin, 2000; McAdams and Shapiro,
1995). Meanwhile, breakthroughs in genomic research and genetic engineering
(for example, recombinant DNA technology) were supplying the inventory and
methods necessary to physically construct and assemble biomolecular parts. As a
result, synthetic biology was born with the broad goal of engineering or ‘wiring’
biological circuitry — be it genetic, protein, viral, pathway or genomic — for
manifesting logical forms of cellular control. Synthetic biology, equipped with
the engineering-driven approaches of modularization, rationalization and model-
ling, has progressed rapidly and generated an ever-increasing suite of genetic
devices and biological modules.

The successful design and construction of the first synthetic gene networks
— the genetic toggle switch (Gardner et al., 2000) and the repressilator (Elowitz
and Leibler, 2000) (Box A2-1) — showed that engineering-based methodol-
ogy could indeed be used to build sophisticated, computing-like behaviour into
biological systems. In these two cases, basic transcriptional regulatory elements
were designed and assembled to realize the biological equivalents of electronic
memory storage and timekeeping (Box A2-1). Within the framework provided by
these two synthetic systems, biological circuits can be built from smaller, well-
defined parts according to model blueprints. They can then be studied and tested
in isolation, and their behaviour can be evaluated against model predictions of the
system dynamics. This methodology has been applied to the synthetic construc-
tion of additional genetic switches (Gardner et al., 2000; Atkinson et al., 2003;
Bayer and Smolke, 2005; Deans et al., 2007; Dueber et al., 2003; Friedland et
al., 2009; Ham et al., 2006, 2008; Kramer and Fussenegger, 2005; Kramer et al.,
2004), memory elements® (Gardner et al., 2000; Friedland et al., 2009; Ham et
al., 2006; Ajo-Franklin et al., 2005) and oscillators (Elowitz and Leibler, 2000;
Atkinson et al., 2003; Fung et al., 2005; Stricker et al., 2008, Tigges et al., 2009;
Danino et al., 2010), as well as to other electronics-inspired genetic devices,
including pulse generators’ (Basu et al., 2004), digital logic gates® (Anderson
et al., 2007; Guet et al., 2002; Rackham and Chin, 2005; Rinaudo et al., 2007;

% Memory elements — Devices used to store information about the current state of a system.

7Pulse generators — Circuits or devices used to generate pulses. A biological pulse generator has
been implemented in a multicellular bacterial system, in which receiver cells respond to a chemical
signal with a transient burst of gene expression, the amplitude and duration of which depend on the
distance from the sender cells.

8 Digital logic gates — A digital logic gate implements Boolean logic (such as AND, OR or NOT)
on one or more logic inputs to produce a single logic output. Electronic logic gates are implemented
using diodes and transistors and operate on input voltages or currents, whereas biological logic gates
operate on cellular molecules (chemical or biological).
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Stojanovic and Stefanovic, 2003; Win and Smolke, 2008), filters® (Basu et al.,
2005; Hooshangi et al., 2005; Sohka et al., 2009) and communication modules
(Danino et al., 2010; Basu et al., 2005; Kobayashi et al., 2004; You et al., 2004).

Now, 10 years after the demonstration of synthetic biology’s inaugural de-
vices (Gardner et al., 2000; Elowitz and Leibler, 2000), engineered biomolecular
networks are beginning to move into the application stage and yield solutions to
many complex societal problems. Although work remains to be done on eluci-
dating biological design principles (Mukherji and van Oudenaarden, 2009), this
foray into practical applications signals an exciting coming-of-age time for the
field.

Here, we review the practical applications of synthetic biology in biosensing,
therapeutics and the production of biofuels, pharmaceuticals and novel biomateri-
als. Many of the examples herein do not fit exclusively or neatly into only one
of these three application categories; however, it is precisely this multivalent
applicability that makes synthetic biology platforms so powerful and promising.

Biosensing

Cells have evolved a myriad of regulatory circuits — from transcriptional to
post-translational — for sensing and responding to diverse and transient environ-
mental signals. These circuits consist of exquisitely tailored sensitive elements
that bind analytes and set signal-detection thresholds, and transducer modules
that filter the signals and mobilize a cellular response (Box A2-2). The two basic
sensing modules must be delicately balanced: this is achieved by programming
modularity and specificity into biosensing circuits at the transcriptional, transla-
tional and post-translational levels, as described below.

Transcriptional biosensing. As the first dedicated phase of gene expression,
transcription serves as one method by which cells mobilize a cellular response
to an environmental perturbation. As such, the genes to be expressed, their pro-
moters, TNA polymerase, transcription factors and other parts of the transcrip-
tion machinery all serve as potential engineering components for transcriptional
biosensors. Most synthetic designs have focused on the promoters and their as-
sociated transcription factors, given the abundance of known and characterized
bacterial, archaeal and eukaryotic environment-responsive promoters, which in-
clude the well-known promoters of the Escherichia coli lac, tet and ara operons.

Both the sensory and transducer behaviours of a biosensor can be placed
under synthetic control by directly engineering environment-responsive promoter
sequences. In fact, this was the early design strategy adopted for establishing
inducible expression systems (Brown et al., 1987; Deuschle et al., 1989; Hu and

? Filters — Algorithms or devices for removing or enhancing parts or frequency components from
a signal.
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Davidson, 1987; Lutz and Bujard, 1997). By introducing, removing or modify-
ing activator and repressor sites, a promoter’s sensitivity to a molecule can be
tuned. Synthetic mammalian transactivation systems are generic versions of this
strategy in which an environmentally sensitive transcription factor is fused to a
mammalian transactivation domain to cause inducer-dependent changes in gene
expression. Synthetic mammalian biosensors based on this scheme have been
created for sensing signals such as antibiotics (Fussenegger et al., 2000; Gossen
and Bujard, 1992; Weber et al., 2002), quorum-sensing molecules (Neddermann
et al., 2003; Weber et al., 2003b), gases and metabolites (Malphettes et al., 2005;
Mullick et al., 2006; Weber et al., 2006; Weber et al., 2004), and temperature
changes (Boorsma et al., 2000; Weber et al., 2003a). Fussenegger and colleagues
have even incorporated this transgene design into mammalian circuits, creating
synthetic networks that are responsive to electrical signals (Weber et al., 2009).

Although the engineering of environment-responsive promoters has been
valuable, additional control over modularity'? and specificity can be achieved by
embedding environment-responsive promoters!! in engineered gene networks.
Achieving true modularity with genetic parts is inherently difficult because of
unintended interference among native and synthetic parts and therefore requires
careful decoupling of functional modules. One such modular design strategy was
used by Kobayashi ef al. (2004) to develop whole-cell E. coli biosensors that
respond to signals in a programmable fashion. In this design, a sensory module
(that is, an environment-responsive promoter and associated transcription factor)
was coupled to an engineered gene circuit that functions like a central processing
unit. E. coli cells were programmed to respond to a deleterious endogenous input
— specifically, DNA-damaging stimuli, such as ultraviolet radiation or mitomy-
cin C. The gene circuit, which was chosen to be the toggle switch (Box A2-1),
processes the incoming sensory information and flips from an ‘OFF’ to an ‘ON’
state when a signal threshold is exceeded. Because the biosensor has a decoupled,
modular nature, it can be wired to any desired output, from the expression of
a standard fluorescent reporter to the activation of natural phenotypes, such as
biofilm formation (for example, through expression of traA) or cell suicide (for
example, through expression of ccdB).

Sometimes a single signal may be too general to characterize or define an
environment. For such situations, Anderson et al. (2007) devised a transcriptional
AND gate that could be used to integrate multiple environmental signals into a
single genetic circuit (Box A2-2), therefore programming the desired level of
biosensing specificity. Genetic biosensors of this sort could be useful for com-
municating the state of a specific microenvironment (for example, in an industrial

10 Modularity — The capacity of a system or component to function independently of context.

' Environment-responsive promoters — Promoters that directly transduce environmental signals (for
example, heavy metal ions, hormones, chemicals or temperature) that are captured by their associated
sensory transcription factors.
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bioreactor) within a ‘sea’ of environmental conditions, such as temperature, me-
tabolite levels or cell density.

Translational biosensing. RNA molecules have a diverse and important set of
cellular functions (Eddy, 2001). Non-coding RNAs can splice and edit RNA,
modify ribosomal RNA, catalyse biochemical reactions and regulate gene ex-
pression at the level of transcription or translation (Eddy, 2001; Doudna and
Cech, 2002; Guerrier-Takada et al., 1983; Kruger et al., 1982). The regulatory
subset of non-coding RNAs (Lee et al., 1993; Stougaard and Nordstrom, 1981;
Wagner and Simons, 1994) is well-suited for rational design (Isaacs et al., 2006)
and, in particular, for biosensing applications. Many regulatory RNA molecules
are natural environmental sensors (Gelfand et al., 1999; Johansson et al., 2002;
Lease and Belfort, 2000; Majdalani et al., 2002; Mandal et al., 2003; Mironov
et al., 2002; Morita et al., 1999; Winkler et al., 2002; Winkler et al., 2004), and
because of their ability to take on complex structures defined by their sequence,
these molecules can mediate diverse modular functions across distinct sequence
domains. Riboswitches (Winkler and Breaker, 2005), for instance, bind specific
small-molecule ligands through aptamer'? domains and induce conformational
changes in the 5" UTR of their own mRNA, thereby regulating gene expression.
Aptamer domains that are modelled after riboswitches are versatile and widely
used sensitive elements for RNA-based biosensing. The choice and number of
aptamer domains can provide control over specificity. Building an entire RNA-
based biosensor typically requires coupling an aptamer domain (the sensitive
element) with a post-transcriptional regulatory domain (the transducer module)
on a modular RNA molecule scaffold.

Antisense RNAs!3 (Wagner and Simons, 1994; Good, 2003) are one such
class of natural regulatory RNAs that can control gene expression through post-
transcriptional mechanisms. By linking a riboswitch aptamer to an antisense
repressor on a single RNA molecule, Bayer and Smolke (2005) engineered trans-
acting, ligand-responsive riboregulators'* of gene expression in Saccharomyces
cerevisiae (Box A2-2). Binding of the aptamer to its ligand (for example, the
small molecule theophylline) induces a conformational change in the RNA sen-
sor that either sequesters the antisense domain in a stable stem loop (ON switch)
or liberates it to inhibit translation of an output gene reporter (OFF switch). As a
result of the cooperative dependence on both ligand and target mRNA, this bio-
sensor shows binary-like switching at a threshold ligand concentration, similar

12 Aptamer — Oligonucleic acids that bind to a specific target molecule, such as a small molecule,
protein or nucleic acid. Nucleic acid aptamers are typically developed through in vitro selection
schemes but are also found naturally (for example, RNA aptamers in riboswitches).

13 Antisense RNAs — RNAs that bind segments of mRNA in trans to inhibit translation.

14 Riboregulators — Small regulatory RNAs that can activate or repress gene expression by binding
segments of mRNA in frans. They are typically expressed in response to an environmental signal-
ling event.
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to the genetic toggle design. Importantly, this detection threshold can be adjusted
by altering the RNA sequence and therefore the thermodynamic properties of the
structure. In principle, the ‘antiswitch’ framework is modular; in other words,
aptamers for different ligands and antisense stems targeting different downstream
genes could be incorporated into the scaffold to create new sensors. In practice,
developing new sensors by aptamer and antisense replacement often involves re-
screening compatible secondary structures to create functioning switches. In the
future, this platform could be combined with rapid, in vitro aptameric selection
techniques (Cox et al., 2002; Ellington and Szostak, 1990; Hermann and Patel,
2000; Tuerk and Gold, 1990) for generating a suite of RNA biosensors that report
on the levels of various mRNA species and metabolites in a cell. However, here
it should also be noted that aptamers show specificity for a biased ligand space,
and as a result aptamers for a target ligand cannot always be found.

Another method for transducing the sensory information captured by ap-
tamer domains is to regulate translation through RNA self-cleavage (Winkler et
al., 2004; Winkler and Breaker, 2005). RNA cleavage is catalysed by ribozymes,
some of which naturally possess aptameric domains and are responsive to me-
tabolites (Winkler et al., 2004). Yen et al. (2004) took advantage of this natural
framework and encoded ligand-sensitive ribozymes in the mRNA sequences of
reporter genes. In the absence of its cognate ligand, constitutive autocleavage of
the reporter mRNA resulted in little or no signal. The RNA biosensor is flipped
when the cognate ligand is present to inhibit the ribozyme’s activity. Similar to
the ‘antiswitch’ framework (and with the same technical challenges), these engi-
neered RNAs could potentially be used as endogenous sensors for reporting on a
variety of intracellular species and metabolites.

Post-translational biosensing. Signal transduction pathways show vast diver-
sity and complexity. Factors such as the nature of the molecular interactions, the
number of interconnected proteins in a cascade and the use of spatial mechanisms
dictate which signals are transmitted, whether a signal is amplified or attenuated
and the dynamics of the response. Despite the multitude of factors and interacting
components, signal transduction pathways are essentially hierarchical schemes
based on sensitive elements and downstream transducer modules, and as such can
be rationalized for engineering protein-based biosensors.

The primary sensitive element for most signal transduction pathways is the
protein receptor. Whereas environment-responsive promoters and RNA aptamers
are typically identified from nature or selected with high-throughput combinato-
rial methods, protein receptors can be designed de novo at the level of molecular
interactions. For instance, Looger et al. (2003) devised a computational method
for redesigning natural protein receptors to bind new target ligands. Starting
with a ‘basis’ of five proteins from the E. coli periplasmic binding protein (PBP)
superfamily, the researchers replaced each of the wild-type ligands with a new,
non-native target ligand and then used an algorithm to combinatorially explore all
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binding-pocket-residue mutations and ligand-docking configurations. This proce-
dure was used to predict novel receptors for trinitrotoluene (TNT; a carcinogen
and explosive), L-lactate (a medically-important metabolite) and serotonin (a
chemical associated with psychiatric conditions). The predicted receptor designs
were experimentally confirmed to be strong and specific in vitro sensors, as well
as in vivo cell-based biosensors.

Protein receptors, such as the ones discussed above, are typically membrane-
bound; they trigger protein signalling cascades that ultimately result in a cellular
response. However, several synthetic methods can be used to transmit captured
sensory information in a tunable and desirable manner. Skerker et al. (2008)
rationally rewired the transmission of information through two-component sys-
tems!3 by identifying rules governing the specificity of a histidine kinase to its
cognate response regulator. Alternatively, engineered protein scaffolds can be
designed to physically recruit pathway modulators and synthetically reshape the
dynamical response behaviour of a system (Bashor et al., 2008) (Box A2-3). This
constitutes a modular method for programming protein-based biosensors to have
any desired response, including accelerated, delayed or ultrasensitive responses,
to upstream signals.

Hybrid approaches. Combining synthetic transcriptional, translational and
post-translational circuits into hybrid solutions and harnessing desired charac-
teristics from each could lead to the creation of cell-based biosensors that are as
robust as those of natural organisms. Using a synthetic hybrid approach, Voigt
and colleagues (Levskaya et al., 2005; Levskaya et al., 2009; Tabor et al., 2009)
developed E. coli-based optical sensors. A synthetic sensor kinase was engineered
to allow cells to identify and report the presence of red light. As a result, a bac-
terial lawn of the engineered cells could faithfully ‘print” a projected image in
the biological equivalent of photographic film. Specifically, a membrane-bound
photoreceptor from cyanobacteria was fused to an E. coli intracellular histidine
kinase to induce light-dependent changes in gene expression (Levskaya et al.,
2005) (Box A2-3). In a clever example of its use, the bacterial optical sensor
was applied in image edge detection (Tabor et al., 2009). In this case, by wiring
the optical sensor to transcriptional circuits that perform cell-cell communica-
tion (the quorum-sensing'® system from Vibrio fischeri) and logical functions
(Box A2-3), the researchers programmed only the cells that receive light and
directly neighbour cells that do not receive light to produce a pigment, allowing

15 Two-component systems — Among the simplest types of signal transduction pathways. In bacteria,
they consist of two domains: a membrane-bound histidine kinase (sensitive element) that senses a
specific environmental stimulus, and a cognate response regulator (transducer domain) that triggers
a cellular response.

16 Quorum sensing — A cell-to-cell communication mechanism in many species of bacteria, whereby
cells measure their local density (by the accumulation of a signalling molecule) and subsequently
coordinate gene expression.
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the edges of a projected image to be traced. This work demonstrates that complex
behaviour can emerge from properly wiring together smaller genetic programs,
and that these programs can lead to unique real-world applications.

Therapeutics

Human health is afflicted by new and old foes, including emergent drug-
resistant microbes, cancer and obesity. Meanwhile, progress in medicine is faced
with challenges at each stage of the therapeutic spectrum, ranging from the drying
up of pharmaceutical pipelines to limited global access to viable medicines. In
a relatively short amount of time, synthetic biology has made promising strides
in reshaping and streamlining this spectrum (Box A2-4). Indeed, the rational
and model-guided construction of biological parts is enabling new therapeutic
platforms, from the identification of disease mechanisms and drug targets to the
production and delivery of small molecules.

Disease mechanism. An electrical engineer is likely to prototype portions of a
circuit on a ‘breadboard’ before printing it as an entire integrated circuit. This
allows for the rigorous testing of submodules in an isolated, well-characterized
environment. Similarly, synthetic biology provides a framework for synthetically
reconstructing natural biological systems to explore how pathological behaviours
may emerge. This strategy was used to give mechanistic insights into a primary
immunodeficiency, agammaglobulinaemia, in which patients cannot generate
mature B cells and as a result are unable to properly fight infections (Ferrari et
al., 2007). The researchers developed a synthetic testbed by systematically re-
constructing the various components of the human B cell antigen receptor (BCr)
signalling pathway in an orthogonal environment.!” This allowed them to identify
network topology features that trigger BCR signalling and assembly. A rare mu-
tation in the immunoglobulin-B-encoding gene was identified in one patient and
introduced into the synthetic system, in which it was shown to abolish assembly
of the BCR on the cell surface, thereby linking this faulty pathway component
with disease onset. Pathogenic viral genomes can similarly be reconstructed
for studying the molecular underpinnings of infectious disease pandemics. For
instance, synthetic reconstruction of the severe acquired respiratory syndrome
(SARS) coronavirus (Becker et al., 2008) and the 1918 Spanish influenza virus
(Tumpey et al., 2005) helped to identify genetic mutations that may have con-
ferred human tropism and increased virulence.

Drug-target identification. Building up synthetic pathways and systems from
individual parts is one way of identifying disease mechanisms and therapeutic

17 Orthogonal environment — A cellular environment or host into which genetic material is trans-
planted to avoid undesired native host interference or regulation. Orthogonal hosts are often organ-
isms with sufficient evolutionary distance from the native host.
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targets. Another is to deploy synthetic biology devices to systematically probe the
function of individual components of a natural pathway. Our group, for instance,
has engineered modular riboregulators that can be used to tune the expression
of a toxic protein or any gene in a biological network (Isaacs et al., 2004). To
achieve post-transcriptional control over a target gene, the mRNA sequence of the
riboregulator 5* UTR is designed to form a hairpin structure that sequesters the
ribosomal binding site (RBS) and prevents ribosome access to it. Translational
repression of this cis-repressed mRNA can be alleviated by an independently reg-
ulated transactivating RNA that targets the stem-loop for unfolding. Engineered
riboregulators have been used to tightly regulate the expression of CcdB, a toxic
bacterial protein that inhibits DNA gyrase,'® to gain a better understanding of the
sequence of events leading to induced bacterial cell death (Dwyer et al., 2007).
These synthetic biology studies, in conjunction with systems biology studies of
quinolones (antibiotics that inhibit gyrase) (Dwyer et al., 2007), led to the dis-
covery that all major classes of bactericidal antibiotics induce a common cellular
death pathway by stimulating oxidative damage (Kohanski et al., 2007, 2008).
This work provided new insights into how bacteria respond to lethal stimuli and
paved the way for the development of more effective antibacterial therapies.

Drug discovery. After a faulty pathway component or target is identified, whole-
cell screening assays can be designed using synthetic biology strategies for drug
discovery. As a demonstration of this approach, Fussenegger and colleagues
(Weber et al., 2008) developed a synthetic platform for screening small molecules
that could potentiate a Mycobacterium tuberculosis antibiotic (Box A2-4). ethi-
onamide, currently the last line of defence in the treatment of multidrug-resistant
tuberculosis, depends on activation by the M. tuberculosis enzyme EthA for ef-
ficacy. However, due to transcriptional repression of ethA by the protein EthR,
ethionamide-based therapy is often rendered ineffective. To address this problem,
the researchers designed a synthetic mammalian gene circuit that featured an
EthR-based transactivator of a reporter gene and used it to screen for and identify
EthR inhibitors that could abrogate resistance to ethionamide. Importantly, be-
cause the system is a cell-based assay, it intrinsically enriches for inhibitors that
are non-toxic and membrane-permeable to mammalian cells, which are key drug
criteria as M. tuberculosis is an intracellular pathogen. This framework, in which
drug discovery is applied to whole cells that have been engineered with circuits
that highlight a pathogenic mechanism, could be extended to other diseases and
phenotypes.

'8 DNA gyrase — A type II DNA topoisomerase that catalyses the ATP-dependent supercoiling of
closed-circular dsDNA by strand breakage and rejoining reactions. Control of chromosomal topo-
logical transitions is essential for DNA replication and transcription in bacteria, making gyrase an
effective target for antimicrobial agents (for example, the quinolone class of antibiotics).
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Therapeutic treatment. Synthetic biology devices have additionally been de-
veloped to serve as therapies themselves. Entire engineered viruses and organ-
isms can be programmed to target specific pathogenic agents and pathological
mechanisms. For instance, in two separate studies (Lu and Collins, 2007, 2009)
researchers used engineered bacteriophages to combat antibiotic-resistant bacte-
ria by endowing them with genetic mechanisms that target and thwart bacterial
mechanisms for evading antibiotic action. The first study was prompted by the
observation that biofilms,'® in which bacteria are encapsulated in an extracellular
matrix, have inherent resistance to antimicrobial therapies and are sources of
persistent infections. To more effectively penetrate this protective environment,
T7 phage was engineered to express the biofilm matrix-degrading enzyme dis-
persin B (DspB) upon infection (Lu and Collins, 2007). The two-pronged attack
of T7 expressing DspB and phage-induced lysis fuelling the creation and spread
of DspB resulted in the removal of 99.997% of the biofilm bacterial cells. In the
second study (Lu and Collins, 2009), it was suggested that inhibition of certain
bacterial genetic programs could improve the effectiveness of current antibiotic
therapies. In this case, bacteriophages were deliberately designed to be non-lethal
so as not to elicit resistance mechanisms; instead, a non-lytic M13 phage was
used to suppress the bacterial SOS DNA-damage response by overexpression of
its repressor, lexA3. The engineered bacteriophage significantly enhanced killing
by three major classes of antibiotics in traditional cell culture and in E. coli-
infected mice, potentiated killing of antibiotic-resistant bacteria and, importantly,
reduced the incidence of cells with antibiotic-induced resistance.

Synthetically engineered viruses and organisms that are able to sense and
link their therapeutic activity to pathological cues may be useful in the treatment
of cancer, in which current therapies often indiscriminately attack tumours and
normal tissues. For instance, adenoviruses were programmed to couple their repli-
cation to the state of the p5S3 pathway in human cells (Ramachandra et al., 2001).
Normal p53 production would result in inhibition of a crucial viral replication
component, whereas a defunct p53 pathway, which is characteristic of tumour
cells, would allow viral replication and cell killing. In another demonstration of
translational synthetic biology applied to cancer therapy, Voigt and colleagues
(Anderson et al., 2006) developed cancer-targeting bacteria and linked their
ability to invade the cancer cells to specific environmental signals. Constitutive
expression of the heterologous invasin (inv) gene (from Yersinia pseudotubercu-
losis) can induce E. coli cells to invade both normal human cell lines and cancer
cell lines. So, to preferentially invade cancer cells, the researchers placed inv
under the control of transcriptional operons that are activated by environmental
signals specific to the tumour microenvironment. These engineered bacteria could
be made to carry or synthesize cancer therapies for the treatment of tumours.

19 Biofilms — Surface-associated communities of bacterial cells encapsulated in an extracellular
polymeric substances (EPS) matrix. Biofilms are an antibiotic-resistant mode of microbial life found
in natural and industrial settings.
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Therapeutic delivery. In addition to engineered therapeutic organisms, synthetic
circuits and pathways can be used for the controlled delivery of drugs as well as
for gene and metabolic therapy. In some cases, sophisticated kinetic control over
drug release in the body may yield therapeutic advantages and reduce undesired
side effects. Most hormones in the body are released in time-dependent pulses.
Glucocorticoid secretion, for instance, has a circadian and ultradian®® pattern
of release, with important transcriptional consequences for glucocorticoid-re-
sponsive cells (Stavreva et al., 2009). Faithfully mimicking these patterns in the
administration of synthetic hormones to patients with glucocorticoid-responsive
diseases, such as rheumatoid arthritis, may decrease known side effects and im-
prove therapeutic response (Stavreva et al, 2009). Periodic synthesis and release
of biologic drugs can be autonomously achieved with synthetic oscillator circuits
(Elowitz and Leibler, 2000; Atkinson et al., 2003; Fung et al., 2005; Stricker
et al., 2008; Tigges et al., 2009) or programmed time-delay circuits (Weber et
al., 2007). In other cases, one may wish to place a limit on the amount of drug
released by programming the synthetic system to self-destruct after a defined
number of cell cycles or drug release pulses. Our group has recently developed
two variants of a synthetic gene counter (Friedland et al., 2009) that could be
adapted for such an application.

Gene therapy is beginning to make some promising advances in clinical areas
in which traditional drug therapy is ineffective, such as in the treatment of many
hereditary and metabolic diseases. Synthetic circuits offer a more controlled ap-
proach to gene therapy, such as the ability to dynamically silence, activate and
tune the expression of desired genes. In one such example (Deans et al., 2007),
a genetic switch was developed in mammalian cells that couples transcriptional
repressor proteins and an RNAi module for tight, tunable and reversible control
over the expression of desired genes (Box A2-4). This system would be par-
ticularly useful in gene-silencing applications, as it was shown to yield >99%
repression of a target gene.

Additionally, the construction of non-native pathways offers a unique and
versatile approach to gene therapy, such as for the treatment of metabolic disor-
ders. Operating at the interface of synthetic biology and metabolic engineering,
Liao and colleagues (Dean et al., 2009) recently introduced the glyoxylate shunt
pathway?! into mammalian liver cells and mice to explore its effects on fatty
acid metabolism and, more broadly, on whole-body metabolism. Remarkably,
the researchers found that when transplanted into mammals, the shunt actually
increased fatty acid oxidation, evidently by creating an alternative cycle. Further-
more, mice expressing the shunt showed resistance to diet-induced obesity when

20 Ultradian — Periods of cycles that are repeated throughout a 24-hour circadian day.

21 Glyoxylate shunt pathway — A two-enzyme metabolic pathway unique to bacteria and plants
that is activated when sugars are not readily available. This pathway diverts the tricarboxylic acid
(TCA) cycle so that fatty acids are not completely oxidized and are instead converted into carbon
energy sources.
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placed on a high-fat diet, with corresponding decreases in total fat mass, plasma
triglycerides and cholesterol levels. This work offers a new synthetic biology
model for studying metabolic networks and disorders, and for developing treat-
ments for the increasing problem of obesity.

Finally, the discovery of drugs and effective treatments may not quickly — or
ever — translate to the people who need them the most because drug produc-
tion processes can be difficult and costly. As discussed below, synthetic biol-
ogy is allowing rare and costly drugs to be manufactured more cost-effectively
(Box A2-4).

Biofuels, pharmaceuticals and biomaterials

Recent excitement surrounding the production of biofuels, pharmaceuticals
and biomaterials from engineered microorganisms is matched by the challenges
that loom in bringing these technologies to production scale and quality. The most
widely used biofuel is ethanol produced from corn or sugar cane (Fortman et al.,
2008); however, the heavy agricultural burden combined with the suboptimal
fuel properties of ethanol make this approach to biofuels problematic and limited.
Microorganisms engineered with optimized biosynthetic pathways to efficiently
convert biomass into biofuels are an alternative and promising source of renew-
able energy. These strategies will succeed only if their production costs can be
made to compete with, or even outcompete, current fuel production costs. Simi-
larly, there are many drugs for which expensive production processes preclude
their capacity for a wider therapeutic reach. New synthetic biology tools would
also greatly advance the microbial production of biomaterials and the develop-
ment of novel materials.

Constructing biosynthetic pathways. When engineering for biofuels, drugs or
biomaterials, two of the first design decisions are choosing which biosynthetic
pathway or pathways to focus on and which host organism to use. Typically, these
decisions begin with the search for organisms that are innately capable of achiev-
ing some desired biosynthetic activity or phenotype (Alper and Stephanopoulos,
2009). For biofuel production, for instance, certain microorganisms have evolved
to be proficient in converting lignocellulosic material to ethanol, biobutanol and
other biofuels. These native isolates possess unique catabolic activity, heightened
tolerances for toxic materials and a host of enzymes designed to break down the
lignocellulosic components. Unfortunately, these highly desired properties exist
in pathways that are tightly regulated according to the host’s evolved needs and
therefore may not be suitable in their native state for production scale. A long-
standing challenge in metabolic and genetic engineering is determining whether
to improve the isolate host’s production capacity or whether to transplant the
desired genes or pathways into an industrial model host, such as E. coli or S.
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cerevisiae; these important considerations and trade-offs are reviewed elsewhere
(Alper and Stephanopoulos, 2009).

The example of the microbial production of biobutanol, a higher energy den-
sity alternative to ethanol, provides a useful glimpse into these design trade-offs.
Butanol is converted naturally from acetyl-CoA by Clostridium acetobutylicum
(Jones and Woods, 1986). However, it is produced in low yields and as a mixture
with acetone and ethanol, so substantial cellular engineering of a microorgan-
ism for which standard molecular biology techniques do not apply is needed to
produce usable amounts of butanol (Tummala et al., 2003; Shao et al., 2007).
Furthermore, importing the biosynthetic genes into an industrial microbial host
can lead to metabolic imbalances (Inui et al., 2008). In an altogether different
approach, Liao and colleagues (Atsumi et al., 2008) bypassed standard fermenta-
tion pathways and recognized that a broad set of the 2-keto acid intermediates of
E. coli amino acid biosynthesis could be synthetically shunted to achieve high-
yield production of butanol and other higher alcohols in two enzymatic steps.

Indeed, complementary to efforts in traditional metabolic and genetic engi-
neering is the use of engineering principles for constructing functional, predict-
able and non-native biological pathways de novo to control and improve microbial
production. In an exemplary illustration of this, Keasling and colleagues engi-
neered the microbial production of precursors to the antimalarial drug artemisinin
to industrial levels (Martin et al., 2003; Ro et al., 2006) (Box A2-4). There are
now many such examples of the successful application of synthetic approaches
to biosynthetic pathway construction — such approaches have been used in the
microbial production of fatty-acid-derived fuels and chemicals (such as fatty
esters, fatty alcohols and waxes) (Steen et al., 2010), methyl halide-derived fuels
and chemicals (Bayer et al., 2009), polyketide synthases that make cholesterol-
lowering drugs (Ma et al., 2009), and polyketides made from megaenzymes that
are encoded by very large synthetic gene clusters (Kodumal et al., 2004).

Optimizing pathway flux. After biosynthetic pathways have been constructed,
the expression levels of all of the components need to be orchestrated to optimize
metabolic flux?? and achieve high product titres. A standard approach is to drive
the expression of pathway components with strong and exogenously tunable
promoters, such as the P, tet, P, lac, and Py, ; promoters from the fet, lac and ara
operons of E. coli, respectively. To this end, there are ongoing synthetic biology
efforts to create and characterize more reusable, biological control elements
based on promoters for predictably tuning expression levels (Alpert et al., 2005;
Ellis et al., 2009). Further to this, synthetic biologists have devised a number of
alternative methods for obtaining biological pathway balance, ranging from re-
configuring network connectivity to fine-tuning individual components. A richer

22 Metabolic flux — The rate of flow of metabolites through a metabolic pathway. The rate is regu-
lated by the enzymes in the pathway.
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discussion of these topics, including the fine-tuning of parts, the application of
model-guided approaches and the development of next-generation interoperable
parts, is presented elsewhere (Lu et al., 2009). In Box A2-5 and Box A2-6 we
detail several synthetic biology strategies that specifically pertain to the optimi-
zation of metabolic pathway flux. These strategies range from those driven by
evolutionary techniques, to those driven by rational design and in silico models,
to those that combine both approaches.

Programming novel functionality and materials. Beyond facilitating meta-
bolic tasks, synthetic systems can infuse novel functionality into engineered
organisms for production purposes or for building new materials. Early work
in the field laid the groundwork for constructing basic circuits that could sense
and process signals, perform logic operations and actuate biological responses
(Voigt, 2006). Wiring these modules together to bring about reliable, higher-order
functionality is one of the next major goals of synthetic biology (Lu et al., 2009),
and an important application of this objective is the layering of ‘smart’ control
mechanisms over metabolic engineering. For instance, circuits designed to sense
the bioreactor environment and shift metabolic phases accordingly would further
improve biofuel production. Alternatively, autonomous timing circuits could
be used to shut down metabolic processes after a prescribed duration of time.
Biological timers of this sort have been developed using genetic toggle switches
that were deliberately rendered imbalanced through model-guided promoter engi-
neering (Ellis et al., 2009). These genetic timers were used to program the time-
dependent flocculation?® of yeast cells to facilitate the separation of cells from,
for instance, the alcohol produced in industrial fermentation processes.

Synthetic control systems can also be used to extract and purify the syn-
thesized product. This is particularly important in the production of recombi-
nant proteins, bioplastics and other large biomaterials, which can accumulate
inside cells, cause the formation of inclusion bodies and become toxic to cells
if they are present at high titres. To export recombinant spider-silk monomers,
Widmaier et al. (2009) searched for a secretion system that would enable efficient
and indiscriminate secretion of proteins through both bacterial membranes. The
Salmonella type III secretion system (T3SS) not only fulfils these criteria but
also possesses a natural regulatory scheme that ties expression of the protein to
be secreted to the secretion capacity of the cell; as a result, the desired protein is
only expressed when sufficient secretion complexes have been built. To obtain
superior secretion rates of recombinant silk protein, the researchers needed only
to engineer a control circuit that hitches the heterologous silk-protein-producing
genes to the innate genetic machinery for environmental sensing and secretion
commitment.

23 Flocculation — A specific form of cell aggregation in yeast triggered by certain environmental
conditions, such as the absence of sugars. For example, flocculation occurs once the sugar in a beer
brew has been fermented into ethanol.
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Finally, there is an emerging branch of synthetic biology that seeks to pro-
gram coordinated behaviour in populations of cells, which could lead to the fabri-
cation of novel biomaterials for various applications. The engineering of synthetic
multicellular systems is typically achieved with cell-cell communication and as-
sociated intracellular signal processing modules, as was elegantly used by Hasty
and colleagues (Danino et al., 2010) to bring about synchronized oscillations in
a population of bacterial cells. Weiss and colleagues (Basu et al., 2004, 2005)
have similarly done pioneering work in building biomolecular signal-processing
architectures that can filter communication signals originating from ‘sender’ cells.
These systems, which can be programmed to form intricate multicellular patterns
from a solid-phase cellular lawn, would aid the development of fabrication-free
scaffolds for tissue engineering.

Future challenges and conclusions

The future of translational synthetic biology hinges on the development of
reliable means for connecting smaller functional circuits to realize higher-order
networks with predictable behaviours. In a previous article (Lu et al., 2009), we
outlined four research efforts aimed at improving and accelerating the overall
design cycle and allowing more seamless integration of biological circuitry
(Box A2-7).

Beyond the challenge of improving the design cycle, applied synthetic biol-
ogy would benefit from once again summoning the original inspiration of bio-
computing. The ability to program higher-level decision-making into synthetic
networks would yield more robust and dynamic organisms, including ones that
can accomplish many tasks simultaneously. Furthermore, as adaptive and pre-
dictive behaviours are naturally present in all organisms (including microbes)
(Mitchell et al., 2009; Tagkopoulos et al., 2008), synthetic learning networks built
from genetic and biological parts (Fernando et al., 2009; Fritz et al., 2007) would
infuse engineered organisms with more sophisticated automation for biosensing
and related applications.

Finally, the majority of synthetic biology is currently practiced in microbes.
However, many of the most pressing problems, and in particular those of human
health, are inherently problems with mammalian systems. Therefore, a more
concerted effort towards advancing mammalian synthetic biology will be crucial
for next-generation therapeutic solutions, including the engineering of synthetic
gene networks for stem-cell generation and differentiation.

By addressing such challenges, we will be limited not by the technicalities
of construction or the robustness of synthetic gene networks but only by the
imagination of researchers and the number of societal problems and applications
that synthetic biology can resolve.
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BOX A2-7
Recommendations for Improving the
Synthetic Biology Design Cycle

e Scaling up to larger and more complex biological systems while simultane-
ously minimizing interference among parts will require an expanded synthetic
biology toolkit and, in particular, libraries of interoperable parts. Eukaryotic sys-
tems are fertile grounds for discovering such parts, as many synthetic biology
devices are based on a small repertoire of bacterial and archaeal regulatory
elements.

* Modelling and fine-tuning of synthetic networks should be emphasized, par-
ticularly as the network size and complexity increases. This will facilitate proper
matching of input—output behaviours (that is, transfer functions) when distinct
modules are connected.

e There is a need to develop new probes and high-throughput methods for the in
vivo measurement of circuit dynamics to rapidly characterize parts and debug
networks.

* Cellular testing platforms need to be developed to quicken the pace of identify-
ing problematic network nodes and ease the failure-prone jumps associated
with either building a more complex network or deploying a network in a more
complex organism. These testing platforms could be cells engineered to have
minimal genomes (Gibson et al., 2008; Glass et al., 2006; Lartigue et al., 2007;
Lartigue et al., 2009) or lower model organisms that have been equipped with
specific machinery from higher organisms.
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A3

THE GENOME AS THE UNIT OF ENGINEERING
Andrew D. Ellington and Jared Ellefson?’

Introduction

Recent years have marked a dramatic increase of our capabilities to se-
quence and synthesize nucleic acids. Ten years ago the first human genome was
sequenced, and at the time it was a monumental undertaking requiring billions of
dollars in funding and legions of dedicated researchers. Today, the same genome
sequence would cost a fraction of the price and soon personal genome sequencing
will be commonplace. However, while our understanding of genomes has not yet

27 Center for Systems and Synthetic Biology, University of Texas at Austin.
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caught up with our ability to generate data, there is no question that the technol-
ogy revolution has transformed and will continue to drive the biological sciences,
in particular the new integrative science known as systems biology.

The same revolution is occurring in DNA synthesis, as prices for DNA drop
and technologies are developed for large-scale (and ever longer) syntheses. As
with sequencing, the technology revolution will lead understanding, and it can
be argued that, although we can synthesize a microbial genome (Gibson et al.,
2010), we don’t necessarily understand how to design one. That’s fine; we can
learn by doing, and as synthetic genomes become easier to synthesize, we will
undoubtedly generate customized genomes that will test the simple hypothesis
of whether they function as intended.

Together, these emerging issues are the essence of what can be seen as the
holy grail of both systems and synthetic biology, the genome as the unit of engi-
neering. Synthetic biology can, in many circumstances, be defined as the abstrac-
tion of biology to the point where it can be easily engineered. This is first and
foremost an operational definition, not an intellectual one. Indeed, there hides in
the background of synthetic biology the usually unstated hypothesis that biology
was made to be engineered by engineers (a hypothesis we take issue with below).
Parallels are often drawn between electrical engineering and synthetic biology,
where genetic information like promoters and proteins can be compared to com-
ponents of a circuit board such as transistors or capacitors. In the view of the
new breed of synthetic biologists, standardized components can almost always
be used to rationally design genetic elements to perform desired tasks. This view
has much merit, since it has already yielded interesting products such as biofuels,
pharmaceuticals, and biomaterials. For example, Bayer and Voigt coaxed yeast
into making valuable methyl halides from biomass (Bayer et al., 2009), while the
Keasling lab reengineered the common lab microbe, Escherichia coli, to produce
large quantities of amorphadiene, a precursor to antimalarial and anticancer drugs
(Martin et al., 2003). It is not unreasonable to suspect that synthetic circuits will
be introduced in human hosts at some point; for example, Fussenegger has cre-
ated a synthetic circuit composed of a bacterial uric acid sensor and a fungal urate
oxidase (which converts uric acid into a more tolerable compound) that can be
used to control uric acid levels in mammalian hosts and thus ameliorate chronic
disease states such as gout (Kemmer et al., 2010).

However, it is nonetheless still the case that many of these systems must
be optimized in order for them to function as intended, in large part because the
constituent parts are neither truly modular nor is their function fully predictable
in new contexts. The question thus becomes whether biology is really meant to
be engineered the same way a circuit board is, whether engineers will learn to
make biology a circuit board, or whether some composite view is more akin to
reality. Or, stated another way, the question is whether genetic tinkering (which
existed well before synthetic biology) has somehow entered a new, more robust
phase or if it has just been relabeled.
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Systems biology has taken a different approach to how to tinker with sys-
tems. This approach proceeds from an understanding of the system as a whole
instead of as an amalgam of component parts. It is top down rather than bottom
up. By integrating literally millions of points of data from genomes, transcrip-
tomes, and proteomes across the phylogenetic spectra, systems biologists can
draw remarkable conclusions, up to and including the identification of nonobvi-
ous and evolutionarily repurposed subsystems. It is this sort of understanding that
allows us to realize that the same interactions that govern resistance to antifungals
in yeast also govern blood vessel formation in higher organisms (McGary et al.,
2010). While a comparable synthetic biology approach might be to repurpose
a tractable signaling pathway for blood vessel formation, this approach would
require extensive empirical testing. As technology continues to develop for high-
throughput analysis of DNA, RNA, and proteins, systems biologists will have the
benefit of several billion years of empirical testing and, thus, will hold the intel-
lectual high ground for understanding how organisms truly work. Quantitative
modeling of the connectedness of extant systems will, in the end, be more likely
to allow us to build a functional genome from scratch than the untested engineer-
ing hypothesis that organisms should work like we want them to. In greater detail,
this should inevitably lead to the following discussion.

Systems Biology Eats Synthetic Biology

The fiction of synthetic biology is that it is possible to engineer biologi-
cal systems in modular, composable, scalable, and programmable ways using
“parts” to build circuits and eventually systems (and ecosystems) (Bromley et
al., 2008; Win et al., 2009). Both the field and the fiction have emerged largely
not from scientific research but from the International Genetically Engineered
Machines competition, iGEM, which is constrained to rely on “BioBricks” for
the construction of student projects (Smolke, 2009). In fact, long before iGEM
there were numerous biological engineers, and these biological engineers would,
with different degrees of success, use genes (not then known as biological parts)
to construct pathways (not then known as circuits) that had particular functions.

What has changed between the long period during which biological engi-
neering has been maturing (indeed, one could argue that biological engineering
in the form of selective breeding greatly predated man’s understanding of biology
itself) and today to make biological engineering into synthetic biology, besides
nomenclature? It could be argued that there are two important milestones: First,
many researchers in other engineering disciplines were somehow shut out of
the biology because it lacked an engineering flair and was more dissective than
synthetic. In this view, the influx of engineers into biology is assisted by recast-
ing biology in terms more familiar to engineers, and this is why we often see
biological circuits represented (incorrectly, as I will argue later) as electronic
circuits (Khalil and Collins, 2010).
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Second, there is not just a quantitative but rather a qualitative or foundational
difference in being able to make large amounts of DNA. The ability to remake
a whole genome (Gibson et al., 2010) is so great relative to the ability to make
a mutation in that genome (or in an episome sharing a cell with that genome)
that there must now be a new engineering discipline that approaches genome
construction in a wholly different way than traditional biological engineering
would have been capable of doing. I think there is some merit to this explanation,
although it is a bit like saying that genomics is different than genetics. While we
would never argue that we do not have much greater understanding of molecular
detail today than we did in Mendel’s day, our fantastic increase in knowledge
does not invalidate the views of Mendel; rather, this knowledge merely adds
depth to the fundamental concept of inheritance. Genomics further explains
genetics; it does not remake it (although individual concepts in genetics, such
as the role of environment in inheritance, have certainly been remade radically).
Nonetheless, it is true that techniques for the rational manipulation of whole
genomes will prove to be of enormous value into the future. And while many of
us who wish to reconstruct living systems will continue to have “Venter envy,” a
new generation of techniques such as multiplex automated genome engineering
(Wang et al., 2009) are beginning to emerge that will make such manipulations
possible even for individual investigators.

In the absence of the synthetic biology “revolution” (redefinition), how
might biological engineers who were attempting to manipulate larger and larger
amalgams of DNA have managed? Where would they have turned for knowledge
and inspiration? I contend that it would not have been electrical engineering—
the frequent muse to whom many who call themselves synthetic biologists ap-
peal—but rather to systems biology. Systems biology attempts to understand the
interrelationships between all of the molecular and cellular parts of system in a
quantitative way, and it has as one of its ultimate goals the modeling of biologi-
cal organisms down to the molecular level. If we had the same knowledge of
organisms that we do of the hardware and software accompanying a computer,
the entire organism would not just be a “chassis” for the installation of a synthetic
circuit; it would be the unit of engineering itself. Fortunately for both traditional
biological engineers and synthetic biologists, our understanding of systems has
increased dramatically in recent years, and thus there will come a point where
systems biology will not only completely inform biological engineering, but it
will overtake the utility of orthogonal, add-on circuits that were largely meant
to operate independently of the systems in which they were embedded. Systems
biology will eat synthetic biology.

This change in perspective and approach will be absolutely essential as bio-
logical engineering moves forward. The utility of orthogonal synthetic circuits
is limited for a variety of reasons. First, by failing to take into account the unity
of the system, the predictability of circuits must be limited. This can best be
seen by thinking about a very simple synthetic circuit that has been around for
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a long time: a plasmid that is used for protein overproduction. You can in fact
embed a plasmid in a strain and induce protein production. From this vantage, the
synthetic circuit has worked. However, it is difficult if not impossible to predict
protein yield at the outset with any degree of certainty. Different proteins will
express to different extents, will form aggregates to different extents, and will
hamper the growth of the organism to different extents, to mention just a few vari-
ables that ultimately affect yield. This variability has nothing to do with whether
a given “part” has been well characterized or not, and everything to do with the
interaction of the part with the system as a whole. Protein overexpression inter-
faces with the cell’s machinery for transcription, translation, and degradation in
myriad ways, and in the absence of a complete understanding of how the circuit
interfaces with the system it will be difficult to ultimately predict how the circuit
will work. Outcomes will range from making huge amounts of a protein to killing
the cell outright. Of course the circuit can always be tinkered with to make more
protein, but that was true before it was called a circuit and was merely a plas-
mid. What has synthetic biology brought to the modular, composable, scalable,
and programmable overexpression of proteins that was not previously known?
Nothing, because the tinkering that is now possible following the invention of
the discipline is the same tinkering that was possible prior to its invention. Col-
lins has pointed out that really tinkering is all that is necessary for engineering
to prosper in biology, and he is of course correct. However, understanding and
progress in this area will come from an increasingly detailed understanding of
systems biology and integrated models of metabolism.

In discussions with Erik Winfree, a more charitable interpretation of the
coexplosion of both systems and synthetic biology emerges, which is that these
are different means to the same end—a predictable biology. The more complex
system, the organism, is at present less predictable, and thus nominally orthogo-
nal subsystems as built by synthetic biologists may allow us to initially develop
better models. As those models become more sophisticated, they will of neces-
sity take into account the discoveries and models developed through the study
of systems biology.

A second, more important objection is that, by treating systems as though
they were mere amalgams of components, synthetic biology ignores what I would
argue is the central tenet of biology: organisms evolve. Given that an orthogonal
circuit is really just an abstraction, as such circuits draw upon the metabolic,
transcription, translation, and other resources of a cell, the circuit must of neces-
sity change the fitness of a cell. To the extent that any synthetic circuit is used
in the context of an evolutionary machine—a replicating cell—the possibility
exists that mutations will arise that change both the cell and its added circuitry,
for better or worse. While one alternative is just to not have cells replicate and to
let circuits execute in preset bags of enzymes, this denies one of the great pos-
sibilities inherent in biology: the ability to generate larger amounts of complex
matter from simpler substrates. An understanding of how to engineer biological
systems will therefore proceed in large measure from a better understanding of
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the costs and benefits of circuits to the system as a whole, again a province of
systems (and evolutionary) biology.

Remaking Organismal Operating Systems

It is with this somewhat different perspective that we can move forward
from thinking about how to make orthogonal circuits to thinking about how to
manipulate the operating systems of organisms. Ultimately, synthetic biology is
not modular, composable, scalable, or programmable because the operating sys-
tem of biology does not support these features. The operating system of biology
is a kludge, the result of billions of years of happenstance and compromise, and
it cannot at this juncture be remade by the simple expedient of saying it’s not so.

But this does not mean that the operating system cannot be remade.

In looking at the operating system of biology, there is really only one com-
ponent that is remotely akin to the synthetic biology dream of being modular,
composable, scalable, and programmable, and that is DNA (or, more generally,
nucleic acids). The simplicity of Watson-Crick base pairing and its implementa-
tion in a regular biopolymer meets all of these requirements. Unfortunately, this
simplicity is destroyed by translation, which turns a regular biopolymer into
many irregular ones. Obviously, from the point of view of organismal fitness,
this is a good thing.

Thus, the question becomes, how can we remake the operating system of an
organism so that the features of DNA are the features of not just one component
but of all the components? My answer to this question is a limited one, but I
think it suggests new directions. It seemed to me that since it is possible to have
the base-pairing properties of DNA, but with different backbones, such as those
seen in RNA, locked nucleic acids (LNAs), and especially peptide nucleic acids
(PNAs), that it should be possible to extend base pairing to other components in
biological operating systems. In particular, it should be possible to allow proteins
to base pair in much the same way that PNAs would.

To this end, my lab has embarked on a journey to expand the genetic code
to include four monomers that have nucleobase amino acids with side chains
that have pairing properties equivalent to G, A, T, and C. Given the exploits and
insights of the Schultz lab and others, this is an engineering feat that should be
possible. The punctuation of the genetic code, stop codons, can be reprogrammed
to code for amino acids (although ultimately with a systems-level cost), and four
base codons (and now even a four base codon-reading ribosome) allow a (still
uncertain) expansion of the code and the production of genetically augmented
proteins.

Imposing Rationality on Biology

Whereas computers were built from the bottom up, with all of the rationality
that engineers could bring to bear on both the hardware and software, biology
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and its operating systems were presented to us as a fait accompli, and thus have
to be engineered from the top down, in a way that can best be described as ir-
rational, despite the fiction of synthetic biology. Biological systems evolved as
kludges, and are engineered as kludges. While the underpinnings of synthetic
biology seem to be to ignore these kludges, the hope of systems biology is to
understand these kludges well enough that engineering short circuits and patches
seem seamless.

As a small step, I envision that the addition of nucleobase amino acids to the
genetic codes will allow us to begin to engineer biology in a truly rational man-
ner. In my vision, there will be several substantive benefits to this fundamental
remaking of a biological operating system. First, engineering protein—protein
interactions will become more predictable, as it may be possible to uniquely code
for such interactions via strings of nucleobase amino acids. Second, the same
benefit will obviously accrue for protein—nucleic acid interactions. Transcrip-
tion factors and RNA-binding proteins will no longer have semiprogrammable
interaction domains, such as zinc fingers, but will instead be fully program-
mable. Third, it should be possible to rationally design cellular interactions and
architectures via membrane proteins that again are tailed with nucleobase amino
acids. And finally, this fundamental change in the operating system of a biologi-
cal system should greatly speed the course of evolution. This conclusion comes
from thinking about how transcription factors evolve to acquire new specificities.
In general, there are multiple amino acid changes that must occur in order to bind
a new DNA sequence, and these changes are not one-to-one, since the “code”
for protein—nucleic acid interactions is three-dimensional rather than linear. By
switching out the three-dimensional code for a nominally linear one, the number
of sequence changes that must be acquired to bind adjacent to a promoter (or to
form a new protein—protein interaction, or to make a connection to a new cell)
will be proportionately reduced, and thus the acceptance of these changes (evolu-
tion) can potentially occur much more quickly.

For the longer term, I think there is the possibility that the operating sys-
tems of organisms can be changed in an even more fundamental manner. Merely
adding nucleobase amino acids to the repertoire of the genetic code simplifies
interactions from three-dimensional and irrational to linear and rational, but it
does nothing about the way in which the associated machinery actually performs
computations. Signal-transduction pathways will still pass information from the
outside world to the inside of cells via a series of just-so scaffolds and complex
conformational changes that will remain subject to relatively irrational engineer-
ing (and, given how I have tried to define rationality at a global level, this state-
ment takes nothing away from the extraordinary successes of Lim and others in
engineering signal transduction) (Bashor et al., 2008).

Where, then, can we find a more rational operating system for biology? In
parallel with the “revolution” of synthetic biology, a true revolution in nucleic
acid programming has been brewing at Caltech, led by Erik Winfree, Niles
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Pierce, Peng Yin, and others (Seelig et al., 2006; Yin et al., 2008; Zhang et al.,
2007). These pioneers have taken the seminal work by Adleman (1994), showing
that nucleic acids can be used for computation, and further transformed it, show-
ing that nucleic acids can be computers. To my mind, the distinction is subtle but
important. An algorithm can be embedded in nucleic acids, as Adleman showed,
but nucleic acids may not be the best platform for executing that algorithm (elec-
tronics beats biology, at least in terms of speed, on most computations). When
instead we attempt to identify how nucleic acids can best compute—how their
intrinsic properties can be exploited to do computation—then we begin to make
nucleic acid computers of the sort that have emerged from the Caltech research-
ers. These computers rely on a very simple reaction, strand exchange, in which
one nucleic acid binds to and forms a duplex with another. Duplex formation
can in turn lead to the displacement of a previous duplex or the alteration of a
programmed secondary structure. The displacement can be transient, with new
binding sites (so-called toeholds) being revealed and paving the way to the for-
mation of additional and/or different duplexes. Overall, extraordinarily complex
executable circuits can be built in a fully rational manner, and these circuits have
now been adapted to a variety of interesting computations, from amplification to
determining square roots. The comparison with synthetic biology is instructive:
while Weiss has pointed out that it has proven difficult to make synthetic circuits
with more than six or so layers (Purnick and Weiss, 2009), Winfree has now read-
ily generated a DNA circuit with this many layers and the obvious capability to
scale much farther (Qian and Winfree, 2011).

I therefore fantasize about a biological system that is based on a rational
biological computer, akin to the strand exchange circuits. As tempting as it is
to suggest we should tear down biology and start afresh, this is well beyond my
capabilities, and thus even my fantasies must be instantiated incrementally. It is
possible to envision how strand-exchange RNA circuits could be embedded in
organisms. The outcome of such circuitry could be the production of particular
miRNAs that would feed back on the system, in much the same way that Benen-
son and Weiss have nicely shown that logical miRNAs can be embedded in the
current biological operating system (Rinaudo et al., 2007). In couple with a fully
realized suite of genetically augmented proteins containing nucleobase amino
acids, the possibilities for superimposing a rational operating system on the cur-
rent irrational one is manifest (albeit still incremental).

In moving from current biological operating systems to a fanciful new
operating system built on genetically augmented proteins and strand exchange
reactions, I have always been sensitive to the nature of the operating system that
we already have (even while attempting to remake it). This “feeling for the organ-
ism” (to steal a phrase from McClintock) is not stealth vitalism but rather a sense
of how engineering must proceed from the materials at hand. In this regard, while
engineers can certainly become biologists and vice versa, each brings their pre-
conceptions to the table in a manner that should be explicitly recognized. From
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the point of view of a biologist, biological circuits are utterly unlike electronic
circuits, irrespective of the analogies that can be drawn (Simpson et al., 2009).
Electronic circuits operate at light speed, with spatially defined interconnectivi-
ties. Biological circuits operate via chemical diffusion, with molecular recogni-
tion and reactivity defining interconnectivity. While software is independent of
hardware, and while both types of circuits can make, say, an oscillator, that’s no
reason to suspect that both types of circuits will be able to operate in the same
time regimes or with the same fidelity, since these features will stem in part from
capabilities of the materials from which they are constructed. Thus, it may not
be unreasonable to suggest that in engineering biology we must build from the
capabilities of the materials involved, rather than trying to superimpose a foreign
mindset—the current and likely transient Zeitgeist of synthetic biology—on those
materials.
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SYNTHETIC BIOLOGY—A NEW GENERATION
OF BIOFILM BIOSENSORS
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Biofilms: A Survival Strategy

The notion that bacteria live an autonomous, independent, and planktonic
lifestyle has been radically challenged with the realization of the abundance
of bacterial communities known as biofilms (Hall-Stoodley et al., 2004). Bio-
films are structured communities of adherent microorganisms encased in a self-
produced complex extracellular polymeric substance (EPS) matrix as shown in
Figure A4-1 (Costerton et al., 1999). The advent of microscopy techniques has
revealed the complex nature of these structured communities, containing net-
works of channels for nutrient supply and organized three-dimensional structures.
Moreover, bacteria within these biofilms are profoundly physiologically distinct
from their planktonic counterparts, and they function in a coordinated manor as
a cooperative consortium, more similar to that of multicellular organisms than a
unicellular organism (Hall-Stoodley et al., 2004; Lindsay and von Holy, 2006;
Parsek and Singh, 2003). The ability to form biofilms is almost ubiquitously
found within the bacteria domain of life and indeed within many other classes
of microorganisms, including fungi, yeasts, algae, and protoza (Van Houdt and
Michiels, 2010). Evidence suggests that biofilm formation is an ancient ability,
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FIGURE A4-1 An electron micrograph of Staphylococcus aureus bacteria biofilms on
the luminal surface of an indwelling catheter.

SOURCE: Image obtained from Public Health Image Library. Provided courtesy of R.
Donlan, and J. Carr, Centers for Disease Control and Prevention. Photo by J. Carr (2005).

with biofilm microcolonies being identified in fossils from 3.3 to 3.4 billion years
ago (Hall-Stoodley et al., 2004; Westall et al., 2001). Taken altogether, biofilm
formation is an evolutionary conserved and widespread phenomenon.

The advantages of bacteria to abandon their independent lifestyle for that of a
community is simply that it provides a more protective mode of growth. Biofilms
allow bacteria to colonize and sustain favorable niches independent of larger
environmental changes. For example, the EPS, a key component of biofilms,
can serve as storage for nutrients and water, helping to stabilize local resources
(Costerton et al., 1987; Donlan, 2002; Lindsay and von Holy, 2006). In addition,
biofilms provide a defensive role, acting as a physical barrier from environmental
dangers such as ultraviolet light, metal toxicity, acid exposure, dehydration, and
even immune defenses such as phagocytosis (Donlan, 2002; Lindsay and von
Holy, 2006; Parsek and Singh, 2003). These selective advantages of biofilm for-
mation are obvious within the context of hostile and dynamic environments such
as that of ancient Earth (Hall-Stoodley et al., 2004). Yet even in today’s relatively
temperate environment, the formation of biofilms is still selectively advantageous
and constitutes a major component of bacterial biomass in natural environments
(Costerton et al., 1978, 1999; Lindsay and von Holy, 2006). Bacteria’s attempt

Copyright © National Academy of Sciences. All rights reserved.



The Science and Applications of Synthetic and Systems Biology: Workshop Summary

APPENDIX A 161

to survive by the formation of biofilms extends beyond just natural environments
and provides bacteria protection in many man-made environments (Hall-Stoodley
et al., 2004). However, the focus of this review is the presence of pathogenic
bacterial biofilms within a clinical context.

Biofilms in a Clinical Context

It is only in recent years that the importance of biofilms in clinical settings as
a source of pathogenic bacteria has been realised (Lindsay and von Holy, 2006).
The persistence of biofilms in hospitals is undoubtedly a significant contribution
to hospital-acquired infections or nosocomial infections (Costerton et al., 1999;
Donlan and Costerton, 2002; Hall-Stoodley and Stoodley, 2009; Hall-Stoodley
et al., 2004; Lindsay and von Holy, 2006). Indeed it has been estimated that bio-
films contribute to 65 percent of nosocomial infections (Potera, 1999; Smith and
Hunter, 2008). Table A4-1 shows the most frequent pathogenic strains associated
with nosocomial infections, the most frequent and problematic being Pseudo-
monas aeruginosa, Staphylococcus aureus, and S. epidermidis (Costerton et al.,
1999; Hall-Stoodley et al., 2004). Recent studies estimate that at any one time
9 percent of all in-patients in England and Wales (United Kingdom) suffer from
hospital-acquired infections, resulting in approximately 5,000 deaths per year.
The costs associated with these hospital-related infections for the U.K. National
Health Service are estimated at £1 billion per year (Smith and Hunter, 2008).

TABLE A4-1 The Most Common Causes of Nosocomial Infections

Nosocomial Infections

ICU pneumonia Gram-negative rods

Sutures S. epidermidis and S. aureus
Exit sites S. epidermidis and S. aureus
Arteriovenous shunts S. epidermidis and S. aureus

Schleral buckles
Contact lens

Urinary catheter cystitis
Peritoneal dialysis (CAPD) peritonitis
IUDs

Endotacheal tubes
Hickman catheters
Central venous catheters
Mechanical heart valves
Vascular grafts

Biliary stent blockage
Orthopedic devices
Penile prostheses

Gram-positive cocci

P. aeruginosa and Gram-positive cocci
E. coli and other Gram-negative rods
A variety of bacteria and fungi
Actinomyces israelii and many others
A variety of bacteria and fungi

S. epidermidis and Candida albicans
S. epidermidis and others

S. epidermidis and S. aureus
Gram-positive cocci

A variety of enteric bacteria and fungi
S. epidermidis and S. aureus

S. epidermidis and S. aureus

SOURCE: Adapted from Costerton et al. (1999).
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Although many nonpathogenic bacteria are able to form innocuous biofilms,
it is the formation of pathogenic biofilms that is particularly important for con-
tributing to the high level of hospital-acquired infections. It has been suggested
that biofilm formation is analogous to a virulence factor, where biofilm formation
increases the likelihood of a pathogen causing an infection.

Three general mechanisms have been proposed to explain the increase of vir-
ulence seen for pathogenic bacteria in a biofilm microenvironment (Hall-Stoodley
and Stoodley, 2005). These are the survival and transmission of planktonic patho-

BOX A4-1
The Mechanisms of Biofilm-Associated Virulence

Survival and Transmission of Pathogenic Biofilms

Clinical environments such as hospitals are constantly exposed to a consortium
of pathogenic bacteria. Many pathogenic bacteria can be easily eradicated when in
planktonic mode of growth by biocidal agents. However, if these bacteria form biofilms,
they will become significantly more resistant to biocidal agents. Established biofilms
can tolerate antimicrobial agents at concentrations of 10-1,000 times that needed
to kill genetically equivalent planktonic bacteria (Gander, 1996; Gilbert et al., 2002;
O’Toole, 2002; Smith and Hunter, 2008). This high level of resistance makes eradication
of pathogenic biofilms in hospitals largely unsuccessful. Indeed, studies have shown
pathogenic biofilms to be present on a number of medical surfaces, including indwelling
medical devices such as catheters and prostheses (Stickler, 2002), hospital water sys-
tems, stethoscopes (Guinto et al., 2002), soap dispensors (Brooks et al., 2002), and
other hospital equipment.

The presence of these pathogenic biofilms is problematic because they act as
nodes of infection, seeding the regular release of large numbers of pathogenic cells,
potentially exposing patients to infectious doses of these organisms (Hall-Stoodley
and Stoodley, 2005; Hall-Stoodley et al., 2004). Biofilms have been shown to regularly
release cells either by exposure to external mechanical forces, such as by shear forces,
or by internal biofilm processes including enzymatic degradation of matrix, release of
EPS, and surface binding proteins (Hall-Stoodley et al., 2004; Stoodley et al., 2002).
Taken together, the high level of resistance and regular release of pathogenic cells and
the presence of pathogenic biofilms increase the potential of a patient being exposed
to an infectious dose of pathogenic cells.

Heterogeneity and Selection of Virulent Phenotype

The complex nature of biofilms is that they provide heterogeneous microenviron-
ments within the biofilms. These distinct microenvironments provide different selective
pressures and are occupied by genetically distinct populations. Genetic screening of
microenvironments has suggested that the biofilm mode of growth accelerates genetic
variation in the biofilm populations (Boles et al., 2004; Kirisits et al., 2005; Stewart and
Franklin, 2008). It has been shown that P. aeruginosa undergoes accelerated genetic
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gens from biofilms, the phenotypic heterogeneity of biofilm populations and the
potential evolution of infectious phenotypes, and the role of biofilm formation in
the regulation of virulence mechanisms. Each of these mechanisms is discussed
further in Box A4-1.

The seriousness of this problem has provided strong motivations for de-
veloping new antibiofilm therapies and detection methods. The development of
new antibiofilm therapies is beyond the scope of this paper, although there are a
number of extensive reviews (Lynch and Abbanat, 2010). Here we focus on cur-

diversification in the biofilm mode of growth. This mechanism was dependent on the
recA gene, a key protein involved in DNA recombination, suggesting that recombina-
tion contributes to this variation (Boles et al., 2004). These genetic variations lead to
more pathogenic variants; for example, hyperbiofilm formation and antibiotic-resistant
phenotypes have been shown to develop in P aeruginosa biofilm models (Drenkard
and Ausubel, 2002; Parsek and Singh, 2003).

Virulence Products

Genes contributing to the virulence and pathogenicity of bacterial strains are com-
monly regulated by the cell-to-cell signaling mechanism known as quorum sensing.
Quorum sensing is a mechanism whereby bacteria release and sense small signal-
ing molecules, termed autoinducers. These autoinducers accumulate as a population
increases, and, once a sufficient “quorum” (population) is reached, gene expression
is induced in a coordinated manor across a population (Fuqua et al., 1994). The ad-
vantage of this cooperation is that it allows bacteria to act in concert, but only once a
sufficient population has been reached. In terms of pathogenic bacteria, it allows bacte-
rial densities to increase before expression of virulence factors and other pathogenic
factors that might trigger immune responses. In P. aeruginosa, quorum sensing has
been shown to regulate the expression of genes encoding virulence factors, antibiotic
resistances, motility, siderophore production, adhesions, cytotoxtins, exotoxins, and
type Il secretion systems (Asad and Opal, 2008; Davies et al., 1998). Furthermore, the
importance of quorum sensing for virulence has been confirmed in a number of animal
models including mice, nematodes, and insects (Lesic et al., 2007; Mahajan-Miklos et
al., 2000; Popat et al., 2008; Rumbaugh et al., 1999).

The relationship between quorum sensing and biofilms is one of positive feedback.
It has also been shown that quorum sensing is required for biofilm formation. In P.
aeruginosa it has been shown that mutants of quorum sensing transcription factors,
LasR, produce flat, continuous, and sparse biofilms that had neither the density nor the
complex channel structure seen in wild-type biofilms. In addition these mutant strain
biofilms lose resistance to the biocide agent sodium dodecyl sulfate (SDS) (Davies et
al., 1998). This evidence suggests a key role of quorum sensing in the formation of
biofilms and regulation of virulence. Biofilms provide a niche that allows the cell popula-
tion to increase and sufficient autoinducers to accumulate to thus trigger the expression
of genes involved in virulence and pathogenicity (Asad and Opal, 2008; Hall-Stoodley
and Stoodley, 2005).
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rent methods for biofilm detection, as well as their limitations, and the prospect
of synthetic biology to develop completely novel methods for the detection of
pathogenic biofilms.

Current Methods of Biofilm Detection

The ability of biofilms to form on a variety of abiotic and biotic surfaces
has resulted in colonization of many clinical environments. Detection of these
biofilms has obvious advantages: to direct suitable sanitation protocols in biofilm
niches, to indicate replacement of any contaminated medical devices such as in-
dwelling catheters, and to direct suitable medication if patient infection ensues.
It has now become common practice in hospitals to sample both environmental
surfaces and patients, typically urine, for the presence of pathogenic biofilms.
There are numerous methods used for detection, including conventional plate
counting, phenotypic screens, microscopy methods, and genotypic methods. Two
of the most established methods for biofilm detection used in laboratories and
clinical settings are the genotypic and phenotypic methods that are described in
more detail below.

Phenotypic methods rely on culturing bacterial samples and screening these
cultures for the phenotype of biofilm producers. These methods rely on the
hypothesis that biofilm formation is a marker of virulence. Three variants of
phenotypic detection have been commonly used: the tissue culture plate, the
tube method, and the Congo red agar (CRA) method. These methods rely on
indirectly assessing biofilm producers by accumulation of biofilm components
such as EPS, a polysaccharide involved in cell-cell adhesion and essential for
biofilm formation.

Genotypic methods are based upon PCR amplification of specific genetic
markers associated with pathogenic biofilms. The most notable example is the use
of the ica cluster to identify biofilm-producing strains of Staphylococcus aureus
and S. epidermidis. The ica cluster contains genes that are essential for these
strains to produce EPS. In addition, PCR is commonly used to assess antibiotic
resistance; for instance, the presence of the mecA gene encoding methicillin re-
sistance can be used to identify strains of methicillin-resistant S. aureus.

Each of these methods has its own advantages and limitations. The major
limitations of these are described below:

«  Expertise and cost. Although techniques such as PCR and microscopy
techniques have become commonplace in molecular biology labora-
tories, in hospitals, particularly in developing countries, access to the
equipment and expertise required for analysis can be limited (Bose,
2009).

* In situ and point-of-care detection. Sampling of biofilms on hospital
surfaces can be abrasive to attached cells and may result in damage to
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cells, rendering them nonculturable (Lindsay and von Holy, 2006). In
addition, sampling of indwelling medical devices such as catheters re-
quires the removal of catheters, whether a biofilm is present or not. This
can result in unnecessary stress for patients and wastefulness of such
devices (Donlan and Costerton, 2002). Finally, the recovery efficiency
of sampling methods commonly used is largely unknown, leaving the
possibility of not detecting a representative population.

« Reliability and reproducibility. The genotypic methods are generally
considered more reliable and sensitive. However, they can be subject
to false positives. This is due to the ica cluster not being absolutely
required for biofilm formation. It has been shown that polysaccharide
intercellular adhesin (PIA) synthesis from the ica operon alone is not
sufficient to produce biofilms and that biofilms can form without produc-
ing PIA in staphylococci (Chokr et al., 2006).

For the phenotypic detection methods there is limited sensitivity, reli-
ability, and reproducibility compared to genetic detection. There have
been numerous independent studies comparing the different phenotypic
methods, which have shown varying success rates using the different
phenotypic methods. For example, studies assessing the sensitivities
of the CRA method have shown a detection success ranging from 5.26
to 89 percent (Arciola et al., 2006; Bose, 2009; Knobloch et al., 2002;
Mathur et al., 2006; Oliveira and Cunha, 2010). In addition, the pheno-
typic methods are commonly prone to false positives and nondetection
of “weak” biofilm-forming strains.

«  Time of response. The phenotypic detection methods rely upon the
culturing of microorganisms collected from samples. These incubation
periods are typically 24 to 48 hours and cultures are often analyzed
offsite, increasing time for biofilms to develop (Bose and Ghosh, 2011).

« Informative. Neither the genotypic nor the phenotypic methods elicit an
in situ biofilm structure. Although detection of the pathogenic biofilms
indicates the potential for the presence of biofilms, it is not an accurate
reflection of the actual microenvironment. This can lead to an inaccurate
detection in the in situ environment and false diagnosis.

Whole-Cell Biosensors: Bridging the Detection Gap

As discussed above there is a strong motivation for the development of in situ
detection methods with increased response time, specificity, and more informative
outputs. A potential solution is the development of whole-cell biosensors, using
genetically engineered biological cells to directly detect pathogenic biofilms. An
essential ability for cells to function is the ability to sense and respond to a diverse
range of environmental signals from environmental conditions such as tempera-
ture change to the detection of nutrients in the environment. This ability can be
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broken down to two subfunctions, that of sensing and that of response (signal
transduction). Whole-cell biosensors are essentially composed of the same two
elements integrated into microorganisms: sensing elements detecting the analyte
of interest and transducing elements that are usually coupled to the production of
a detectable output, for example, expression of reporter proteins such as natural
fluorescent proteins.

Some of the advantages of whole-cell biosensors are that they detect a variety
of biological, organic, and nonorganic compounds. In addition, they can produce
a number of detectable outputs that can be easily quantifiable, for example,
fluorescent proteins measured by a fluorometer, dyes and pigments measured by
spectroscopy and by eye, and electrochemical signals such as pH measured by
litmus paper or a pH meter. These easily measured outputs require little expertise
to use or to interpret. In addition, the timescale for biosensors is generally rapid,
with signals being transduced in seconds to generate detectable signals within
minutes to hours. In addition, compared to other in vitro biosensors like widely
used enzymes or antibodies, whole-cell biosensors are easily produced by cell
culture, in contrast to the costly and time-consuming purification of enzymes
and antibodies.

Another advantage of whole-cell biosensors can be highlighted using the
example of detecting pathogenic biofilms. Genotypic methods detect at a mi-
croscopic level the DNA genetic elements that are required for the formation
of biofilms rather than the products of these genes, which can therefore lead to
false positives. Phenotypic detection detects the products of biofilms but at a
macroscopic level. Whole-cell biosensors offer a way to bridge the gap between
these two methods, allowing sensing and evaluation at the level of microbial
habitats. Whole-cell biosensors could allow the detection of new markers of
biofilms to provide more effective detection methods. In recent years, there has
been increased interest in the development of whole-cell biosensors, particularly
within the field of synthetic biology. In the remainder of this review, the potential
of synthetic biology for creating more effective biosensors for the detection of
pathogenic biofilms is discussed.

Synthetic Biology: A New Generation of Biofilm Biosensors?

Synthetic biology is an application-driven field attempting to apply a rational
engineering approach to the redesign of biological systems, to produce valuable
and novel biological functions. Synthetic biology can be thought of as a natural
evolution of biotechnology as opposed to being a separate field, although it does
offer a novel and exciting approach. In the past 40 years biotechnology has un-
doubtedly produced many valuable biological products, yet current approaches
tend to be lengthy due to the ad hoc nature of the approach. In addition, there is
little lateral transfer of knowledge between projects, meaning knowledge gained
in research and development in one area may not assist the post hoc development
of projects in other, unrelated areas.
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Synthetic biology aims to move away from this ad hoc design by providing
a conceptual framework based on systematic design and rational engineering,
so that redesigning biological systems would become more equivalent to that of
redesigning a plane or a car. Indeed, it is the adoption of an engineering frame-
work that has revolutionized the design and output of applications in the fields of
mechanical, electrical, civil, and aeronautic engineering, and it is proposed that
such an approach will do the same for biotechnology. The focus of this paper is
to discuss the potential of whole-cell biosensors and the synthetic biology ap-
proach both in general and for the specific application of detection of pathogenic
biofilms, the need of which was highlighted earlier.

Three major advantages of the synthetic biology approach for biosensor
designs are highlighted: the advantages of the engineering approach, the devel-
opment of novel sensing elements, and the complexity synthetic biology could
enable.

Putting the Engineering into Genetic Engineering

Modern engineering relies on designing systems from catalogues of well-
defined standard parts and higher-level devices that can be assembled into larger
systems in a standardized manner. For electrical engineers, catalogues such as
RS Components and Farnell provide well-defined parts and devices, each as-
sociated with data sheets of the functional characteristics. System designs can
then be assessed by applying mathematical models in combination with known
behavior characteristics, to computationally simulate their overall functions. This
allows rapid assessment in silico of designs that meet the required specifications
of design. Through iterations of this engineering approach or engineering cycle,
efficient production of well-characterized and robust end products, from electron-
ics to buildings, can be produced.

Synthetic biology is trying to adopt this engineering cycle and develop
the tools required for high-throughput engineering of biological systems (Fig-
ure A4-2) (Gulati et al., 2009; Kitney et al., 2007). However, living systems are
not computer chips and thus it is important to note that synthetic biology aims to
provide a conceptual engineering approach that will allow biological engineer-
ing to be easier and more predictable. Living systems are intricate, formed from
a complex network of interacting chemical components driven by the ability to
self-replicate, adapt, and survive. Therefore, in living systems, context depen-
dency and stochastic behavior are common features and therefore the engineering
of predictable new cellular systems with defined functions is challenging. Nev-
ertheless, the field of synthetic biology aims to provide a series of foundational
technologies and a defined framework that will enable robust biological design
and overcome these clear challenges. At present much emphasis in synthetic
biology is focused on engineering single-cell organisms like Escherichia coli or
yeast, given that our understanding of these organisms is more mature than for
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FIGURE A4-2 The engineering cycle as an approach for synthetic biology. This adaption
includes the four stages of defining specifications, design of biological devices, in silico
modeling of the potential designs, and characterisation of performances.

multicellular systems. With this in mind, a synthetic biology engineering cycle
is discussed below.

Engineering cycle

1.

Specification The first stage in the engineering cycle is to define the
specifications required. For example, a previous whole-cell biosensor
designed to detect arsenic in polluted water defined the detection range
as defined by the World Health Organization recommendation of safe
drinking water at 10 ppb arsenic. Other specifications can be tunable, for
example, threshold, time of response, particular microbial organisms, or
host chassis to be used.

Design Once the specifications have been defined, genetic devices have
to be designed to give the functions of interest to host cells, often mi-
crobes. For the design of a genetic device, the principle of abstraction
is applied to help separate out unnecessary layers of complexity (Endy,
2005). At the most complex layer, the design of a biological device
involves the writing of a DNA nucleotide sequence to give desired func-
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tion when implanted in a cell. However, an abstract view can be taken
and these sequences modularized into functional parts such as promot-
ers, gene coding sequences, ribosome binding sites, and terminators.
These modules of DNA allow the functional separation of biological
parts (BioParts) and allow a higher level of design, where the underlying
complexity of the DNA sequence can be hidden (Endy, 2005).

Collaborative and international efforts have been made to make
open-source registries to document and physically store a huge variety
of BioParts and devices, most notably being the BioBricks registry
(http://partsregistry.org) and the International Open Facility Advancing
Biotechnology (BIOFAB). Two important criteria of BioParts in these
registries are the adherence of standards and the documentation of char-
acterisation data. The BioBricks foundation has proposed a “request for
comment” process, encouraging the synthetic biology community to list
standards for physically joining DNA and protocols such as for charac-
terisation of BioParts.

These catalogues are beginning to provide a huge toolbox of biologi-
cal parts for the engineering of biological systems, from basic BioParts
such as promoters, ribosome binding sites, genes, and terminators to
more complex composite devices such as toggle switches, oscillators,
logic gates, and cell-to-cell communication systems. Moreover, the stan-
dards required for submission to these registries ensure compatibility and
interchangeability. For example, the BioBricks registry has defined stan-
dard restriction sites flanking all parts and devices, which has allowed
standardized methods of assembly where any two parts can be combined
by following use of a standardized protocol. Finally, the documentation
of characterisation data allows transfer of knowledge and experience
gained from separate projects to be used in the evaluation of potential
designs (Arkin, 2008).

3. Modeling After the design stage, in silico computational simulation of
mathematical models representative of the genetic devices is performed.
In the 1960s the mathematical logic in gene regulation of the /ac operon
was demonstrated (Andrianantoandro et al., 2006; Monod and Jacob,
1961). Since then, systems biology has transformed our understanding
of biology using representative mathematical models based on quanti-
tative data, most notably stochastic and ordinary differential equations.
These modeling techniques, coupled with the use of experimentally
defined characteristics defining model parameters, can predict the func-
tional characteristics of a design without the need to undergo cloning
or de novo synthesis, or experimental characterisation both of which
increase overall time and cost of development. Ellis et al. (2009) dem-
onstrated the use of computational modeling to predict the behavior of
feedforward loops in yeast. To do so, a library of inducible promoters
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with known minimum and maximum outputs (expression levels) were
used in the device design. The characterisation data were incorporated
into the modeling, the predictions of which were shown to accurately
reflect the experimentally derived behaviors of these devices (Ellis et al.,
2009).

4. Quality control The idea that a device’s behavior can be fully predicted
by modeling the known characteristics of individual parts is obviously
an oversimplification. It is inevitable that unexpected emergent proper-
ties will result when individual parts are put together that have been
characterised in isolation and different contexts such as a switch in host
chassis of E. coli to Bacillus subtilis (Arkin, 2008; Serrano, 2007). Un-
expected interactions can occur from the context of the other BioParts in
the device or even the host chassis. For example, in mRNA the untrans-
lated regions of promoters can form secondary structures with ribosome
binding sites of mRNA sequences modifying the function of this BioPart
(Arkin, 2008).

These factors necessitate a quality control step, first to assess how
well the device meets the specification but also to gain a greater un-
derstanding of the device being designed. Although approaches such
as BioPart characterisation and modeling might not give an absolute
prediction of device function as seen in other fields such as electronics,
it nonetheless reduces the number of potential designs that need to be
explored and therefore increases the overall efficiency.

Novel Biosensor Targets

As mentioned earlier, biosensors are composed of two subfunctions, that
of sensing and that of signal transduction. The example of quorum sensing has
already been discussed, where bacteria sense the local population densities based
on the concentration of autoinducers and, once a threshold is reached, gene ex-
pression is induced. In this example, transcription factors act as the sensing ele-
ments binding to autoinducers and the quorum-sensing responsive promoters act
as signal-transducer elements, defining the threshold of response and converting
the autoinducer concentration to transcriptional output.

The bacterial toolbox of sensing elements is mostly mRNA and protein
based, both of which can form complex tertiary structures able to bind a myriad
of targets. Coupled to these sensing elements, the signal-transducing elements are
generally transcriptional, translational, and posttranslational. Sensing modules
and transducer modules can be separate biological components such as in quorum
sensing, or within the same biological molecule such as riboswitches that contain
an mRNA aptamer element able to sense and convert this sensing to translational
output by sequestering or releasing a proximal ribosome binding site.

When considering the design of biosensors, it is essential to identify both
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the sensing and the transducing elements. In general, synthetic biologists have
employed three strategies to use these elements: first, to import exogenous sens-
ing elements into new biological host chassis; second, to use and rewire existing
endogenous sensing elements to detect new signals; and finally, in the production
of novel elements not found in nature.

Three examples are described in Box A4-2 to explain each of these strategies.
In addition, each example provides an illustration of biosensors functioning at the
level of transcription, translation, and posttranslation.

Increasing Complexity

Within the field of synthetic biology, a variety of synthetic genetic devices
have been developed. Many of these devices have been inspired by those found
in electronics and include toggle switches (Atkinson et al., 2003; Bayer and
Smolke, 2005; Deans et al., 2007; Dueber et al., 2003; Friedland et al., 2009;
Gardner et al., 2000; Ham et al., 2006, 2008; Kramer and Fussenegger, 2005;
Kramer et al., 2004), memory elements (Ajo-Franklin et al., 2007; Basu et al.,
2004; Friedland et al., 2009; Ham et al., 2006, 2008), pulse generators (Basu et
al., 2004), time-delayed circuits (Ellis et al., 2009; Weber et al., 2007), oscillators
(Atkinson et al., 2003; Danino et al., 2010; Elowitz and Leibler, 2000; Fung et
al., 2005; Stricker et al., 2008; Tigges et al., 2009), and logic gates (Anderson et
al., 2007; Guet et al., 2002; Rackham and Chin, 2005; Rinaudo et al., 2007; Win
and Smolke, 2008). These synthetic genetic devices are aiding the design of more
complex biological systems the likes of which have not been previously seen.
For the application of whole-cell biosensors, the implementation of these genetic
devices could allow more complex and informative biosensors to be developed.
For example, consider the use of logic gates for biosensor design. Logic gates are
devices that perform a logical operation based on one or more inputs to produce a
signal output. A frequently featured logic gate implemented in synthetic biology
is the AND gate. An AND gate integrates two or more signals and will only give
an output when all inputs are present. The principle and a biological example of
an AND gate is shown in Figure A4-3.

The example of logic gates highlights the potential complexity of design that
synthetic biology could offer for biosensor design. In general, multiple signal
integration would allow fewer false positives by relying on more than one signal
for detection and thus increasing the reliability. For example, the use of NOT
gates could be used to remove known signals contributing to false positives. In
addition, by being able to integrate multiple signals, logic gates could offer more
complex and informative detection.

A more relevant illustration with regard to developing biosensors for detect-
ing biofilms can be highlighted when we take into account mixed-species bio-
films. Consider the case of biofilms on indwelling urinary catheters. A study of
106 biofilms found on catheters showed 14 species of bacteria to be commonly

Copyright © National Academy of Sciences. All rights reserved.



The Science and Applications of Synthetic and Systems Biology: Workshop Summary

172

SYNTHETIC AND SYSTEMS BIOLOGY

BOX A4-2
Strategies and Examples of Biosensor Design

Transcriptional Control Using Exogenous Sensing Elements

Aleksic et al. (2007) engineered E. coli to detect toxic arsenic levels in drinking
water, which today is a major pollutant of water in developing countries such as Bangla-
desh and West Bengal. To do so, exogenous transcription factors and promoters were
cloned from B. subtilis into E. coli and coupled to the production of the enzyme urease,
the production of which can be monitored by changes in pH. The arsR transcription
factor and ars promoter were taken from B. subtilis (Sato and Kobayashi, 1998). In the
absence of arsenic, the arsR represses transcription of the ars promoter. Upon bind-
ing of arsenic, the arsR repression is relieved, allowing the transcription of the chosen
output. In this case a urease mRNA was the direct output that, once transcribed, is
constitutively translated into the urease protein detectable by changes in pH.

The ability to import exogenous transcription factors and promoter regions between
species of bacteria is relatively straightforward in theory because of the conserved
mode of action of these transcription factors and conserved promoters. However, other
sensing elements such as membrane protein receptors can be imported between
strains, although, due to the varying nature of membranes in Gram-positive and Gram-
negative species, it is only possible within these species groups. A major advantage of
this approach is that it allows sensors found in strains that cannot easily be cultured to
be incorporated into more commonly and well-defined strains such as E. coli. This is
particularly advantageous when searching and identifying sensors from extremophiles
that are often difficult to culture and would be impractical as whole-cell biosensors.

Translational Control Using De Novo Sensing Elements

Sinha et al. (2010) demonstrated that E. coli could be engineered to sense, follow,
and destroy a commonly used herbicide, atrazine. To do so, de novo sensing elements
had to be designed and constructed. They used the in vitro selection method, SELEX,
to identify sequences of RNA that bound atrazine specifically and tightly. After iden-
tifying these RNA sequences, riboswitches were designed. Riboswitches are mRNA
sequences that contain aptamer sequences that can sequester or release proximal

present (Macleod and Stickler, 2007; Stickler, 2008). Furthermore, although
single-species biofilms were found, most were mixed-species biofilms—most
frequently containing Enterococcus faecalis, Escherichia coli, Pseudomonas
aeruginosa, and Proteus mirabilis. With the use of logic gates and multiple sig-
nal integration, synthetic biology could develop biosensors to respond not only
to multiple targets but also with the ability to distinguish between species. This
would allow general detection of biofilms as well as species-dependent detection
that could aid correct treatment should the infection worsen.
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ribosome binding site sequences upon binding or absence of a target. This allows
sensing to be coupled to the translational control of any coding sequence placed down-
stream of the riboswitch. The atrizine riboswitch was designed so that, in the absence
of atrazine, ribosome binding sites were sequestered by internal binding of proximal
mRNA sequences, and in the presence and binding of atrixine, these ribosome binding
sites were released, allowing translation of an output protein. In this example, the output
protein was CheZ, a protein that controls motility in E. coli.

The design of de novo recognition elements allows the expansion of the natural
“toolbox” of sensing elements available. New previously undetectable targets could be
detected. This is particularly relevant for many of today’s environments, where the ac-
cumulation of man-made compounds and pollutants is relatively recent and for which
nature has not evolved any response or sensing mechanisms.

Posttranslational Control Using Rewired Endogenous Sensing Elements

Baumgartner et al. (1994) rewired two transmembrane signaling pathways to cre-
ate a hybrid signaling pathway. A hybrid transmembrane protein was created from
the sensing domains of the Trg chemoreceptor and the transducing domains (kinase/
phosphotase domains) of the EnvZ osomosensor. This engineered signaling pathway
allowed the sensing of the sugar-occupied ribose-binding protein in the periplasmic
domain and transduction of the EnvZ kinase and phosphatase domains, triggering a
cascade of signaling proteins and ultimately expression of an OmpC-LacZ fusion pro-
tein. This hybrid signaling system was further engineered by Looger et al. (2003), who
computationally designed artificial periplasmic binding proteins to sense novel targets
such as TNT.

The potential advantage of posttranslational biosensors is that they offer a more
rapid and precise biosensor. The transduction of signals by protein-protein interactions
can be transduced in microseconds and are less affected by stochastic noise, a major
cause of variation in transcriptional and translational biosensors (Legewie et al., 2008;
Marchisio and Rudolf, 2011; Yu et al., 2008). In addition, although design principles of
signal transduction are still being elicited, studies of natural pathways have shown that
optimal design principles can produce high-fidelity signals, and characteristics such as
latency phases after signaling can be produced (Colman-Lerner et al., 2005; Legewie
et al., 2008).

Summary

Synthetic biology is a newly developing field that aims to provide an engi-
neering framework for the predictable construction of new biological systems.
The most immediate exemplars relate to biosensors where synthetic biology has
already produced several living cell biosensors that act robustly and predictably.
The application of synthetic biology design tools will enable the development of
anew generation of biosensors to detect pathogenic biofilms. The implementation
of these designs will have a profound impact in many areas including the control
of hospital-acquired infections.
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FIGURE A4-3 The principle and biological example of an AND gate (A) The symbolic
representation of an AND gate and (B) a truth table describing the logic of an AND gate
with regard to two inputs. Only when both inputs are present is an output produced. (C) An
example of a biological AND gate previously described by Anderson et al. (2007). The
AND gate is based around the interplay between two genes. One of these genes is the
T7 RNA polymerase containing two amber stop codons (denoted by asterisks), meaning
that translation of full-length T7 polymerase is inhibited (T7ptag). Only when the supD
gene is transcribed are the amber stop codons translated into serines allowing full-length
T7 polymerase to be translated and drive expression of the output from a T7 polymerase
regulated promoter. This example represents an AND gate taking two transcriptional inputs
and integrating these to a single transcriptional output.
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SYNTHETIC BIOLOGY AND THE ART OF BIOSENSOR DESIGN
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Introduction

The term “biosensor” refers to a wide variety of devices. The common ele-
ment is that a biological component provides highly specific recognition of a
certain target analyte, and this detection event is somehow transduced to give an
easily detectable, quantifiable response, preferably one that can be easily con-
verted to an electrical signal so that the result can be fed to an electronic device
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for signal processing, data storage, etc. The biological component in many bio-
sensors is either an enzyme, as in the glucose-oxidase—based biosensors used for
blood glucose monitoring, or an antibody, as in most optical biosensors. Another
class of biosensor, sometimes also referred to as a bioreporter, uses living cells as
a component. These cells detect the target analyte via some more-or-less specific
receptor and generate a detectable response, most commonly by induction of a
reporter gene. Many such devices have been reported in the scientific literature,
with detection of mercury and arsenic in the environment being particularly
common applications. However, very few such devices are commercially avail-
able, the best-known examples being the mutagen-detecting devices such as the
SOS-Chromotest (Environmental Bio-Detection Products, Inc.) system. Here
we discuss the reasons for this gap between promise and delivery, and ways in
which the emerging discipline of synthetic biology may lead to a new generation
of whole-cell biosensors.

Whole-Cell Biosensors

Whole-cell biosensors, or bioreporters, are living cells that indicate the pres-
ence of a target analyte. The most commercially successful by far are nonspecific
toxicity sensors based on naturally occurring luminescent bacteria such as Vibrio
harveyi, Vibrio (Photobacterium) fischeri, and Photobacterium phosphoreum. Ex-
amples include MicroTox (Strategic Diagnostics, SDIX) and BioTox (Aboatox).
In these mainly marine organisms, above a certain population density, light is
produced continuously by the action of bacterial luciferase (LuxAB), which
oxidizes a long-chain aldehyde such as tetradecanal in the presence of FMNH,
and oxygen. Regeneration of the reduced flavin (catalyzed by LuxG) and the
aldehyde substrate (catalyzed by LuxCDE) requires NADPH and ATP, so any
toxic substance that interferes with metabolism will reduce light emission, which
is easily detected using a luminometer.

However, these systems are nonspecific and are only useful for preliminary
screening of environmental samples to determine whether or not a toxic sub-
stance is present. The potentially more useful class of bioreporter consists of
genetically modified microorganisms in which the presence of a specific target
analyte is linked to a detectable response. The genetic modification involved in
these cases consists of linking the receptor for the target analyte to induction of
an easily detectable reporter gene. Commonly used reporter genes are shown in
Table AS-1. For recent reviews of such systems, see Belkin (2003), Daunert et
al. (2000), Tecon and van der Meer (2008), and van der Meer and Belkin (2010).

Synthetic Biology and Whole-Cell Biosensors

Like “biosensor,” the term “synthetic biology” is widely used by different
authors to mean different things. In this context, we are using it to refer to a
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TABLE A5-1 Reporter Genes Commonly Used in Whole-Cell Biosensors

Reporter Characteristics

lacZ (B-galactosidase) Chromogenic (X-gal, o-nitrophenyl galactoside) and
chemiluminescent substrates are available. In E. coli host
strains with the lacZAM15 mutation, only a small peptide
representing the missing N-terminus, designated lacZ’c, is
required.

luxAB (bacterial luciferase) Blue bioluminescence in the presence of added substrate (a
long-chain aldelhyde, usually decanal).

luxCDABE (bacterial luciferase)  As above; presence of luxCDE allows biosynthesis of the
substrate so that it need not be added to the reaction.

Firefly or click-beetle luciferase ~ Bioluminescence in the presence of added substrate
(D-luciferin). Quantum yield is higher than for bacterial
luciferase, but the substrate is much more expensive.
Luminescence is normally green, but color variants are now
available.

Fluorescent proteins Fluorescence when stimulated by ultraviolet or visible light.
The original green fluorescent protein (GFP), still widely used,
is stimulated best by ultraviolet; enhanced green fluorescent
protein responds well to blue light, and numerous color
variants are now available.

systematic approach to rationalizing genetic modification to make it more like
other engineering disciplines, in terms of the use of standardized parts that can
be assembled in a modular way to make a variety of different constructs. Since
whole-cell biosensors are intrinsically modular, consisting of a recognition ele-
ment coupled to an arbitrarily chosen reporter, synthetic biology seems well
suited to the development of such devices.

This approach to synthetic biology is associated particularly with MIT, Bio-
Bricks, the Registry of Standard Biological Parts,® and iGEM (the International
Genetically Engineered Machine competition).” BioBricks (Knight, 2003) are a
type of standardized biological “part,” consisting of pieces of DNA which con-
form to a certain standard (defined by a document known as RFC10, available

36 See http://partsregistry.org/Main_Page.

37 For more information, see the following: iGEM 2006, University of Edinburgh, http://parts.
mit.edu/wiki/index.php/University_of Edinburgh_2006; iGEM 2007, University of Cambridge,
http://parts.mit.edu/iGEMO07/index.php/Cambridge; iGEM 2007, University of Glasgow, http://parts.
mit.edu/igem07/index.php/Glasgow; iGEM 2007, University of Science and Technology, China,
http://parts.mit.edu/igem07/index.php/USTC; iGEM 2008, Harvard University, http://2008.igem.org/
Team:Harvard; iGEM 2009, University of Cambridge, http://2009.igem.org/Team:Cambridge; iGEM
2010, Bristol Centre for Complexity Studies, http://2010.igem.org/Team:BCCS-Bristol; iGEM 2010,
Imperial College, London, http://2010.igem.org/Team:Imperial_College_London; and iGEM 2010,
Peking University, http://2010.igem.org/Team:Peking.
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from the BioBricks Foundation’®) specifying certain characteristics of the ends.
Each BioBrick may be a protein-coding region, or some other component such
as a promoter, ribosome binding site, transcription termination sequence, or
any other piece of DNA that may be useful in making genetic constructs. The
essential point of this format is that any BioBrick can, through a standardized
procedure, be combined with any other BioBrick to form a new BioBrick, which
can then be combined with any other BioBrick, and so on. In this way, quite
large and complex constructs can be built up fairly quickly. The Registry of
Standard Biological Parts, currently hosted at MIT, was established to store both
the DNA of these parts and also associated information such as DNA sequence,
performance characteristics, and user experience. The intention was, and is, that
this library of BioBricks and associated information should become a valuable
resource for synthetic biologists.

To demonstrate the potential of this approach to synthetic biology, the iGEM
competition was established in 2005. Each year, interdisciplinary teams of under-
graduates consisting of a mixture of biologists, engineers, and computer scientists
compete over the summer vacation period to conceive, design, mathematically
model, construct, and test novel genetically modified systems made using Bio-
Bricks from the Registry, as well as new BioBricks created specifically for the
project. All new BioBricks made are deposited in the Registry and are available
for use by future teams. iGEM projects, completed on a short timescale by un-
dergraduate students, are generally not nearly as well characterized as systems
reported in the peer-reviewed literature; however, they are often based on highly
creative ideas and generally include a mathematical modeling component far in
excess that usually found in biological publications. They can therefore be a very
interesting way to follow possible future application areas in synthetic biology.

Since biosensors are conceptually simple devices with a clear real-world
application, and many opportunities for elaboration in terms of novel input and
output modalities, in vivo signal processing, and other aspects, they are a popular
choice of project, and a number of interesting innovations have been reported as a
result of iGEM projects. We refer to a number of these later in this report. All in-
formation relating to previous iGEM projects is available via the relevant websites.

Arsenic Biosensors

Arsenic is a particularly attractive target for whole-cell biosensors, in that it
is a major groundwater contaminant in Bangladesh, West Bengal, and a number
of other regions (Meharg, 2005; Smith et al., 2000). This only came to light in
the 1980s, and it is a major and increasing public health issue. The problem
initially arose when, to combat waterborne diarrheal diseases caused by con-
sumption of contaminated surface water, nongovernmental organizations drilled
some millions of tube wells to supply clean drinking water. Unexpectedly, it was

38 See http://www.biobricks.org/.
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discovered some years later that many of these produced water with unaccept-
ably high levels of arsenic. The current recommended World Health Organization
(WHO) limit for drinking water is 10 ppb arsenic, while Bangladesh and some
other countries maintain an earlier limit of 50 ppb, but many wells exceed this by
a large margin. Chronic consumption of water with high arsenic concentrations
leads to arsenicosis, resulting in skin lesions and various cancers. Thus, there is
a clear and present need for cheap and simple tests for monitoring arsenic levels
in drinking water. Current field test kits are based around the Gutzeit method,
which involves reduction of arsenate to toxic arsine gas, and the detection of
this as a color spot following reaction with mercuric salts. Such tests reportedly
are unreliable at low but still significant arsenic concentrations, and disposal of
mercuric salts poses its own environmental issues. Thus there is a clear potential
niche for a simple arsenic biosensor device (Diesel et al., 2009; M. Owens, En-
gineers Without Borders, personal communication).

Most early arsenic biosensors were based on the arsenic detoxification
operons of Staphylococcus plasmid pI258 and Escherichia coli plasmid R773.
The former consists simply of the ars promoter controlling genes arsR, arsB,
and arsC, encoding the repressor, arsenite efflux pump, and arsenate reductase,
respectively, whereas the latter has a relatively complex structure, arsRDABC,
with two separate repressors, ArsR and ArsD, which control the operon with
different affinities (Oremland and Stolz, 2003). ArsD is also reported to act as a
metallochaperone, carrying arsenite to the efflux pump formed by ArsAB (Lin et
al., 2006). Later systems were based on the simpler E. coli chromosomal arsenic
detoxification operon (Cai and DuBow, 1996; Diorio et al., 1995), which consists
of the ars promoter followed by arsR, arsB, and arsC, and the similar operon of
Bacillus subtilis (Sato and Kobayashi, 1998), which is discussed further below.
In either case, the preparation of the biosensor organism is straightforward—the
reporter gene is simply inserted adjacent to the controlled promoter so that induc-
tion of the promoter results in expression of the reporter gene, giving an easily de-
tectable signal (usually a color change, luminescence, or fluorescence). A number
of systems are reportedly at or near commercialization; for example, the Aboatox
BioTox Heavy Metal Assay kits, developed at the University of Turku, use E. coli
as host, with firefly luciferase as the reporter gene. Stocker et al. (2003) described
production of a set of E. coli—based arsenic bioreporters using B-galactosidase
with a chromogenic substrate, bacterial luciferase, or green fluorescent protein
(GFP) as reporter; one of these, based on the luciferase reporter gene, has been
field tested in Vietnam (Trang et al., 2005) and was reported to give good results
in comparison to chemical field tests. Whole-cell arsenic biosensors have been
reviewed recently by Diesel et al. (2009).

The Edinburgh Arsenic Biosensor

One example which we consider in some detail is the first biosensor project
to be submitted to iGEM: the arsenic biosensor submitted for iGEM 2006 by the
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team from the University of Edinburgh, under the supervision of C. French and
A. Elfick. (K. de Mora was a student member of this iGEM team.) The intention
was to develop a device that would be suitable for field use in developing coun-
tries. It should therefore be cheap, simple to use, and should deliver an output
that could be assessed by eye, without requiring expensive electrical equipment,
but should also give a quantifiable response using cheap equipment where this
was required. For this reason the standard reporters based on luminescence and
fluorescence were not considered appropriate. Instead, it was decided that the
output should be in the form of a pH change. This would give a bright and easily
assessed visible response using a pH indicator chemical, and it could also give a
quantitative electrical response using a cheap glass pH electrode or similar solid-
state device (ISFET).

For practical reasons, it was decided to use a standard laboratory host strain
of Escherichia coli. Such organisms are easy to manipulate, carry multiple dis-
abling mutations that make them harmless to humans and unable to propagate in
the environment, and grow well at temperatures up to 45°C. E. coli and related
organisms naturally ferment a variety of sugars, including lactose, via the mixed
acid pathway, resulting in the production of acetic, lactic, and succinic acids,
which can rapidly lower the pH of the medium below 4.5. Many laboratory
strains carry a deletion in the gene lacZ, encoding B-galactosidase, the initial
enzyme of lactose degradation, so that a nonfunctional truncated LacZ protein,
missing the first few amino acids, is produced. This can be complemented by a
short peptide known as the alpha peptide, consisting of the first 50 to 70 amino
acids of LacZ. This is encoded by a short open reading frame known as lacZ’aL.
Thus, to generate an acid response, it was only necessary to use such a lactose-
defective host strain, such as E. coli JM109, and place the lacZ’o. gene under the
control of the ars promoter in a standard Registry multicopy plasmid, pSB1A2.
Thus, in the presence of arsenate or arsenite, expression of the LacZ alpha peptide
would be induced, complementing the truncated LacZ and allowing rapid fer-
mentation of lactose to acids, lowering the pH. To generate an alkaline response,
the urease genes, ureABC, of Bacillus subtilis (Kim et al., 2005) were chosen.
(Uropathogenic strains of E. coli also possess urease genes, but these are longer
and more complex than those of B. subtilis.) Expression of these genes allows
conversion of urea to ammonia and carbon dioxide and can raise the pH of the
medium above 10. Both acid- and alkali-producing systems were tested and were
found to work well (Aleksic et al., 2007).

The original design of the arsenic biosensor submitted for iGEM 2006 was a
complex system, with a multistage output. This is discussed further below. How-
ever, the practical demonstration provided consisted only of the acid-generating
system, which was found to give robust and reliable responses to arsenic concen-
trations as low as 2.5 ppb, with the time of pH change being related to the arsenic
concentration in a simple and reproducible way (Aleksic et al., 2007; Joshi et al.,
2009). This construct is available from the Registry of Standard Biological Parts
(BBa_J33203), as are its components, the ars promoter and associated arsR gene
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(BBa_J33201) and the lacZ o. reporter gene (BBa_J33202). Interestingly, during
early testing to determine whether buffer ions expected to be present in ground-
water might interfere with the pH response, we found that bicarbonate ions actu-
ally increase the sensitivity of the response, leading to induction at much lower
arsenate levels (Joshi et al., 2009). The reason for this is not clear, but it may be
due to altered speciation or uptake of arsenate (de Mora et al., 2011).

The original concept for this biosensor system involved use of a universal
pH indicator solution which gives a strong color response—blue in alkaline
conditions, green in neutral conditions, and red in acidic conditions—coupled
with quantitation via a glass pH electrode. However, it became apparent that the
red component of the universal pH indicator, as well as pure methyl red, were
rapidly bleached in the presence of living cells under the conditions used. This
was therefore replaced with bromothymol blue, which is blue under alkaline
conditions and yellow under acid conditions, with pKa around 7.3 (Figure A5-1).

For quantitative monitoring of multiple samples simultaneously, as might
be useful in a local or regional testing laboratory, an inexpensive system was
developed based on the use of freeze-dried cells together with a webcam; fol-
lowing aseptic addition of groundwater samples to freeze-dried cells and sterile
medium, the webcam would monitor the color of multiple tubes simultaneously,
and software would extract the pixels representing the tubes and monitor the color
of each over time. From these data, the time of color change could be extracted,
and this was found to correlate well with arsenic levels in model groundwaters

FIGURE A5-1 Demonstration of the Edinburgh pH-based arsenic biosensor, Escherichia
coli JM109/pSB1A2-BBa_J33203 with bromothymol blue as pH indicator, following
static overnight incubation. From left to right: arsenic-free control; 5, 10, 25, 50, and 100
ppb arsenic as sodium arsenate; and cell-free control with 100 ppb arsenate. Note the
increasing size of the cell pellet in tubes with increasing arsenic concentrations. Color
change occurs more rapidly in samples with increasing arsenic concentration (not shown).
SOURCE: C. French, unpublished.
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and also in real arsenic-contaminated groundwater samples from Hungary (de
Mora et al., 2011).

This system seems well suited for use in water quality laboratories at a local
or regional level. However, our original aim was to develop a system that could
be used by relatively unskilled users in the field, so that local people could easily
monitor the quality of their own well water. This poses several further issues. One
technical issue is that any contamination with lactose-degrading bacteria will lead
to false-positive results. To avoid this, water samples must be sterilized prior to
introduction into the test device. To overcome this problem, we envisage a dispos-
able plastic device containing freeze-dried cells and medium components, with
an integral sterile filter through which the water sample is introduced. A second
potential complicating factor is the temperature dependence of the rapidity of
color change. This requires further investigation. Storage lifetime under relevant
conditions also requires further research. However, we are confident that these
issues can be overcome, and that this system can form the basis of a simple,
cheap, sensitive, and reliable field test for arsenic concentration in groundwater.

One nontechnical issue which must first be addressed is the regulatory and
safety issues associated with use of live genetically modified bacteria outside of
a contained laboratory context. As noted above, the host strains used are disabled
and are unable to colonize humans or to propagate in the environment in competi-
tion with wild-type bacteria (Chart et al., 2001). Nevertheless, depending on the
jurisdiction, there are many regulatory hurdles associated with the use of geneti-
cally modified mciroorganisms in poorly contained applications. This is discussed
further below. In the meantime, we are focusing our attention on development
of a device suitable for use in local or regional laboratories. A company, Lumin
Sensors, has been formed to explore these possibilities (www.luminsensors.com).

In the remainder of this paper, we consider some of the ways synthetic
biology can improve the performance of whole-cell biosensors and lead to the
development of a new generation of devices with improved performance.

Better Biosensors Through Synthetic Biology

Alternative Host (Chassis) Organisms

Synthetic biology generally involves the introduction of a new genetic sys-
tem into a host organism, which in the context of synthetic biology is often called
a “chassis.” The great majority of whole-cell biosensors reported in the literature
have used E. coli as a host organism, due to familiarity, ease of manipulation,
and availability of a wide variety of vector systems and other tools. However, E.
coli has a number of characteristics which may mean that it is not necessarily the
ideal chassis for any given purpose. For example, as a Gram-negative bacterium,
it produces and sheds lipopolysaccharide (endotoxin), a powerful activator of the
innate immune system; hence, it is generally unsuitable for any in vivo uses. Its
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outer membrane prevents large analytes such as peptides from approaching the
cell membrane. Unlike many other bacteria, it generally does not secrete most
proteins effectively into the medium, unless specific modifications are introduced
to allow it. Most significantly in terms of biosensor applications, E. coli does not
naturally produce dormant states such as spores, meaning that freeze drying is
likely to be required for storage and distribution. While freeze drying of bacte-
rial cells is a well-understood process, this adds an extra level of complexity and
expense to the manufacturing process. Some other potential hosts have much
better characteristics in this regard. Most attention has been paid to Bacillus
subtilis, a low-GC Gram-positive soil bacterium. B. subtilis is used as a model
Gram-positive bacterium; its physiology is therefore well studied, and a number
of vector systems and other tools are available, though in both characteristics it
lags well behind E. coli. In contrast to E. coli, B. subtilis is naturally competent
during a certain stage of its life cycle, and, unlike E. coli, will happily take up
large pieces of linear DNA and integrate them onto its chromosome by homolo-
gous recombination. Also, and more importantly, B. subtilis naturally forms a
dormant resting state known as endospores (Errington, 2003). When conditions
become unfavorable for growth, each cell undergoes an asymmetrical cell divi-
sion resulting in a large “mother cell” and a small “forespore.” The mother cell
engulfs the forespore and produces layers of protein coats to surround it, while
the forespore produces small acid-soluble proteins and calcium dipicolinate,
which act to protect its nucleic acids. When this process is complete, the mother
cell lyses to release the mature endospore. The spores can simply be harvested
and dried for storage and distribution. Endospores are extremely tolerant to heat,
drying, and other stresses. There are well-attested reports of endospores surviv-
ing for hundreds and even thousands of years in dry conditions (Nicholson et
al., 2000), as well as more controversial reports of survival for many millions of
years in unusual contexts such as in the guts of insects preserved in amber (Cano
and Borucki, 1995).

B. subtilis possesses an arsenic detoxification operon similar to that found
on the E. coli chromosome (Sato and Kobayashi, 1998); thus, arsenic biosensors
can be prepared in a similar way to that described above, either by adding the ars
promoter and arsR regulatory gene to a reporter gene on a multicopy plasmid, or
by introduction of such a reporter gene to the chromosome downstream of the ars
promoter. As a demonstration of principle, we have constructed such a system,
designated a “Bacillosensor,” using the plasmid vector pTG262 and the reporter
gene xylE of Pseudomonas putida, which encodes catechol-2,3-dioxygenase.
This enzyme acts on the cheap substrate catechol to produce a bright yellow
compound, 2-hydroxy-cis,cis-muconic semialdehyde. This system was found to
be sensitive to arsenic levels well below the WHO recommended limit of 10 ppb
(Figure A5-2). Spores could be boiled for 2 minutes prior to use in the assay;
this would not only kill competing organisms but also activate the spores for
rapid germination. The ability to remove most contaminating organisms from
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FIGURE AS-2 Detection of arsenic by B. subtilis 168/pTG262-arsR-xylE: absorbance
at 377 nm vs. arsenic concentration (ppb arsenic as sodium arsenate). The vector and
BioBrick components used to make this device (BBa_J33206, BBa_J33204) are available
from the Registry of Standard Biological Parts. Conditions of the assay were as described
by Joshi et al. (2009).

SOURCE: L. Montgomery and C. French, unpublished.

the sample simply by heat treatment offers a considerable potential advantage
for field use of such devices, eliminating the need for filter sterilization or similar
treatments.

Several reports in the literature have also described bioreporters based on B.
subtilis and related organisms. Tauriainen et al. (1997, 1998) reported the use of
B. subtilis as a host for firefly luciferase-based bioreporters for arsenic, antimony,
cadmium, and lead but did not specifically describe the use of endospores in the
assays. More recently, Date et al. (2007) reported the construction of bioreporters
for arsenic and zinc based on endospores of B. subtilis and Bacillus megaterium,
with B-galactosidase plus a chemiluminescent substrate, or enhanced green fluo-
rescent protein, as reporter genes. The genetically modified spores could be stored
at room temperature for at least 6 months. The same authors later described in-
corporation of such endospore-based bioreporters into microfluidic devices (Date
etal., 2010, discussed further below). Fantino et al. (2009) reported the construc-
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tion of a device designated “Sposensor,” incorporating B. subtilis endospores
engineered to produce B-galactosidase in response to the target analyte. Systems
responsive to zinc and bacitracin were demonstrated using a chromogenic sub-
strate with spores dried on filter paper discs.

Another potentially interesting host is the yeast Saccharomyces cerevisiae.
Again, this is a model organism, well studied, and for which numerous vector
systems and other genetic modification tools are available. It can be stored and
distributed in a “dry active” state (Baronian, 2003). However, as a eukaryote,
S. cerevisiae has more complex regulatory systems than bacteria such as E. coli
and B. subtilis, and to date there have been relatively few reports of its use as a
host for bioreporter applications. One example is a nonspecific toxicity reporter
described by Vilimaa et al. (2008), using S. cerevisiae modified to produce firefly
luciferase; as in the MicroTox system described above, toxic substances reduced
the level of luminescence observed. S. cerevisiae has also been used as a platform
for analyte-specific biosensors. For example, Leskinen et al. (2003) reported con-
struction of a yeast-based bioreporter for copper ions, with firefly luciferase under
control of the copper-responsive CUP1 promoter. This was used in environmental
analysis for bioavailable copper (Peltola et al., 2005). Some further examples are
described by Baronian (2003). With further development, analyte-specific yeast-
based biosensors could be a useful addition to the biosensor toolkit.

Detection of Extracellular Analytes

In the examples discussed so far, the signal has been generated internally, ei-
ther as a stress response (as in the case of the SOS-Chromotest) or else by binding
of an intracellular protein, such as ArsR, to an analyte that has been internalized
(arsenate is probably taken up in error by the phosphate uptake machinery). For
medical applications, it would be advantageous to be able to detect and respond
to analytes such as peptides, which do not naturally enter bacterial or fungal
cells. However, bacteria are able to sense and respond to extracellular analytes
via “two-component” systems. In these cases, one component is a sensor kinase
that spans the cell membrane, and the second is a response regulator protein
that binds DNA to activate or repress transcription from a given promoter. The
extracellular analyte binds to the extracellular domain of the sensor kinase, and
this increases or decreases the kinase activity of the intracellular domain. This
alters the tendency of the kinase domain to phosphorylate the response regulator
protein, which in turn alters its propensity to bind to and activate or repress the
promoter(s) in question. Most bacteria possess multiple two-component sensor
systems responding to a variety of different stimuli, including osmotic strength of
the extracellular medium, extracellular phosphate levels, and the presence of vari-
ous small molecules such as sugars and amino acids. One interesting subgroup
consists of two-component sensor systems in Gram-positive bacteria such as
Bacillus, Streptococcus, and Enterococcus, which sense and respond to the pres-

Copyright © National Academy of Sciences. All rights reserved.



The Science and Applications of Synthetic and Systems Biology: Workshop Summary

APPENDIX A 189

ence of short-peptide pheromones produced by other cells of the same species,
a phenomenon analogous to the more familiar N-acyl homoserine lactone—based
quorum-sensing systems of Gram-negative bacteria. One might imagine that such
systems could be modified, perhaps by rational engineering or directed evolution,
to respond instead to some peptide of analytical interest.

There are two interesting points regarding two-component sensor systems.
One is that these systems show a surprising degree of modularity. A number of
reports have described cases where the extracellular domain of one sensor kinase
has been fused to the intracellular domain of another, giving a hybrid protein
that responds to the normal stimulus of the first sensor kinase by activating the
normal response regulator of the second. One well-known example is the report
of Levskaya et al. (2005) describing fusion of the extracellular domain of the
light-sensing domain of a cyanobacterial phytochrome, Cphl, to the intracellular
domain of an E. coli osmotic stress sensor, EnvZ; the hybrid protein, CphS8, re-
sponded to red light by activating the response regulator, OmpR, which normally
responds to EnvZ. When a promoter controlled by OmpR was fused to a pigment-
producing gene, the resulting genetically modified cells responded to red light by
producing a pigment, allowing “bacterial photographs” to be made by focusing
images onto a plate of the bacteria (Levskaya et al., 2005). Another example is
fusion of the extracellular domain of a chemotaxis receptor, Trg, which responds
to the presence of ribose, among other chemoattractants, by controlling the cell’s
motility apparatus, to the intracellular domain of EnvZ (Baumgartner et al.,
1994). (In this case, the interaction is indirect: ribose binds to periplasmic ribose
binding protein, which then interacts with the extracellular domain of Trg.) In
the presence of the hybrid protein, designated Trz, an OmpR-controlled promoter
(specifically, the ompC promoter) was found to respond to the presence of ribose.
Recent structural studies have begun to offer some insight into the basis of com-
munication between extracellular and intracellular domains in two-component
sensor kinases (Casino et al., 2010), which may allow more rational engineering
of such hybrid proteins.

The second point is that it is possible to engineer the recognition elements
of such sensors to respond to nonnatural target molecules. For example, Looger
et al. (2003) reported rational reengineering of the ribose binding protein, which
binds ribose and interacts with the extracellular domain of the hybrid Trz sensor
kinase mentioned above, so that it would respond to lactate or to 2,4,6-trinitro-
toluene (TNT). In the presence of these molecules, OmpR-controlled promoters
were reported to be activated. This opens the possibility that it might be possible
to use such a platform as a “universal bioreporter” by generating a library of reen-
gineered sensor kinases or associated binding proteins to respond to any analyte
of interest. If such rational reengineering proved challenging in the general case,
another interesting possibility would be to attempt fusion of the extracellular
domain of such a sensor to some binding molecule such as a nanobody (variable
region of a camelid heavy-chain-only antibody) or scFv fragment of an antibody,
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so that any analyte to which an antibody could be raised could be detected by a
bioreporter. Other protein-based scaffolds for specific recognition are also under
development (Hosse et al., 2006; Nuttall and Walsh, 2008) and might also be
suitable for such applications. Alternatively, extracellular domains able to bind a
desired target analyte might be selected from a library of mutants by a technique
such as phage display or cell surface display (Benhar, 2001); this might also en-
able simple screening for clones which were able not only to bind to the analyte
of interest but also to generate the appropriate response on binding.

An interesting, but rather application-specific, approach to the detection of
extracellular analytes via two-component sensing systems was proposed by the
2010 iGEM team of Imperial College, London. In this case, the objective was to
detect cercaria (larvae) of the parasite Schistosoma in water. It was proposed that
a protease produced by the parasite could be detected by cleavage of an engi-
neered substrate to release the autoinducer peptide of Streptococcus pneumoniae;
this peptide would then be detected by the two-component sensor system ComDE
of S. pneumoniae expressed in B. subtilis. A similar system might be used to
detect other proteases or hydrolytic enzymes of biological interest.

Another possible platform for detection of extracellular peptides would be
the yeast mating peptide sensing system. In Saccharomyces cerevisiae, mating
peptides (a and o) are detected by G-protein coupled receptors, Ste2 and Ste3,
which initiate an intracellular signalling pathway (Bardwell, 2004; Naider and
Becker, 2004). As noted above, S. cerevisiae is arguably an underexploited
platform for biosensor development, with much potential for investigation. One
interesting example of a yeast-based sensor system was reported by Chen and
Weiss (2005). In this case, a cytokinin (plant hormone) was detected by yeast
cells expressing Arabidopsis thaliana cytokinin receptor Atcrel, a two-compo-
nent-type sensor kinase, which apparently is fortuitously able to interact with
the endogenous yeast response regulator Ypdl in the absence of Ypdl’s normal
sensor kinase partner, Slnl (Inoue et al., 2001). The engineered “receiver” cells
expressed GFP from a Ypdl-activated promoter in the presence of cytokinin.

Animal cells have numerous and varied extracellular receptors but, with cur-
rent techniques, probably lack the necessary robustness to be generally useful as
a biosensor platform except possibly for specialized clinical uses.

Modulation of Sensitivity and Dynamic Range

The critical parameters in the performance of a sensor are the sensitivity
(the lowest analyte concentration to which a detectable response is seen) and the
dynamic range (in this context, the range of analyte concentrations over which the
analyte concentration can be estimated based on the response; that is, between the
sensitivity limit and the concentration at which the response saturates). In simple
whole-cell biosensors such as those described above, a hyperbolic or sigmoidal
response is seen, and it may be that the response curve initially obtained is not in
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the desired range for the planned application. Obviously, one critical parameter is
the affinity of the receptor for the analyte; however, in practice, many other fac-
tors are important, making analysis rather complicated (for a more detailed dis-
cussion of such issues, see van der Meer et al., 2004). For example, in the case of
arsenic biosensors, arsenate is first taken up by the cell (probably mistakenly, via
the phosphate uptake system). The characteristics of uptake determine the ratio
between extracellular and intracellular arsenate concentrations. It then interacts
with the ArsR repressor with a certain affinity, and interferes with the binding of
the repressor to the ars promoter; both of these interactions have a characteristic
affinity. Within a given cell, the numbers of arsenate anions, ArsR repressor
molecules, and promoter sites are also all limited, so the relative numbers of
these will also strongly affect the interaction. Finally, when the repressor is not
bound to the promoter, and the promoter is thus “active,” RNA polymerase will
bind the promoter with a certain affinity, and begin transcription with a certain
efficiency. The actual level of arsenate repressor and reporter protein molecules
generated will be strongly affected by the rate of messenger RNA synthesis, the
rate of mRNA degradation, the affinity of ribosomes for the ribosome binding
sites on the mRNA, and the degradation rate of the proteins. Thus, many steps
intervene between the extracellular arsenate concentration and the level of the
reporter protein. This means that, in practice, it is possible to modulate the sen-
sitivity and dynamic range of the sensor without actually altering the receptor at
all, simply by making minor changes to factors such as the strength of the ribo-
some binding sites.

This type of experiment is greatly facilitated by the modular, composable
nature of BioBricks and the availability of a library of ribosome binding sites of
different strengths in the Registry of Standard Biological Parts. To give one trivial
example, we assembled an alternative version of the simple arsenic biosensor
construct BBa_J33203, the differences being that the reporter gene was moved
to a position between the promoter and the arsR gene encoding the repressor,
and the native ribosome binding site of arsR was replaced by a strong synthetic
ribosome binding site, BBa_J15001. The response characteristics of this modified
construct were quite different from those of the original construct (Figure AS5-3).
While the mechanism of this was not investigated, one plausible explanation
would be an increased level of expression of the ArsR repressor due to the stron-
ger ribosome binding site.

More profound reorganizations of the arsenic recognition system have also
been investigated. For example, a second copy of the ArsR-binding site was intro-
duced between arsR and the reporter gene, with the aim of decreasing background
expression in the absence of arsenic. This led to considerably improved induction
characteristics (Stocker et al., 2003). It was further reported that modification of
the activity or synthesis rate of the reporter enzyme (cytochrome c peroxidase
or B-galactosidase) led to strong changes in the system response to given arsenic
concentrations (Wackwitz et al., 2008), allowing the generation of an array of
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FIGURE A5-3 Altered response characteristics of a whole-cell arsenic biosensor through
reassembly of the components. (A) Original Edinburgh arsenic biosensor, consisting of
the E. coli chromosomal ars promoter and arsR gene (BBa_J33201) followed by lacZ'o
(BBa_J33202). Both arsR and lacZ’o. have their native ribosome binding site. (B) Reas-
sembled operon consisting of ars promoter (BBa_J15301), strong synthetic ribosome
binding site (BBa_J15001), lacZ o coding sequence (BBa_J15103), ribosome binding site
(BBa_J15001), and arsR coding sequence (BBa_J15101). Diamonds, time zero; squares,
6 hours; triangles, 24 hours. The vector was pSB1A2 and host was E. coli JIM109 in all
cases. Assay conditions were as described by Joshi et al. (2009). All components and as-
sembled constructs are available from the Registry of Standard Biological Parts.
SOURCE: X. Wang and C. French, unpublished.

reporter strains with different response characteristics (discussed further below).
In a similar investigation, using mercury biosensors, the 2010 Peking University
iGEM team investigated the effects of placing the regulatory gene merR under
the control of a variety of promoters of different strengths and found that this
resulted in a wide variety of different sigmoidal response curves. A similar effect
was achieved by screening a library of mutants with altered MerR-binding sites in
the mercury-responsive promoter. Thus, a variety of simple modifications to the
system can be used to achieve alterations in the sensitivity and dynamic range of
such sensors. The composable nature of BioBricks, together with other assembly
strategies used in synthetic biology, make it easy to generate and screen a large
number of such systems to find a set with the desired characteristics.

It is also possible to use rational design principles to modify the dynamic
range of a sensor, for example, by amplifying a weak transcriptional signal. One
way to do this is through the use of genetic “amplifiers.” One set of such devices,
submitted and tested by iGEM teams from the University of Cambridge in 2007
and 2009, consists of bacteriophage activator-promoter pairs. Rather than the
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analyte-responsive promoter deriving the reporter gene directly, the promoter
drives expression of an activator protein, which activates a second promoter,
which controls the reporter gene. This gives a genetic “amplification” effect. A
small library of cross-reactive activators and promoters allows a mix-and-match
approach to select a pair that gives the desired response characteristics. In these
projects, the promoters came from bacteriophages P2 (promoters P, P, P, and
P,) and P4 (promoters P, and P, ), and the activators from bacteriophages P2
(Ogr), P4 (8 protein), PSP3 (Pag), and ¢R73 (8 protein) (Julien and Calendar,
1996). Fifteen promoter-activator combinations were characterized, allowing the
biosensor designer to choose a pair with the desired response characteristics.

The availability of a number of similar biosensors with different response
characteristics, as described above, allows the preparation of “bar graph”-like
arrays of sensors to obtain a quantitative output over a wider range of analyte
concentrations than any single sensor could achieve. This was proposed by
Wackwitz et al. (2008), who used the term “traffic light biosensors” to describe
such devices. In principle, such devices should not require calibration (van der
Meer and Belkin, 2010).

Another issue with induction-based whole-cell biosensors is the time re-
quired for induction; few systems in the literature show detectable responses
in less than 30 minutes or so, and several hours is more typical. For many ap-
plications, it would be advantageous to obtain a faster response. One ingenious
approach to this problem was presented by the Imperial College iGEM team of
2010. In this case, the reporter enzyme is presynthesized in the cell in an inactive
form. The analyte-responsive promoter drives expression of a protease, which
cleaves and activates the reporter. Since each molecule of protease can rapidly
activate multiple molecules of the reporter protein, this can potentially give a
much faster response. In the case of the Imperial College iGEM project, the
reporter, catechol-2,3-dioxygenase (XylE), was synthesised as an inactive fusion
with GFP, joined by a linker which could be cleaved by site-specific TEV prote-
ase. Detection of the target analyte, in this case a peptide released by a protease
of the parasite Schistosoma, led to induction of TEV protease expression and
consequent cleavage of the linker, allowing rapid formation of active catechol-
2,3-dioxygenase tetramers.

In Vivo Signal Processing and Multiplex Output

In addition to tuning of response characteristics, it is possible to introduce
more complex forms of in vivo signal processing. One simple example is a ge-
netic inverter, in which a promoter that would normally activate transcription is
instead used to repress it. This is accomplished by having the analyte-responsive
promoter drive production of a repressor, which represses expression from a
second promoter driving the reporter gene. Three well-characterized repressor-
promoter pairs are widely used in such systems: the Lacl/lac promoter pair, bac-
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teriophage A cI/P; or P pair, and the TetR-tet promoter pair (see, for example,
Elowitz and Leibler, 2000). These repressor-promoter pairs are analogous to
insulated wires used in an electronic circuit to communicate between different
parts of the device. For complex devices, it would clearly be useful to have more
than three such “wires” available. One interesting approach to this was reported
by the USTC iGEM team of 2007 (following work described by Sartorius et al.,
1989). In this case, mutations were made to the bases of the lac operator site
involved in binding of the repressor Lacl, and also to the amino acids of Lacl
involved in this binding. The libraries of mutant lac promoters and Lacl repres-
sors were then analyzed to determine which pairs interacted efficiently. From this
experiment, multiple repressor-promoter pairs were chosen that did not crosstalk.
Furthermore, these were used to generate biological equivalents of several logic
gates. The simplest of these is the NOT gate, in which activation of one promoter
leads to repression of another. This is simply achieved by having the first pro-
moter drive expression of a repressor which represses the second, as described
above. More complex gates include NAND and NOR. In the former case, binding
of two different repressors is required to inactivate the second promoter; in the
latter case, binding of either of two repressors is sufficient to achieve this effect.
From combinations of such gates, more complex circuits can be assembled. Such
logic systems can also be extended to systems consisting of several different types
of engineered cell, with the cells communicating via quorum-sensing signals
(Tamsir et al., 2010).

The term “traffic-light sensors,” discussed above, is also applied to a class
of devices that have been proposed and modeled, but, so far as we know, never
demonstrated in practice, in which discrete, different outputs are activated at
different analyte levels by in vivo signal processing within a single bioreporter
organism. The originally proposed iGEM 2006 Edinburgh arsenic biosensor fell
into this category, giving an alkaline response at very low arsenate concentra-
tions, a neutral pH at moderate arsenate concentrations, and an acidic response at
dangerously high arsenate levels (Aleksic et al., 2007). This was to be achieved
through the use of two separate repressors, with different affinities for arsenate,
controlling two different reporters: urease for an alkaline response, and 3-galac-
tosidase for the acidic response. Response of the high-affinity repressor-promoter
pair was inverted via a repressor, so that the presence of a low concentration of
arsenate led to production of a repressor that switched off production of urease,
whereas higher levels of arsenate switched on production of -galactosidase. A
similar arrangement of two different repressor systems can be used to generate a
genetic “band detector,” which responds only to analyte concentrations within a
certain concentration range.
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Visual Outputs

While the majority of reported arsenic sensors use luminescence or fluo-
rescence as output, it might be advantageous in some cases to have an output
that can be easily detected by eye. The use of enzymes such as B-galactosidase
and catechol-2,3-dioxygenase, together with chromogenic substrates, offers one
route to achieving this end. An alternative is the pH-based approach used in the
Edinburgh arsenic biosensor described above; this is useful in that pH changes,
together with standard pH indicators, give very strong and easily detected color
changes, but they can also be quantified using an inexpensive pH electrode. In
some cases it might be preferable to have cells produce an endogenous pig-
ment in response to the target analyte. Several such examples have been re-
ported. Fujimoto et al. (2006) described a system in which the photosynthetic
bacterium Rhodovulum sulfidophilum was engineered to place the endogenous
carotenoid pigment gene crtA under the control of the E. coli ars promoter, so
that the presence of arsenite led to a change in cell pigmentation from yellow
to red. Subsequently, Yoshida et al. (2008) reported a similar system based on
Rhodopseudomonas palustris. The combinatorial nature of synthetic biology
components, together with the possibility of multistage outputs discussed above,
opens the possibility of systems in which a range of discrete colors is produced
for different levels or combinations of analytes. To facilitate the construction of
such devices, the University of Cambridge iGEM team, 2009, presented a set
of modular BioBrick components that could generate a variety of carotenoid
and indole-based pigments using different combinations of components from the
carotenoid and violacein biosynthetic pathways (Figure A5-4). As with all of
the iGEM entries discussed in this paper, these genetic modules are freely avail-
able from the Registry of Standard Biological Parts.

TR Y

FIGURE AS5-4 Escherichia coli cells producing a variety of pigments. From left to right,
the first four tubes are derived from the carotenoid biosynthesis pathway, the last three
from the violacein biosynthesis pathway. All of these pigment-producing pathways are
available in BioBrick format from the Registry of Standard Biological Parts.

SOURCE: University of Cambridge, iGEM 2009.
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Integration of Biological and Electronic Components

For data processing and storage, it is advantageous if biosensor outputs
can easily be converted into electrical signals that can be read by a computer.
A number of integrated biological-electrical devices have been reported. One
example is the Bioluminescent Bioreporter Integrated Circuit (Nivens et al.,
2004; Vijayaraghavan et al., 2007), in which luminescence emitted by bacterial
luciferase is detected by a Complementary Metal-Oxide Semiconductor (CMOS)
microluminometer incorporated with signal processing circuitry and other rel-
evant components on a “biochip.” Several recent reports have described the inte-
gration of bioreporter cells into microfluidic devices. For example, Diesel et al.
(2009) reported incorporation of an E. coli GFP-based arsenic bioreporter into a
microfluidic device. Fluorescence from approximately 200 cells within the detec-
tion cavity was imaged using a camera. Date et al. (2010) reported the integration
of Bacillus endospore-based biosensors for arsenic and zinc (described above)
into a centrifugal microfluidic platform, in which pumping is provided by rotation
of a disc-shaped substrate. Luminescence and fluorescence measurements were
performed using separate laboratory instruments with fiber-optic probes held
above the detection chambers of the microfluidic device. Storage and germination
of endospores, and sensitive detection of the analytes, were reported.

Whereas these devices use “conventional outputs (fluorescence and lumines-
cence), other reporter systems can give an electrical output directly, which may be
more convenient for incorporation into simple devices for field use. One example
is the Edinburgh arsenic biosensor described above. The pH response can easily
be converted to a voltage signal using a standard glass pH electrode, or an equiva-
lent solid-state device (ion selective field effect transistor). An alternative is the
generation of an amperometric signal via a device similar to a microbial fuel cell.
Bacteria respire by transferring electrons from a donor (such as a sugar) to an ac-
ceptor (such as oxygen). This electron transfer occurs at the cell membrane. Many
bacteria can instead transfer electrons to or from an electrode, generating an
electrical current; others can do so in the presence of electron shuttle molecules
known as mediators (Lovley, 2006). An amperometric signal can be generated by
placing synthesis of such a mediator, or of an essential component of the electron
transfer apparatus, under the control of an analyte-responsive promoter. Both of
these approaches have been described by iGEM teams. The iGEM 2007 entry
from the University of Glasgow described a system for biosynthesis of pyocya-
nin, a redox-active metabolite of Pseudomonas aeruginosa, which could act as
a mediator to transport electrons between the bacterial respiratory chain and an
electrode. The iGEM 2008 entry from Harvard University took advantage of a
naturally “electricigenic” bacterium, Shewanella oneidensis, by controlling syn-
thesis of one of the outer membrane proteins, MtrB, required for efficient transfer
of electrons to an electrode. Either of these approaches can allow controllable
generation of an electrical current induced by the presence of a target analyte.
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Regulatory Issues Related to Field Use of Whole-Cell Biosensors

The Edinburgh arsenic biosensor described above was designed to be used
in the field in the form of a contained disposable device. Some other bioreporters
have been designed for more direct use in the field. One of the earliest examples
to be tested was that of Ripp et al. (2000), reportedly the first genetically modified
microorganisms to be approved for field testing for a bioremediation application
in the United States, in which a strain of Pseudomonas fluorescens modified to
produce a luminescent signal in the presence of aromatic hydrocarbons was in-
troduced into the soil in a contaminated site, and its persistence monitored over
a 2-year period. While this organism was designed to persist in the environment
for a prolonged period, there are other cases where the bioreporter only needs to
survive for a few hours—just long enough to report on the conditions in which
it finds itself. One well-known example is the Microbial Mine Detection System
developed at Oak Ridge National Laboratories. This consisted of a strain of Pseu-
domonas modified to produce GFP in the presence of explosives leaking from
land mines (discussed by Habib, 2007). The positions of the land mines could
then be mapped using an ultraviolet lamp. This system was reportedly field tested
with good results. Another example was reported by the iGEM team of the Bris-
tol Centre for Complexity Studies (BCCS) in 2010. In this case, the bioreporter
consisted of E. coli cells modified to indicate the presence of nitrate by producing
a fluorescent response. These cells, encapsulated in a hydrophilic gel, were to be
spread over the soil and left for several hours to express the fluorescent protein,
after which the nitrate levels in the field could be mapped by a mobile device,
providing information useful in agriculture.

On consideration of the examples described above, we can distinguish be-
tween four different cases:

1. bioreporters designed to be used within the confines of a laboratory (e.g.,
the SOS-Chromotest);

2. Dbioreporters designed to be used in a contained device, but outside of a
laboratory (e.g., the Edinburgh arsenic biosensor);

3. bioreporters designed to be exposed directly to the environment, but not
to survive longer than required to report the levels of the target analyte
(e.g., the MMDS and Bristol nitrate sensor); and

4. bioreporters designed to survive and persist in the field for long periods
(e.g., the bioremediation monitoring system of Ripp et al., 2000).

Unfortunately, current regulatory regimes in the United Kingdom and Eu-
ropean Union do not appear to distinguish between cases 2, 3, and 4. Case 1 is
unproblematic; such “contained use” applications are dealt with in the United
Kingdom by the Health and Safety Executive under the Genetically Modified
Organisms (Contained Use) Regulations 2000, whereas “uncontained uses” are
dealt with by the Department for the Environment, Food and Rural Affairs un-
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der the Genetically Modified Organisms (Deliberate Release) Regulations 2002
(which implement EU Directive 2001/18/EC). Whereas this is wholly appropriate
for case 4, where such organisms are designed to persist in the environment, no
provision seems to be made for cases 2 or 3, where organisms may be specifically
designed not to survive in the environment, thereby minimizing any threat to
ecosystems. This is a serious inhibiting factor in the use of genetically modified
whole-cell biosensors or bioreporters outside of the laboratory, as expensive field
trials with extensive postrelease monitoring are required. We feel that it would be
useful if future legislation took this into account. In the United States, the situ-
ation is less clear to us; the relevant federal legislation appears to be the Toxic
Substances Control Act (Sayre and Seidler, 2005). In the absence of specific legal
and regulatory expertise, we will refrain from further comment. However, it is
clear that until these regulatory issues are addressed, it will not be possible to use
genetically modified bioreporter organisms on a large scale in the field, despite
their obvious potential.

Conclusions

Sensitive and highly specific response to various molecules is one of the core
functions of biological systems. As such, whole-cell biosensors offer a versatile
and widely applicable method for detecting the presence of a wide range of ana-
Iytes. The techniques of synthetic biology offer numerous possible improvements
in terms of response tuning, in vivo signal processing, and direct interface with
electronic devices for further signal processing and output. However, regulatory
issues will need to be clarified before such devices can fulfill their true potential
as highly sensitive, inexpensive sensors for field use.
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A6

SYSTEMS ANALYSIS OF ADAPTIVE IMMUNITY BY
UTILIZATION OF HIGH-THROUGHPUT TECHNOLOGIES*

Sai T. Reddy***' and George Georgiou***1-4243

A new generation of high-throughput technologies for quantitative and clonal
analysis of adaptive immune responses have been developed. Functional analy-
sis of lymphocyte populations has been accomplished via microfluidic assay
systems. Additionally, lymphocyte receptor repertoires have been characterized
on proteomic and genomic levels with multiplexed protein microarrays and
high-throughput DNA sequencing. These tools are providing an unprecedented
level of information depth on the distribution of adaptive immune cell (B and
T cell) functionalities and repertoires, which develop upon activation follow-
ing vaccination, pathogenic infection, or in disease states. These various high-
throughput technologies have unlocked the potential to transform immunology
into an information-rich science that will enable rapid expansion of the field of
experimental systems immunology.

Introduction

Adaptive immunity plays an indispensible role in maintaining vertebrate host
protection against a constant barrage of pathogens. Adaptive immunity is fun-
damentally reliant upon the generation of an incredible diversity of lymphocyte
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receptors (B cell receptors, or BCRs; and T cell receptors, or TCRs); furthermore,
the development of lymphocytes subsets, which display a plethora of functions,
act synergistically to counteract pathogenic invasion. Receptor diversity in lym-
phocyte populations is generated by the genetic recombination of noncontiguous
germline elements: variable (V), diversity (D), and joining (J) gene segments.
Primary and secondary diversification via germline and junctional recombination,
combinatorial pairing, and somatic hypermutation (for B cells only) combine
to generate theoretical diversities of human antibodies and TCRs of ~10'3 and
~10'8, respectively (Janeway, 2005), far outnumbering the physiological number
of lymphocytes in an average human (~10'). In addition to molecular diversity,
there is an assortment of lymphocyte cellular subclasses (e.g., CD4+ and CD8+
T cells, Tregs, Th17 cells) and differentiation states (e.g., naive, memory, and
plasma B cells) that synergize to produce a multiprong attack on pathogens,
leading to infection resolution and long-term immunological memory. Finally,
the anatomical compartments (e.g., lymph nodes, blood, bone marrow) in which
lymphocyte activation, homing, and trafficking take place add to the complex
interconnected nature of adaptive immunity.

Conventional approaches for measuring adaptive immune responses have
so far relied on cursory biological measurements, such as antibody titers to an
antigen or lymphocyte assays that measure a single (ELISPOT) or multiple cy-
tokines (intracellular staining, ICS) expressed by individual cells (Janetzki et al.,
2004; Papagno et al., 2007). However, these techniques are surrogate measures
and provide only a partial picture of the state of the immune system; for example,
antibody titers do not provide specific molecular information on the monoclonal
antibody components that comprise polyclonal responses in serum or secretory
fluids. Likewise, ELISPOT or ICS assays can interrogate only a subset of lym-
phocytes based on functional properties; furthermore, they are sample-destructive
thus precluding the simultaneous cloning and analysis of the respective BCR and
TCR repertoires. Very importantly, existing assays typically capture the mean
of a particular response or cellular phenotype and afford limited quantification.
The understanding of immunological processes at greater resolution is not only
important from a scientific point of view but can have major ramifications for
human health. Detailed and quantitative deconvolution of the humoral immune
response can assist in human immunotherapy by the identification of neutralizing
or cytotoxic antibodies or of antigens overexpressed in a disease state (Gnjatic
et al., 2010; Law et al., 2008; Yu et al., 2008). High-resolution information on
adaptive immune responses to immunization may also greatly aid in assessing
the efficacy of experimental vaccines (Germain et al., 2010; Querec et al., 2009),
a process that currently relies on longitudinal studies of neutralizing antibody
titers as the primary readout. In this review, we highlight recent advances in the
high-throughput analysis of functional properties, proteomic interactions, and
genomic repertoires of lymphocyte populations following an adaptive immune
response (Table A6-1).
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TABLE A6-1 High-throughput technologies used to study adaptive immunity
and the scale of information generated.

High-throughput Data
technology Applications Scale Refs.
Single B Antibody discovery; repertoire  ~102 Tiller et al., 2008; Smith et al.,
cell-cloning analysis 2009; Wrammert et al., 2008;
Meijer et al., 2006; Poulsen et al.,
2007; Wiberg et al., 2006
Microengraved Single cell functional analysis, ~10° Tokimitsu et al., 2007; Jin et al.,
devices antibody and TCR specificity; 2009; Love et al., 2006; Ogunniyi
antibody discovery; T et al., 2009; Story et al., 2008;
cell cytokine reactivity; Song et al., 2010; Han et al., 2010;
transcriptional profiling Flatz et al., 2011; Kwong et al.,
2009
Protein Antigen discovery from ~103-10* Davies et al., 2005; Felgner et
microarrays pathogens, cancer and al., 2009; Kunnath-Velayudhan et
autoimmune disease; al., 2010; Robinson et al., 2002;
serological antibody profiling; Gnjatic et al., 2009; Reddy et al.,
vaccine development 2011; Legutki et al., 2010
Next generation ~ Antibody and TCR repertoire ~ ~10°~107 Weinstein et al., 2009; Jiang et al.,
DNA analysis, immunological 2011; Boyd et al., 2009; Freeman
sequencing biomarker discovery, clinical et al., 2009; Robins et al., 2009,
monitoring, antibody library 2010; Warren et al., forthcoming;
quality control, monoclonal Glanville et al., 2009; Ge et al.,
antibody discovery 2010; Ravn et al., 2010; Reddy et
al., 2010

Single Cell Analysis of Lymphocyte Populations

Single cell PCR-cloning of immunoglobulin genes

Until recently, the determination of the surface-anchored immunoglobulins/
antibodies (BCRs) expressed by animal or human cells has relied on B cell im-
mortalization techniques such as hybridoma technology or viral transduction
(Becker et al., 2010; Kwakkenbos et al., 2009; Lanzavecchia and Sallusto, 2009);
however, these techniques are compatible with only some stages of B cell matu-
ration and furthermore, due to their low efficiencies (merely 1-3% of B cells
interrogated) they are unable to generate a comprehensive picture of humoral
repertoires. For example, terminally differentiated antibody-secreting plasma
cells are not amenable to immortalization. Consequently, the antibodies isolated
by immortalization of memory B cells may neither correspond to nor exhibit the
same therapeutic potency as the population of circulating antibodies.

These problems can be addressed by single-cell cloning. Briefly, a desired
B cell population is plated at limiting dilution in microtiter well plates and
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then the variable heavy (V,)) and light (V| ) chains of surface immunoglobulins
(BCRs) or of secreted antibodies from antibody secreting cells are amplified by
PCR using primer sets. The V,; and V| genes are then inserted into suitable vec-
tors for expression from heterologous hosts, resulting in recombinant antibody
fragments (e.g., scFv, FAB) or full-length IgGs. Subsequent antigen-specificity
and binding affinity of antibodies are determined by standard ELISA techniques
(Tiller et al., 2008). In one notable example, flow cytometry was used to isolate
human plasmablasts from the peripheral blood of patients immunized with the
influenza vaccine. The cells were sorted into 96 well plates at limiting dilution
to yield approximately one cell per well. Nested RT-PCR and cDNA amplifica-
tion of V, and V|, genes was performed to amplify V genes in wells occupied
by cells, followed by cloning into eukaryotic expression vectors (Smith et al.,
2009). This approach was used to study the dynamics and antigen specificity of
transient plasmablasts that arise three to seven days after vaccination and decay
within a month. It was observed that at the peak of the response, nearly 80%
of the plasmablasts expressed influenza-specific antibodies and the respective
antibody repertoires were pauciclonal, as they were dominated by only a few
sequences (Wrammert et al., 2008). Alternative techniques have been developed
that rely on single B-cell cloning by linking V, and V,; genes during RT-PCR fol-
lowed by subsequent expression and screening in bacterial systems. For example,
peripheral blood plasma cells were isolated from patients receiving tetanus-
toxiod (TT) immunizations; single-cell PCR and screening was performed which
was then followed by extensive bioinformatic analysis of V|, and V,; pairing
(Meijer et al., 2006). In another study, Andersen and co-workers isolated tetanus
toxoid-specific antibodies from immunized patients and showed by biochemical
characterization that they display affinity and kinetic binding constants close to
the proposed limits for protective immunity (Poulsen et al., 2007). These single-
cell cloning methods have been used by the company Symphogen (Denmark)
to develop recombinant polyclonal antibodies, potentially valuable as human
therapeutics. Multiple neutralizing antibodies were expressed under carefully
controlled bioprocess conditions to produce a ‘recombinant polyclonal’ mixture
that mimics the diversity, specificity, and binding affinity of natural polyclonal
human immune responses (Wiberg et al., 20006).

Single cell microarrays for functional profiling of lymphocytes

Recently, large-scale analysis of lymphocyte populations has been enabled
by methods in soft lithography and microengraving. These techniques have gen-
erated lymphocyte functional profiles. For example, microfluidic devices were
deployed for the large-scale detection of antigen-specific B lymphocytes at the
single-cell level and the subsequent cloning of their respective V genes. Kishi and
co-workers used deep reactive ion etching on silicon to produce chips contain-
ing arrays of 10 mm diameter and 20 mm deep wells to trap single B lympho-
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cytes at a density >200,000 cells per chip. The well surfaces were coated with
anti-immunoglobulin antibodies, which allowed for capture of antibodies from
antibody-secreting cells isolated from mouse or human B cells (Tajiri et al., 2007;
Tokimitsu et al., 2007). Next, antigen was added to discover cells producing
specific antibodies, which was followed by single-cell RT-PCR and cloning into
a eukaryotic system for the generation of recombinant monoclonal antibodies
(Jin et al., 2009). Alternatively, Love et al. used photolithography and intaglio
printing to generate microarrays from poly(dimethylosiloxane). The dimensions
of the arrays were compatible for imaging on a microscope slide, therefore al-
lowing fluorescence-based imaging of B lymphocytes expressing antigen-specific
antibodies (Love et al., 2006; Ogunniyi et al., 2009). Microengraved devices
were used to assay the molecular profile of individual B cells isolated from mice
following immunization; multiparametric analysis was performed to determine
antibody specificities, isotypes, and apparent affinities (Story et al., 2008). The
high throughput afforded by the microwell chip arrays described above not-
withstanding, these methods rely on single-cell PCR and thus suffer from prac-
tical cloning limitations, therefore making it challenging to obtain a complete
picture of the repertoire.

In addition to B cells, the functional profiles of T cells can also be measured
by single cell microarray technologies (Song et al., 2010). Multidimensional ac-
tivation profiles were generated from human peripheral blood T cells; cytokine
secretion rates from individual cells were measured with very high sensitivity
(0.5—4 molecules/s) (Han et al., 2010). In another recent study, single cell gene
expression profiling was performed on CD8 T cell populations following various
prime-boost HIV DNA vaccine schemes in mice. Multiparameter transcriptional
analysis from single T cells was used to measure mRNA expression of 91 differ-
ent genes related to phenotype, regulation, survival, and function, allowing dis-
crimination of central memory and effector memory T cell subsets; furthermore
providing quantitative parameters associated with vaccine efficacy and protec-
tive immunity (Flatz et al., 2011). The Heath group has developed a system for
detecting antigen-specific T cells using nucleic acid cell sorting. Peptide-major
histocompatibility complex tetramers (p/MHC) were site-specifically attached
to DNA oligomers, which were annealed to complimentary strands printed on a
glass slide. These p/MHC microarrays allowed for multiplexed sorting of antigen-
specific T cells from heterogenous cell suspensions; this system can be exploited
for clinical lymphocyte detection, such as detection of T cells from cancer pa-
tients (Kwong et al., 2009). These examples illustrate that single-cell methods
are rapidly expanding the ability to generate high-throughput data for quantitative
molecular analysis and functional profiling of adaptive immune responses.

Microarrays for Studying Protein—Protein Interactions
in the Adaptive Immune Response

Systems-level analysis of gene expression using DNA microarrays has had
a tremendous impact on cellular and molecular biology; the potential now exists
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for proteomic microarrays to have a similar influence on immunological research
(Michaud et al., 2003; Prechl et al., 2010). A substantial amount of work has been
done to apply multiplexed high-throughput protein microarrays for the serologi-
cal profiling and analysis of antibody responses; this research has ranged from
infectious disease to cancer to autoimmune disease (Kingsmore, 2006).

Technologies for high-throughput printing of pathogen proteomes (with each
protein expressed individually) onto protein microarrays have been developed. A
typical approach consists of high-throughput PCR amplification of each predicted
open-reading frame, which is followed by in vivo homologous recombination into
a T7 expression vector. An Escherichia coli-based cell-free in vitro expression
system is used to generate crude lysates possessing recombinant proteins, which
are then printed onto nitrocellulose membranes resulting in a pathogen proteome
microarray. In one example, the 185 viral proteins that comprise the vaccinia
virus proteome were expressed individually and used to prepare protein arrays,
which then were used to analyse the specificity of serum antibodies from vaccinia
virus-vaccinated subjects; this allowed for high-throughput evaluation of humoral
immunity (Davies et al., 2005). In an even more impressive study, protein micro-
arrays comprising the 1205 proteins encoded by Burkholderia pseudomallei
were constructed and probed with sera from infected and healthy patients. Such
antibody profiling studies can reveal immunodominant antigens, which can be
exploited as biomarkers for diagnostic purposes or to guide vaccine development
(Felgner et al., 2009). Utilizing this same protein microarray methodology, it
was found that in tuberculosis patients, circulating antibodies react with 10% of
the Myobacterium tuberculosis proteome. Further analysis identified that during
active infection the humoral response was highly biased towards only 0.5% of
the proteome and particularly towards extracellular proteins, suggesting that the
humoral immune response to M. tuberculosis correlates with the evolution of the
infection (Kunnath-Velayudhan et al., 2010).

In addition to pathogenic proteins, autologous cellular antigens expressed
by malignant cells or in autoimmune disorders can also elicit robust antibody
responses. These autoantibodies serve as potential immunological biomarkers
valuable for diagnosis and possibly for treatment. In an early study, a protein
array was constructed by the immobilization of 196 different human proteins
onto a glass slide and used for the detection of autoantibodies (Robinson et al.,
2002). More recently, Old and co-workers constructed an array of 329 cancer
antigens that was used to detect antibodies produced in cancer patients but not
in healthy volunteers (Gnjatic et al., 2009). In a follow-up study, they expanded
their analysis and used an array consisting of >8000 human proteins to probe the
antibody specificities in sera from over 150 individuals, including healthy vol-
unteers and ovarian and pancreatic cancer patients; this led to the identification
of autoantigen signatures for these two malignancies (Gnjatic et al., 2010). In a
recent study, a combinatorial library of unnatural synthetic molecules was used
to screen for ligands reactive with antibodies abundant in serum (Reddy et al.,
2011). The underlying concept of this study was that synthetic molecules act as
a ‘shape library’, such that they are outside of the chemical space range occupied
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by natural biomolecules. Microarrays of peptoids (N-substituted oligoglycines)
were used to identify reactive IgGs in a mouse model of multiple sclerosis and
in human patients with Alzheimer’s disease, thus demonstrating the potential to
identify immunological serum antibody biomarkers without previous knowledge
of antigen. In a similar approach, a microarray consisting of 10,000 random pep-
tides was used to determine the serological antibody binding profile in mice and
humans immunized with influenza. Although peptides were random sequences,
this analysis still allowed for discrimination of pre-immune and post-immune
samples, suggesting a novel platform for the discovery of immunological signa-
tures present in antibody responses (Legutki et al., 2010).

High-Throughput DNA Sequencing of Adaptive Immune Repertoires

The emergence of ‘next generation’ high-throughput DNA sequencing plat-
forms has been applied to the analysis of immune repertoires. The sequencing of
immune repertoires at unprecedented levels of depth has opened up a realm of
possibilities; these include answering basic questions on repertoire diversity and
selection, monitoring repertoire diversity for clinical applications, and advanc-
ing strategies in monoclonal antibody discovery and engineering. The challenge
of sequencing variable regions of immune receptors is that there is significant
redundancy in the sequences encoding the four framework regions but exten-
sive diversity in the three hypervariable complementarity determining regions
(CDRs). As a result, sequencing platforms such as SOLiD (Applied Biosystems)
that generate short reads (<100 bp) cannot be used to assemble the complete vari-
able genes. Therefore, typically, the 454 (Roche) technology which yields reads
>350 bp has been used to sequence the entire variable genes but at a relatively
lower throughput (up to 10° reads per plate). Alternatively, the Illumina technol-
ogy which currently has a maximum read length of ~200 bp (using paired-end
sequencing) has been used to sequence the most hypervariable domain of the V
gene (CDR3) at high depth (>10°) (Fischer, 2011).

In one of the first examples, Quake and co-workers used 454 GS-FLX to gen-
erate 640 million bp of antibody V gene sequences from zebrafish, thus providing
the first ever glimpse of the complete antibody diversity in an organism. Zebra-
fish were shown to utilize between 50% and 86% of all possible germline VDJ
combinations. Additionally convergence was observed such that several fish had
identical antibody sequences (Weinstein et al., 2009). In a follow-up work, Jiang
et al. showed that in early stages of zebrafish development, the VDJ repertoire is
highly stereotypical, but becomes more diversified as it matures, suggesting both
deterministic and stochastic elements shaped the antibody repertoire (Jiang et al.,
2011). Boyd, Fire, and colleagues recently explored the application of antibody
repertoire sequencing for clinical studies. In this work, the B lymphocyte clon-
ality of V|, genes was determined from the blood of healthy patients and from
various tissues (e.g., bone marrow, lymph nodes) of patients with haematological
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malignancies. This study demonstrated that high-resolution analysis of immuno-
globulin repertoires and their clonality offers a potential strategy for diagnosis
and therapeutic monitoring in cancer (Boyd et al., 2009).

Similarly the human TCR repertoire has been analyzed by Illumina-based
high-throughput sequencing; high-resolution analyses were performed on CDR3
length distribution frequency and germline usage in TCRb chains from peripheral
blood T cells (Freeman et al., 2009; Robins et al., 2009). In an expanded study,
the TCRb CDR3 regions from naive and memory CD8* T cells isolated from
seven patients were sequenced revealing a strong preferential usage of certain
V-] combinations, with a bias towards a reduction in nontemplated nucleotide
insertions. A computational analysis indicated a substantial overlap in the CD8"*
CDR3 repertoire between any two individuals, approaching ~7000 fold greater
than what would be expected based on the theoretical diversity of the TCR rep-
ertoire (Robins et al., 2010). In another similar study, the TCRb CDR3 regions
from three different individuals were sequenced; comparisons between these
repertoires (at the amino acid level) also revealed substantial overlap (e.g., two
donors had 14.4% common sequences) (Warren et al., forthcoming). These stud-
ies suggest that overlap may be indicative of CDR3 TCRs that share specificity
to common pathogens; the presence of such sequences could potentially be used
as biomarkers for detection and diagnosis in infectious and autoimmune disease.

High-throughput DNA sequencing and analysis of immune repertoires has
also started to make an impact on the field of monoclonal antibody discovery and
engineering. For example, the antibody repertoire diversity in a phage display
human combinatorial library was precisely quantified using 454 sequencing and
bioinformatic analysis; it was found that nearly all germline families were present
and that a substantial amount of diversity was generated by somatic mutations
in CDRI and 2 (Glanville et al., 2009). Similarly, a synthetic antibody library
constructed by polynucleotide annealing and extension (amplification, PCR-free)
was subjected to deep-sequencing for accurate determination of diversity and
quality control (Ge et al., 2010). The Illumina platform was used to sequence
CDR3 regions from an antibody fragment phage display library following rounds
of antigen panning; this sequence-based approach allowed for identification and
rescue of clones that were lost by subsequent rounds of screening (Ravn et al.,
2010). In addition to in vitro libraries, high-throughput sequencing has been
utilized for sequencing of antibody repertoires in immunized animals. Recently,
454 sequencing was performed on the antibody repertoires derived from bone
marrow plasma cells of protein-immunized mice; it was found that V, and V|
repertoires were highly polarized with the most abundant sequences represent-
ing 1-10% of the entire repertoire (Reddy et al., 2010). The most abundant V ,
and V| genes were paired simply by relative frequency and then constructed by
high-throughput automated gene synthesis. Following recombinant expression,
it was found that >75% (21/27) of antibodies were antigen-specific, representing
the first ever example of monoclonal antibody discovery without screening.
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Conclusions

The development of high-throughput technologies has led to a substantial
amount of progress in the understanding of adaptive immune responses, which
has allowed for a shift towards information-rich, systems-based approaches to
immunological research (Table A6-1). Techniques that utilize single-cell analysis
have generated high content genetic and functional data from various lymphocyte
populations in mice and humans. Additionally, protein microarray technologies
have been extensively used for humoral serological profiling and identification
of antigens from a variety of pathogens and disease states. Finally, high-through-
put DNA sequencing of adaptive immune repertoires has facilitated substantial
advances in our understanding of immunological diversity and its subsequent
exploitation for clinical and technological applications. These are only the begin-
ning stages; the next steps will be to leverage these high-throughput technologies
for the integration of biophysical, biochemical, genomic, and proteomic data sets,
which will require the incorporation of statistical and mathematical modelling.
This rapidly expanding field of experimental systems immunology will enable a
more comprehensive understanding of adaptive immunity.
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A7

THE NEW SCIENCE OF SOCIOMICROBIOLOGY AND THE
REALM OF SYNTHETIC AND SYSTEMS ECOLOGY

E. Peter Greenberg**

The Emergence of Sociomicrobiology as an
Interest Area in Microbiology

Up until the later part of the past century, microbiologists believed that with
rare exceptions bacteria did not practice sociality; this was in spite of the fact
that growing bacteria as colonies on agar plates was and still remains a corner-
stone technology for the discipline. Just the terminology “colonial” or “colony
growth” implies some sort of social interactions. But with the few exceptional
scientists working on myxobacteria, a special group of social bacteria, the eyes of
microbiology did not see social interactions among individual bacteria. The long-
standing view that bacteria were by-and-large asocial creatures began to crumble
in the 1990s with rapid developments in the areas of quorum sensing and biofilm
research. Now it seems apparent that the same selective pressures that led to the
evolution of sociality in animals are forces for evolution of sociality in bacteria,
and we see and appreciate social behavior in bacteria (Camilli and Bassler, 2006;
Parsek and Greenberg, 2005). I have no proof but I believe that contributing to our
past resistance to sociomicrobiology is the fact that bacteria are at once single cells
and single individuals. They have served biology as wonderful models for cellu-
lar activities. We have not focused as much on the bacterial cell as an individual
member of a species as we have on their existence as single-celled organisms.

My laboratory has focused on three areas of sociomicrobiology. The first is
quorum sensing, which can be defined as a cell-to-cell communication system
that enables individuals to sense the local population density and regulate expres-
sion of specific genes in response to population density. This is the primary topic
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of this paper. The second is biofilm biology. Biofilms are organized assemblages
of bacteria embedded in a self-produced extracellular matrix. As a consequence
of the biofilm lifestyle, the assembled bacteria exist in a heterogeneous environ-
ment and bacteria in different regions of a biofilm have different functions, which
confer different traits to the group. As a consequence of the biofilm lifestyle, at
least a subpopulation of the assemblage is protected from environmental stresses
and in fact biofilm infections are difficult or impossible to cure by antibiotic
treatment (Costerton et al., 1999). Because biofilm infections are very prevalent
medical problems there is considerable interest in developing novel therapies
that are effective in killing biofilm bacteria. To name just a few, infections of any
implanted medical device are biofilm infections, cystic fibrosis lung infections are
biofilm infections, heart valve infections are biofilms, and at least some chronic
middle ear infections are biofilms (Costerton et al., 1999). Third, we have also
worked on conspecific territoriality exhibited by swarms of bacteria moving over
surfaces (Gibbs and Greenberg, 2011; Gibbs et al., 2008).

The emergence of sociomicrobiology as a new subdiscipline is important
for several reasons. First, there is an idea that we might be able to develop novel
antivirulence therapeutics, which target quorum sensing in bacterial species that
control virulence gene expression by cell-to-cell signaling. In fact there are many
investigators working to identify potent quorum-sensing and biofilm inhibitors,
and we ourselves have undertaken such programs together with collaborators in
the pharmaceutical industry (Banin et al., 2008; Muh et al., 2006a,b), but this is
not the primary motivation of our work. This is in part because it is my belief
that we do not yet understand enough about the biology of quorum sensing to
predict how, when, or where its inhibition might be of therapeutic value. Second,
it is now clear that if one strives to really understand bacteria, social aspects of
their biology cannot be ignored. Third, now that we understand that bacteria are
social and we understand sociality at an unprecedented level of molecular detail
in bacteria like Pseudomonas aeruginosa, these model organisms have become
wonderful tools to study fundamental questions about the costs and benefits of
cooperation, the selective pressures that lead to cooperative behaviors, and the
advantages of controlling cooperative behaviors by communication. Finally, our
detailed understanding of quorum-sensing signal synthesis and signal reception,
as is discussed below, has led to the widespread use of quorum-sensing regula-
tory circuits in synthetic biology (Marguet et al., 2010, and references therein).

Quorum Sensing in Proteobacteria

In the late 1960s and early 1970s there was a very modest literature describ-
ing pheromone production and activity in bacteria (Eberhard, 1972; Tomasz,
1965). It was not until the 1980s that work on quorum sensing in marine lu-
minescent bacteria led to the idea that these sorts of gene regulatory activities
function as intercellular communication systems that coordinate group activities.
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Not until the 1990s did we begin to understand the prevalence of quorum sens-
ing in bacteria. Although there are many different types of bacterial cell-to-cell
signaling systems considered as quorum-sensing systems, our work focuses on
acyl-homoserine lactone quorum-sensing systems prevalent but not universal
among the Proteobacteria. Our original model system was a marine bacterium,
Vibrio fischeri, which controls a small set of about 25 or fewer genes, including
genes for light production, by a transcriptional activator called LuxR, and 3-oxo-
hexanoyl-homoserine lactone (30C6-HSL), which is produced by the luxl gene
product (Antunes et al., 2007; Engebrecht et al., 1983). This quorum-sensing
system allows V. fischeri to discriminate between its free-living low-population-
density lifestyle and its high-density host-associated lifestyle (Figure A7-1). It
exists in the light organs of specific marine animals where it produces light,
which serves the mutualistic symbiosis. Of note, 30C6-HSL moves in and out of
cells by passive diffusion. In this way the environmental signal concentration is a
reflection of cell density. The luxl gene itself is controlled by quorum sensing—it
is activated by LuxR and 30C6-HSL. In terms of biology, this provides hysteresis
to the system. The population density required to activate quorum-controlled
genes is much higher than the density required to shut down an activated system.

We later turned our attention to the opportunistic pathogen P. aeruginosa.
We learned that there were two acyl-HSL circuits, the C4-HSL-RhII-RhIR circuit
and the 30C12-HSL-LasI-LasR circuits, which together are required for activa-
tion of about 325 genes (Figure A7-2) (Pearson et al., 1994, 1995; Schuster et
al., 2003). Other investigators showed that at least under certain experimental
conditions quorum-sensing mutants were impaired in virulence (Pearson et al.,
2000; Tang et al., 1996), and thus the belief was that, as for V. fischeri quorum
sensing, P. aeruginosa quorum sensing allowed discrimination between host and
free-living states. However, it is not clear from the evidence that this is in fact the
case. Among the 300-plus quorum-controlled genes, those coding for extracellu-
lar products like exoenzymes or coding for functions required for the production
of exoproducts like hydrogen cyanide or pyocyanin are grossly overrepresented.

In a social context these sorts of extracellular products can be considered
public goods or resources produced by individuals and shared by all members
of the group. Thus we believe quorum sensing serves to coordinate cooperative
behaviors. Investigators have devised experiments where growth of P. aeruginosa
requires quorum sensing. This can be accomplished by providing protein as the
sole source of carbon and energy. Growth requires quorum-sensing-induced pro-
duction of the exoprotease elastase. In this setting, LasR quorum-sensing mutants
will emerge and become a stable, significant minority of the overall population.
These cheaters or freeloaders do not bear the cost of contributing to the public
good (elastase in this case), but they benefit from use of the public goods (Sandoz
et al., 2007). It is obvious that light production by V. fischeri is a shared behavior
and we believe this also represents quorum control of cooperation. As far as [ am
aware, there are no biological systems sensitive enough to detect the light pro-
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FIGURE A7-1 Quorum sensing in Vibrio fischeri. (Top) The lux gene cluster. The [uxR
gene encodes a 30C6-HSL (AHL)-dependent transcriptional activator of the [ux/-G op-
eron. The luxI product is the AHL synthase; luxC, D, and E form a complex responsible for
generation of one of the substrates for the luciferase reaction, /uxA and B encode the two
subunits of luciferase, and the function of /uxG remains unknown. (Bottom) Cartoon of a
V. fischeri cell producing the diffusible AHL signal. At low cell densities the luminescence
operon is transcribed at a basal level. At high cell densities the AHL signal can reach a
sufficient concentration and bind to the cellular LuxR protein, which will then activate
transcription of the luminescence operon. The substrates for AHL synthesis are shown, as
is the molecule. Note the positive autoregulation of /ux/, a common feature of R-I circuits.
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FIGURE A7-2 Diagram of the acyl-HSL quorum-sensing regulatory circuit in P. aeru-
ginosa. The lasl and R genes are linked on the chromosome, as are the r#/R and I genes.
The gscR gene is not linked tightly to any other quorum-sensing regulator. LasI-R sit
atop a quorum-sensing cascade. The rhl quorum-sensing system is among the functions
controlled by Lasl-R and transcription of gscR is positively autoregulated but requires
production of 30C12-HSL by Lasl. Pink ball, 30C12-HSL; orange ball, C4-HSL.

duced by one or a few V. fischeri cells (maximum emission is about 1,000 photons
per second per cell). But the light produced by large groups of cells can easily be
observed. For example, we can see the light produced by colonies of V. fischeri
growing on a Petri plate. So here are two examples where it seems apparent that
quorum-sensing functions control and coordinate cooperative behaviors. Is this
universal for LuxR-LuxI-acyl-HSL-type systems? Of course we do not know the
answer to this question and one might imagine that such regulatory elements have
bee