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ABSTRACT

An accurate television viewing choice model is an important tool for television
industry executives, as well as advertisers. An efficient model can help television
channels maximize ratings by improving both scheduling and the characteristics of
their shows. On the other hand advertisers can predict ratings and demographic
composition of audiences with better accuracy. Though there is considerable evidence
to suggest that individual viewing choices are strongly affected by one’s family
members, quantitative models in marketing literature typically focus on the individual
as the unit of analysis without incorporating the influence of family members.

This thesis proposes a three-stage model to capture the process of household
televisiqn viewing behavior. We divide the household viewing process into three
sequential and interrelated decision stages (pre-decision, joint decision, and
final-decision) according to the group decision making framework suggested in prior
research. By defining utilities of different programme types on different channels, and
weighting parameters of each family member, each family member’s three decisions
(pre-decision, joint decision and post-decision) are modeled as a function of these
parameters with three sub-models. The model was estimated with maximum
likelihood estimation, duly validated with simulation studies. Meanwhile, the model
was extended to be time-dependent to allow past viewing history to influence current
viewing choice, and applied on the people meter data for primetime telecasts on
weekdays for the whole of 2006. The results indicate that our model has better
prediction accuracy compared with models being currently used (Rust and Alpert
1984; Yang et al. 2010). Furthermore, we are able to demonstrate that models that
ignore the influence of family members yield biased estimates. Our model also has

better prediction accuracy compared with the traditional model proposed by Rust and



Alpert (1984), and has more flexibility to fit households with different compositions.

Finally, we find that there exist different household decision structures, initial latent
preferences, and influences of past viewing history across different families and their

.members, and the heterogeneity can be explained by demographic variables.

Key Words: viewing choice modeling, television rating, group decision making
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CHAPTER 1 INTRODUCTION

Members of the advertising industry know the tremendous economic
implications of television ratings. Millions of dollars are at stake because advertising
rates are the function of television ratings. To accurately predict television ratings of a
programme, we need to consider the programme type, the channel! on which it 1s aired,
the family influence and the past viewing behavior of the target audience. The
objective of the current research is to build an integrated statistical model to

incorporate the above factors, which is then applied on by-minute people meter

viewing records.

1.1 The Television Rating Business

Over the last half-a-century or so, television has established itself as one of the
most important mass media, dominating leisure hours and family life. It ranks as the
most pervasive leisure-time activity in the United States (Frank and Greenberg, 2000).
Television stations sell television time (in fact, the audiences that watch specific
programmes) to advertisers, who want their advertisements to be shown to the
targeted population (Ang, 1990). The number of viewers who watch programmes of a
TV channel are the principal factor that determines a television station’s revenue.
Television stations, therefore, try to attract the maximum number of viewers to watch
their programmes since the rates they can charge for commercials embedded in
programmes are directly proportional to the number of viewers. Figure 1.1 illustrates
the relationships between viewers, television stations, and advertisers.

Television has become a large business in U.S. Based on recent statistics,



television advertising revenues are approximately USS$ 16 billion per year

(www.thepowerinfluence.typepad.com), which explains the scrambile for ratings.

Advertising revenue accounted for almost fifty percent of the yearly revenue for CNN
in the year 2009 (http://www.mediabistro.com). Advertisements between telecast of
The Super Bowl, one of the most favorite television programmes in US, typically cost
millions of dollars. A 30 second advertisement during the 2010 Super Bowl telecast
cost US $2.6 Million (hitp://en.wikipedia.org). In a developing country like China.
television advertising revenues are approximately US$ 65 billion per year

(www.iresearch.com). CCTYV, the largest network in mainland China, received US$

1.6 billion in advertising revenues in year 2010, and its largest advertiser MengNiu
spent US$ 30 million in 2010. During the most popular television programme the
Spring Festival Gala Evening, the total advertising revenue was US$ 73 million in
2010 with a 10 second advertising spot at 12 p.m. costing as high as US§ 7.7 million;

the rate depends on the audience size attained by the programme and the profile of the

viewers (www.zongviweekly.com).

---Insert Figure 1.1 about here---

1.2 The Need for Accurate Prediction of Television Ratings

Given the economic and social implications of television ratings, accurate rating
prediction is of utmost important as any discrepancy between predicted and actual
ratings leads to direct losses for advertisers.

Overestimation of expected viewership of a programme can push up costs for

advertisers since advertising slots are generally purchased in advance of telecast.


http://www.thepowerinfluence.tvpepad.com
http://www.mediabistro.com
http://en.wikipedia.org
http://www.iresearch.com
http://www.zongviweeklv.com

Although “make-goods” (free advertising time on other programmes when
programmes do not achieve the projected rating) are typically made available to
advertisers if a programme fails to attain the expected rating in some countries (e.g.,
England, the United States), the compensatory slots are not always consistent with
advertisers’ objectives. Furthermore, this kind of approach is not available in Asian
countries like China. Thus, advertisers in Asia would rather “get it right the first
time,” i.e. better predict viewers’ choices and ratings and then develop the media
schedule. Rating prediction is a major concern during the buying period in which
advertisers must guess how the networks’ new schedules will fare.

Underestimation, on the other hand, is equally undesirable as it results in loss of
revenue for television stations.

To conclude, accurate television rating predictions is crucial for both advertisers
and television stations. However, there are several limitations in the current industry

practices, as well as extant academic research.
1.3 Gaps in Extant Research

Two sources of data are usually available for predicting television ratings:
self-reported surveys and electronic monitoring. The collection of viewing data by
using self-reported survey, or consumer diary, dates back to the 1960’s. The survey
approach has been criticized for its inaccuracy and for being expensive (Barwise and
Ehrenberg, !988; Meneer, 1987). For example, some of the attempts to measure the
husband’s influence are undoubtedly biased by social desirability. A wife does not
want to admit that her husband’s opinion on a channel or a programme was not

important to her or that she did not take her husband’s preferences into account (Davis,



1976). The other approach is to capture viewing records electronically (e.g.. the
People Meter System; see detailed information in Appendix 1). Electronic meters are
installed in sample households and the time and duration of each programme a viewer
watches 1s recorded automatically. People meters are now being used to measure
television ratings by both industry and academia.

Conversations with television station schedulers and researchers in major
corporations in Hong Kong and Mainland China (¢.g., AC Nielsen and Hong Kong
Television Broadcasting Ltd.) indicate that research being done in this area is quite
limited, and only simple statistical analysis is being used to predict ratings. The most
commonly used methodology is frequency count, in which researchers predict future
viewing choices of individuals or families based on their most frequently watched
channels or programmes in the recent past. This prediction method is normally
adjusted for time of the day (the most frequently selected viewing choices in different
time ranges in previous‘ days are summarized, and are used to predict future viewing
choices during the same time range in later days) or by programme types (the most
frequehtly selected viewing choices in terms of different programme types in previous
days are summarized, and are then used to predict future viewing choices of different
programme types in later days). However, these frequency counts can not provide
adequately accurate television ratings predictions.

With the development of the people meter system, academic research in this area
has started flourishing. Statistical models are being formulated to predict viewing
choices either at individual-level or aggregate-level. Earlier research has found that
programme characteristics, including programme types (Bowmen and Farley, 1972,
Lehmann, 1971) and the channels (Rosengren and Windahl, 1972; Owen et al., 1974)

may affect programme choice. Other research suggests that past viewing behaviors,



sometimes as state dependence effect, is another key variable to influence viewing
choice (Leone, 1995; Moshkin and Shachar, 2002; Rust, Kamakura and Alpert 1992;
Sang et al., 1994; Shachar and Emerson, 2000).

Interactions among family members are assumed to be strong due to cohabitation
and strong emotional ties, and hence some recent research works have also studied the
interactions among household members during television viewing (Yang, Narayan and
Assael 2006; Yang et al., 2010). However, the factors pointed out in prior research
have never been incorporated together as an integrated model for television rating
prediction. In addition, little research has been conducted to examine the influence of
interactions among family members on TV ratings. Also, most statistical models lack
explanatory power for the decision process which is also very important to marketers.
For example, how do the family members resolve conflicts during the television
viewing process? Who is normally the decision maker? And are there any interactions

among family members? These questions haven’t been answered clearly by prior

research.

1.4 Research Objectives

We believe a model integrating programme characteristics, channel reputation,
past viewing behavior, and family influence simultaneously can accurately forecast
television ratings. In addition, we want to demonstrate the decision process among
family members to fill in the gap in prior literature.

The objectives of this research are to:

1. Build an integrated statistical model to incorporate different factors that influence

the television viewing process and the choice of programmes or channels, and



construct a solid methodology to estimate the above model.

2. Test the explanatory and predictive power of the model on recent people meter

data.

We propose a three-stage model using a group decision making approach to
describe how each family member makes viewing choice. The model is also extended
to allow past viewing behaviors to impact current viewing choice. We first apply the
model on simulated data to verify the estimation methodology. After that, we apply
the model on recent viewing records in Hong Kong market. We demonstrate that the
proposed model and the associated methodology can achieve high prediction accuracy
rate. The model can help practitioners decide the channel, the programme, and the
timeslot for placing advertisements. More importantly, we find that models ignoring
the family influence can yield biased estimates of consumers’ true viewing decisions.
In addition, the estimated par‘ameters clearly depict the decision process which can
provide realistic managerial implications for both advertisers and channels. For
examiale, who is the key decision maker during family television viewing? How does
the household decision making process vary across different households? How would
different family members react towards the joint household decision? How individual
family members’ preferences vary across different types of programmes and channels?
How does past viewing behavior impact choice of programme or channel for different
family members? Finally, do the decision process and other viewing behaviors vary
across families, and can the heterogeneity be explained on the basis of demographic

characteristics of families and their members?

The remainder of this paper is organised as foliows. In Chapter 2, we review the



literature on television viewing choice and group decision making. In Chapter 3, we
develop a static, household-level probability model by treating household television
viewing as a three-stage group decision making process. We introduce the model
estimation method, and validate the estimation method via simulation. In Chapter 4,
we extend the static model to be time-dependent by incorporating past viewing
behavior. In Chapter 5, we demonstrate the model application process, and illustrate
the results in one representative family. In Chapter 6, we summarize the empirical
results after applying the proposed model, including behavioral interpretation of
estimated parameters, and report prediction power. Lastly, in Chapter 7, we conclude
with a discussion of our contributions and managerial implications, limitations, and

future research directions.



CHAPTER 2 LITERATURE REVIEW

Our study draws upon two streams of literature: modeling of television viewing
choice and modeling of the group decision making. In this chapter, we first review the
literature on television viewing choice modeling to illustrate developments in this
field. We further review literature related to programme characteristics, the effect of
past viewing behavior, and the family influence. We also summarize the relevant
literature on group decision making, and differentiate it from research on preference

interdependence.

2.1 A Tour of Television Viewing Choice Modeling

The new data capture technology (people meter) allows researchers to predict
television viewing choices by constructing comprehensive and reliable statistics,
which is resulting in more empirical studies for modeling of television ratings. These

empirical models can be divided into aggregate and individual-level models.
2.1.1 Aggregate Model

Aggregate models (also termed as *‘ratings models”) that predict aggregated
viewing choices for a group of people have been proposed by Darmon (1976), Gensch
and Shaman (1980), Henry and Rinne (1984), etc. Early literature includes work by
Darmon (1976), who used a regression model to relate viewing choice to programme

type and channel loyalty, and Zufryden (1973), who incorporated inertia as a major



factor determining viewing behavior. Horen (1980) made a partial allowance for these
effects by including a lead-in variable in his aggregate modeil. Gensch and Shaman
(1980a, b) used a trigonometric progression model applied to time series data to
predict channel shares, partly on the basis of prior audience data. Henry and Rinne
(1984) used an aggregate viewing choice model to predict channel shares that
different programme types receive.

However, the problem with aggregate models from the advertisers’ point of view
is their lack of insight into how programmes reach specific target socioeconomic
groups because different segments have very different viewing patterns (Bower, 1973;
Rust and Alpert, 1984). Actually, many aggregate audience exposure models have
demonstrated different exposure probabilities for different individuals (Greene and
Stock, 1967; Chandon, 1976; Rust and Klompmaker, 1981). These models reflect that
individual differences occur in viewing choice, which fuels the development of

individual-level viewing choice model.
2.1.2 Individual-level Model

Pioneering work in the area of individual-level viewing choice model was done
by Rust and Alpert (1984). The authors specified the utility of viewing a programme
as a function of demographics, categories of TV programmes, and an “audience flow
state” variable that represents T V-related characteristics. Rust and Eeclambadi (1989)
extended the above model to account for popularity of particular programmes in
particular audience segments. Audience composition and programme types were
explicitly incorporated into their model. Rust, Kamakura and Alpert (1992) first built
a multidimensional scaling map for programmes, based on similarity of viewers’

choices. They then used this space to develop a viewing choice model. In addition,



segment-level logit model is used to mode! the on-off decision. Tavakoli and Cave
(1996) proposed a dynamic logit model of viewing behavior, which relates channel
choice to programme types that competing channels offer. Shachar and Emerson
(2000) extended Rust and Alpert (1984) by 1) introducing a new programme
characteristic: demographic characteristics of a programme’s cast; 2) allowing
preferences over traditional show categones to be a function of both observable and
unobservable individual charactenstics; and 3) allowing the cost of switching among
viewing alternatives to vary across show types and individual characteristics.

More recently, Danaher and Mawhinney (2001} used experimental data to
develop a method for rescheduling of TV programmes to maximize the total
viewership for one television network across one week. Specifically, they developed a
latent class multinomial logit model for modeling viewing preferences. Goettler and
Shachar (2001) specified a structural model of TV programme choices that explicitly
considers competition among shows and state dependence in choice. This model is
used to estimate latent programme attributes and to compute Nash equilibrium of a
programme location game. They found that channel’s scheduling strategies were
generally optimal. Moshkin and Shachar (2002) found that viewers’ utilities of
viewing choices depend not only on their previous programme choices, but also on
the dependence of their information sets on their previous choices. odes and
Mayzlin (2004) found that word of mouth has explanatory power in a model of
television ratings. Liu et al. (2004) theoretically modeled the competition between
commercial television broadcasters and found that having more channels does not

necessarily maximize viewer welfare.

2.2 Factors Influencing Television Viewing Choice



As discussed in Chapter 1, we would like to incorporate several factors in an
integrated television viewing choice model, including 1) programme characteristics; 2)
past viewing behavior, and 3) family influence. Hence we separately examine

literature related to these factors in the following.

2.2 Programme Characteristics

Programme characteristics are the dominant variable in most of the proprietary
models that predict programme ratings (Gensch and Shaman, 1980). In previous
studies, programmes were characterized either by using prior information (such as the
Rust-Alpert categories) or by estimation based on observed viewing choices. The
estimation method can be further divided into two approaches, factor analysis
(Ehrenberg, 1968; Frank, Becknell and Clokey 1971; Gensch and Ranganathan, 1974:
Swanson, 1967; Wells, 1969) or multidimensional scaling (Farley and Bowman, 1972;
I.ehmann, 1971]; Rust, Kamakura and Alpert 1992). Thus there are three approaches to
programme categorization: by using prior information, by estimation based on factor
analysis, and by estimation based on multidimensional scaling.

The first approach establishes programme categorization based on prior
information. In this approach, it is assumed that programme types can be
judgmentally assigned, without reliance upon data. For example, Nielsen categorizes
programmes into thirty types (e.g., drama, documentary, movie, eic.). Headen,
Klompmaker and Rust (1979) and Rust and Alpert {1984) used a more concise
categorization scheme which included five programme types: serial drama, action
drama, talk, variety, and movie. This streamlined categorization scheme has been

shown to improve the predictive power of television viewing models (Headen et al.,
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1979, Rust and Alpert, 1984).

The second approach uses factor analysis to classify programmes based on
viewing choice data. Surprisingly, the results reveal that the derived categorization is
similar to that from the first approach. For example, Gensch and Ranganathan (1974)
found that programme categorization results were similar to the a priori categorization
by Nielsen. Other researchers also obtained face valid categorization using factor
analysis (Kirsch and Banks, 1962; Wells, 1969; and Frank, Becknell and Clokey
1971). However, Ehrenberg (1968) fatled to discover meaningful proéramme types
using this method. As in assignment of a priori programme types, the underlying
assumption is that homogeneous programme categories do exist, in which similarity is
defined largely by membership in the same category.

A}

r} The third approach uses multidimensional €aling (or unfolding) technique to
¢ategorize programmes. This approach employs a continuous segmentation scheme
and assigns programmes to different locations in an n-dimensional space, usually of
low dimensionality, to facilitate interpretation. The distance between programmes in
the space reflects programme similarity, based on which we can derive programme
categorization. For example, Rust, Kamakura and Alpert (1992) used this approach to
map cable television networks and viewers in the same space. Similarly, the derived
programme categorization is similar to the first approach. In addition, Rust, Kamakura
and Alpert (1992) found that programmes with similar content and programmes by the
same channel tend to group together. For example, comedy programmes seem to split
into two clusters, ABC comedy and NBC comedy.

Overall, the first approach is much easier than the other two, and the results are

satisfactory in most of the research. It suggests that conventional, “common sense”

programme types (such as drama, situation comedies, and so on) bear some
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systematic relationship to programme preference. [n addition. the same type of
programmes on different channels may have different utilities (Rosengren and
Windahl, 1972; Owen et al., 1974). Hence we directly use the first approach and add

the channel effect in our model in Chapter 3.
222 Effects of Past Viewing Behavior

Ehrenberg (1968) first proposed that prior viewing behavior is the key factor
influencing current viewing choice. He argued that “the existence of different TV
channels, of different times of the day, of different days of the week, and of different
weeks... are already known — in a general sort of way — to affect viewing habits.”
This argument is supported by research findings in audience flow area where
researchers address audience behaviors over time at the aggregate-level. According to
prior research, audience flow normally has three charactenistics: 1) repeat viewing, 2)
inheritance effects, and 3) channel inheritance (Goodhardt et al., 1975; Krisch and
Banks, i962; Rao, 1975). Since audience flow is aggregation of individual viewing
choice, characteristics of audience flow reveal the effect of past viewing behavior at
individual level to some extent. We introduce the three characteristics one by one and
propose the possible effect of past viewing behavior at individual level.

The first characteristic is repeat viewing, a predictable duplication of audience
across a series of programmes (Goodhardt et al., 1975) . This can be seen in reports of
how respondents get to a programme randomly selected from the previous day’s
viewing. Sixty-three percent had watched the programme before and knew it was
going to be on. More than half (54 percent) said they almost always watched this
programme. Earlier studies in the United Kingdom found the level of repeat viewing

to be about 55 percent (Goodhardt, Ehrenberg and Collins 1980). The exception is
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daily soap operas, which average fairly consistently at about 10 percentage points
higher (60-65 percent repeat-viewing). Many observers have noted the audience’s
apparent loyalty to daytime soap operas and the importance of a “continuing story” in
generating this loyalty. Based on the characteristic of repeat viewing in audience flow,
we propose that the individual-level past viewing behavior towards previous shows
impacts future viewing intention towards a programme; we term this as “programime
inheritance” in this paper.

The second characteristic is the lead-in effect, that is, a viewer’s choice is also
influenced by choice in the previous period (Goodhardt et al., 1975; Kirsch and Banks,
1962). On average, over 56% of a show’s viewers watched the end of the previous
show on the same network. This lead-in effect ranges from 32% to 81%, and it has a
significant role in determining optimal network strategies (Goettler and Shachar,
2001). This effect is usually assumed to arise from cost of switching channels.
Although it is often assumed that viewers constantly flip between channels, the facts
are quite different. Viewers often persist in watching the same network for several
sequential time slots. At individual level, it is termed as “state dependence”, which
means that the current choice behaviorally depends on the previous one (Moshkin and
Shachar, 2002). There are several ways to explain viewing persistence, and one of
them is switching cost. One distinct and salient feature of watching television (versus
other leisure activities, such as social events, sports activities, or reading) is its passive
nature — for many people, watching television is a way to relax. For these viewers,
actively flipping channels might be annoying. Other viewers might face switching
costs because they do not have a remote control or cannot find it. Moshkin and
Shachar (2000) demonstrated empirically that state dependence is generated by

switching costs for about half the viewers and by incomplete information and search



costs for the remaining viewers.

The third characteristic, channel loyalty, is the tendency of programmes on the
same channel to have a disproportionately large duplicated audience, a routinely
observed feature of viewing behavior (Bruno, 1973; Darmon, 1976; Goodhardt et al.,
1975; Rao, 1975). For example, most studies based on panel data have found that
purchase of a brand increases the household’s tendency to buy the same brand in the
future (Keane, 1997; Gupta et al., 1997; Roy et al., 1996; Allenby and Lenk, 1995,
Fader and Lattin, 1993). Moreover, consumer loyalty extends further than what is
demonstrated by these studies. Aaker (1991) suggests that consumers can be expected
to purchase different products from the same firm; Erdem (1998) and Anand and
Shachar (2002) supported this view with panel data. Of course, the most striking
features of loyalty appear in the television network industry. Despite the increase in
the diversity of channels available since this study was conducted, this pattern still €
prevails. In a Times Mirror Center national survey (The Role of Technology in
American Life, 1994), 61 percent said they usually turned in to see a specific
programme that they knew will air at the time rather than dial around to see what
might be on. A large majority (66 percent) said they don’t switch channels frequently
with their remotes as they watch television. Although almost every household in the
United States has multiple channel choice, 65% of viewers have one majority watched
channel (Shachar and Emerson, 2000). Based on the characteristic of channel loyalty,
we propose that the past viewing behavior towards a channel will impact the future
viewing intention towards this channel, which we term as “channel inheritance” in .
this current research.

To conclude, there are three components of the effect of past viewing behavior

corresponding to the three characteristics of audience flow. However, among the three
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components, most previous research works incorporate only the “state dependence”
(Rust, Kamakura and Alpert, 1992; Shachar and Emerson, 2000; Yang et al., 2010).
Though the three components have been to improve rating prediction in audience flow
research (Danaher 1991; Goodhardt and Ehrenberg 1969; Headen, Klompmaker, and
Rust 1979), none of the above models incorporates the three components
simultaneously. In the current research, we examine the three components
simultaneously by allowing preference parameters to change dynamically over
different series of the same drama (programme inheritance), over different timeslots
of the same channel (state dependence), and over different days of viewing records for

the same channel (channel inheritance).

---Insert Table 2.1 about here---

2.2.3 Family influence

The tendency of individuals to view in groups is a well-documented feature of
audience behavior, particularly in prime time, which is quite often more of a family
affair than a solitary activity (Bower, 1973). The data indicate that roughly two-thirds
of prime-time viewing is done in the company of others — prime-time viewing is more
likely to be a family affair rather than a solo activity (Clancey, 1994; and McDonough,
1993). Viewing television together is valued as one of the few evening activities in
which families engage as it provides a relaxed, shared experience (Lee, 1986; Tichi,
1991).

Further, a number of studies have demonstrated that group viewing decisions
affect individual choice in the selection of television programmes (see, for example,

Lull, 1978; Lyle and Hoffman, 1973; Wand, 1968). The influence of groups appears to



be another cause for the apparent randomnéss in individual programme choice. For
example, Webster and Wakshlag (1982} demonstrated that individuals who view
television programmes alone or in the same group genenh‘y have a greater tendency
to watch programmes of a given type than those who view in groups of changing
compositions.

Curiously, though interactions among family members during television viewing
are likely to be significant because of cohabitation and strong emotional ties, most
research in this area has been characterized historically by a preoccupation with
viewers as individual decision makers. Most studies (except for Yang, Narayan and
Assael, 2006; Yang et al., 2010) have ignored the potential interaction between
different household members. They use individual viewers as the unit of analysis but
do not examine viewing behavior of households as a unit.

There are two approaches to examine the family influence: stated or
outcome-based. The stated approach uses measures such as a constant sum scale to
assess influence (Corfman, 1989, 1991). Aribarg, Arora and Bodur (2002) used stated
preference data to decompose member influence in groups’ (parents and teenage
children) decisions into two distinct elements of “preference revision™ and preference
concession”. On the other hand, the outcome-based approach infers influence from
data about individual preference of each consumer and from the outcome of a joint
decision. Using conjoint analysis of data, Krishnamurthi (1988) proposed three
models that combine individual preferences of MBA students and their spouses to
approximate joint preferences and predict joint decisions. Arora and Allenby (1999)
developed a hierarchical Bayesian model of group decision maidng that uses conjoint
analysis of data and yields individual level estimates of influence at the product

attribute level. Su et al. (2003) studied temporal effects in husband-wife decision
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making using conjoint analysis of data. Yang et al. (2006) demonstrated that
individual programme preferences are interdependent between husband and wife and
wife’s preference depends more on husband’s than husband’s programme preference
depending on wife’s by using be Bayesian simultaneous equation model. Yang et al.
(2010) propose a modeling framework to capture intra-household behavioral
interaction based on family members’ actual consumption behavior over time using a
hierarchical Bayesian analysis.

In the current research, we don’t have access to stated preference data; hence we
infer family influence from the actual observed viewing behavior data. Specifically,
we adapt Aribarg et al. (2002) and treat household television channel choice as the
result of group decision making by household members and build a three-stage model
to infer family influence during the decision process.

Next, we briefly review the relatad literature on group decision making.
2.3 Research on Group Decision Making

2.3.1 Decision Process

According to Aribarg, Arora and Bodur (2002), a general framework for group
decisions can be divided into five sequential stages. In Stage 1 (pre-discussion),
individual group members are assumed to have their own initial preferences. Then,
group members are expected to engage in information exchange in Stage 2 (group
discussion), in which they may make an effort to articulate their respective
preferences and attempt to learn about others’ preferences. Such a discussion may
result in a change in each member’s preference (Stage 3). At last, group members

reach a joint decision or choice (Stage 4), and each member has a different level of



satisfaction about the joint choice (Stage 5).

Though the above five-stage framework can be applied to most group decision
making situations, modifications need to be made in this research due to two
characteristics of household television viewing activities. First, we delete Stage 2 and
Stage 3 to simplify the process of reaching the joint decision; and second, we add
another step after the joint decision stage for individual family members to make

individual final decisions. We discuss this in greater detail in Chapter 3.

2.3.2 Decision Rules

Several research studies have demonstrated that different household members
have different decision powers and roles in the household decision process
(Krishnamurthy, 1988; Atkinson, 1970). For example, Rigaux {1974) concluded that
husbands and wives play different roles at various stages of the purchase decision
making process. While characteristics of household decision structure of television
viewing behavior are quantified with different theories like the cultural role
expectation theory (Burgess and Locke, 1960), and the social power theory (French
and Raven 1959) in behavioral literature, some alternative decision rules are defined
by prior research on modeling group decision making.

We briefly review three group decision-making rules developed in the welfare
economics literature that involve more than two group members. These rules differ in
how group utility (preference) is formed based on individual group members’ utilities
(preferences). The first rule is called the Harsanyi solution proposed by Harsanyi
(1955). In the Harsanyi group decision heuristic, group utility is a weighted average of
individual group members’ utility and the weights reflect members’ relative influence

in joint decision-making. The other two rules are referred to as the Maximum
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Decision Heuristic (MAX) and the Minimum Decision Heuristic (MIN) proposed by
Atkinson (1970). In MAX, group utility is formed based on the utility of the member
who has the strongest preference among the family members. In MIN, group utility is
formed based on the utility of the member who has the weakest preference among the
family members.

Most previous studies on relative influence of individual members in a group
decision context assnme that groups adopt the Harsanyi decision rule (Krishnamurthy,
1988, Arora and Allenby, 1999, Aribarg, Arora and Bodur, 2002). Yang et al. (2010)
also think the Harsanyi group decision heuristic is overall more likely to prevail than
the MAX and MIN in joint consumption decisions (television viewing).

Hence we extend the Harsanyi decision rule to incorporate the varying decision

powers of individual family members and interactions among family members in the

current research.
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CHAPTER 3 GROUP VIEWING MODEL (GVM)

In this chapter, we develop three sequential but interrelated sub-models
(individual viewing preference sub-model, household viewing choice sub-model, and
individual final response sub-model) to capture household's decision making
procedure in television viewing. We use the maximum likelihood estimation to
estimate the models via statistical inference of unobservable states. We conduct a
simulation study to verify the methodology, and the results suggest that the true
parameter values are recovered accurately and shares of predicted choices are almost

identical to those of actual choices.

3.1 Overview of the Household Television Viewing Choice Decision Process

Based on the characteristics of television viewing, we review and compress the
five stage framework of Aribarg, Arora and Bodur (2002} into three stages.

Television viewing is mainly a group activity. We can draw parallels from group
decision making models for explaining the television viewing process. According to
Aribarg, Arora and Bodur (2002), a general framework for group decision making can
be divided into five sequential stages: pre-discussion, group discussion, change in
preference, joint decision and evaluation (Figure 3.1). This framework allows us to
describe household television viewing as follows. Initially, individual group members
are assumed to possess their respective initial preferences in the pre-discussion stage
(e.g., the father likes to watch football game on FOX while the daughter wants to

watch a romantic drama on HBQ). Group members are expected to engage in
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information exchange in the group discussion stage, when they may make an effort to
articulate their individual preferences and attempt to learn about others’ p;'cferences
(e.g., the father and the daughter voice their respective preferences). Such a discussion
may result in a change in one or more member’s preference (e.g., the father may
decide to yield). The group members make a joint choice in the joint decision stage
(e.g., the father and the daughter decide to watch the HBO channel together), and

members evaluate their individual satisfaction levels towards the joint choice in the

final stage.

---Insert Figure 3.1 about here---

Two characteristics of household television viewing activities are considered
before we adapt Aribarg et al. (2002).

Firstly, television viewing normally needs minimal time and effort to reach a
joint decision among family members, compared with many other household
decisions (e.g., decisions about financial investments, family relocation, etc.). One
possible reason is that television viewing is a frequently conducted leisure activity
which doesn’t involve consumption of economic and social resources. In addition,
energy lcvcls‘requjred are low and there are many distractions when family members
watch television together, normally late in the day (Davis, 1976). Thus, we propose
that family members reach their joint decision based on some decision rules without a
formal group discussion (Stage 2 in Figure 3.1) or preference revision by individual
members (Stage 3 in Figure 3.1).

Secondly, family members do not necessarily have to reach a decision acceptable

to all members, unlike what is proposed in traditional group decision making literature.
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Television viewing is an entertainment activity and after the discussion, members
whose initial preferences are different from the joint decision can either revise their
preferences and watcﬁ television together with other family members, or leave and
choose not to watch television. We hence propose that family members need to make

another decision (which is the final decision) after the household joint decision.
---Insert Figure 3.2 about here---

Figure 3.2 depicts the proposed household television viewing decision process
afler incorporating the two characteristics of household television viewing activities.
It shows that household television viewing activity can be divided into three stages: 1)
pre-decision stage, in which each family member has an initial channel preference
(e.g., I would like to watch news on CNNY); 2) joint-decision stage, in which family
members make joint decisions based on some decision rules (e.g., the family has
decided to watch a romantic drama on FOX) ; and 3) final-decision stage, in which
individual family members respond to the joint channel choice, and make final
decision {(e.g., [ decide not to join other members to watch the romantic drama on
FOX).

To conclude, we simplify and reduce Aribarg et al’s (2002) five-stage framework
into three stages. This is consistent with former findings that the number of stages in
the decision process is less in case of frequent activities (Davis, 1976). We propose
that each family member is involved in three sequential and interrelated decisions
during the television viewing decision process. Compared with the general framework
of group decision maki;lraihe currently proposed framework is a simplified

framework that reflects the essence of individuals’ inputs and responses in the group
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dectsion process.

Please note that the above model is for households with one TV set. When there
is more than one TV set in the household, family members have the option of
watching another TV programme when a member’s initial preference is different from
the joint decision. Family members may split themselves into a number of sub-groups
equal to the number of TV sets in the household, and then each sub-group makes a
joint decision for eacL TV set. This is a logical extension of the proposed framework.
Since most households (about 70% of households in panel data) have only one TV set
(Nielsen, 2006), this research examines only households with one television set. It
builds the foundation and allows future extension to households with more than one
TV set. At last, though an increasing number of households now do have multiple sets
available, television watching still occurs most often in a social context (McDonough,
1993).

Next, we use a sub-model to model each of the three stages. The dependent
variables of the three sub-models are the three decisions viewers make during the
decision process: individual preference, household viewing choice, and individual

response to the household viewing choice.

311 Pre-Decision Stage: Individual Viewing Preference Sub-Model

In the pre-decision stage, each family member forms an individual viewing
preference. As mentioned in Chapter 2, programme types and channels are the two
most important factors influencing viewing utility. We first define a set of utility
parameters dehoting utilities of different channels (e.g., CNN, FOX) and different

programme types (e.g., News, Cartoons) for each family member. Under a given
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schedule, we then compute each family member’s utilitly towards a channe! depending
on the programme type scheduled on the channel (e.g., Father’s utility towards
watching news on CNN). We also define a constant utility to denote the ‘not
watching’ utility for each family member. This leads to the pre-decision model, in
which a channel with higher utility to the viewer is assumed to be chosen with higher
probability. Thus, each member’s viewing preference is a “choose one out of n”
choice problem, with » being the number of viewing choices. The outcome of the
pre-decision stage is individual viewing preferences. Figure 3.3 illustrates the process

to model individual viewing preferences in the pre-decision stage.

---Insert Figure 3.3 about here---

3.1.2 Joint-decision Stage: Household Viewing Choice Sub-Model

In the second stage, the joint-decision stage, we derive household viewing choice
based on individual vie®ipg choices in the first stage. We separate the scenarios into
two cases based on whether conflict exists among family members’ individual
viewing choices. If no conflict exists, then the household viewing choice is derived
according to individual preferences. However, if conflict exists, we model how family
memberfgolve the conflict to reach the household viewing choice.

As aforementioned in Chapter 2, though there are several different models
proposed to demonstrate the mechanism of interactions within groups (Choffray and
Lilien, 1980), the most frequently used method to rationalize the joint decision is
using analogy of a voting process called the Harsanyi decision rule. The Harsanyi

decision rule suggests that the outcome of a group decision is a weighted function of
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group members?individual preferences, and the weights are determined by the relative
influence of the members (i.e. each individual’s influence over others). For example,
if the household viewing choice is heavily influenced by the father, the father’s choice
should have the highest weight. In the current research, we extend the Harsanyi
decision rule to incorporate the interactions among family members as well, and use ‘
second order weights to denote the coefficients of these interactions.

Hence we assume that in cases of conflict, family members vote according to
their initial viewing preferences, and voting functions are built based on the extended
Harsanyi decision rule to count the votes for different channels. The household
viewing decision is derived by comparing values of voting functions.

To conclude, we model household viewing choice in the joint-decision stage
from individual yiewing choices in the pre-decision stage as illustrated in Figure 3.4.
In consensus cases, household viewing choice is derived from individual viewing
preferences. In conflicting situations, household viewing choice is derived from a

-
voting process, and the Harsanyi decision rule is extended, in which both different

levels of influence of different family members and interactions among family

members are incorporated into the voting function.

---Insert Figure 3.4 about here---

313 Post-decision Stage: Individual Final Response Sub-Model

In the post-decision stage, family members respond to the joint decision, and
make their final viewing choice. Even if the group can reach a joint decision, the joint

decision may not satisfy all group members (Davis, 1976). Each family memberin a
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one TV-set household has two options: watching television following the joint
viewing choice, or not to watch at all. This decision is made by comparing the utility
of watching the chanhel chosen by the joint decision and the utility of not watching

TV atall. Figure 3.5 illustrates the process of the post-decision stage.
---Insert Figure 3.5 about here---

Till now, we have built individual viewing preferences sub-model for the
pre-decision stage, a household joint viewing choice sub-model for the joint-decision
stage, and an individual final response sub-model for the post-decision stage. Figure
3...6 graphically illustrates the linkages among the three sub-models. Individual
viewing Ejrcferences sub-model is built first, based on utility parameters and
programme schedule. Utility parameters are created specifically for different
proMe types and different channels. The household viewing choice sub-model is
built by treating household television viewing as a voting process after formulation of
the indjviciual viewing preferences sub-model. The voting function incorporates
different decision powers of famity members and interactions between family
members. Finally, the individual final response sub-model is built according to

individual viewing preferences in the pre-decision stage and household viewing

choice in the joint-decision stage.
---Insert Figure 3.6 about here-—

Please note that the three-stage decision framework is built based on

characteristics of household TV viewing choice. In most group decision making
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scenarios in prior literature, all group members need 1o reach consensus which means
the only option each individual has is following the group decision in the response
stage (Aribarg, Arora and Bodur, 2002; Davis, 1973; Su, Fern and Ye, 2003). For
example, Aribarg et al. (2002) examined the probability of group members revising
preferences or offering concessicns in group decision making. However, group
members have the option of revising preference only before making the group
decision, and all group members have to concede to the joint decision even if there are
conflicts between the revised preference and the joint decision. However, in the TV
viewing choice scenario, family members may choose entertainment activities other
than watching TV. Hence we provide another stage for family members to make
another alternate decision, i.e. one may either watch television with other family
members, or not watch at all, We believe that the current framework is nearer to real
life situations and can be applied to many other scenarios.

Actually, the individual final response sub-model demonstrates the reciprocal
effect in most of the traditional group decision making research. Most of the research
in grtlmp decision area focuses on the role of members in group decision, that is, how
individual members’ choices influence group decision. The sub-model of the
joint-decision stage uses this approach by demonstrating how individual viewing
choices influence the joint household decision. For example, different individual
members have different decision powers, and there are interactions among individual
members on their respective viewing preferences. On the contrary, the individual final
response sub-model for post-decision stage demonstrates the reciprocal effect; that is,
how group decision can influence individual viewing choices. For example, the
daughter may revise her viewing choice from CNN to HBO since the household joint

viewing choice is HBO.
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3.2 Model Formulation

Next, we illustrate mathematical representation of the above three sub-models.
321 Pre-decision Stage: Individual Viewing Preference Sub-model

Let subscripts n, f, k, and # denote family member », programme type j, viewing
choice k, and timeslot 1. For the convenience of model presentation, let us assume a
household H consists of three types of family members (n = f, m, c): father, mother,
and child, whereas f'stands for the father, m stands for the mother, and ¢ stands for the
child. Furthermore, there are only two television channels. After incorporating the
choice of not watching, there are totally three viewing choices for each viewer (k= 0,

1, 2): not watching, watch channel 1 and watch channel 2.

Let U, be the utility of family member n’s viewing choice k at time 1. When
the family member chooses to watch television, U, ,, would depend on programme
type j aired on channel k (k= 1,2). Let 4,, be family member »’s utility towards
programme type j aired on channel k. Let X . be the television schedule, where
X

s =1 when programme type j airs on channel £ at time 7, otherwise X, ,, =0.

We can then derive a viewing option’s utility towards a family member under the

given schedule as follows:

Uﬂ*{l) = ZX_;k(f) *Anﬁc (k = 19 2) (31&)
T

For example, if HBO is currently airing a romantic movie, the daughter’s utility
of watching channel one is her utility of watching a romantic movie on HBO,

independent of the programme on the other channel and other household members’
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preferences. When a family member chooses not to watch, we define a constant G,
as the utility of not watching for family member »#. Family member »’s utility is:
Uy =9, (k=0) (3.1b)
Utilities of different viewing choices directly drive the individual viewing
preference sub-model, and indirectly drive the household joint viewing decision
sub-model and the individual final response sub-model. Viewing choice with higher
utility to the viewer is assumed to be more likely to be preferred. Thus, the viewer's
viewing preference can be viewed as a multiple choice problem with three options:

not watching, watching channel one and watching channel two. Let C_, be family
member »’s viewing decision at time ¢, where C,,, =1 when family member
prefers channel 1 at time 1, and C,,, =2 when family member » prefers channel 2 at
time f,and C,,, =0 when family member r prefers not to watch at time £. The

probability for family member # to prefer channel £ at time ¢ is derived according to

the multinomial logit model (Lilien, Kotler and Moorthy, 2003):

i

Ak(r

2
Z eU""”
k=0

P(Cry =) = (3.2)

For example, the father has the highest probability to prefer CNN channel, if the
drama aired on CNN channel has the highest utility for the father among various

viewing options.

322 Joint-decision Stage: Household Viewing Choice Sub-model

After each family member has an individual viewing preference in the
pre-decision stage, the household collectively forms a household viewing choice in

the joint-decision stage. To derive the household viewing choice, we treat the
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household decision making as a voting process. Family members first vote on each
viewing choice based on their initial viewing preferences at the pre-decision stage. Let

Vo, bethe vote family member n gives to viewing choice & at time ¢, where

Vupn =1 when member n prefers choice k& at time ¢, and otherwise V 0.

nk(y =
We separate the voting scenarios in the decision making process into two cases:
consensus scenarios in which no conflict exists among family members (e.g.,
everyone prefers to watch the Discovery channel), and conflicting scenarios in which
conflict exists (e.g., the father prefers to watch the FOX channel, and the mother and
the daughter prefer to watch the HBO channel). We propose the following decision
rules to model the decision process in both consensus and conflicting scenarios.
There are three possible scenarios: 1) at least one family member prefers channel
1 and the others prefer either the same channel or not watching; 2) at least one family
member prefers channel 2 and the others prefer either the same channel or not
watching; 3) all family members prefer not watching. In the first two scenarios, the
household joint viewing choice is defined as the channel preferred by those who
watch television (and they choose the same channel). The household joint channel

choice is defined as not watching in the third scenario, since no one wants to watch at

all. Let G, be the household joint viewing choice, where G, =1 when the
household viewing choice is defined as channel 1, G, =2 when the household

viewing choice is defined as channel 2, and G,, =0 when the household viewing

choice is not watching. Then,

P(G(r] =1| Vfl(r) + le(r] + Vcl(r) #0, sz(:) + sz[:) + ch(n =0)=1
P(Gm =2| V,rlm + le(,) + Vcl(l) =0, Vﬁ(f) + sz(,) + Vd(,) =1 (3.3)
P(G{:) =3 Vﬂ{r) + Vm(:} + ch) =0, sz(r) + Vm2(r} + Vcltr) =0)=1

In case of conflicting scenarios, while some family members choose channel 1,
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some other family members choose channel 2. To solve the conflict, we derive the
household viewing choice by calculating the household’s total votes for the two

channels. In these conflicting scenarios, we assume that members choosing not to
watch television do not participate in the voting process. Only those who prefer to

watch television would cast a vote. Let ,V,,, be household A’s total votes for

alternative channel % at time 7, which can be specified by extending the weighted
Harsanyi model (Atkinson, 1970; Yang et al., 2010) as follows.

V.,

g" k(1)

— »* * *

= Z wn Vn.l'(!) + Z (Dmn Vnk(r] mG(:)
n ntn

- * * %
=@ MWy T O * Vo + 0 * Vg +

m.

(k=1,2) (3.4)

*V

* * ¥ * *
D * Vo * Verey TP *Vy *Veriy + @ 'V, o)

mk{i)

In Equation (3.4), V,, ,, isdefined as aggregation of each family member’s

weighted votes, and \iveighted multiplication of every two family members’ votes.
Weights @, are associated with other family members’ respect towards family
member r’s viewing preference, or the insistence of family member n on his/her own
preference; the larger the weight, the larger the family member’s influence on the
household viewing choice. A positive value of @, suggests that family member »’s
viewing preference is positively counted in forming the household viewing choice,
that is, family member »n’s viewing preference is well-respected by other family
members, or family member » strongly insists on his’her own preference. For example,
in one family, father’s viewing preference is always well-respected by other family
members, or the father normally insists on his own preference, as reflected by a
positive @, . Similarly, a negative @, suggests that family member »’s viewing
preference is negatively counted in forming the household viewing choice; that is,

family member n’s viewing preference is rejected by other family members, or family
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member » doesn’t insist in his/her own preference. For example, son’s viewing
preference is sometimes rejected by father and mother since they want him to focus
on his studies. Meanwhile, son doesn’t insist on his own preference. The combination
of the two factors leads to a negative @, . Finally, a zero value of @, suggests that
family member n’s viewing preference has no influence on the household viewing
choice; that is, family member »’s viewing preference is ignored by others, or family

member n doesn’t insist on his/her own preference. For example, if the daughter’s
choice is ignored, or if the daughter doesn’t insist on her own preference, @, will be
near zero.

The second order weights w,, are associated with interactions among any two

family members. A positive value of @, suggests a coalition effect between two
members, that is, family member » and m tend to bargain together to have higher
chances to watch their preferred channel. For example, the father and the mother may

enjoy watching a romantic movie together, as reflected in a positive @, . The father

and the son may form an “alliance” to fight for a kung-fu drama, leading to a positive

@ - On the contrary, a negative @,,, suggestsa collision effect between two

members, that is, family member n and m dislike watching television together so that
their votes counteract when they choose the same channel. For example, the father
and mother may have “collision” relationship since the mother always wants the
father to wash dishes instead of watching television, and the father wants the mother
to take care of the daughter’s homework instead of watching television. Choice of
television channel of the father and the mother may be consistently opposed te each

other’s preference. Another example is that the father may not enjoy watching adult

programmes with her daughter around. Finally, a zero value of @,,, suggests the
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behavioral interdependence between member » and m.
Therefore, the conditional probability of household joint viewing choice in the
conflicting scenario can be derived according to logit model {Lilien, Kotler and

Moorthy 2003):

egyktr}

P(G, =k Vi 20, Vs, #0) = z (3.9)
Set
k=1
For example, the household viewing choice has higher probability to be HBO
channel, if the voting function for HBO channel has the highest value among other
viewing choices. Note that Equation (5) indicates that the voting process would not
end up as not watching (which is a “lose-lose” solution). Any member can always
choose not watching if the household viewing choice is not of his or her preference.
For example, the household viewing choice would not be not watching if father

prefers to watch CNN channel and mother prefers to watch HBO channel.

323 Post-decision Stage: Individual Final Response Sub-model

After the family has made a joint viewing choice (1.e. which channel to watch
together), each family member can respond to this joint viewing choice by joining or
not joining the group to watch the chosen channel. Each family member's response is

derived by considering both individual viewing preferences at pre-decision stage and

household viewing choice at joint-decision stage. Let R, ,, be each family member's
response, where R, =1 when family member » finally views channel 1 at time ¢,

R, =2 when family member # finally views channel 2 at time s, and R, =0

when family member » finally chooses not to watch at time 7.
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We classify the scenarios into two cases: consistent scenarios, where the family
members’ initial viewing choice is the same as the household viewing choice (e.g.,
both the daughter’s individual viewing preference and the household viewing choice
are the HBO channel), and inconsistent scenarios, where the two choices are different
(e.g., the father’s individual viewing preference is the FOX channel while the
household viewing choice is the HBO channel).

For consistent scenarios (C,,, = G,,, ), family member »'s final response is the

same as the houschold viewing decision. The conditional probability of family
member n’s decision, conditional on the consistency of initial viewing preference and
household joint viewing decision, is:

P(Rn(:] = Cn(.-) = Gn(;) |Cn(l) = Gn(:)) =1 (3.6)
On the contrary, for inconsistent scenario (C,,, # G, ), the family member can

either follow the household viewing choice and watch together with other family
members, or not watch at all. The individual final response 1s derived from
c-omparison of the two options - option with higher utility is assumed to be more
likely to be the individual final response. The utility of each option can be directl}l/
derived from (3.1a) and (3.1b).

Therefore, based on the above discussion, the conditional probability of family
member n choosing to watch television together with other family members at time ¢,
conditional on the inconsistency of initial viewing preference and household joint
viewing choice is a logit model:

el’fﬁm

PRy = K1Co # Gy G = B) = —0— (k#0)  (3.7a)

Likewise, the conditional probability of family member n choosing not to watch

television at time ¢, conditional on the inconsistency of initial viewing preference and
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household joint viewing choice, is:

Unmr)

e
eU.l(f] + eU.-nm

P(Rn(r) =01C,, = Gn(f]’Gn{f) =k)= (k+0) (3.7b)

For example, when the daughter’s individual viewing preference is the CNN
channel and the household viewing choice is the HBO channel, the daughter can
either watch HBO with other family members or choose not to watch. By comparing
utilities of the two viewing choices, the daughter will choose to waich HBO channel if
the utility of watching HBO channel is higher than that of not watching; otherwise the
daughter will choose not to watch.

Last, across the two scenarios (consistent and inconsistent), the family member
who prefers not to watch television in the pre-decision stage would still prefer not
watching television at the post-decision stage. There are two underlying reasons for
this: first, the family member who prefers not to watch television at time f may do so
because he/she isn’t at home at that time. The absence implies that the family member
will still choose not to watch at the post-decision stage; secondly, when a family
member prefers not to watch television in the pre-decision stage, the utility of not
watching television should be the highest among the three viewing choices in both the
pre-decision stage and the post-decision stage. Therefore, the family member will
choose not to watch in post-decision stage.

P(R,,, =0|C,, =0)=1 (3.8)

We have separated the household television viewing process into three stages
(pre-decision stage, joint-decision stage and post-decision stage), and one sub-model
(individual viewing preference sub-model, household viewing choice sub-model, and
individual final response sub-model) is built for each stage. Altogether, there are three

dependent variables: individual viewing preference (C,,,, ), household viewing choice
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(G, ), and individual final response (R, ,, ). Among them, household viewing choice

and individual final response are observed viewing rcords captured by the people
mreter system. However, the individual viewing preference is unobservable and needs

to be inferred from family members’ viewing records.

3.3 Estimation

3.3.1 Estimation Objective

There are two sets of parameters in the three sub-models, utility parameters

1

(A, -k, ) and weighting parameters (@, ,@,,, ). We estimate these parameters by

fitting viewing records of each houschold with the proposed model.

Utility parameters allow us to understand the extent to which different types of
programmes aired on different channels are favoured by each family member. By
comparing utility parameters of different programmes, we can understand family
members’ programme preferences. By comparing utility parameters of different
channels, we can understand family members’ channel preferences. In addition, we
can also segment preferences according to the parameters. If the viewer has strong
programme type preference but weak channel preference, it indicates that the viewer
is a “programme loyalist” whose viewing choice highly depends on the programme
type aired on different channels. On the contrary, if the viewer has weak programme
type preference but strong channel preference, it indicates that the viewer is a
“channel loyalist” whose viewing choice highly depends on channel loyalty. The

remaining viewers are somewhere in the middle, that is, their viewing choices are
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results of both programme type preference and channel loyalty.

The weighting parameters allow us to infer household decision making
characteristics. Taking the first order weights as an example, we can define the family
decision making mode from them. If family members have equal weights, then the
household decision mode is democracy; if one family member’s weight is much
higher than others, then the household decision mode is autocracy (the family member
with majority weight is the dictator). Meanwhile, we can understand the behavioral
interactions among family members according to second order weights.

From the viewpoint of group decision making, we use an outcome-based
approach for estimating group decision characteristics, i.e. we estimate utility
parameters and weighting parameters according to the household viewing choice, and
individual final response. Compared with the stated approach, which assesses group
decision characteristics with questionnaires, outcome-based approaches are more
accurate and objective (Corfman, 1989, 1991). Several researches have successfully
used the outcome-based approach to estimate the group decision making structure.
For example, using conjoint analysis of data, Krishnamurthi (1988} proposed three
models that combine individual preferenges of MBA students and their spouses to
approximate joint preferences and predict joint decisions. Arora and Allenby (1999)
developed a hierarchical Bayesian model of group decision making that uses conjoint
analysis of data and yields individual-level estimates of influence at the product
attribute level. Su et al. (2003) studied temporal effects in husband-wife decision
making using conjoint analysis of data. Aribarg, Arora and Bodur (2002) used stated
preference data to decompose member influence in a group (parents and teenage
children) decision into two distinct elements of “preference revision” and “preference

concession”.
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332 Latent States Inference

Y

Each viewing record of a household indicates its viewing behavior on one viewing
occasion, which includes the household viewing choice, and the individual final
response of each family member. Since the individual viewing preference is
unobservable in viewing records, these preferences can logically be assumed to have
been induced by household viewing choice and individual final response.

As aforementioned, there are three aptions in each of the three decision stages.
This results in a total of 27 (i.e. 3 x 3 x 3) unique combinations, or “latent states™.
Some of these latent states are logically impossible. For example, it is logically
unsound for the father who prefers FOX over HBO to make an individual final
response of watching HBO when the household viewing choice is FOX as well.
Therefore, we outline four principles in our model building to highlight the impossible
latent states:

1) The consensus principle: Equation (3.3) states that under consensus cases,
the household viewing choice is reached with certainty based on simple
comparison of votes for different viewing choices. The implication of this
principle is that latent states under consensus cases, which lead to household
viewing choices different from viewing records, are impossible.

2}  Household not watching principle: Equation (3.5) indicates that the
household viewing choice would never end up being ‘not watching’ when at least
one family member prefers to watch televisign in the pre-decision stage. This
principle implies that all family members’ initial viewing preferences must be

‘not watching,” when the household viewing choice is “not watching”.
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3)  The consistent principle: Equation (3.6) states that under consistent cases,
farmily members’ final responses in the post-decision stage should the same as the
initial viewing choice in the pre-decision stage. The implication of this principle
is if the individual final response is different from the household viewing choice,
it is logically unsound that a family member’s viewing preference is consistent
with the household viewing choice, and latent states containing such kind of
individual preference are impossible.

4)  The individual not watching principle: according to Equation (3.8), the
family member who prefers not to watch television in the pre-decision stage
would still preft;:r not watching television at the post-decision stage. The
implication of this rule is that if the family member chooses to watch television at
the final-decision stage (e.g., the father decides to watch the FOX channel with
family members), then it is possible for him/her to prefer not watching in the
pre-decision stage (e.g., it is impossible for father to prefer not watching

television).

After assigning zero possibility to the impossible latent states, we can derive the
likelihood function for each viewing record with reduced form. Next we use an

example to illustrate the above process for inferring the latent states.

Example

Assume Table 3.1 is the viewing records for household H from time 1 to 3. We

now illustrate inference of the impossible latent states given the viewing records at

time 1, where the household, father, mother, and child’s viewing choices are channel 1,

channel 1, channel 1 and no-watch, respectively
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---Insert Table 3.1 about here---

Table 3.2 lists the 27 latent states, and the conditional probabilities for household
viewing records and family members’ final responses, conditional on each latent state.
According to principle 1), G =1 is impossible given the latent states of Nos. 8,

9, 11, 12, 13, 14 and 15. For example, the latent state of (C, = 2,C,, =2,C, = 2)is

the latent state of the consensus case, which leadsto G =2 instead of G =1 inthe
joint-decision stage. Thus, we assign zero probability to these latent states.

Since the household watches television at time 1, principle 2) is not applicable

here.

Next, according to principle 3), R_ = 0 is impossible given the latent states of
Nos. 1, 3, 4, 7, 18, 20, 21, 25, and 27. For example, the individual viewing preference
of (C, = 1 } is consistent with the household viewing choice (& = 1). However, since
final response is ( R, = 1), the latent states containing this individual viewing
preference are against decision rule 3).

Last, according to principle 4), R, =1 is impossibility given the latent states of
Nos. 4,6,7,11,13,14,15, 24 and 25,and R_ =1 1is impossability given the latent
states of Nos. 3, 5, 7, 10, 12, 14, 15, 26 and 27. For example, the latent states of
(C, =0,C,, =1,C, =1) are impossible since (C, = 0) in the pre-decision stage and
(R, =1) in the post-decision stage is against decision rule 4).

As a result, there are six possible latent states of individual viewing preference

for household H echoing the viewing record at timeslot 1 (Nos. 2, 16, 17, 19, 22 and
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23), as highlighted in Table 3.2.

---Insert Table 3.2 about here---

To conclude, while the household decision making process happens sequentially
in reality, from pre-decision to joint-decision and then to post-decision, we use
backward induction to infer the latent states in the pre-decision stage given the
observed household viewing choice and individual final responses. Following a
similar logic, we can list all possible latent states in different viewing occasions for a

three-member family and a four-member family.
333 Likelihood Function

After inferring the possible latent states echoing viewing records of household #
at time ¢ (including household viewing choice and individual final responses at time ?),
we are able to build joint likelthood function for household H during a certain time
Iperiod T.

Let H, be household A’s viewing record at time ¢, and the probability of H
equals to the joint probability of household A’s viewing choice and family members’
final responses (1.e. P(H)=P(G,, =k, R, =k, R, , =k, . R, =k.))

Assume there are r possible latent states echoing viewing records of household H#

attime £, and let S,,,(i=1,..,r) denote r possible latent states. The probability of
viewing records H,,, conditional on latent state S,,, equals to the joint probability
of latent state S, the conditional probability of household viewing choice G,

conditional on latent state S,,,, and the conditional probability of individual final
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responses R,,, conditional on latent state S,,, and the household viewing choice

G-

P(H[t) | Sf(f)) = P(Sl(.l'))‘ P(G(f) = kg |Si(1))* P(Rf(r} = kf’ Rm{.’) = km’ Rc{r) = kr | Si[!}’G(r])

(3.9a)
After applying the three sequential and interrelated sub-models, the probability of
viewing records conditional on each latent state equals to the joint probability of
family members’ individual viewing preferences in the pre-decision stage (1.c. the

probability of one latent state}, the household viewing choice in the joint-decision

stage, and family members’ final responses in the post-decision stage. Let =, ,, be

the probabitity of family member n choosing channel & at time ¢ in the pre-decision

stage under latent state S,,,, as defined by (3.2). Let , 7, be the probability of

household H choosing channel k at time ¢ in the joint-decision stage under latent state
rtrk(n)

S, as defined by (3.3) and (3.5). Let ,7,,,, be the probability of family member n

choosing channel £ at time ¢ in the post-decision stage under latent state i, as defined

by (3.6), (3.7a), (3.7b) and (3.8). Afier combining with (3.9a), the probability of

household H’s viewing record at time ¢ is derived as the function of #,,,,. .7,

!

and r ”nk(r) :

P(H, 1S,,))=PS PG, =k, | S)O*P(R,,, =k, R, =k, R, =k |5,G,)

m* e{f)

(3.9
Where,

P(S,,)=P(C, = kpoCoy = kmy Cory = k)= (”}k(r))* (7 i) * (i)

P(Gy =k 1Sy)=(; Th)

43



PR, = kf ) Rm(r} =k, R.y= k| S G} =(, ’T}k(:) )*(, ’T;rk(r)) *Q ﬂ':ﬂ(n)
The probability of household / ’s viewing records during the time period 7T is

sum of the conditional probability of viewing record conditional on each latent state.

P(H,) =3 P(H, (S,

il

=ZP(S:“))*P(G(.-) =kg |Si(:))‘ P(R,ru) = kf’Rm[!) :km’Rr(r] =k, ISiu)’G(r))

1=

R
= Z(”}k(r) * ’r:nk(r) * ”:ﬂ(;;) *(g ”:(:))*(r ?r;l'(l}*r x:nk(l'}*r ”:ﬂqn)

1]
(3.10)
Finally, the probability of household H s viewing records during the time peried

7 is multiplication of the probability of viewing record at each time period.

s r r
1
PAH Y= PH ) =] T2 i) * Tiokeer * Ti)* G T )2 T ® s Tk Ty )

=] t=1 =]

(3.11a)

i

r i
Since 7, ki)

vy T and 7 are the function of utility parameters and

weighting parameters according to (3.1)-(3.8), the joint likelihood of household H's

viewing record can be derived as the function of these parameters. And we

T Ir r
PH) =[TPHO) [T w0 * T * Tirer) e e )6 T ® s T ®s T

1=} =] =l

(3.11b)
To conclude, the joint likelihood function for each household is derived by
multiplying the sum of all possible latent states for each viewing record. After
building the likelihood function, we implement the model on the given viewing

records of household A for a particular time period.

334 Implementation



The objective of implementation is to estimate the parameters by fitting the
likelihood function into viewing records. We maximize the likelihood and select
SAS-iml package as the analysis tool. During the estimation process, one important
task is finding the starting points. Specifically, we use individual viewing records to
find the starting points for utility parameters, household viewing records to find the
starting points for weighting parameters, and then find the starting points for utility
parameters and weighting parameters simultaneously. Appendix 2 illustrates the
detailed process to find the starting points for utility parameters and weighting
parameters. Appendix 3 illustrates a sample estimation programme.

Next, we apply the programmes on simulated data to evaluate the validity of the

estimation process before applying it on real data.

3.4 Simulation

We now present a simulation study that demonstrates the validity of the proposed
estimation procedure. Its performance under various conditions is examined

experimentally.

3.4.1 Experiment Design

The experiment is a 3 (utility parameters: high differentiation, low differentiation
and no-differentiation) x 3 (decision structures: democratic decision mode, autocratic
decision mode and random decision mode) x 2 (sample size: small vs. large) factorial
design. We replicate it five times in each condition.

In each condition, we assume that household H consists of three family members:

father, mother and child (#=3). There are two television channels: channel 1 and
)
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channel 2, implying that each family member has three viewing options: channel 1,
channel 2 and not watching. Programmes aired on the two channels are categorised

into seven types (j=7). Parameters generated in each condition are listed as below.

Programme Schedule

Let X ,,, be the programme schedule, where X , . =1 when programme type

J is aired on channel & at timeslot 7, otherwise X , ., =0. The distribution of X

can be defined with P(X ,, =1) = % -1

Utility Parameters

There are three conditions for utility parameters: 1) high differentiation between
the utility of watching channel 1 and channel 2; 2) low differentiation between the
utility of watching channel 1 and channel 2; 3) no differentiation between the utility

of watching channel 1 and channel 2.
Letl U, be the utility of programme type j aired on channel k for family
member #. Under the high differentiation condition, U,, is simulated as below:
Let X be arandom number, simulated from Uniform(0,1).
If X205, U, (k=1)~Uniform(0,2) and U, (k =2) ~ Uniform(8.10);
If X<05, U, (k=1)~Uniform(8,10) and U, ,(k =2)~ Uniform(0,2).
Under the low differentiation condition, U, is simulated as below:
Let X be arandom number, simulated from Uniform(0.1).
If X205, U

ot (k = 1) ~ Uniform(0,6) and U,, (k =2)~ Uniform(4,10) ;

If X205, U,,(k=1)~Uniform(4,10) and U,,(k =2)~ Uniform(0,6)

a6



Under the no differentiation condition, U,, follows the prior distribution as

below:

U, ~ Uniform(0,10)

Weighting Parameter

There are three conditions for the weighting parameters also: 1) democratic
decision mode, in which family members’ first order weights represent democratic
decision mode, 2) autocratic decision mode, in which family members’ first order
weights represent autocratic decision mode; and 3) randomly generated, in which
family members’ first order weights are generated randomly. Across the three

conditions, the second order weights are randomly generated.

Let @, be the first order weights for family member n#. Under the democratic
decision mode condition, we define that w, =07, w,=02,and @, =0.1.

Under the autocratic decision mode condition, we define that @, =0.33,
®, =0.33,and o, =0.33.

Under the random generated condition, @, follows the prior distnbution as

below:

@, ~ Uniform(0,1)

Sample Size

After generating the parameters, we simulate viewing records based on
Equations (3.1) — (3.8). In order to examine whether sample size influences estimation,
we simulate one sample comprising viewing records of 1,000 timeslots and another

with records of 10,000 timeslots and compare the two.

47



342 Simulation Process

Afler generating programme schedule, utility parameters and weighting
parameters, we simulate individual viewing choice, household viewing choice and
individual final response. Individual viewing choice, household viewing choice and
individual final response are simulated according to Equations (3.1)-(3.2), Equations
(3.3)-(3.5), and Equations {3.6)-(3.8), respectively. Distributions of all three are

binomial. Appendix 4 illustrates the detailed SAS code for simulation.

343 Evaluation

Till now, we have simulated viewing records under different conditions. Let G,,,

be the simulated household viewing choice and R_,, be the simulated individual

"Iy
final response. Next, we treat utility and weighting parameters as unknown and

estimate them by using the proposed estimation procedure. During the process, only

viewing choices and programme schedules are assumed to be observable. Let {7 ik

and @, be estimated utility parameters and weighting parameters, respectively. The

estimation procedure is validated by two criteria: hit rate, and the lift compared with

the benchmark.

Hit Rate

Hit rate measures the absolute prediction rate, that is, the consistency between

prediction and true value. Based on estimated utility parameters { U ) @and weighting
parameters { @, ), we predict viewing records according to Equations (3.1} - (3.8). Let

G(,, be the predicted household viewing choice and ftnm be the predicted individual
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final response. We can calculate the hit rate as below:

Count(G,, = G,,,)
H, =
Total

(3.12a)

_ Count(Ry, = Ry
Total

(3.12b)

Lift

Lift represents the relative prediction accuracy rate by companing the hit rate
with the benchmark. In the simulation study, we use the highest possibie hit rate as the
benchmark. The highest possible hit rate is achieved when using true parameters (U,

and @ ) to denive the viewing records and accounting only the deterministic utility,

without considering stochastic utility. Compared with hit rate, lift is a more objective

criterion to evaluate estimation results across situations because it uses the highest

possible hit rate any estimation can achieve. Let G(f, be the benchmark household

viewing choice, calculated by using true parameters (U, ), without stochastic utility.
Let R, be the benchmark individual final response, which is calculated using the

true weighting parameters ( @, }, without stochastic utility. The benchmark hit rates
can be calculated as below:

Count(G,,, = Gj,

3.13a
& Total ( !
_ Count(R,, = Ry, (3.13b)
" Total
And the lifts are:
H
Lifi = ¢ (3.14a)

B,
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H,
B

n

Lmﬂ =

(3.14b)

For example, if the hit rate is 40% and the benchmark is 80% at household level,
then we can calculate the lift at household level as

_40% _ 0.5
80%

Lift,

344 Simulation Results

Tables 3.3a and 3.3b illustrate the results for hit rate and lift, respectively; we can
see that hit rates and lifts are high across different conditions. The average hit rate is
94% and the average lift is 0.93.

Specifically, differentiation among utility parameters impacts the estimation
procedure. Hit rates and lifts are significantly higher under high differentiation
conditions compared with low differentiation and no differentiation conditions. The
average hit rate is 100% under high differentiation condition, 95% under low
differentiation condition, and 78% under no differentiation condition. The average lift
is 1.00 under high differentiation condition, 0.93 under low differentiation condition,
and 0.90 under no differentiation condition.

The results also reveal that there are no significant differences in hit rates and lifts
across different weighting parameters. The average lift is 92%, 95% and 92% under
democratic decision, monarchy decision, and random decision mode, respectively.
The average lift is 0.94 for democratic and monarchy decision modes, and 0.95 under
the random decision mode.

Lastly, there are no significant differences in hit rates and lifts across different
numbers of viewing records. The average hit rate is 91% for the small sample of 1000

records while it is 95% for the large sample with 10,000 records. Similarly, the
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average lift is 0.92 under the small sample and 0.97 under the large sample.

---Insert Tables 3.3a, 3.3b about here---

The results reveal that the model performs well under different conditions, which

provides confidence for us to apply the model to real market data in later chapters.
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CHAPTER 4 DYNAMIC GROUP VIEWING MODEL (DGVM)

Prior research indicates that viewing preferences may change with past viewing
behaviors. In this chapter, we extend the group viewing model (Chapter 3) to
incorporate effects of three past viewing behaviors: programme inheritance, state
dependence and channel inheritance. The new model, termed as the dynamic group
viewing model, allows us to examine the effect of household influence and past

viewing behavior on individual viewing choice simultaneocusly.

4.1 Overview of the Dynamic Household Television Decision Process

The group viewing model (with three sub-models) in Chapter 3 treats household
television viewing activity as a three-stage group decision making process. We first
define a series of utility parameters to denote utilities of each family member’s
different viewing decisions. Under a given programme schedule, we can derive family
members’ individual viewing preferences, household viewing choice (by considering
weighting parameters), and individual final responses. The process treats the utility
parameters as static. However, prior research of audience flow indicates that
individual utility parameters are not constant; they change dynamically with different
past viewing behaviors.

Extant research on audience flow suggests that audience flow has three
characteristics: 1) repeated viewing, which means a disproportionately high overlap of
audiences across programmes in a series (Moshkin and Shachar, 2002; Tavakoli and
Cave, 1996, Webster and Wakshlag, 1983); 2) lead-in effect, which means that

viewers of one programme on a given channel will be disproportionately represented

52



in audience for the following programme (Goettler and Shachar, 2001; Rust and
Alpert, 1984; Webster, 1985); and 3) channel loyalty, which means a

disproportionately high overlap of audiences across programmes aired on the same

channel.

Since audience flow reflects individual viewing choice at the aggregate level, we
conclude that past viewing behavior along the three dimensions would impact
individual viewing preference. Specifically, the characteristic of repeated viewing
indicates that the viewer’s past viewing behavior towards a series programme will
increase future viewing utility towards this programme, which we term as programme
inheritance. Similarly, the characteristic of lead-in effect indicates that the viewer’s
past viewing behavior on prior timeslots of a day would increase viewi‘x'lg utilities at
later timeslots of the same day, which is termed as state dependence in prior research
(Goettler and Shachar, 1996; Moshkin and Shachar, 2002; Shachar and Emerson,
2000). The characteristic of channel loyalty indicates that the viewer’s past viewing
behavior on a channel would increase future viewing utility towards the same channel,
which we term as channel inheritance.

To summarize, we define the past viewing behavior along three dimensions, i.e.
programme dimension, timeslot dimension and channel dimension, which results in
the three components of the effect of past viewing behavior, i.e. programme
inheritance, state dependence, and channel inheritance. Hence, the dynamic group
viewing model allows individual viewing utility to be influenced by the three
components. We can study the effect of past viewing behaviors and family member
influence simultaneously in the dynamic group viewing model.

In the group viewing model (Chapter 3), individual final responses are actual

viewing behaviors of family members. Hence we can denote utility parameters as the
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function of past final responses along the three dimensions. Specifically, the utility of
watching a certain channel at a certain timeslot for a family member would depend on
the family member’s past final responses towards the programme aired at the same
timeslot, past final responses during prior timeslots on the same day, and past final
responses towards the same channel.

Figure 4.1 depicts the framework of the dynamic group viewing model. We can
see that utility parameters in the pre-decision stage are linked with past final responses
in the post-decision stage. On one side, utility parameters drive the household viewing
choice and individual final responses; on the other side, utility parameters are a

function of prior final responses.

---Insert Figure 4.1 about here---

4.2 Model Formulation

To begin with, we derive the dynamic individual viewing utilities by
incorporating the three effects of past final responses.

Consistent with those in the group viewing model, let subscripts n, 7. ¢, k, and ¢
denote family member n, programme g, programme type /, viewing choice &, and
timeslot ¢, respectively. Any programme ¢ belongs to a certain programme type j. For
the convenience of model presentation, let us assume that household H consists of
three types of family members (n = a, b, ¢), where a stands for the father, b stands for
the mother, and ¢ stands for the daughter. Furthermore, there are only two television

channels. After incorporating the viewing choice of not-watching, there are totally
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three viewing choices for each viewer (k= 0, 1, 2), where 0 stands for not-watching, 1

stands for choosing channel 1, and 2 stands for choosing channel 2.

Let 4,,, be the utility of programme type ; aired on channel & at time ¢ for
family member n. Let F[4,,,,] be the programme inheritance component
determined by past final responses towards the programme. Let K, [A4,4,) bethe

state dependence component determined by past final responses towards prior

timeslots on the same day. Let F,[4,,,] be the channel inheritance component

r

determined by past final responses towards the same channel. Then 4,,,, canbe
derived as the aggregation of Kl4,0,], Fldu,) and Fl4,,,]:

Awk(r) = Fl[Am*U)] + FllAn;k{rI] + F3[Au_;k(ri] (41)

4.2.1 Programme Inheritance: F,[A

n_:k(r;]

Let us suppose programme ¢ is aired on channel k at time ¢, and programme ¢ is
of type . Since loyalty towards a programme can be formed only after viewers have
watched the programme several times, we separate the dynamically changing pattern
of the utility towards programme type ; aired on channel & for family member 7 into
two cases based on whether timeslot ¢ is [among the first d times airing of programme
g or not. (Since prime-time drama is launched once a day from Monday to Friday
every week, d equals to five in the current research. This issue is discussed in Chapter
5.)

In the first case, when timeslot ¢ is among the first d times’ launch of programme
¢, we assume that programme utility is a constant. During this period, viewers are still
at the stage of forming their preference towards the programme. Thus the effect of

programme inheritance doesn’t appear. Similar to the group viewing model, we define
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a series of parameters to denote utilities of different programme types aired on

different channels. Let 7,, be the utility of watching programme g ( of type j} aired

on channel & for family member n, during the first 4 times airing of programme g,

then 4 ,, equalsto 7, under this case.

In the second case, when timeslot ¢ is not among the first d times ainng of
programme g, we assume the utility of programme g aired on channel 4 for family
member » at time ¢ is dynamically changed, which equals to a constant utility plus an
additional utility related with the accumulative viewing records pertaining to
programme g during its past several times of airing.

Let &5

4« De the constant utility of watching programme ¢  of ty})e J aired on

channel k for family member #, after the first d times airing.

Let .S, be the past viewing record of family member n, where (S, =1 when

family member n watches more than half of airings of programme ¢ in the same

timeslots during the s® airing; otherwise |, S, =0. .S, canbe calculated from

family member n's past final responses towards programme g. The accumulated past

d
£.s.

viewing of family member » can be denoted as =

The total utility of watching programme g (of type j) aired on channel & for
family member n under the second case is derived by adding the constant utility and
the additional utility derived by accumulated past final responses.

Let D denote the two cases, where D =1 when the programme on channel k
is aired for the first d times at time ¢, that is, pre-launch period; otherwise D=0.
Then the utility of watching programme type j aired on channel & for family member n

at time f contributed by programme inheritance can be denoted as:
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d

2 S

Fldy =1 * D+ (6, +a,, * "IT) *(1-D) (4.2)

nik
4.2.2 State dependence: F)[A4,,.,]

The meaning of state dependence is that the current choice behaviorally depends
on the previous one (Moshin and Shachar, 2002). We follow the methodology
prevalent in prior research by creating various dummy variables for different flow
states to study the effect of state dependence. The effects of different flow states are
examined via a regression model (Goettler and Shachar, 2001; Moshkin and Shachar,
2002; Rust and Alpert, 1984; Rust, Kamakura and Alpert, 1992; Shachar and Emerson,
2000).

We define three types of timeslots: beginning timeslot. continuing timeslot and
ending timeslot. A timeslot is a beginning timeslot if a programme is launched starting
from this timeslot. A timeslot is a continuing timeslot if it is a continuation from the
last timeslot, Finally, a timeslot is an ending timeslot when a programme ends at this

timeslot.

In the model, we use two variables, Begin, ,, and £End, . toindicate the

kiry

timeslot type. Let Begin,,, denote whether the timeslot is a beginning timeslot.
where .JB’f:’g,:inJlrm =1 when timeslot ¢ is the beginning timeslot for a certain
programme on channel &, otherwise Begin,,, =0.Let End,, denote whether the
timeslot is an ending timeslot, where End, ,, =1 when timeslot 7 is the ending

timeslot for a certain programme on channel k, otherwise End,,,, =0. Timeslot7is a

continuing timeslot when both Begin,,, =0 and End,,, =0.
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As listed in Table 4.1, there are four flow states’ echoes to the three types of
timeslots: 1) family member n watches channel k at timeslot (#-1). and timeslot (z-1) is
the beginning timeslot; 2) family member n watches channel # at timeslot (¢-1), and
both timeslot (#-1) and timeslot ¢ are continuing timeslots; 3) family member n
watches channel % at timeslot (2-1), and timeslot ¢ is the ending timeslot; 4) family
member n watches channel k at timesiot (¢#-1), and timeslot (t-1) is the ending timeslot.
We use the second flow state as the benchmark, and examine the effects of the other

three flow states vis-a-vis the benchmark.

---Insert Table 4.1 about here---

Then Begin,, ,,*C iy> End,,,*C ., and End,, *C, , represent the

first, third, and fourth flow states, respectively, with respect to channel & for family

member #. Specifically, Begin, , , *C, ., indicates the first flow state, where
Begin,,_,, * C -, =t when family member » watches channel k at time {¢-1) and (¢-1)

is the beginning timeslot of one specific programme; otherwise

Begin,, ,,*Cy,.,=0. End,, *C, ., indicatesthe third flow state, where

End, , *C, ., =1 when family member n watches channel & at time (-1) and 7 is the
ending timeslot of the programme; otherwise End,  *C,, ., =0. End, , *C,
indicates the fourth flow state, where End, , |, *C,,,, =1 when family member n

watches channel k at time (¢-1) and (¢-1) ts the ending timeslot of the programme;

otherwise End,,  *C,. ., =0.
Let |5, be the coefficient of the flow state of Begin, ., *C e, 1 P

denotes the impact of the flow state on viewer n’s utility when the viewer watches
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channel & at timeslot (#-1), and (#-1) 1s a beginning timeslot of a programme,
compared with the impact when both timeslots r and (#-1) are continuing timeslots of

the programme.

Let , 0, be the coefficient of the flow state of £nd,, *C,,, ;. .8, denotes
the impact of the flow state on viewer »’s utility when the viewer watches channel k at
timeslot (¢-1), and 1 is an ending timeslot of a programme, compared with the impact
when both timeslots ¢ and (¢-1) are the continuing timeslots of the programme.

Let , 4, be the coefficient of the flow state of End,, ,,*C,....,- P4 denotes
the impact on viewer #’s utility when the viewer watches channel k at timeslot (£-1),
and (s-1) is an ending timeslot of a programme, compared with the impact when both
timeslots ¢ and (¢-1) are continuing timeslots of the programme.

Then the utility of watching programme type j aired on channel & for family

member » attributable to state dependence can be denoted as:

F.[A, =
{ :km]. .. . . . .o (4.3)
1 Pus Begmw n (uu—n*:ﬁnt End“,, Coair 1 H1Pn Endy .\, Cu

423 Channel Inheritance: F.[A4,, ]

Let P, be the channel inheritance of family member n, where £, =1 if

channel £ is the most frequently watched channel during the past week (i.e. viewer n

watches channel & at more than half of the total timeslots when viewer n watches
television), otherwise P, =0.Thatis, P, is the function of family member n’s
past final response towards channel k.

Let y, be the coefficient respective to family member » towards channel .

Then the utility of watching programme type j aired on channel & at time ¢ attributable
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to channel inheritance can be denoted as:
FilAd,n1=7u * Pu (4.4)
At last, by integrating the three factors together, we can get the total utility for
family member # to watch channel % at time / as:

An,rk(-') = Fl[Anjku}] + Fz[An;k(:)] + FB[An;klr]]

2 S

=V, *D+ (B, +a, * -"'_d—) *(1-D)]

+[, B * Beginm_,] *an{r—!]+2ﬂnk * Endktr} * Cmcu nt Bt E"dkn-n * anu—n]
+[}/nk *Pnk]

(4.5)
By putting (4.5) into other equations (3.1) — (3.8) in Chapter 3, we can get the
dynamic group viewing model. The process for estimating the dynamic group viewing
model is similar to the group viewing model presented in Chapter 3. except that utility

parameters change dynamically with former final responses.
4.2 Model Implementation

While past viewing behavior has been recognized as one of the most important
factors influencing viewing preference (Danaher and Mawhinney, 2001; Tavakoli and
Cave, 1996), most of the literature focus on examining the influence of state
dependence (Goettler and Shachar, 2001; Moshkin and Shachar, 2002; etc.). This
chapter integrates the effect of programme inheritance, state dependence and charnnel
inheritance together. Compared with previous research, the dynamic group viewing
model integrates the three components simultaneously and provides richer
information about viewing behaviors.

For example, by comparing n,, and &

ik » WE can examine the pattern of
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dynamic change of utility parameters before and after the first d times airing. If 6,
is higher than 7,, (for example, please give a life example), this suggests the utility

towards programme type j on channe! k for family member » increases afier the

pre-launch period. If &,, islowerthan 7,,, utility towards programme type j on
channel & for family member » decreases afier the pre-launch phase. If &,, is similar
with 7, , utility remains the same after the pre-launch phase.

Meanwhile, since J,, indicates the average utility of programme type j aired on
channel & for family member n, we can segment viewers based on the value of J,, .

as in the group viewing model. By companng &,, of different programmes, we can

understand family member »n’s programme type preference. By comparing &,, of

different channels, we can understand family member n’s channe! preference. If the
viewer has strong programme type preference but weak channel preference, the
viewer is a “programme loyalist™ whose viewing choice highly depends on the
programme; type. On the contrary, if the viewer has weak programme type preference
but strong channel preference, the viewer is a “channel loyalist” whose viewing
choice highly depends on channel loyalty. The rest of viewers are somewhere in the
middle, that is, their viewing choices are results of both programme type preference
and channel loyalty.

We can also examine the influence of programme inheritance according to the

value of a,, . A higher positive value of a,, indicates higher programme

inheritance of programme type j aired on channel k for family member n.

Similarly, a higher positive value of | B, indicates higher state dependence

when viewer n watches television on the last timeslot and the last timeslot is a
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beginning timeslot, compared with when both the last and current timeslots are

continuing timeslots. A higher positive value of , f,, indicates higher state

dependence when viewer n watches television on the last timeslot and the current
timeslot is an ending timeslot, compared with when both the last and current timeslots
are continuing timeslots. A higher positive value of , 5, indicates higher state
dependence effect when viewer » watches television on the last timeslot and the last
timeslot is an ending timeslot, compared with when both the last and current timeslots

are continuing timeslots.

At last, y_, provides an indication of the channel inheritance effect. A higher

positive value of y,, indicates higher channel inheritance effect for channel & for
family member n.

We may also examine individual differences among variables. For example, prior
studies indicate that the effect of past purchase behavior varies along different genders.
They found that husbands and teenagers frequently bought new or different brands
compared with wives (Davis, 1976). Wolff (1958) suggested that women, more than
men, take a long time 10 make up their product and brand choices and are more
stubborn about changing them. It would be worth studying whether a similar pattern
exists for television viewing consumption. Thus, we can also link the parameters with

™

demographic information to test individual differences along the parameters.
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CHAPTERS MODEL APPLICATIONS

This chapter reports the process for applying the model on Hong Kong viewing
records for year 2006. The analysis was conducted on viewing records of 140
households for primetime on weekdays. Besides, we also demonstrate how the
parameter estimates provide significant managerial information on household decision
structure, individual latent preference, and the influence of past viewing behavior for
Hong Kong television industry by using a representative family. In addition, the
model was verified by comparing its prediction accuracy with different benchmarks in

training and validation samples.

5.1 The Data

51.1 Data Sources

The main dataset in the current research is Hong Kong viewing records for year
2006. In addition, we also acquire other data sources (including programme log and

demographic information) to facilitate analysis.

Viewing Records

The main dataset is one year television viewing records collected by AC Nielsen
from a sample of respondents, using People Meters, and made available by the Hong
Kong Television Broadcasting Ltd. (HKTVB). The records document viewing
behaviors of about 2,000 people in about 600 households, from 6 pm to 12 pm

between January 2006 and December 2006. The variables in the dataset include each
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panel member’s family ID and member 1D, time and duration of each viewing
occasion, and the watched channel. The raw dataset was restructured with the
following steps before applying the model.

We first split the duration from 6 pm to 12 pm into 36 timeslots each of which
lasts around 10-15 mins. We determine the starting and ending time of each timeslot
based on programme schedules such that most timeslots contain only one programme.
For example, we define 8:30 pm — 8:3%9 pm as the No. 15 timeslot. (Appendix 5 lists
the starting and ending time of each timeslot in detail.). Next, we define viewing
records in a timeslot as the viewing choice watched for major part of the timeslot.
Based on this rule, we derive viewing records at household-level and for individual
family members in each timeslot. Last, the whole viewing record dataset is split by

household into sub-datasets.

Programme Log

The programme log we acquired contains programme schedules in year 2006 of
two major television channels in Hong Kong: Television Broadcasts Ltd. (TVB) and
Asia Television Ltd. (ATV). It records the name, and the starting and the ending time
of each aired programme.

By combining the programme log with the restructured viewing records, we had a
separate dataset for each household, with information for every timeslot in year 2006,
when at least one member watched television; the type of programme watched, the

channel watched, and watched by whom.

Demographic Information

We also acquired demographic information of the families and family members in



the panel. The variables in the demographic dataset include family specific
demographic variables (e.g., household income, number of children, education of the
household head, geographic location, Internet access) and individual specific
demographic variables (e.g., age, personal income and education).

Though there is no variable directly indicating the role of individual family
members, we can infer a family member’s role according to the demographic
information. For example, if there are two males in the household and their age
difference is higher than twenty and lower than fifly, we assume that the older male is
the father and the younger male is the son. Based on similar rules, we derive the role

of each member in the dataset.

5.1.2 Research Scope

Based on the market situation and the viewing records, we control our research

scope as below.

Target Channels

In Hong Kong, there are four categories of television channels: 1) domestic free
channels, 2) domestic pay channels, 3) non-domestic channels, and 4) other licensable
channels. Among them, domestic free channels are very popular, and the penetration

rate is close to 100% according to the Hong Kong Broadcasting Authority

(www.hkba hk/en/index.html). Compared with domestic free channels, the other three
categories of channels are less pervasive and have less influence. The current license
holders of domestic free channels are Television Broadcasts Ltd. (TVB) and Asia
Television Ltd. (ATV), which together have almost 80% share in television audience

in Hong Kong. We then focus on choices of TVB channel and ATV channel, and
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group the other channel choices together with not-watching-television as “no-watch™.
Thus, in the current research, the household as a whole or individual family members
have only three viewing choices: TVB, ATV, and not watching.

We use the following rules to recode viewing records for each timeslot at
household-level and for individual family members: the viewing choice in a timeslot
is no-watch when the time of watching television is less than 50% of the total time of
the timeslot, otherwise the viewing choice is watching either TVB or ATV. The
viewing choice in a timeslot is TVB when the time of watching TVB is higher than

50% of the time of watching television in the timeslot, otherwise the viewing choice is

ATV.

Time Range

We focus on viewing behaviors during prime-time on weeknights, which is
between 8:00 pm and 10:30 pm from Monday to Friday, for several reasons. Firstly,
television ratings of prime-time programmes usually involve the highest economic
impact (Shachar and Emerson, 2000). Thus it is very important to understand the
prime-time viewing behavior for better television rating prediction. Next, most family
members are least likely to be at work, at school, or outside home during the
prime-time on weeknights (Yang et al., 2010); thus the chances of non-availability are
quite low. Thirdly, programme schedules on TVB and ATV are regular during
prime-time, which means the impact of programme rescheduling can be ignored in the
selected time range.

The descriptive statistics for programme log show that drama programmes
account for 85% of the total timeslots during prime-time. Based on programme

categorization by AC Nielsen, each drama in our data belongs to one of the following
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six categories: “Love” (romantic & love), “Comedy” (comedy), “Action” (action &
kungfu), Cops (cops & detectives & horrors), “History” (history & ancient drama),
and “Professional” (life of professionals). We group other programmes aired during
the selected time range into a single category termed as “Others”. Thus, we have a

total of seven programme types in the analysis. Table 5.1 reports the percentage shares

of timeslots and programmes included in each type.

---Insert Table 5.1 about here---

Household Range

In the panel data, parts of households seldom watch any of the television
programmes; the number of timeslots where there is at least one member watching
television is less than 10% of total timeslots. Such records were, therefore, excluded
from the panel list. Families contaiming three or four members are the most prevalent
and account for up to 66% of all families. We focus our analysis on 140 families with
three or four family members, which have two parents and at least one child. and only
one TV set.' Table 5.2 shows details of composition of the selected families. It shows
that 55 families have two children, of which 14 have two daughters, 17 have two sons,
and 24 have a daughter and a son. The reason of including two children families as
well is to investigate the impact of family structure on family viewing decision

making. As a result, we have 140 fathers, 140 mothers, 96 daughters and 99 sons in

'For households with multiple TV sets, we only observe whether each family member watches a
program at time ¢, but we do not observe which group of family members watched the program
together at time . Nielsen Media Research didn't ¢ollect this information in year 2006.
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the analysis.

---Insert Table 5.2 aboul here---

Table 5.3 reports variables’ definitions and summary statistics of key
demographics about the selected families and individual family members. Family
specific demographic variables include household income, number of children,
average education level of parents, working status of the mother, and Internet access.

Individual specific demographic variables include the person’s age.

---Insert Table 5.3 about here---

5.1.3 Implementation

To summarize, we focus on prime-time on weeknights from January 2006 to
December 2006 and on the two most influential TV channels (TVB and ATV). We
focus on data of 120 families comprising three or four family members. Based on the
research scope, we have made the following modifications on Equation (4.5) before
applying our model on viewing records.

Firstly, the utility for programme type “others” is defined without the component
of “programme inheritance”. In the current research, type “others” includes all
non-drama programmes aired during prime-time on weeknights. Since programme
inheritance isn’t applicable for non-drama programmes, we discard the component of
programme inheritance in utility for programme type “others”. Let P denote

whether the programme aired on timeslot 7 is drama or not; P =1 when the
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programme aired is one of the six types of dramas, otherwise P =0.Let ¢, bethe

baseline utility for programme type “others” on channel k for family member . The
utility for family member » at timeslot f equals to ¢,, plus components of state
dependence and channel inheritance when P =0,

Secondly, we define the initial launch period as the first one week of airing of the
programme. Since we focus on only weeknights prime-time, the initial launch period
is the first five days and, therefore, we control for the effect of programme inheritance
over the preceding five days only. Thus, “& equals to five in Equation (4.5).

To summarize, Equation of {4.5) can be modified as:

Al‘l}k{l) = Fl[Anjktf)]+ FE[Aan(r)]+ FS[An;k{f)]

=[Un)k *D+(§ryk +an;k *-‘-5-65 - )*(I_D)]*P+§;ak *(I“P)

» / * g0 * * * L e
+[lﬁnl Begm kir Iy ( nk(f—l}+2ﬂnk Endku} Cn.tu—l}+lﬁnk Endklr- 1 ( ni(:-l)]
+ [),nk * Pnk]

(5.1)
After sequentially applying the proposed model on sub-dataset for each
household, we get parameter estimates for the household and its family members.
Next, we discuss how the parameter estimates provide us with meaningful managerial

information on household decision structure, individual latent preference, and the

influence of past viewing behavior using a representative family from our analysis.

5.2 A Representative Family

We select household with ID number 10002016 as the representative family. We

first illustrate the basic statistics of viewing records and demographic information.
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521 Basic Statistics

Demographic information

As depicted in Table 5.4, the demographic information shows that household
10002016 is a four member family, comprising father, mother, daughter and son. This
family has a slightly above average monthly income of US$5.,000-$6,000. The father
is 50 years old and the mother is 48 years old. They both have tertiary education and
are working to eamn a living. They have a 15-year-old daughter and a 12-year-old son.

Their hame has Internet access.

---Insert Table 5.4 about here---

Viewing Records

The summary statistics show that there were a total of 3,086 viewing occasions
when at least one member watched television. The remaining 1.414 occasions are
associated with no television watching.

Figure 5.1a plots the distribution of viewing occasions across the three viewing
choices at household level, and -for each family member. We can see that frequency
distributions of the three viewing choices (TVB, ATV, not watching) are 50%, 34%
and 16% at household-level, 36%, 24% and 40% for father, 38%, 32% and 30% for
mother, 36%, 26% and 38% for daughter, and 28%, 18% and 54% for son. Figure
5.1b shows distribution of viewing occasions across the six types of programmes at
household-level and for each family member. The frequency distribution for love,
comedy, action, cops, history and professional is 21%, 11%, 17%, 18%, 12% and 21%,
respectively, at household-level; 14%, 19%, 21%, 16%, 19% and 11% for father, 21%,

21%, 11%, 10%, 17% and 20% for mother, 25%, 19%, 10%, 10%, 17% and 19% for
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daughter, and 13%, 19%, 21%, 25%, 13% and 9% for son. The differences among the
family viewing patterns and individual member’s viewing patterns highlight the need
for analyzing television viewing with a group decision making approach for one TV

set families.

---Ingert Figures 5.1a, Figure 5.1b about here---

522 Parameter Estimates

After applying the model on the sub-dataset for household 10002016, we can get
the parameter estimates, including weighting parameter estimates which indicate the
household decision structure, the initial and baseline utility estimates (which indicate
individual latent preferences), and the dynamics estimates which indicate the effect of
past viewing behavior.

We begin with discussion of weighting parameters’ estimates, which include the

first order weight estimates and the second order weight estimates.

5.2.21 Household Decision Structure

First Order Weights (@, )

As depicted in Table 5.5a, the first order weight estimates are 5.80 for father,
3.20 for mother, 0.24 for daughter, and -2.90 for son. As discussed in Chapter 3, one

family member’s first order weight is associated with other family members’ respect
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towards this family member’s viewing preference, where positive value indicates
well-respected, negative value indicates rejection, and zero value indicates ignora.nc»e..2
We can see that both the father and the mother’s viewing preferences are
well-respected by other family members, while the daughter’s viewinp preference is
somewhat ignored by other family members, and the son’s viewing preference is
normally rejected by other family members.

Furthermore, we can infer the household decision mode by comparing the first
order weights across different family members. Based on arbitrary judgment. we
define that the household decision mode is autocratic when the highest first order
weight is not less than twice the average value of the remaining first order weights:
otherwise the household decision mode is democratic. Under the autocratic mode, the
family member with the highest first order weight is the dictator in the family. We can
see that the family decision mode is democratic and no family member is the dictator

though the father has the highest first order weight.

---Insert Table 5.5a about here---

Second Order Weight (@, )

Table 5.5b shows the second order weights among any two family members,

including 54.56 for father-mother dyad, -0.34 for father-daughter dyad. 9.93 for

? In current analysis, we define the cutoff value for different parameter estimates as =+ 1.00 . That is,

the parameter is significantly positive when its value is no less than 1.00; the parameter is significantly
negative when its value is no higher than —1.00; and the parameter is non-significant when its value
is within the range of +1.00.

72



father-son dyad, 33.21 for mother-daughter dyad, -11.09 for mother-son dyad, and
-15.96 for daughter-son dyad. As discussed in Chapter 3, the second order weight is
associated with the interaction between two family members. A positive value
suggests a coalition relationship between the two family members, a negative value
suggests a collision relationship, and zero value suggests behavioral interdependence.
Based on the cutoff criterion in the current research, dyads of father-mother,
father-son, and mother-daughter have coalition relationship during television viewing,
dyads of father-daughter and daughiter-son have collision relationship, and dyad of
mother-son is behavioral interdependence on each other.

The second order weights also indicate some interesting findings which we
discuss below.

Firstly, we can see that there are strong coalitions for dyads of father-son and
mother-daughter. It is consistent with prior research on gender. in which gender has
been found to be a dominant factor for studying parents-children relationships

| (Russell and Saebel, 1997; West and Zimmerman, 1987). According to the gender
schema theory (Bem, 1985) or gender theory (West and Zimmerman, 1987). males
and females behave differently on average, leading to a strong coalition relationship
for dyads with the same gender.

We can also see that the absolute value for dyads of mother-daughter and
mother-son are higher than dyads of father-daughter and father-son. Since the absolute
value of first order weight indicates the strength of the interaction between the two
family members, this result is consistent with traditional wisdom that normally
mothers spend more time and interact more with children. The collision relationship
of the dyad of mother-son is probably because the mother wants the son to focus on

his homework.
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Finally, the strong collision between the daughter and the son reflects the normal
situation when there 15 more than one child of similar age in a household. Children
with similar age often compete in leisure activities: they usually fight for toys, balls
and the television remote controller. This phenomenon is more salient for the dyad of
daughter-son due to their different gender roles, leading to the strong collision for the

dyad of daughter-son during television viewing.

---Insert Table 5.5b about here---

5222 Individual Latent Preference
1o

Next, we discuss individual family members’ own preferences. As discussed in
Chapter 4, we have two sets of utilitics: initial utility which denotes utilities during the
initial launch (i.e. the first week of launch); and baseline utility which denotes the

“average individual utility after the initial launch (i.e. after the first week).

Baseline Utility (6, )

Table 5.6a lists individual family members' baseline utility estimates for different
drama types aired on different channels. We can infer individual family members’
latent preferences by directly comparigg the baseline utility of different drama types
on different channels.

As shown in Table 5.6a, the top three favorite drama types are comedy on TVB,
action on TVB and history on ATV for father, comedy on TVB, love on TVB and
professional on TVB for mother, love on TVB, professional on TVB and love on ATV

for daughter, and cops on TVB, action on TVB and cops on ATV for son.
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Comparisons among average baseline utility estimates of different channels
indicate that the most favorite drama type is action for father, comedy for mother, love
for daughter and cops for son. The results are consistent with the traditional wisdom
that males (father, son) prefer dramas of masculine characteristics (action, cops), and
females (mother, daughter) prefer dramas of feminine characteristics (love).

Comparisons among average baseline utilities of different channels indicate that
dramas on TVB are more popular than those on ATV across the four family members.
It is probably because of the high production quality of TVB dramas, which are
normally self-produced by TVB and are akin to the real life of Hong Kong people. It
is also consistent with the market situation that TVB is the current market leader in

the Hong Kong television industry.

---Insert Table 5.6a about here---

Utility Diﬁerence { Hyup)

Table 5.6b lists individual family members’ initial utility estimates for different
drama types aired on different channels. By comparing the initial and baseline utility,
we can examine the popularity trend of one type of drama on a channel. Let x,, be
the difference between the baseling utility estimate and the initial utility estimate
respective to programme type j aired on channel & for family member ». That is,

Hop = s =11y (5.2)

Based on the cutoff criterion, positive utility difference indicates increased
popularity of the drama, negative utility difference indicates decreased popularity of

the drama, and insignificant utility difference indicates unchanged popularity of the

drama.

75



Tables 5.6¢ lists individual family members’ utility differences for different
drama types aired on different channels.

We can see that most drama types are with increased popularity except for love
on TVB, cops on ATV and history on ATV for father, action on TVB, love on ATV
and professional on ATV for mother, action on TVB and comedy on ATV for daughter,
and professional on TVB and love on ATV for son.

By comparing average utility differences for different drama types, we can see
that the drama type with the highest increased popularity is action for father, comedy
for mother, cops for daughter, and cops for son.

By comparing average utility differences for different channels, we can see that
popularity of dramas on both TVB and ATV increases for the father, the daughter and

the son. For mother, popularity of dramas on ATV decreases slightly after the first

week,

---Insert Tables 5.6b and 5.6c¢ about here---

5.2.2.3 The Effect of Past Viewing Behavior

We finally discuss dynamics estimates in individual family members’ own
utilities. Tables 5.7a ~ 5.7¢ list effects of past viewing behavior estimates for

household 10002016.

Programme Inheritance (a,, )

As shown in Table 5.7a, programme inheritance is positive for most drama types
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across all family members. This indicates that each family member’s own preference
for one type of television programmes is positively related to viewing behavior
towards the same type of television programmes during the last five times of airing.
For the few situations in which programme inheritance has had a negative effect (i.e.
love on TVB and professional on ATV for father, and history on TVB for daughter),
the reason may be that the particular family member doesn’t like such kind of
programme.

Comparing across different family members, we can see that mother and
daughter have higher programme inheritance than father and son. It is consistent with
prior research that females normally have higher loyalty towards brands or watched
shows. Comparing across different drama programmes, we can see that drama type
love has the highest inheritance. Comparing across different channels, we can see that

TVB dramas have higher programme tnheritance than those on ATV.

---Insert Table 5.7a about here---

State Dependence (B, B, 54 )

We first compare average values of three state dependent coefficients. As shown
in Table 5.7b, we can see that father, mother and daughter’s state dependence vanes
across different states. We can see that there is a lower state dependence when a
family member watches television on the last timeslot and the last timeslot is a
beginning timeslot, compared with when both the last and the current timeslot are
continuing timeslots. This is consistent with the market wisdom that viewers normally
conduct a “trial viewing” and frequently switch between channels during the

beginning stage of a television programme. The results also indicate a higher state
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dependence when family members watch television on the last timeslot and the
current timeslot is an ending timeslot, compared with when both the last and the
current timeslot are continuing timeslots. This demonstrates a normal market situation
where there is a high switching cost when a drama approaches the ending. That is why
some advertisers start to use this phenomenon by placing their advertisements near the
end of a show. Finally, there is no significant state dependence effect when family
members watch television on the last timeslot and the last timeslot is an ending
timeslot, compared with when both the last and the current timeslot are continuing
timeslots.

Again, comparing across different family members, the mother and the daughter
have stronger state dependence than the father and the son for all the three types of
state dependence effects. This indicates a gender effect consistent with that in
programme inhertance. Comparing across different channels, dramas on TVB have

higher state dependence than those on ATV for all the three types of state dependence

effect.

---Insert Table 5.7b about here---

Channel Inheritance (y,, )

Results for the component of channel inheritance are illustrated in Table S.7c¢.
When compared cross different family members, father and mother have higher
channel inheritance that the daughter and the son. In addition, comparing across
channels, channel inheritance is relatively higher on TVB than on ATV. This is
consistent with the market situation that TVB is the market leader in Hong Kong

television industry and attracts more viewers that ATV, especially in weeknights prime
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time,

---Insert Table 5.7¢ about here---

523 Prediction Rates

We use the Jackknife methodology, one of the cross validation methods outlined
by Crask and Perreault (1977), to verify our results. We first give a brief introduction

of the jackknife methodology.

The Jackknife Methodology

Cross validation is commonly used (Green and Tull 1978) for model verification.
Usually, a researcher splits available observations into a training sample and a
validation or hold-out sample. The training sample is used to estimate the parametcrs
of the model. The resulting equations are then used to predict values of dependent
variables for validation of the hold-out sample. Predicted values for the hold-out
sample are compared with actual values in order to examine the predictive ability of
the proposed model.

The Jackknife method is one of the cross-validation methods based on a rotating
hold-out sample. A hold-out sample is usually a small sample since the purpose is to
avoid problems associated with larger samples, i.e. the lack of uniqueness in jackknife
estimates (Wildt et al., 1982).

In the current research, we first deleted data of some weeks with special events
(i.e. Christmas in the week beginning 20 Dec, China New Year in the week beginning

12 Feb, etc.). After that, we conducted a rotated split sample, each containing only one
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week viewing records as the validation or hold-out sample. We first estimated the
parameters with the training sample, and then calculated the channel choices based on

the estimated parameters. By comparing the predicted choices with four sets of

benchmarks, we can verify our model.

Benchmarks

We build four benchmarks to evaluate our prediction accuracy:

The first s basic benchmarks, calculated by only major viewership at
household-level and individual family members; the second set of benchmarks is
time-adjusted benchmarks, calculated by accounting for major viewership in each
timeslot at household-level and for individual family members; the third set of
benchmarks is drama-adjusted benchmarks. calculated by adjusting major viewership
of each type of drama at household-level and for individual family members: and the
fourth set of benchmarks is the prediction rate based on the individual viewing choice

model without accounting for family members’ influences.

Results

The jackknifed prediction rates are shown in Table 5.8a, and the lifts compared
with different benchmarks are shown in Table 5.8b.

In the training sample, at household-level, the average lift is 2.31 compared with
basic benchmarks, 1.93 compared with time-adjusted benchmarks, and 1.84 compared
with drama-adjusted benchmarks. At individual level, the average lift is 2.13
compared with basic benchmarks, 1.87 compared with time-adjusted benchmarks, and
1.88 compared with drama-adjusted benchmarks.

In the validation sample, at household-level, the average lift is 1.81 compared
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with basic benchmarks, 1.59 compared with time-adjusted benchmarks, and 1.52
compared with drama-adjusted benchmarks. At individual level, the average lift is

1.78 compared with basic benchmarks, 1.48 compared with time-adjusted benchmarks,
and 1.56 compared with drama-adjusted benchmarks. It shows that the prediction rate

of our proposed model outperforms the four sets of benchmarks in terms of both

training and validation sample.

-«Insert Tables 5.8a, 5.8b about here---
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CHAPTER 6 EMPIRICAL RESULTS

In this chapter, we examine whether household decision structure, family
influence, and past viewing behavior vary across family members and families, and
whether the heterogeneity can be explained on the basis of demographic
characteristics of families and their members. We first classify the parameter estimates
into categorical data, then conduct a series of stepwise logistic regressions by using
the categorical data as dependent vanables, and using the demographic variables as

independent variables. The results have significant marketing and managerial

implications.

6.1 Demographic Definitions

After sequentially applying the model on sub-datasets of different households,
we obtain parameter estimates for different families, which are consolidated into one
dataset. However, since the parameters are estimated from separate datasets,
quantitative values of the parameters cannot be compared directly across households.
Hence, the formerly quantitative parameter estimates are classified and recoded into
categorical data. To see how demographics can help explain the parameter estimates.
we conduct a series of analyses by regressing the categorical data on the demographic
variables. To begin with, we introduce the demographic variables as below (Table
6.2).

Let INCOME[1] and INCOME[2] denote the household income level.

INCOME[1]=1 when the household monthly income is not less than HK$50,000,



and INCOME[1]=0 when the household monthly income is less than HK$50,000.
INCOME[2]=1 when the household monthly income is not less than HK$20,000
and INCOME[2] =0 when the household monthly income is less than HK$ 20,000.
Let EDU _P be the household education level, where EDU _P =1 when the
household education level is not lower than secondary school/ Yijin, and
EDU P =0 when the household education level is Jower than secondary school/
Yijin.
Let N _C be the number of children in the family, where N _(C =1 when

there are two children in the family,and N _( =0 when there is only one child in

the family.
Let WORK _M be the mother’s working status, where WORK M =1 when
the mother is a working-mom, and WORK _ M =0 when the mother is a housewife.
Let INTERNET be the Internet accessibility in the household, where
INTERNET =1 when there 1s Internet access at home, otherwise INTERNET =0.
Let AGE _F be the age of the father in the household, AGE _M be the age
of the mother in the household, AGE ( be the average age of children in the
household (age of the child if there is only one child), AGE D be the age of the

daughter in the household, and AGE _ S be the age of the son 1n the household.

---Insert Table 6.1 about here---

6.2 Household Decision Structure
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As discussed in Chapter 1, we are interested in the household decision structure

(e.g., what is the household decision mode, who is the dictator, and how are the
interactions among family members), and how does it vary along different families

and family members. We first classify the first order weights and second order

weights estimates into categorical data, and then answer the above questions by

conducting relevant analyses.
6.2.1 Household Decision Mode

a. Classification

We define household decision mode as autocracy if one family member’s first
order weight estimate is not less than two times the average first order weights of
other family members, otherwise the household decision mode is democracy. Under
autocracy, the family member with the highest first order weight is the dictator.

Let DM, denote the decision mode of household H, where DM, =1 when
the family decision mode is democracy (i.e. for all family members o, <2*@,,
n#i),and DM, =0 when the family decision mode is autocracy (i.e. @, 22*a,,
n#i). Let D  denote the decision role of family member n, where D, =1 when
family member » is the dictator (i.e. @, 22*®,, n=i),otherwise D, =0.

Table 6.2a shows that 44% of households are democratic and the rest are
autocratic. Among households who have an autocratic decision mode, father is the
dictator in most households. It shows that 22% of households have father as the

dictator, 16% of households have mother as the dictator, 8% of households have

daughter as the dictator, and 10% of households have son as the dictator.
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—--Insert Table 6.2a about here---

b.  Model Specification

In order to examine how the household decision mode varies along
demographics of the family and family members, we conduct a series of stepwise
binary logistic regressions using DM ,,, D, asdependent variables, and using

demographic variables as independent vanables.

POM, =1y = PP+ B *by + B, byt 4 S, 75,
L+exp(f, + §, * b, + B, *b,+..+ §,*b,)

exp(f, + B,*b, + B, *b,+..+ B, *b)
1+exp(ﬂﬁ +ﬂl *bl +ﬁ2 *b2+"‘+ﬂn *bn)

P(D, =1)=

c.  Results
We summarize the results in Table 6.2b, and highlight the major findings as
below.

e The results of the stepwise logistic regression on DM, show that

EXP(0.53 +0.67 * INCOME[1]+0.26* EDU _P+0.19*N _()

P(DM,, =1) = . .., .
1+ EXP(0.53 +0.67* INCOME[1]+0.26* EDU_P+0.19*N_C)

According to the model, the probability of democracy is positively related to
INCOMET1] (p<.05), education level of parents (p<.01), and the number of children
in the family (p<.05), and negatively related to the parents' education level (p<.05). It
is independent of the rest of variables.

High-income families have higher likelihood of adopting the democratic decision

mode, compared with low-income families. The underlying reason is probably that
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family members in high-income families usually have broader entertainment options,
leading to a higher propensity to adopt a democratic decision mode.

The results also indicate that families with higher educated parents are more
likely to adopt the democratic decision mode.

Finally, the results show that the family decision mode has higher propensity to
be democratic when there are two children in the family. This is likely because when
there are two children in the!family, it is difficult for either to be the dictator.

e The results of the stepwise logistic regression on [}, show that

EXP(0.33-0.16* EDU _P-0.78* AGE _C)
P(D, =1)= P
1+ EXP(0.33-0.16* EDU _P-0.78* AGE _C)

According to theé model, the probability for father to be the dictator is negatively
related to parents' education level (p<.05) and the age of the children in the family
(p<.05), and independent of the rest of variables.

We find that fathers in lower-education families tend to have a lower probability
to be dictators. The results indicate that though adult males normally have dominant
roles iln Asian families, the trend decreases with increased education level of parents.

In addition, the probability for father to be the dictator decreases when the
children grow up. This finding is consistent with the traditional V;dsciom that mothers
spend more time in household chores and taking care of children when the children
are young, leading to a stronger decision power of the father.

¢ The results of the stepwise logistic regression on D, show that

=1) = EXP (0.26 + 0.69 *WORK _ M +0.06* INTERNET )

P(D =
{ 1+ EXP (0.26 + 0.69 *WORK _ M +0.06* INTERNET )

According to the model, the probability for mother to be the dictator is positively

related to the working status of the mother (p<.05) and Internet accessibility (p<.05),

and is independent of other variablies.
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We find that mother has higher propensity to be the dictator when she is a
working-mom. According to the resource theory (Blood and Wolf, 1960} and the
social power theory (French and Raven, 1959), relative income and education level
are personal resources that help individuals gain more power. Current findings are
consistent with this, that is, working-moms normally have more power in household
decision-making, leading to a higher probability to be the dictator.

In addition, the results suggest that mothers have a higher probability to be the
dictator in families with Internet access. This is likely because Internet can serve as an
alternative entertainment for television viewing, and fathers or children are more

easily attracted by it compared with mothers.

o The results of the stepwise logistic regression on D, show that

PD, =1)= EXP(0.17-0.23* N _C—0.45* INTERNET +0.6TAGE _D)
4 1+ EXP(0.17-0.23* N _C—0.45* INTERNET +0.67AGE _D)

According to the model, the probability for daughters to be the dictator is
negatively related to the number of children (p<.05) and Internet accessibility (p<.05),
positixlfely related to the age of the daughters (p<.05), and independent of the rest of
variables.

The negative effect of the number of children in the family is consistent with
former findings. That is, it is difficult for one of the children to be the dictator when
there is more than one child in the family.

The results show that the probability for daughters to be the dictator increases
with increased age of daugh\;prs, which is consistent with the traditional wisdom.

Finally, daughters have higher probability to be the dictator in families with

Internet access than families without. This suggests that Internet is more attractive

than television for young females.
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e The results of the stepwise logistic regression on D, show that

EXP(0.29-0.14* N _C —0.09* INTERNET)
1+ EXP(0.29-0.14* N _C —0.09* INTERNET)

P(D,=1)=

According to the model, the probability for sons be the dictator is negatively
related to the number of children (p<.05) and Intemnet accessibility (p<.05), and

independent of other variables.

The findings are quite similar to those for daughters. That is, the propensity for
sons to be the dictator is lower when there is Internet access in the family, and when

the families comprise more than one child.

---Insert Table 6.2b about here---

6.2.2 Interactions between Family Members

a. Classification
We define interactions as coalition relationship, or collision relationship, or

behavioral independence based on the cut-off value’ Let @, denote the

interactions between any two family members, where ®,,, =1 when the interaction

* We define the cutoff value as & 1.00 . That is, the interactions among family members are coalition
when the respective second order weighting parameter estimates are no less than 1.00, the interactions
among family members are collision when the respective second order weighting parameter estimates
are no more than -1.00, and the family members are independence when the respective second order
weighting parameter estimates are within the range of +1.00 . We follow the same cutoff value for
parameter estimates throughout current research.



between family member # and m is coalition, @,, =2 when the interaction between

family member n and m is collision, and @, , =0 when the interaction between
family member n and m is behavioral independence.

There are decision interactions for eight kinds of dyads; father-mother,
father-daughter, mother-daughter, father-;on, mother-son, daughter-daughter,
daughter-son and son-son. As indicated in Table 6.3a the major interaction pattern is
coalition for dyads of father-mother, mother-daughter, daughter-daughter and son-son.
and it is collision for dyads of mother-son and daughter-son, while 1t is behavioral
independence for dyads of father-daughter and father-son.

Comparison between dyads of the same gender (i.e. father-son, mother-daughter)
and those of different genders (i.e. father-daughter, mother-son) reveals that
interactions between family members of the same gender are more likely to be
coalition compared with those between family members of different genders (p<.01).
This is probably because males and females have different tastes towards television
progrémmes, leading to a strong coalition relationship for dyads with the same gender
(p<.01).

Comparison between dyads containing father (i.e. father-daughter, father-son)
and those containing mother (i.e. mother-daughter, mother-son) reveals that
mother-child interactions are higher than the father-child interactions (p<.05). This is
consistent with the impression that mothers spend more time with children, leading to

stronger behavioral interactions of mother-child dyads than father-child dyads.

---Insert Table 6.3a about here---

b.  Model Specification
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In order to examine how interactions among family members vary along
demographics of the family and family members, we conduct a series of stepwise
binary logistic regressions using @,, as dependent vanables, and using demographic

variables as independent variables.

P(G) — 1) - exp(ﬁﬂ +ﬁl *bl +)82 *b2+"°+ﬁn *bn)
™ 1+exp(B, + 8, *b + B, *b,+...+ B,*b,)

Plo. =2)= exp(f, + B, *b, + B, b, +...+ B,*b,)
™ 1+exp(B, + B, *b, + B, *b,+...+ B_*b )
¢. Results

We then focus on how interactions of the six kinds of dyads (i.e. father-mother,
father-daughter, father-son, mother-daughter, mc_)thcr-son, and child-child)4 vary

along demographics of families and family members. We conduct a series of
multinomial logistic regressions using «,,, as dependent variable, and using
demographics as independent variables.

e  The results of the logistic regression on @, show that

EXP(0.44+0.53* INCOME[1]+0.36* AGE _C)

Pw, =1)= - .
1+ EXP(0.44 + 0.53* INCOME[1]+0.36* AGE _C)

According to the model, the probability for interaction of father and mother to be
positive is positively related to INCOME[1] (p<.01) and the age of the children
(p<.01), and is independent of the rest of variables.

The interaction between father and mother has higher propensity to be coalition

* 1deally, if there were more data available, one could estimate the mode! to separately account for
daughter-son, daughter-danghter, son-son, father-daughter, father-son, mother-dauvghter, and mother-son.
However, if we do $o0, we would significantly lose the statistical power due to a limited number of
families we have for each type of family.
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for high-income families than for low-income families.
In addition, their interaction tends to be coalition when the children in the family

grow up. This is likely because parents are released from housekeeping and taking

care of children when the children grow up.

Plo, =2)- LXPO25+025* N _C-041* AGE_C)
i 1+ EXP(0.25+0.25* N _C-0.41* AGE _C)

According to the model, the probability for interaction of father and mother to be
collision is positively related to the number of children (p<.05), negatively related to
the age of children (p<.01), and independent of the resi of variables.

The interaction between father and mother has higher propensity to be collision
when there are more children in the family, and when the children are young. This is
consistent with previous findings that at least one parent needs to take care of the
children when the children are young or when there are more than one children in the
family, leading to the higher probability for father-mother interaction to be collision.

o  The results of the logistic regression on @, show that

Plo. =1)= EXP(0.25+0.13*EDU _P-022*N _(C-027*AGE _D)
- 1+ EXP(0.25+0.13* EDU _ P-0.22*N _C-0.27* AGE _D)

According to the model, the probability for the interaction of father and daughter
to be coalition is positively related to parents' education level (p<.01), negatively
related to the number of children (p<.05) and age of daughter (p<.05), and
independent of the rest of variables.

In other words, their interaction is more likely to be coalition for families with
high education than low education, and less likely to be coalition for families having
more than one child. The interaction between father and daughter is more likely to be

coalition when the daughter grows up, which is consistent with the impression in real

life.
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EXP(0.37+0.46* INCOME[2]+0.05* AGE _F)
1+ EXP(0.37 + 0.46* INCOME[2]+0.05* AGE _F)

Plw,=2)=

According to the model, the probability for interaction of father and daughter to
be collision is positively related to INCOME[2] (p<.05) and the age of the father
(p<.05), and independent of the rest of variables.

The results show that the probability for the interaction between father and
daughter to be collision is lower for families with medium income than those with low
income, and is higher when the father grows older.

o  The results of the logistic regression on ¥, show that

Plo, =1)= EXP(0.33-0.14*N _C-0.20*INTERNET )
# 1+ EXP(0.33-0.14*N _C—-020* INTERNET)

According to the model, the probability for interaction of father and son to be
coalition is negatively related to the number of children (p<.05) and Internet
accessibility (p<.01), and independent of the rest of variables.

It shows that the interaction of father and son is less likely to be coalition when
therle 1s more than one child in the family, and when there is Internet access in the
family. This result echoes the recent debate in the media on whether Internet reduces

interactions among family members to some extent.

Pl =2) = _EXP(0.12+0.27* INCOME[2] - 0.08* EDU _P)
#7777 14+ EXP(0.12 +0.27* INCOME[2] - 0.08* EDU _P)

According to the model, the probability for interaction of father and son to be
collision is positively related to INCOME[2] (p<.05), negatively related to parents'
education level (p<.05), and independent of the rest of variables.

In other words, the interaction between father and son is more likely to be
collision for medium-income families than low-education families. This is likely

because fathers from low education and low income families care for the son’s studies
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more and give less freedom to the son for television viewing, leading to higher
propensity for the interaction of father and son to be collision. The interaction is less
likely to be collision for high-education families than low-education ones.

o The results of the logistic regression on @,, show that

EXP(0.17-0.11*WORK _M —0.12* INTERNET)

P(w,, =)=
L+ EXP(0.17-0.11* WORK _ M —0.12* INTERNET )

According to the model, the probability for the interaction of mother and
daughter to be coalition is negatively related to the work status of mother (p<.01) and
Internet accessibility (p<.05), and independent of the rest of vanables.

The interaction of mother and daughter is less likely to be coalition when the
mother is a working-mom compared with when the mother is a housewife, which is
likely because a working-mom is generally busier than a housewife.

_ EXP(0.66 +0.25* INCOMET1]}
1+ EXP(0.66+0.25* INCOMET1])

Plo,, =2)

According to the model, the probability for the interaction of mother and
daughtér to be collision is positively related to income (p<.05), and independent of the
rest of variables.

The interaction of mother and daughter is more likely to be collision for
medium-income families than low-income ones. Similar to interaction of father and
son, this result is likely because mothers in low-income families care more the
daughter’s studies and allow less freedom for the daughter to watch television, leading
to the higher propensity for interaction of mother and daughter to be collision.

¢ The results of the logistic regression on @,, show that

Plo. =1)= EXP(0.39-026*N _C—-038*WORK M —0.09* AGE _5)
m 1+ EXP(0.39-0.26* N _C—~0.38*WORK _M —0.09* AGE _S)
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According to the model, the probability for interaction of mother and son to be
coalition is negatively felated to the number of children (p<.05) in the family, working
status of mother (p<.01), and age of the son (p<.05), and independent of the rest of
variables.

The results reveal that interaction between mother and son is less likely to be
coalition when the mother is a working-mom than when the mother is a housewife.
This is consistent with the impression that working-moms normally spend less time
with children.

It also shows that the interaction is less likely to be coalition when there arec more

children in the family, and when the son grows up.

Pl =2~ EXPO.61-022* EDU_P+0.29* AGE_M +0.16* AGE _S) _
" 1+ EXP(0.61-0.22* EDU _P+0.29* AGE _M +0.16* AGE _S)

According to the model, the probability for interaction of mother and son to be
collision is positively related to age of the mother (p<.05), and age of the son (p<.05),
negatively related to parents' educationglevel (p<.01), and independent of the rest of
variables.

The results also show that interaction between mother and son is more likely to
be collision when the mother and the son grow older. The interaction also tends to be
collision in families with higher-education level.

e The results of the logistic regression on @_ show that

EXP(0.48+035*N _C)
Plw,=1)=
1+ EXP(0.48+0.35*N _C)

According to the model, the probability for interaction of two children to be
coalition is positively related to the number of children (p<.01), and independent of

the rest of variables.
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The results reveal that interaction between children is more likely to be coalition

with increased age of children.

P(a) ~2)= EXP(0.29-0.10* INTERNET )
“ 1+ EXP(0.29-0.10*% INTERNET )

According to the model, the probability for interaction of two children to be
collision is negatively related to Internet accessibility (p<.01), and independent of the
rest of variables.

The interaction between children is less likely to be collision when the family has
Internet access. It suggests that the Internet is an alternative entertainment for family

members, leading to decreased competition for television among children.

---Insert Table 6.3b about here---

6.3 Individual Latent Preferences

Next, we discuss what determines an individual family member’s own preference.
As discussed in Chapter 1, we are interested in different aspects of individual latent
preferences. For example, how individual family members’ preferences vary across
different types of dramas and channels? Can the heterogeneity be explained on the
basis of demographic characteristics of families and family members? We classify
individual baseline utility and initial utility estimates, and then answer the above

questions by conducting relevant analyses.

6.3.1 Favorite Drama Type (FD,, )
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a.  Classification

We first define the favorite drama types on each channel for each family member.

Let FD,, indicate the favourability of different drama types, where

FD,, =1(j=1,.,6) when the baseline utility of drama type j on channel & for

family member » is the top-2 drama types among various baseline utilities of different

drama types on channel k, otherwise FD,_, =0.

Table 6.4a rcgorts the descriptive statistics for FD,, . Overall, drama types of

“love™ and “professional” are the most favorite drama types on TVB, and drama types
of “history” and “comedy” are the most favorite drama types on ATV.

On TVB, drama types that are the top-2 with the highest frequency are comedy
and action for father, love and comedy for mother, love and professional for daughter,
and action and cops for son. On ATV, drama types that are the top-2 with the highest
frequency are cops and history for father, love and comedy for mother, love and action
for daughter, and action and cops for son. We can see that there are sharp distinctions
betweefl “things” that are masculine or feminine. As expected, both father and son like
“action” more, and both mother and daughter like “love” more. These results reveal a

great deal of apparent validity.
---Insert Tables 6.4a about here---
b. Model Specification

In order to examine how interactions among family members vary along

demographics of the family and its members, we conduct a series of stepwise binary

logistic regressions using FD,, as dependent variables, and using demographic
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variables as independent variables.

* * ">
P(FD,, =1)= exp(f, + A, i; + 5 312*---*“13,, b,)
1+exp(B, + 5,%b, + B, *b,+..+ ,*%b.)

¢c. Results

In order to examine how latent preferences vary along different demographics,

we conduct a series of binary logistic regressions using FD,, as dependent variables,

mk
and demographic variables as independent variables. The results for FD,, are listed

in Table 6.4b; some interesting findings are highlighted herein below:

e Results of the logistic regressionon FD_, (k =TVB) show that:

For older fathers and those having more than one child, “comedy” has higher
probability to be the top-2 drama type. “Cops”™ has low probability to be the top-2
drama type for fathers in high-income families, and “history” has high probability to
be the top-2 drama type for fathers in high-education families.

For mother, “love” and “action” have higher probability to be the top-2 drama
types when the children grow up. “Comedy” has higher probability to be the top-2
drama type for mothers in high-income families, and families with mofe than one
child. “History” has higher probability to be the top-2 drama type for older mothers,
and “professional” has higher probability to be the top-2 drama type for
working-moms.

For daughter, “action” and “professional” have higher probability to be the top-2
drama types when she grows up. “Love™ has lower propensity to be the top-2 drama
type for daughters in families with Internet access. “Cops™ has lower propensity to be
the top-2 drama type for daughters in high-income families.

For son, “comedy” and “history™ have lower probability to be the top-2 drama

97



types when the family has Internet access. “Love” and “comedy” have lower
probability to be the top-2 drama types for son when he grows up. “Action” and
“cops” have lower probability to be the top-2 drama types for sons in high-income
and high-education families.

e The results of the logistic regression on FD,, (k= ATV) show that:

For favourability towards dramas on ATV, we find some similarity as well as
differences in the impact of demographics compared to dramas on TVB.

Overall, as the number of children increases, we find an increased probability for
"comedy" to be the top-2 drama type for father, mother and daughter. This is likely
because "comedy" is the drama lype normally watched by the household as a whole. It
will have high popularity among bigger families (i.e. families with more children).

Both fathers and mothers tend to have a higher propensity to like “history” most

in high-education families than in low-education ones.

---Insert Table 6.4b about here---

6.3.2 Favorite Channel (FC )

a. Classification
We now define the favorite channel for each family'rnember. Let FC, be
family member n’s favorite channel, where FC, =1 when family member #’s

average baseline utility for TVB dramas is not less than that for ATV dramas (i.e.

S, rvmy 2 Opiarvy ) Otherwise FC, =0.

Table 6.5a reports the frequency distribution for favorite channel classification.
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Overall, it indicates that TVB has higher propensity to be preferred than ATV across
different family members. This is consistent with the market situation that TVB has a
higher market share in weekday primetime than ATV due to its high quality dramas.
As discussed in Chapter 5, while most dramas aired on TVB are self-produced by
TVB, dramas aired on ATV are normally outsourced from foreign countries. Binary
logistic regression further reveals that children have higher probability to prefer TVB
than parents (p<.05). This is likely because dramas aired on ATV are normally
produced in earlier years and are more attractive to older people, leading to higher

propensity on part of parents to watch ATV,

---Insert Table 6.5a about here---

b.  Model Specification
In order to examine how interactions vary along demographics, we conducted a
series of binary logistic regressions using FC, as dependent variables, and

demographics as independent variables.

* * N
P(FC, =1)=- X0+ By b + B, by 4.+ B, *b,)
1+exp(fy + By * b + B, *by +...+ f,*b,)

¢. Results

Table 6.5b summarizes the results, and some interesting findings are highlighted

herein below:

e Resuits of the logistic regression on FC, show that:

The probability for TVB to be the favorite channel decreases for older fathers

- and older mothers.

For mother, the probability for TVB to be the favorite channel is lower for
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families with more children, for older mothers, and for working-moms (than
housewives). This is likely because housewives have more leisure time than

working-moms, leading to less selectivity for drama quality.

For daughter, the probability for TVB to be the favonte channel is lower in

higher income families.

For son, the probability for TVB to be the favorite channel decreases when he
grows up. In addition, the probability is lower for sons in families having Internet
access. These results are likely because television viewing is a less attractive

entertainment activity when the son grows up and when there is Internet access at

home, leading to less selectivity for drama quality.

---Insert Table 6.5b about here---

6.3.3  Popularity Trend (T, )

a. Classification
We define the popularity trend by comparing baseline utility and initial utility

estimates. Let 7,, be the popularity trend, where 7, =1(j =1,...,6) when the
baseline utility is not less than initial utility in respect of drama type jon channel £ for
family member n (i.e. 6, 217,),otherwise 7,, =0 (ie. 5, <77,).
b.  Results

Table 6.6 summarizes the popularity trend classification.

Next we conduct a series of binary logistic regressions using 7, as dependent

variables, and drama type as independent variable. The results reveal that
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"professional”, “love”, and “cops” have higher probability to have increasing
popularity trend, and “comedy”, “history”, “action” and "comedy" have lower

probability to have decreasing pupularity trend.

The binary logistic regression using 7, as dependent vaniable and the channel
as independent variable reveals that dramas on TVB have higher probability to have
increasing popularity trend than those on ATV (p<.05).

Last, we conduct binary logistic regression using 7,, as dependent variable, and

the gender as independent variable. The results reveal that the probability for having
increasing popularity trend is higher for females (i.e. mother and daughter) than males

(i.e. father and son). This is consistent with the gender effect mentioned in Chapter 5.

---Insert Table 6.6 about here---

6.4 The Influence of Past Viewing History

As discussed in Chapter 1, we are interested in the dynamic change pattern; for
example, influence of past viewing behavior on different family members, and
variation in effects across families, and whether the heterogeneity can be explained on
the basis of demographic characteristics of families and family members. After
defining classification based on dynamic estimates, we answer the above questions by

conducting relevant analyses of the classification.

6.4.1 Programme Inheritance (PI,, )
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a. Classification

We define programme inheritance as positive, zero or negative based on
parameter estimates (@, ). Let PI,, be the programme inheritance for drama type j
on channel & for family member n, where P/ , =1 when programme inheritance is
positive, otherwise PI,, =0.

As indicated in Table 6.7a, programme inheritance has positive effect on later

viewing intentions in most situations.
We first conduct binary logistic regression using PJ,, as dependent variables,

and the channel as independent variable. The result indicates that dramas on TVB

have higher probability to have positive programme inheritance than those on ATV

(p<.05).
We next conduct a series of binary logistic regressions using P/, as dependent

variables, and drama type as independent variable. The results reveal that
"professional”, “love” and “cops™ have higher probability to have positive programme
inheritance, and “comedy”, “history™, “action” and "comedy" have less probability to

have positive programme inheritance.
Last, we conduct binary logistic regression using P/,, as dependent variables,

and the member role as independent variable. The results reveal that the probability of

having positive programme inheritance i3 higher for mother and daughter than for

father and son.

---Insert Table 6.7a about here---

b.  Model Specification
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In order to examine how programme inheritance varies along demographic

information, we conducted a series of multinomial logistic regressions using P/, as

dependent variables, and demographic variables as independent variables.

PPl , =)= exp(By + B * b+ B, *b,+..+ B, *b,)
wk 1+exp(fB, + B, % by + B, *b,+...+ B, *b)

¢, Results
Table 6.7b reveals how individuals’ programme inheritance varies across
demographics; major findings are:

e Results of the logistic regressionon Pf,, (k=TVB):

For father, programme inheritance on TVB has lower propensity to be positive in
case of high-income family than in low-income family. This is probably because
people with high incomes normally have less leisure time leading to lower programme
inheritance. Also, programme inheritance has lower propensity to be positive for
fathers in families with Internet-access. This is consistent with market norms that
Internet access provides an alternative entertainment besides television, leading to
lower programme inheritance.

For mother, programme inheritance on TVB has lower propensity to be positive
in case of two-child families than one-child families.

For daughter, programme inheritance on TVB has lower probability to be positive
in case of high education families than low edl-ication families.

For son, programme inheritance on TVB has lower probability to be positive in
case of families with Internet access than families without Internet.

» Results of the logistic regression on PI_, (k=ATV):

Programme inheritance towards dramas on ATV has similarity as well as

differences in terms of impact of demographics compared to dramas on TVB.
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For father, programme inheritance on ATV has lower propensity to be positive for
high income families than low income families. Also, programme inheritance has
higher propensity to be positive for older fathers, and when the mother is a housewife.

For mother, programme inheritance on ATV has lower propensity to be positive in
case of working-moms, and mothers in two-child families compared with one-child
families and mothers in families with younger children. This is consistent with the
traditional wisdom that mothers normally have less leisure time when they are
working moms, and when the children are young, leading to lower programme
inheritance.

For daughter, programme inheritance on ATV has lower probability to be positive
in case of high and medium income families than low-income families. Programme
inher:iia.nce has lower probability to be positive for daughters in families with Internet
access than in families without Internet access.

Similar to daughter, programme inheritance on ATV has lower probability to be
positive for sons in families with Internet access than families without Int?met. In
addition, the probability decreases when the son grows up, and when the family has

high income compared with families having medium income.

---Insert Table 6.7b about here---

6.4.2 State Dependence (SD,,, ,SD,. ,,8D, )

a. Classification
Based on state dependence estimates, we define classification to indicate family

members’ state dependence. Let | SD,, be the state dependence when family member
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n watches channel k at the last timeslot, and the last timeslot is the beginning timeslot,

where ,SD_, =1 when the state dependence coefficient is positive respective to

channel & and family member n, otherwise | SD,, =0.Let ,SD, be the state
dependence when family member n waiches channel £ at the last timeslot, and the
current timeslot is the ending timeslot, where ,SD,, =1 when the state dependence
coefficient is positive respective to channel &k and family member n, otherwise

,8D,, =0.Let ;SD, be the state dependence when family member » watches
channel k at the last timeslot, and the last timeslot is the ending timeslot, where

,SD . =1 when the state dependence coefficient is positive respective to channel &
and family member n, otherwise ,SD, =0.

Table 6.8a shows descriptive statistics of state dependence classification.

Compared across the three types of state dependence, the second state
dependence has the highest probability to be positive, while the third state dependence
has the lowest probability to be positive.

State dependence has higher propensity to be positive on TVB than on ATV
across all the three types (of state dependence).

Comparing across different family members, we can see that the first state
dependence has the highest probability to be positive for father, and has the lowest
probability to be positive for daughter. The second state dependence has the highest
probability to be positive for son, and the lowest probability to be positive for mother.
The third state dependence has the hl ghest probability to be positive for mother, and

the lowest probability to be positive for father.
---Insert Table 6.8a about here---
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b.  Model Specification
In order to examine how programme inheritance varies along demographic
information, we conducted a series of multinomial logistic regressions using

(,SD,, .,SD, ,,SD, ) as dependent variables, and demographic vanables as

independent variables. In each multinomial logistic regression, we use behavioral

independence as the benchmark condition.

* * *
P(,SD,, =1)= exp(fB, + B, *b, + B, *b,+..+ B, *b}
l+exp(B, + B,*b, + B, *b,+..+ 5, *b,)

* * *
P(,SD,, =1)= exp(B, + B,*b, + B, *b,+...+ B, *b,)
1+exp(ﬁn+ﬁl*bl+ﬂ2 *b2+“'+ﬂn*bn)

* »* *
P(SD., =1)= exp(f, + B, *b, + B, *b,+...+ B, *b.)
1+exp(B, + B, %b, + B, *b,+...+ 5, *b,)

¢.  Results
Table 6.8b reveals many interesting findings on how individuals’ programme

inheritance varies across families and individuals.
e Results of logistic regression on ,SD,, show that:

The first state dependence has lower propensity to be positive for fathers in
high-income families than in low-income families. This is probably because people
with high incomes normally have less leisure time leading to higher switching
propensity at the beginning of each programme.

The first state dependence has higher propensity to be positive for mothers in
families with older children.

The first state dependence has lower propensity to be positive for sons in

Internet-access families.
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e Results of logistic regressionon ,SD,, show that:

The second state dependence has higher propensity to be positive for fathers in
families with older children, and older fathers.

Also, the second state dependence has higher propensity to be positive for older
mothers and has lower propensity to be positive for working moms.

The second state dependence has lower propensity to be positive for sons in
medium-income families than low-income families.

» Results of logistic regression on ;SD,, show that:

The third state dependence has lower propensity to be positive for fathers in
high-income families than low income families, and has higher propensity to be
positive for older fathers.

The third state dependence has lower propensity to be positive for working moms,
and for mothers in high education families than low education families. It is probably
because mothers in high education families are more involved in entertainment
acﬁvities (e.g., reading, playing with children) other than watching television. At last,
the third state dependence has higher propensity to be positive for mothers in families
with older children.

The third state dependence has lower propensity to be positive for daughters in
high education families than low education families, and for daughters in families

with Internet access.

---Insert Table 6.8b about here---

(643 Channel Inheritance (CI ;)
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a. Classification
Based on programme inheritance estimates, we define classification to indicate

family members’ channel inheritance. Let C/,, be the channel inhentance respective
to channel & for family member n, where C/, =1 when channel inheritance is
positive, otherwise CIf, =0.

Table 6.9a shows that channel inheritance has higher propensity to be positive for
TVB than for ATV. Comparisons across different family members reveal that channel
inheritance has the highest probability to be positive for father, and has the lowest

probability to be positive for son.

---Insert Table 6.9a about here---

b.  Model Specification
In order to examine how channel inheritance varies along demographics, we
conducted a series of binary logistic regression using C/_, as dependent variables,

and demographic variables as independent variables.

PCI =1)= exp(f, + B, *b + B, *b,+...+ B,%b,)
" 1+exp(B, + B, *b, + B, *b,+...+ B, *b,)

¢. Results

Table 6.9b reveals the major findings on how individuals’ programme inheritance

varies across families and individuals.

o Results of the logistic regressionon C/,, show that

Channe! inheritance has lower propensity to be positive for older fathers and
mothers. This is probably because older fathers and mothers normally have more

leisure time, leading to higher channel inheritance.
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Channel inheritance has lower propensity to be positive for working moms than
housewives. This is likely because working moms have more [less?] leisure time,
leading to lower channel inheritance.

Channel inheritance has lower propensity to be positive for sons in families with

Internet access.

---Insert Table 6.9b about here---

6.5 Key Findings Summary

The integrated results have important marketing and managerial implications.
Specificaily, the results indicate the main influencing factors for the household
decision structure, individual latent preferences, and influence of past viewing
~ behavior. Since influence factors are demographic variables, managers can better
predict future viewing behavior based on individual and household-level demographic
information, and can have greater understanding of decision structures among
different households.

Here we highlight our findings in terms of household decision structure,
individual latent preferences, and influence of past viewing behavior.

Overall, there exists a dictator for television viewing decisions at weekday
primetime in majority of families, though the propensity decreases for families with
higher income levels, higher education levels, or more children. Among households
with autocratic decision mode, father is the dictator in most cases. This indicates that

adult males normally have dominant role in Hong Kong society, though this trend
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decreases as education level goes up and children grow up. Consistent with the
resource theory (Blood and Wolf, 1960) or the social power theory (French and Raven,
1959), we found that working status of the mother has significant impact on mother’s
dictatorship; a working mom has higher propensity to be the dictator. The results
reveal that Internet accessibility has different impacts on family members’ dictatorship.
Mothers have higher propensity to be the dictator in families with Internet access,
while children have lower propensity to be dictators in families with Internet access.
These results indicate that Internet has high propensity to be a substitute entertainment
activity to television viewing for younger generation than for the older generation.

The propensity for sons to be dictators is lower when there is Internet access in the
family and when the family has more than one child.

We also found interesting patterns of interactions among family members. Overall,
consistent with the gender schema theory (Bem, 1985) or gender theory (West and
Zimmerman, 1987), dyads of the same gender have higher propensity to have
coalition than dyad‘s of different genders. Also interactions of mother-children dyads
aré stronger than those of father-children dyads, which is consistent with the
traditional wisdom that mothers normally spend more time with children. One
interesting finding of stepwise logistic regressions is that when children grow up,
father-mother interaction has higher propensity to be coalition, while father-children
and mother-children interactions have lower propensity to be coalition or higher
propensity to be collision. This reflects one of the current social phenomena that
parent-child relationships are less close than before after children grow up. In addition,
we found that the popularity of Internet is accelerating this trend, with decreased
propensity for. parent-child relationship to be coalition in families with Internet access.

Also, parents-children interactions vary along households with different income levels,
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with propensity for parents-children interactions to be collision being lower in
families with medium income than low income. This is consistent with the traditional
wisdom that middle-class families put more emphasis on children’s education
compared with high and lower-class families. Finally, consistent with the normal
impression, working moms spend less time with children than housewives, leading o
lower propensity for mother-child relationship to be coalition.

In terms of individual latent preferences, overall, dramas on TVB are much more
popular than those on ATV. While “love” and “professional” are the most favorite
drama types on TVB, “history” and “comedy” are the most favorite drama types on
ATV. Stepwise logistic regressions further reveal that individual latent preferences
across different drama types, family members and channels can be explained with
demographic variables. For example, fathers in high income families have lower
| propensities to like “cops” most on TVB than those in low income families; working
moms have higher propensities to like “professional” most on TVB than housewives;
daughters have higher propensities to like “professional” and “action” most when they
grow ub, while sons have higher propensities to like “comedy” and *‘history” when
they grow up.

Finally, we found different patterns for programme inheritance, state
dependencies, and channel inheritance across different family members and families.
Overall programme inheritance has lower propensity to be positive for family
members in high income and high education families. Working moms have lower
programme inheritance than housewives, and Internet accessibility leads to lower
programme inheritance for fathers, while it leadé to higher prograinme inheritance for
children. Across the three types of state dependence, the second state dependence has

the highest probability to be positive and the third state dependence the lowest.
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Stepwise logistic regressions further reveal some interesting findings. For example,
fathers in high income families have higher switching intentions, leading to lower
propensity for the first and third state dependence to be positive. Working moms have
higher switching intentions, leading to lower propensity for the second and third state
dependence 1o be positive. And children in families with Internet access have higher
switching propensity. Similarly, ghanne! inheritance is higher for TVB than for ATV,
with the highest probability to be positive for father and the lowest for mother.
Stepwise logistic regressions reveal that the propensity for channel inheritance to be
positive is higher for older fathers and mothers.

The above results make theoretical and managerial contributions in many
different aspects:

First, the results can help managers understand the household decision structure
and television viewing behaviors. For example, whether there exists a dictator
indicates whether the household decision structure is democratic or autocratic, and
who would be the dictator‘ if the household decision structure is autocratic. This can
help a company better understand potential target consumers. Interactions among
household members can also provide insights into the household decision structure.
By separating the latent preference from the final response, managers can have better
understanding of target consumers. The influence of past viewing behaviors can
provide insights into repeat viewing patterns among audiences and help managers
evaluate advertising effectiveness. Secondly, the current research also illustrates
theories proposed in previous research with real data. For example, the current
research found significant gender effect along household members’ interactions and
latent preferences towards different programme types. To the best of our knowledge,

the current research is the first to use real data to demonstrate the gender effect along
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different dimensions. Finally, the results also tap several hot topics in the society. For
example, how mother’s working status influences family members’ viewing behavior,
how the Internet influences our daily entertainment activities, and how family

members’ relationships with each other vary with different income and education

levels.
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CHAPTER 7 GENERAL CONCLUSIONS

In this section, we discuss how our proposed model and empirical findings are
relevant to marketing academicians and practitioners. Firstly, we propose an
integrated television viewing choice model which can achieve high prediction
accuracy and provide behavioral explanations for the household decision process. We
also contribute to the literature of group decision making by proposing a three-stage
group decision making framework which is applicable to other marketing situations
(e.g., group purchase, group decision). We highlight these contributions by comparing
with Yang et al. (2006, 2010). Lastly, limitations and future research directions are

discussed.
7.1 Summary

As stated in Chapter 1, the main objectives of the current research are 1) building
an integrated television viewing choice model to achieve high prediction accuracy by
incorporating four important factors (programme type, channel effect, family
influence, and effect of past viewing behaviors) together; 2) explaining the decision
making process for household television viewing.

According to our results described in Chapter 5 and 6, the dynamic model
outperforms four sets of benchmarks including current industry practices and the
traditional individual-level model, Hence practitioners can use the proposed model for
more accurate television rating predictions, which are very important for advertising
planning, programme scheduling, etc. In addition, comparison of the proposed model

with the traditional individual-level model suggests that models that do not consider
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family influence lead to biased parameter estimation and lower prediction accuracy.
Beyond the high prediction power, the proposed model also achieves high .

explanatory power towards the household decision making&eccss. The model’s
estimates provide indications about the household decision structure, individual latent
preferences, and the effect of past viewing behavior. For the household decision
structure, model estimates can help understand the household decision mode, the
dictator (if any) in the family, and interactions among family members. For example,
we found that though the decision structure has substantial heterogeneity across
families, and most family decision modes are democratic, among autocratic families,
the father normally is the dictator. For individual latent preferences, model estimates
provide information on individuals’ intrinsic utilities, and how they vary across
different programme types and channels. For instance, we found that preferences for
TVB dramas are normally higher than for ATV dramas. In respect of past viewing
behavior, we can answer questions such as how does it impact later viewing choices
when the viewer watches previous timeslots. The empirical results show that the

| effect of past viewing behavior varies across different family members, and normally
the effect on females is higher than that on males. Figure 7.1 illustrates the factors

incorporated in the current research.

---Insert Figure 7.1 about here---

7.2 Theoretical and Managerial Contributions
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Our research mainly contributes to two streams of research: literature on

television viewing choice modeling, and that on group decision making.

7.2.1 Contributions to Television Viewing Choice Modeling Literature

This research adds to the growiﬁ&body of knowledge on television viewing
choice. First, using the group decision making approach, we fill the gap in prior
research by incorporating the family influence. Secondly, we separate individual
latent preferences from the final behavior responses. Last, we integrate the three
components of past viewing behavior, which is a first in this area. Next, we discuss

each of the three contributions in greater detail.

Incorporating Family Influence via Group Decision Making Approach

Though television viewing is a family activity in most situations, prior literature
has normally examined television viewing choice without considering the family
influence except for the recent research by Yang and her colleagues (2006, 2010).
Yang et al. (2006, 20-10) examined household television viewing choice with
appfoachcs of either preference or behavioral interdependence. The current research is
different as it uses a group decision making approach to model family influence. We
show that this difference provides higher explanatory power about the decision
process among family members. That is, the current research indicates not only the
final solution of a conflict, but also the process of solving the conflict.

Actually, many researchers (Qualls, 1988, Arora and Allenby, 1999, etc.) have
suggested the importance of process orientation in examining family decision making.

Measures of the decision process, which tap a very different aspect of decision
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making than measures of the decision outcome, can provide many marketing
implications. For example, the marketing communication plan would be more
effective when it is delivered to decision makers rather than to others in the group.
Hence knowledge of influence patterns among household members and the decision

process are very important for design of marketing communication plans.

Separating Individual Latent Preference from Final Behavior Response

Another important feature of our model is that it allows separation of a family
member’s initial preference from the final response during television viewing. Since
the latent preference is unobserved in secondary data of people meter, it is difficult to
separate true product-related preferences from those relating to family maintenance
needs (Davis, 1976). May be this is the reason why a viewer’s final response is
regarded as individual preference in most television viewing literature. In the current
research, the proposed model allows inference of a viewers’ latent preference from the
~ observed final response, and the results show that the latent preference and the final
response are two distinct decisions made in different decision stages. Thus, this
approach provides a new angle to analyze people meter data for future research.

Understanding latent preferences has important marketing implications which
can help television channels design targeting strategies and identify target consumers.
In addition, separation of individual initial preference and the final response is also
consistent with the established marketing theory that preferences or intentions don’t

definitely result in behaviors (Hoch and Loewenstein, 1991; Rook and Fisher, 1995).

Integrating Three Components of the Effect of Past Viewing Behavior

Lastly, we integrate three components of the effect of past viewing history. The
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three components are programme inheritance, state dependence and channel
inheritance. To the best of our knowledge, the integrated approach has never been
proposed in previous literature. Our findings suggest that the three components of past
viewing behavior can provide many indications of farnily members’ viewing choices
along the temporal dimension. In addition, the three components vary across different
demographic groups. For example, the current research finds that members in
high-income families have higher state dependence than those in medium-income and
low-income families.

A very important marketing implication of understanding the effect of past
viewing behavior is designing effective marketing communication plans. To judge
whether the advertising message has been effectively delivered to target consumers,
we need to examine not only the ratings of the message (i.e. the number of times the
message has been delivered to consumers), but also the reach rate (i.e. the number of
consumers who have received this message). For example, an advertisement in a high
rating programme may be watched by a limited number of consumers when there is
high repeat viewing behavior among the consumers. While marketers of established
brands normally want the advertising message to be waiched by their target
consumers with high frequency, marketers of new brands probability expect the
message to be delivered to more consumers. Hence advertisers need to smartly define
their communication strategy according to the past viewing behavior of potential

VIEWers.

7.2.2 Contributions to Group Decision Making Literature

Three-stage Group Decision Making Framework

In addition to the above, another important contribution is that this work
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proposes and validates a three-stage group decision making framework using
television viewing data. In prior research, the group decision making process normally
ends up all group members going along with the group solution together. For example,
in Su, Fern and Ye (2003), family decision making yields a final solution acceptable to
all family members though some of them are not satisfied with it. However, it is not
definitely the case in many situations. Using the current research context of television
viewing as an example, some family members would choose to leave and not watch if
their initial preferences are inconsistent with the household viewing choice.

Actually, there are many other situations in our daily lives and consumption
processes. For instances, when a group of friends is deciding which restaurant to go
for lunch, each of them/xflay first vote for his/her favorite restaurant, and then the
group picks one restauraxi as the group decision. While some of them may go along
with the group decision, some may drop out of the group and eat elsewhere when the
group decision is not for their preferred restaurant. Another case is group purchasing,
in which consumers make bulk purchases together in order to seek a good bargain
frofn the company. Each member of the group may first vote for his’her favorite brand,
then the group chooses one brand as the group decision to make purchase. As a
consequence, some consumers may go along with the group decision to seek a good
bargain, and some may drop out of the group and purchase individually when the
group decision conflicts with their preferences. Nowadays, with development of the
Internet, the group purchase trend is growing popular among consumers. There are
even some websites on which consumers can post their purchase intentions and look
for consumers with the same purchase intentions.

As discussed earlier, the group decision making process normally ends up with

all group members going along with the group solution together (Su, Fern and Ye,
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2003; Aribarg, Arora and Bodur 2002). In order to fill the gap in the literature, we
propose a three stage decision making framework to depict the decision process in
such situations comprising pre-decision stage, joint-decision stage and post-decision
stage. In pre-decision stage, each group member makes the initial choice based on
individual preference. Next, group members form a joint decision based on some
decision rules in joint-decision stage. Finally, group members make their final
responses in post-decision stage when they can choose either to follow the group

decision or to drop out.

Marketing and Managerial Implications

The proposed framework implies several strategic recommendations for
marketers where this kind of group decision process can be applied.

For example, understanding consumers is very important for companies to design
marketing strategies. While most marketers define their consumers based on final
consumption records, the current research suggests that it may not be definitely
conclusive since consumers with high latent preference are actually the consumers
attracted by the product itself.

Next, the proposed model can also facilitate allocation of marketing resources,
and be used to effectively direct the content of marketing communication. For
example, the additional knowledge that younger group members have more power to
affect group purchase decision would suggest a reallocation of marketing resources
such that younger group members are allocated a larger share of resources than what
was being allocated to them based on consumption records alone.

Lastly, an important goal for most companies is to increase product off-take. In

order to increase consumption of a particular type of product among groups, a viable
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strategy for a company is to target advertising to group members who have relatively
low preference for the particular type of product but have high power for affecting
group purchase decision. For example, we can plot each group member’s power
against his own preference for a given type of product. The lower right quadrant then
associates with the case of high power and low preference. This offers a potential
group of customers to target. First, this group has low preference, suggesting
additional room for improvement. Second, they have high power for affecting others

decisions.

7.3 Comparisons with Prior Research

As discussed before, though television viewing is a household activity under most
circumstances, little research has been done to examine the household influence on
individual television choice except for Yang and her colleagues (Yang, Narayan and
Assael, 2006; Yang et al. 2010). Next, we highlight our contributions by comparing

this work with Yang and her colleagues.

Summary of Yang et al. (2006, 2010)

Yang et al. (2006) estimated the interdependent of TV channel preference
between husband and wife using a Bayesian estimation approach. They concluded
that wives’ viewing behavior depends more strongly on their husband’s viewing
behavior than husband’s viewing behavior depends on their wives’ viewing behavior.
There also exist significant differences in parameters estimates of dependence across
categpries of television programmes. The differences in levels of spousal

interdependence across households are partially explained by age and education levels

121



of spouses.

Yang et al. (2010) have developed a model to capture multiple agents’
simultaneous choice decisions over more than two alternatives. They apply the
proposed model to a context of family member’s television viewing, and
simultaneously model whether TV is on, which type of programme is playing and
which family members are watching. This proposed model allows us to estimate the
individual’s intrinsic and extrinsic preference from information of joint consumption
with other members.

To conclude, we can see that Yang and her colleagues use either utility
interdependence (Yang et al., 2006) or behavior interdependence (Yang et al., 2010) to
study the family influence. Literature of interdependent consumer preferences differs
from literature of group decision making. Specifically, models of interdependent
consumer preferences do not focus on joint decision making; they rather focus on
studying how one individual’s behavior and his/her latent preferences (or behavioral
intentions) are dependent on those of other individuals (Yang et al., 2006). On the
contrary, literature of group decision making can illustrate the decision process more
clearly than preference interdependence. We then make detailed comparisons between

Yang et al. (2010) and the current research.

Detailed Comparisons with Yang et al. (2010)

Differences between Yang et al. (2010) and the current research are listed herein

below.
Firstly, while Yang et al. (2010) is mainly a statistical model, the proposed model
is mainly a behavioral model. Yang et al. (2010) derive the probability for each

viewing choice by imposing statistical distribution assumptions based on the
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conditional approach of simultaneous-move game. However, the model cannot
provide inferences on the detailed decision process among the family members. For
cxaxﬁple, how do family members solve the conflicts? And what is the decision role
for each member of thc-family'? As stated by their own, "we are not modeling a joint
decision making per se in this study, ..." (Yang et al., 2010, page 26). On the contrary,
the current models are modeling a joint decision making process by explicitly
proposing a three-stage group decision framework to illustrate the whole decision
process, and the probability for viewing choice is derived from the joint probability of
the three stages. The three stages (individual viewing preference, household join
decision, and final viewing response) provide clear explanations of behaviors towards
how family members make decisions, and how they solve conflicts.

Secondly, while Yang et al. (2010) assume symmetric interactions among family
members, this model allows both symmetric and asymmetric interactions. Prior
research has indicated that personal interactions are directional, which is asymmetric
in many situations (Schweinberger and Soukup, 1998). Indeed, Yang et al. (2006)
found that the utility interdependence among husband and wife is asymmetric, not
symmetric. However, Yang et al. (2010) impose symmetric behavior interactions on
family members in statistical assumptions. On the contrary, the current model is able
to relax the assumption of symmetric interactions, though interaction parameters
along the two directions can not be separated.

Thirdly, while Yang et al. (2010) model only the relative preferences among
different programme types, the current model incorporates competition among both
programme types and channels by imposing different programme utilities across
proﬁinme types and channels. As discussed in Chapter 2, programme type and

channel have been defined as two major factors that determine television viewing
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choice (Darmpn, 1976; Goettler and Shachar, 2001). In real life, competition among
channels is routine since almost every viewer faces more than one channel choice.
Hence we believe our approach is more realistic and aligns better with prior literature.

Fourthly, the current model provides more accurate television viewing choice
prediction by incorporating three components of past viewing behavior
simultaneously, i.e. programme inheritance, state dependence and channel inheritance.
In Yang et al. (2010), only the dynamics of the state dependence is incorporated.

‘Fifthly, in the current research, we separately apply the model to each
household's viewing records, leading to a one-on-one analysis of specific households.
Yang et al. (2010) conduct estimation across all households in the sample and allow
consumer heterogeneity at the same time. We conclude that the current model can
provide more spec';{ic; indications about household television viewing behaviors (e.g.,
famity influence, latent preference and past viewing behaviors).

Table 7.1 summarises comparisons between Yang et al. (2010) and the current
research. As illustrated, there are several other differences. For example, while Yang
et al. (2010) have some difficulties in extending the family to more than three
members, the current model is applicable to four or even five member families with
controllable complications. While Yang‘et al. (2010) do not model the resistance
utility, the current model incorporates the resistance utility. At last, Yang et al. (2010)

use the MCMC estimation, while the current model uses mass level MLE estimation.

---Insert Table 7.1 about here---

7.4 Potential Limitations and Future Directions
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Our empirical application is subject to severql limitations, which also suggest
opportunities for future research.

Firstly, because we only have one-year viewing records data, we are not able to
- examine the dynamic aspects over a longer period of time. For example, it would be
interesting to explore whether dynamic change of demographics would lead to
changed group decision modes.

Secondly, our analyses are limited to families with only one television set, which
may lead to a non representative sample. While our approach is an important first step
towatd modeling complicated group decision making situations in households with
more than one TV set, it is useful to extend the current work for future application,

Thirdly, though most of the important factors have been incorporated in the
curr'ent model, more factors can be included to increase its prediction power. For
example, individuals not watching television are engaged in activities such as reading,
meeting friends, working, and so forth. Prior research finds that the utility of
non-vigwing activities differs among individuals according to their previous choice,
time of the day, day of the week, and their idiosyncratic taste for the outside
alternative (Goettler and Shachar, 2801). We can further build these factors to achieve

a truly sophisticated television rating prediction model.
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Figure 1.1  Television Rating Business Model
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Figure 3.2

Pre-decision

Joint-decision

Final-decision

L}

Figure 3.3

Process

Individual Viewing Preference

Decision Rulcs

4

Household Viewing Choice

Framework for Household Television Viewing Choice Decision

L

Individual Final Response

Watch according to
household viewing
choice

k4

Individual utilities towards
different programs

Television schedule

Individual Viewing
Preference

Not watching

Pre-decision Stage: Individual Viewing Preference

135




Figure 3.4  Joint-decision Stage: Household Viewing Choice
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Figure 3.5  Post-decision Stage: Individual Final Response
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Figure 3.6  The Framework of Group Viewing Model (GVM)
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Figure 3.6 The Framework of Dynamic Group Viewing Model (DGVM)
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Figure 5.1b  Shares of Six Types of Programs at Household-level and for
Individual Family Members

: i
; * o P.mfe_ssiqnah
| |mHistory © |
| |DCops I
K R A |
i |DAction |
: mComedy |
mloe
B Household Father - Moﬂje? ' Daughter . Son Y 5
et S AT ol 18500 o 1
Figure 7.1  Factors Influence Television Rating Prediction
Program Characteristics Family Influence Past Viewing Behavior
e Program type e  Decision mode e  Program
e  Aired channel e Dictator inheritance
= e Member e State dependence

Individual Viewing Choice

b Aggregation

Y

Television Rating

140



TABLES

Table 2.1 Effects of Past Viewing Behavior

Characteristics of Audience Flow Effects of Past Viewing Behavior
Program loyalty Program inheritance
Lead-in effect State dependence
Channel loyalty Channel inheritance
Table 3.1 Sample Viewing Records of a Three-member Family
,_f
Time Rf(;) Rm(r) Rd(r) G(')
1 0

2 2 2 2 2

3 3 3

N ‘Rf(.r-n) Rm{lr-n] Rd(l‘=n) G(r-n)
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Table 3.2 All Possible Latent States Viewing Record of
(G=LR,=1LR,=LR,=0)

Latent states Viewing records' probabilities conditional on each latent states
No. C, C, C, | PG=1C,C.C) PR =1C.C.C) PR, =1|C,,CuC,) PR =01C.C.C)
1 1 1 1 1 1 1 Q¥+
2, B 21iiioE 1 1 17, 1 1 i
3 l 0 l 1 l 03#‘* 0**#
4 0 1 1 1 Qe 1 0%**
5 1 0 0 ] 1 pees 1
6 0 1 0 1 s 1 1
7 0 0 1 1 (1 kb Qrx*e Q*x*
8 2 2 2 0* rZ k) Zm k(1) r F k)
9 2 2 0 0* TN rEmigr) :
0 2 0 2 0* R I Qrees i
nmoo0 2 2 0 Qesss iy ..
12 2 0 0 o* 'ﬂft(r) ek 1
13 0 2 0 0* Q*ess T iy 1
}4 0 0 2 0' 0#**# Otti* r’rd&(f}
]5 0 0 0 0* Otttt otttt l
I6- 1 "2 2 G4 By L rFmi(r) P Fargy -
L LA Lo il :
P Y S T 7 £y e ; r x|
s 2 .2 1 g k() 7 f ey r o (e) i
}’i - 1‘_ 1' ‘2 gffk(r) ]. 1 rﬂ'dﬂr) :3
20 ! 2 1 g ki) 1 r k) i
21 2 1 1 g k) RLIN 1 O***
. i : e o
22 102 0 PETON 1 rFmigr) g
b i i J y {
24 0 1 2 o Q¥ *xs 1 Farn
25 0 2 l g’rk(l“) 0**1‘ r”mk(r) 0‘*‘
26 1 0 2 2 Txe) 1 pgeexe + Far
27 2 0 1 gn’k“) 'xfk(rl [} hedaed QF**

*: Impose zero probability according to the first principle; **: Impose zero probability according to the second principle;
***: Impose zero probability according to the third principle; ****: Impose zero probability according to the fourth
principle.
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Table 3.3a Hit Rates under Different Conditions

Small Large
Democracy Autocracy Random Democracy Autocracy Random
High Differentiation 100% 100% 100% 100% 100% 100%
Low Differentiation 91% 98% 92% 95% 99% 94%
No Differentiation 78% 81% 78% 88% 91% 0%
Table 3.3b  Lifts under Different Conditions
Small Large
Democracy Autocracy Random Democracy Autocracy Random
High Differentiation 1.00 1.00 1.00 1.00 1.00 1.00
Low Differentiation 0.90 0.90 0.91] 0.97 0.96 0.96
No Differentiation 0.85 0.86 0.88 0.92 0.94 0.94
Table 4.1 Four Flow States
No. Description Model Specification Coefficient
Family member » watches channe) k at timeslot (¢-1), and timeslot .
1 . " . ‘Beg"nk(r—l) * Cn.k(f—l) 1ﬂnk
{1-1) is the beginning timeslot. :
3 Family member » watches channel k at timeslot (¢-1), and timeslot ¢ . )
and (7-1) are the continuing timeslots.
.Family member n watches channel & at timeslot (¢-1), and timeslot ¢ is
3 y. . End, ) * Coumy 2P
the ending timeslot.
Family member n watches channel £ at timeslot (1-1), and timeslot
4 End, .1y * Coimy ym

(¢-1) is the ending timeslot.
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Table 5.1

Percentage of Timeslots and Shows

TVB ATV
Type Dramas Occasions Dramas Occasions
No. %o No. % No. Y% No. %
Love 7 18% 734 16% 8 21% 887 20%
Comedy 9 23% 907 20% 7 18% 704 16%
Action 7 18% 657 15% 8 21% 795 18%
Cops 6 15% 564 12% 6 15% 631 14%
History 5 13% 523 12% 6 15% 573 13%
Professional 6 15% 655 15% 4 10% 432 10%
Others - - 460 10% - - 478 10%
Table 5.2 Household Structure Composition

Household Structure

No. of Household

Father, Mother, Daughter
Father, Mother, Son

Father, Mother, two Daughters
Father, Mother, two Sons
Father, Mother, Daughter, and Scn

44
41
14
17
24
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Table 5.3

Variable Definitions and Summary Statistics

Variable

Description Percentage
INCOME 0 < HK$20,000, 21.20%
(Household income) 1 = HK$20,000-$49,999; 56.50%
2 =< HK$50,000 22.30%
EDU_P ( < Secondary School/ Yijin; 54.60%
(Average education level) 1 => Secondary School/ Yijin 45.40%
N C 0 = One; 41.88%
(Number of children) 1 =Two 58.12%
WORK M 0 = Housewife, 34.52%
(Working status of mother) 1 = Working mom 65.48%
INTERNET 0 = No access; 47.73%
(Internet access) 1 = Available 52.27%
AGE_F Age of father 43.73(12.14)*
AGE M Age of mother 36.19(10.32)*
AGE D Age of daughter 13.23(2.31)*
AGE S Age of son 11.76(4.61)*
* sample mean (sample standard deviation)
Table 5.4 Demographic Information for Household 10002016
Member ID 01 02 03 04
Role Father Mother Daughter Son
Age 50 48 15 12
Education Associate Degree Associate Degree Secondary School  Secondary School
Monthly Income $20,000 - § 34,999 $7500 - $19,999 - -
Table 5.5a  First Order Weight Estimates (@, )
Father Mother Daughter Son
o, 5.80 3.27 0.21 294

*Household ID: 10002016
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Table 6.3a  Shares of Three Types of Interactions across Different Dyads

Dyads Coalition Independence Collision
Father-Mother 53% 18% 2%%
Father-Daughter 30% 46% 24%
Father-Son 30% 38% 32%
Mother-Daughter 51% 15% 34%
Mother-Son 39% 18% 43%
Daughter-Daughter 49% 21% 30%
Son-Son 38% 34% 28%
Daughter-Son 30% 24% 46%
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APPENDIX 1 INTRODUCTION OF PEOPLE METER SYSTEM

People meter system is consists of five small pieces of equipment: people-meter
handset, people-meter display, collector box, TV detector and VCR smart probe.

To obtain the TV media Research, the media research company first selects a
sample of households, or a “‘panel”, which is made up of different types of households
and individuals in the targeting area. Each panel household’s viewing is then
measured by the people-meter system. Figure 1 depicts the working process of
people-meter system.

Families taking part in the TV Media Research are then request to install the
“people-meter” equipment by trained engineers at home, and each individual family
member makes a commitment to press their assigned number-button on the handset
each time they start viewing, switching channels, and stop viewing. The display on
the top of the TV set would show the number of household members who have
pressed the button and the display screen flashes at intervals to remind family
members to use the handset. The collector box and TV detector automatically record
and store the time and the channel to which the TV is tuned, and viewers’ information
transmitted from the handset and the display. At 2:00am every night, the media
research central computer makes a phone call to each household’s collector box via
the telephone line. The viewing information gathered during the day is transmitied
back to the office within a short period of time.

The people-meter has been specially designed to be as unobtrusive as possible:
no special in-home wiring is required, nor does the people-meter interfere in any way

with the normal operation of the TV equipment. The silent phone call does not disturb
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the household, nor does it interfere with the telephone’s normal operation. So the
system provides an accurate minute-by-minute record of not only the set-tuning data

but also the viewing data of individual household members.

Figure People Meter System

internet

In Hong Kong, the service provider of television audience measurement is
Nielsen Media Research which is part of the VNU Media Measurement &
Information Group, a global leader in information services for the media and
entertainment industries. It is a specialist in media research and has provided the

television audience measurement service in Hong Kong since 2001.
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APPENDIX 2 PROCESS TO FIND STARTING POINTS

We use SAS/IML to implement the proposed algorithm and find the likelihood
estimates of ( 4, ,@,,®,, ) in equation (3.1)-(3.8). The large scale optimization does
not guarantee convergence to global maximum likelthood estimate and the estimates
are always biased by the initial values. Therefore, it is very important to select “good™
starting points to avoid the parameter estimates being trapped in local optima
(optional: wiﬁm a poor initial value). Instead of using random starting points, we

introduce a three-step process to find proper starting points in following context.

Step 1: Estimate utilil}r[mrameters (A, ) based on individual viewing preference

sub-model in pre-decision stage

We first treat the individual viewing preference the same as the individual final
response. That is, we assume the pre-decision stage is the whole decision process
without considering the influence of household members, which ts the similar as that
in traditional television viewing choice model. By optimizing the individual channel
choice records with the individual viewing preference sub-model in pre-decision stage,

we estimate the utility parameters ( 4, ).

'y

Step 2: Estimate weighting parameters (, ; @,, ) based on the household viewing

choice sub-model in joint-decision stage

Conditional on preference parameter estimates in step 1, we estimate the
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weighting parameters based on the household viewing choice sub-model in

joint-decision stage.

Step 3: Estimate utility parameters ( 4,, ) and weighting parameters (v, ;®,, )

based on the holistic decision process

Using the utility parameter estimates in step 1 and weighting parameter estimates
in step 2 as the starting points, we estimate the two set of parameters again based on
the holistic decision process. The results of parameter estimates in step 3 are hence

the starting points for utility parameters and weighting parameters for later estimation.
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APPENDIX 3 SAMPLE ESTIMATION PROGRAM

libname DS3m '/scratch/s061561/n3 2014';

proa =sgl;
create table DS3m.DMtempB as
select date, slot, tvbcode,allslctl,cntslotl,alldayl,cntdayl,

atvcode,allslot?2,cntslot2,allday?2, cntday2, tvbslot,atvslot,
SB1l, SB2, SE1, SE2, Bl, B2, El, EZ,
fptvb, fpatv, fnowatch,
mptvbh, mpatv, mnowatch,
dptvb, dpatv, dnowatch,
f1, f£2, £3, ml, m2, m3, dl, 42, d3, gl, g2, g3
from DS3m.DMtemplQ;
quit;

prec sort data = DS3m.DMtemp8;
by date slot;
un;

data DS3m.stepldatal;
set DS3m.DMtemp§;
array Sftvb{3}(3*0);
array Sfatv{3}({3*0);
array Smtvb{3} (3*0);
array Smatv{3}{3*0);
array Sdtvb{3}(3*0};
array Sdatv(3}(3*0);

DTVEB = 1;

DATV = 1;

format date date?.;
un;
proc iml;

use DS3m.stepldatal:

read all into data;

/*
1-7:date, slot, tvbcode,allslotl,cntsletl,alldayl,cntdayl,
8-12:atvcode, allslot?, cntslot2, allday2, entday?2,
13-22:8B81, SB2, SE1, S8E2, Bl, B2, El, EZ,tvbsloct,atvsict,
23-25; fptvb, fpatv, fnowatch,
26-28:mptvb, mpatv, mnowatch,
29-31:dptvk, dpatv, dnowatch, .
32-43:f1, £2, £3, ml, mZ, m3, d1, dzZ, d3, g, 32, g3
44-49:5ftvbl-3 Sfatvl-3
50-55:83mtvbl-3 Smatvl-3
56-61:5dtvbl-3 Sdatvl-3
62-63:DTVB DATV

*/

NUM = nrow{data):;
tvb_type = {(7,6,1,7,7
atv_type = {2,5,6,3,7
Sf = J(1r3; 0};
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Sm = J(1,3,0);
Sd = J{1,3,0);
do 1 =1 to NUM;
if datal[i,7] »>= 4 then

do;
datafi,62} = 0;
SEf[1:3] = 0;8m[1:3]) = 0;S8d{1l:3] = 0;
tvbcode = data{i,3];
tvbtype = tvb_typel[tvbcede]:
counter = 0;
do j = 1 to 60;
k = 1i - 3;
if k < 1 then goto positionfl;
if datafk,3] = tvbcode then
de;
if datali,7] - data'k,7] = 1 then
do;
Sf[1) = datalk,23);
Sm[l] = datalk,26];
8d[1) = datalk,29];
end;
if data(i,7] - datalk,7] = 2 then
do;
Sf[2] = datafk,23};
Sm([2]} = datalk,26};
Sd[2] = data(k,29];
end;
if data{i,7] - datalk,7] = 3 then
do;
Sf[3} = datalk,23];
Sm[3] = datalk,26];
8d{3] = data(k,29];
end;
i =4 + datalk,21);
end;
if datalk,?7] - datali,7] > 3 then goto positiontl;
end;
positionfl:
datali,dq44:46] = S£{1,3:3];
data[i,50:52] = Sm{1,1:3]);
data{i,56:58] = 5d4{1,1:3];
end;

if datafi,12] >= 4 then
do:;
datali,83) = 0;

S£[1:3] = 0;Sm[1:3] = 0;58d{1:3] = 0:
atvcode = data{i,B8]:
atvtype = atv_typelatvcede]:

counter = 0Q;
do j =1 to 60;
ko= 1 -3;
if k¥ < 1 then geoto positionf2;
if datafk,B] = atvcode then
if datalk,1] < datal[i,1] then
do;
if datal(i,12] - datalk,12] = 1 then
do:
Sf[1] = datalk,24];
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Sm(1] = datalk,27]);

Sd(1] = datal(k,30];
end;
1f data[i,12] - datalk,12] = 2 then
do;
Sfl2] = datalk,24):
Sm[2] = data{k,27];
sdi2] = datalk,30};
end;
if datali,12] - datalk,12] = 3 then
do;
Sf[3] = datal[k,24];
Sm{3] = datalk,27];
Sd(3] = data(k,30}:
end;
j = i + data(k,22);
end;
if datalk,12) - data[i,12] » 3 then goto positionf?;
end;
positienf2:
data[i,47:49] = Sf[1,1:3];
dataf{i,53:55] = Sm(l,1:31];:

i

data(i,59:61]
end;
end;
create DS3m.stepldatal var({
date slot tvbcode allslotl cntslotl alldayl cntdayl
atvcode allslet? cntslot2 allday2 cntday2
SB1 SB2 SEl1 SEZ Bl B2 Rl EZ2 tvbslet atvslot
fptvb fpatv fnowatch
mptvb mpatv mnuwatch
dptvb dpatv dnowatch
fl £2 £3 ml m2 m3 dl d2 d3 gl g2 g3
Sftvbl Sftvb2 Sftvb3 Sfatvl Sfatv2 Sfatwv3
Smtvbl Smtvb2 Smtvb3 Smatvl Smatv2 Smatv3
Sdtvbl Sdtvb2 Sdtvb3 Sdatvl Sdatv2 Sdatv3
DTVB DATV

Sdf{1,1:3];

ti
append from data;
quit;

prec iml;

use DS3m.stepldatal;

read all into data;

/*
1-7:date, slot, tvbcode,allslctl,cntslotl,alliday’,cntdayl,
8-12:atvcode,allslot2, cntslotz,allday?, cr.tdayl,
13-22:381, SB?, SE1, SE2, R1l, Bz, El, EZ,tvlss.lot,atvslot,
23-25; fptvb, fpatv, fnowatch,
26-289:mptvb, mpatv, mnowatch,
29-31:dptvb, dpatv, dnowatch,
32-43:f1, f£2, £3, ml, m2, m3, 41, d2, d3, gl, g2, g3
44-49:5ftvbl-3 Sfatvl-3
50-55:8mtvbl-3 Smatvl-3
56-61:8dtvbli-3 Sdatvl-3
€2-63:UTVB DATV

v/

/*
u:l-7:tvb, B-ld:atv
duta:15-21, 22-28
alpha:29%9-49:tvb, 50-70:atv
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beta:71-74
gamma: 75-76
kl:77

/* F Part ~/
start Funcf(F) glckal(data};
“NUM = 10C;
NUOM = nrowl{datal;
tvb _type = {7,6,1
atv_type
sum = Q;
do 1 =1 te NUM;
tvbeeode datal[i,3];
tvbtype = tvb_type[tvbcode];
atvcode datal[i,8];
atvtype atv_typelatvcode];

n
N
o
h
[PV |

#

§

i

Ufl = datali,62]*F([tvbtype] + {1-datali,62))*({F[14+tvbtype]
+ F{28+{tvbtype-1})*3+1]*datali, 44] + F{28+({tvbtype-1)*3+2]*datali,45] +
F[2B8+{tvbtype-1)*3+3]*datal(i, 46))

+
Fi71]l*data[i,17]+F (72} *data[i,1B]+F (73] *datali,19)+F{74]*data(i,20i~F
(78] *datal[i,13)1+F([76]}*data[i,15];

Vf2 = data(i,63)*F[7+atvtypel +
{l-data(i, 631)*(F[21+atvtype]l + F[49+{atvtype-1}+*3+1]+*datali,47] -
F[49+{atvtype-1)*3+2)*data{i, 48] + F[49+(atvtype-1}*3+3i*datali,d49])

+
F[71]*data(i,63)+F[72]*data[i,18)+F[73]*data[i,19.+F[74 *datal[i,20]+F
[75)*datal(i,l4]+F([76]*data[i,16];

Cf = Ufl*data({i,32] + Uf2*datali,33 + F[77]*data{i,34]:

sum = sum - log{exp{Uf1-Cf)~exp(UfZ-Cf)+exp{F{771~Ci}};
end;

return {sum);
firnish Funcf;

/* M Part */
start Funcm(M) global (data);
*NUOM = 100;
NUM = nrow(data):
tVb_type = {7r a, 1, 7.
atv_type = {2,5,6,3
sum = 0;
do 1 = 1 to NUM;
tvbcode = datali, 3):
tvbtype = tvb_type{tvbcode];
atvcode datal[i, 8]
atvtype atv_typelatvcode};

7,6,2,1,
7,2,7,1,

r

il

Uml = data[i, 62])*M[tvbtype] + (1-datal(i, 62}})*{M[l4+tvhtype]
+ M{28+ {tvbtype-1l)*3+1]) *data(i,50] + M[28B+ {tvbtype-1)*3+42]*data‘i,52) +
M[2B+ {tvbtype-1)*3+3]*datali,B83])

+
M[71])*data(i,17]+M[72]}*data[i,18]+MI73]*datali,18}+M[74]*data[i,20]+M
[75] *data[i,13}+M([76])*data[i,15];

UmZ = data{i,63])*M{7+atvtype] +
{l-data[i,63]}* (M[21+atvtype] + M{49+{atvtype~1l)*3+1)*datafi,’bd4] +
M[48+ (atvtype-1)*3+2]*data{i,55] + M[49+(atvtype-1)*3+3}l*data[i,56])
+
M{7L]*datali,17]+M[72]*data({i,18)+M[73])*datali,19)+M[74]) *data[i, 20]+M
[75] *datali, 14} +M[76] *data([i,16]);
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Cm = Uml*datali,35] + Um2*dataii,36] + M[77]*datali,37];
sum = sum - loglexp{Uml-Cm)+exp{Um2-Cm)+exp{M[77]-Cm});
end;
return (sum);
finish Funcm;

/% D Part */
start Funcd(D) global (data);
*NUM = 100;
NUM = nrow(data):
tvb _type = (7,6,1,7,7,6,2,1,4,5,2,5,
atv_type = {2,5,6,3,7,2,7,1,7,5,5,3
sum = 0;
do 1 = 1 to NUM;
tvbcode = datali,3]:
tvbtype tvh type([tvbcode];
atvcode datg[i,a]:
atvtype = atv_typelatvcode];

1,6,3,6,6,4,6,7,1,2};
P f3r4:2r442;2,6,5,4,3.—2};

r r

It

it

Udl = data[i,62])*D(tvbtype] + (1~data[i,62]))*(D{l4+tvbLype]
+ D{28+ (tvbtype-1)*3+1)*data[i,56]) + D{268+ ({tvbtype-1)*3+2])+*data[i,57] +
D28+ {tvbtype-1}*3+3]*datal[i, 58]}

+
D[71]*datali,17]+D{72]*data[i,18])+D(73)*datali,191+D!74]Ydata’i,20)+D
{75} *datali,13)+D[76) *datali,15];

Ud2 = data[i,63}*Di{7+atvtype] +
(1-data[i,63])*(D{21l+atvtype] + D(49+(atvtype-1)-3+1l])*datali, 58] +
D[45+ (atvtype-1)*3+2])*datali,60] + D[49+({atvtype-1}*3+3])*data i, 61l])

+
D(71])*data[i,17]+D[72]*data[i,1B])+D{73]*datali,19]+0{74])*catali,20]+D
[75) *data(i,14)+D[76] *datali,186);

Cd = Udl*data(i,38) + Ud2*datali,39] + D[77)*datal(i,40];

sum = sum - leg(exp(U0dl-Cd)+exp (Ud2-Cd)+exp{DI77]-Cd)};

end;
return {sum);
finish Funcd;

optn={1 2};

X=J(1,77,0);

Y=J(1,77,0);

2=3(1,77,0}:

con=J(2,79,.);

conf[l,1:14] = -5;

con(2,1:14) = +5;

con{l,15:77] 0;

con(2,15:77] 1;

te = repeat{.,12);

te{l] = 4;

tc[2] = 10;

call nlpcg(rc, xres, "Funcf",X,optn, con, tc);
Create DS3m.imlstepl from xres ;

Append from xres ;

call nlpegi{rc,xres, "Funcm", Y, optn,con, tc};
Append from xres ;

call nlpcg{rc, xres,"Funcd", Z, optn, con, tc);
Append from xres ;

quit;

It

/*i*‘i'ﬁ‘kti‘*****Iit‘ni**iii*i‘#‘ﬂﬂ%'ﬁmﬂw*ﬁﬁ'*‘iti"‘-t*‘x-‘ilﬂ'\-tur'ﬂrtni*‘n
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/* Evaluation */
proc sql;
create table DS3m.stepleva0l as
select date,slot,
tvbcode,allslotl,cntslotl,alldayl, cntdayl,
atvecode,allslot2,cntslot2,allday2, cntday?2,
§B1,S5B2, 5E1,5E2,B1,B2,E]1,E2,tvbslot,atvslot,
f1,f2,f3,ml,m2,m3,dl,d2,d3,91,92,g3
from DS3m.stepldatal
order by date, slot:

quit;

data DS3m.stepleval;
set DS3m.stepleval;

responsel = 3;

responsez = 3;

response3 = 3;

group = 3;

if f1 = 1 then responsel = 1;
if f2 = 1 then responsel = 2;
if ml = 1 then response2 = 1;
if m2 = 1 then response2 = 2;
if d1 = 1 then responsel3 = 1;
if d2 = 1 then responseld = 2;
if gl = 1 then group = 1;

if g2 = 1 then group = 2;

keep date slot
tvbcode allslotl cntslotl alldayl cntdayl
atvcode allslot? cntslot2 allday2 cntday?2

nan;

SB1 SB2 SE1 SE2 Bl B2 E1 E2 tvbslot atvslot

responsel responseZ response3 group;

data DS3m.stepleval;
set DS3m.stepleval;
eresponsel = 0;
eresponseZ = 0;

eresponsel = 0;
egroup = 0;
epltvbu = 0;
eplatvu = 0;
kl = 0;
epZ2tvbu = 0;
epZatvu = 0;
k2 = 0;
ep3tvbu = 0;
epl3atvu = 0;
k3 = 0;

efl = 0;

ef2 = 0;

ef3 = 1;

eml = 0;

emZ2 = 0;

em3 = 1;

edl = 0;

ed2 = 0;

ed3 = 1;

egl = 0;

eg2 = 0;

egld = 1;
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un;

proc iml;
use DS3m.imlstepl;
read all into par;

use DS3m.stepleval;
read all into data;

/*
url~-7:tvb, 8-l1ld:atv
duta:15-21, 22-28
alpha:29-49:tvb, 503-70:atv
beta:71-74
gamma:75-76
k1:77
*/
tVb_tYPe = {7,6,1,7,7,6,2,1,4,5,2,5,1,6,3,6,6,4,6,7,1,2};
atv_type = {2,5,6,3,7,2,7,1,7,5,5,3,3,4,2,4,4,2,2,6,5,4,3,2};
/*
1-2:date slot
3-7:tvbcode allslotl cntslotl alldayl cntdayl
B-12:atvcode allslot2 cntslot?2 allday? cntdayZ?
13-22:5B1 SB2 SE1 SE2 Bl Bz El E2 tvbslot atvslot
23-26:responsel responsel? responsel3 group
27-30:eresponsel eresponsel eresponsel eqroup
31-39:epitvhu eplatvu ekl ep2tvbu epZatvu ekZ epl3tvbu ep3atvu
ek3
40-51:efl-3, emnl-3, edl-3,egl~-3,
7/

do 1 = 1 to nrow{data);
data[i,33) = parll1,77]);
data{i,36] = par{2,77];
datal[i,39] = par(3,77]: e
end;
do i = 1 to nrow(data);
if datali,?] < 4 then
do;
tvbecode = datali, 3]:
tvbtype = tvb_typeltvbcode];
data[i,31] = par(l,tvbtypel + par(l,71]*datafi,17] +
parfl,72]*data[i, 18] + par{l,73)*data{i,19] + par[1,74]*data(i,20)
par[l,75]*data(i,13]) + par[l,76]*data(i,15];
data(i,34] = par({2,tvbtype] + par(2,71}*data{i,17] +
par(2,72)*data(i,18) + par(2,73]*data(i,19] + par[2,74)*data[i,20]
par[2,75]*datal[i,13] + par(2,76]*datali,15];
dataii,37] = par[3,tvbtype] + par[3,71]*datali,1?] +
par(3,72]*data[i,18] + par[3,73]*datali,19] + par(3,74]1*dataii,20]
par(3,75])*datali,13] + par(3,76]*datali,15]);
end;
if datali,12] < 4 then
do;
atvcode = datai{i,B];
atvtype = atv_typelat.code];
datal[i,32) = par(l,7+atvtype] + par{i,71]*datali,17] +
par{l,72)*data{i, 18] + par{l,73]}*datafi,19] + par[l,74]*datali,20]
par[1,75] *data(i,14] + par[l,76]*datali,16);
datali,38) = par[2,7+atvtype] + par{2,71]*datali,17] +
par[2,72)*data{i,18] + par[2,73]*data{i,19) + par{2,74]*data[i,20]
par(2,75]*datali,14] + par(2,76]*datali,16]);

+

+

+

+
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data(i,38) = par[3,7+atvtype] + par{3,71])*data(i,17] +
par[3,72)*data(i, 18] + par[3,73)*datai{i,19) + par([3,74)*datai,20] +
par{3,75]}*datal(i, 14] + par[3,76]*data(i,16];

end;
end;

create DS3m.stepleval var({
date slot
tvbcode allslotl cntslotl alldayl cntdayl
atvecode allslot2 cntslot2 allday?2 cntday?
SBl SB2 SEl1 SEZ Bl B2 El1 EZ tvbslot atvslot
responsel responsel responsel group
eresponsel eresponse? eresponse3 egroup
epltvbu eplatvu ekl ep2tvbu ep2atvu ek2 ep3tvbu eplatvu ek3
efl ef2 ef3 eml em2 em3 edl ed? ed3 egl eg2 eg3
|

append from data;

quit;

data DS3m.steplevad;
set DS3m.stepleval;
if cntdayl < 4 & cntday2 < 4 then
do;
if epltvbu > eplatvu & 2*epltvbu + eplatvu > 1 then doj;efl =
1;ef3=0;end;
if eplatvu > epltvbu & 2*eplatvu + epltvbu > 1 then do:ef2 =
1;ef3=0;end;
if ep2tvbu > eplatvu & 2*ep2tvbu + eplatvu > 1 then
1;em3=0;end;
if ep2atvu > ep2tvbu & 2*eplatvu + ep2tvbu > 1 then dosem2 =
1;em3=0;end;

if ep3tvbu > ep3atvu & 2*ep3tvbu + ep3atvu > 1 then do;edl =
1;ed3=0;end;

do;eml =

if ep3atvu > ep3tvbu & 2*ep3atvu + ep3tvbu > 1 then do;ed2 =
1;ed3=0;end; :
~ end;
un; !
proa iml;
use DS3m.steplevad;
read all into data;
use DS3m.imlstepl;
read all intoc par:
Sf = J{l:B:O):
Sm = J(1,3,0});
8d = J{1,3,0);
tvb_type = {(7,6,1,7,7,6,2,1, +5,2,5,1,6,3,6,6,4,6,7,1,2};
atv_type = {2,5,6,3,7,2,7,1,7,5,5,3,3,4,2,4,4,2,2,6,5,4,3,2};
/*
1-2:date slot
3-7:tvbcode allslotl zntslotl alldayl cntdayl
8-12:atvcode allslot?Z cntslot2 allday? cntday?2
13-22:8B1 SBZ SE1 SE2 Bl B2 E1l E2 tvbslot atwvslot
23-26:responsel response? response3 group
27-30:eresponsel eresponseZ eresponseld egroup
31-3%:epltvbu eplatvu ekl ep2tvbu eplatvu ekZ ep3tvbu ep3atvu
ek3 -
40-51:efl-3, eml-3, edl-3,eqgl-3,
*/

do i = 1 to nrow{data):
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if dataf[i,?) »>= 4 then

do;
tvbcode = datali,3):
tvbtype = tvb typeltvbcode]:
counter = 0;

date = data(i,1];
$f{l:3] = 0;Sm[1:3) = 0;8d(1:3) = 0;
do j =1 to 100;
k =1 - 3;
if k < 1 then goto positionl;
if datalk,3] = tvbcode then
if datalk,1l] < datafi,1l] then
do;
if datafk,1] < date then
do;
counter = counter
date = datalk,1];

end;
if counter =
S5f [counter] =
Sf{counter)}+datali,40] /datali,21]:

Sm[counter)
Smicounter]+dataf{i,43]/data(i,21]:

Sd[counter]
Sd[counter]+dataii, 46] /datali,21];

end;

1

end;
positionl:
datafii,31] =

4 then goto positionl;

par[l,14+tvbtype] + par(l,71]*datali,

17] +

parf{l,72]*data[i,18] + par[l,73]*datal[i,19]) + par{l,74]*data(i, 20} +

par(1,75)*datati,13] + par{l,76)*datali,15}:

data(i, 24) = par[2,14+tvbtype] + par([2,71]*data[i,17] +
parl[2,72]*data{i,1B) + par{2,73)*datali,19] + par(2,74]*datali,20] +

par(2,758) *data[i,13] + par[2,76)*datafi,1l8];

dataf[i,37] = par([3,14+tvbtype] + par{3,71]) *data(i,17] +
par[3 72]*datal[i, 18] + par([3,731*datafi,19] + par(3,741*data(i,20] +

par[3,75] *data{i,13] + pari3,76]*data(i,15}:
datali, 31} = data({i,31] +

Sfl1)*par[l, 28+ (tvbtype-1)*3+1] + Sf[2]*par{l,28+(tvbtype-1)*3+2]

Sfi3]*par(1,28+ (tvbtype-1}*3+3] ;
data[i,34] = data[i,34] +

Smill*par(2,28+ (tvbtype-1)*3+1] + Sm[2]*par[2,28+(tvbtype-1}*3+2]

Sm[3]*par[2 2B+ (tvbtype-1) *3+3] ;
datali,37] = data[i,37] +

Sd[i)*par[3, 2B+ (tvbtype-1}*3+1] + Sd[2]*par{3,28+(tvbtype-1)*3+2}

S8di2)*par(3,28+ (tvbtype-1) *3+3]

;

end;
if datafi,12] >= 4 then
do;

atvcode = datali,8];

atvtype = atv_typelatvcode};
counter = 0;

date = datali,1]:

Sf(1:3]1 = 0;5m[1:3] = 0;8d[1:3] = 0O;
do 3 = 1 toc 100;
k =1 - 3;
if k <« 1 then gote position2;
if dataik,8] = atvcode then
if datalk,1l] < datali,1] then
do;

if datal[k,1] < date then

+

+

-+
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do;

counter = ceounter + 1;
date = datalk,1]:
end;
if counter = 4 then goto pesition?;

Sficounter]
Sf[counter]+dataji,41]/data[i,22]:

Smf{counter]
Sm[counter]+datali,44]/datali,227;

Sd{counter] =
Sd{counter)+data{i,47]/data{i,22];
end;
end;
position2:

atvcode = datal(i,B];

atvtype = atv_type{atvcode];

data{i,32] = par[1,21+atvcede] + par[l,71]*data([i,17] -
par{1l,72])*datafi, 18]} + par(l,73]*data(i,19] + par(i,74]*data(i,20] +
par(l,?8)*datali,14] + par{l,76)*datafi,le6];

data[i,35] = par[2,21l+atvcode] + par[2,71]*datali,17] -
par(2,72]}*data(i,18) + par{2,73)*data{i,18]} + par[2,74]}*datali,20] +
par{2,75)*data(i,14] + par([2,76)*datali,16];

datali,38] = par[3,21+atvcode] + par(3,71]*datai,17] -
par{3,72)*datali, 18] + par(3,73]*datali,19] + par(3,74]*data{i, 20] +
par[3,?5)]*datali,14] + par[3,76]*data({i,16];

data(i,32] = datafi,32] +
Sflll*par[l,49+ (atvtype~1)*3+1}] + Sf(2]*par(l,49+(atvtype-1)*3+2} +
Sf{3]*par(1l,48+{atvtype-1)*3+3];

data{i,38) = data[i,35)] +
Smil]l*par([2,49+ (atvtype-1)*3+1] + Sm{2)*par{2,49+(atvtype-1}*3+2] +
Sm[3]*par(2,49+ (atvtype-1)+*3+3];

datal[i,3B] = data(i,38] +
8d[1}*par[3, 49+ (atvtype=1)*3+1] + Sd(2}*par[3,49+(atvtype-1)+*3-2] +
Sd{3] *par (3, 49+ {atvtype—-1)*3+3];

end;

if datafi,i2] »>= 4 | datafi,;7] >= 4 then ;
do;
if data(i,31] > data(i,32] & 2*datali,31] + datali,32] > 1
then do;data[i,40] = 1; data[i,421=0;end;
if datafi,32] > datali,31] & 2*datali,32] + data(i,31] > 1
then do;datal[i,41] = 1; data[i,42]=0;end;
if data[i,34] » datali,35] & 2*datali,34] + datali,35] > 1
then do;data([i,43] = 1; datal[i,d45]=0;end;
if datafi,35] > data{i,34] & 2*datali,35] + datal[i,34] > 1
then do;datali,44] = 1; data[i, 45]=0;end;
if dataf[i,37] » dataii,38] & 2*data{i,37] + datal[i,38] > 1
then do;data[i,46] = 1; data{i,dB]=0;end;
if data(i,3B) > datali,37] & 2*datali,38] + datali,37] > 1
then do;datal[i,47] = 1; datali,48]=0;end;
end;
end;
create DS3m.stepleval var({
date slct
tvbecode allslotl cntslotl alldayl cntdayl
atveode allsliot2 cntslot2 allday2 cntday2
SB1 SB2 SE1 SE2 Bl B2 El1 E2 tvbslot atvslot
responsel responseZ response3 group
eresponsel eresponse2 eresponsel egroup
epltvbu eplatvu kl ep2tvbu epZatvu k2 ep3tvbu eplatvu k3
efi ef2 ef3 eml em2 em3 edl ed? ed3 egl eg2 eg3
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bi
append from data;
quit;

data D33m.steplevab;
set D53m.steplevas;

if efli = 1 then ef = 1;
if ef2 = 1 then ef = 2;
if ef3 = 1 then ef = 3;
1f eml = 1 then em = 1;
if em2 = 1 then em = 2;
if em3 = 1 then em = 3;
if edl = 1 then ed = 1;
if ed2 = 1 then ed = 2;
if ed3 = 1 then ed = 3;
ran;

data DS3m.stepleva?;
set DS3m.steplevat;
wl = 0,333;
w2 0.333;
w3 = 0.333;

|

plvl = Q;
plvz = 0;
if ef = 1 then plvl = 1;
if ef = 2 then plv2 = 1;
p2vl = 0;
p2v2 = 0;
if em = 1 then p2vl = 1;
if em = 2 then p2v2 = 1;
p3vl = 0;
p3vz = 0;
if ed = 1 then p3vl = 1;
if ed = 2 then p3vZ = 1;

votel
vote?

i

wl*plvl + w2*p2vl + w3¥p3vi;
wl*plv2 4+ w2*p2v2 + w3*p3dvZ:

i

if votel = 0 and vote2 = 0 then

do;
egroup = 3;
eresponsel = 3;
eresponseZ = 3;
eresponsel = 3;
end;

if votel = 0 and voteZ "= 0 then egroup = 2;
if wvotel = 0 and votel2 0 then egroup i
if votel = 0 and vote2 "= 0 then

i1
I

do;
egroupl = exp({votel) / ( exp({votel) + exp{voteZ) };
ran = ranuni (117};
if ran < egroupl then egroup = 1;
eise egroup = 2 ;
end;
if { egroup = and ( ef = 1) then erespcnsel =

if ( egroup
1f { egroup

1) then eresponse2 =
1) then eresponse3

il
It

1)
1) and { em
1) and { ed

I
o e
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if { egroup = 1 ) and { ef = 3) then eresponsel
if ( egroup = 1 ) and { em = 3} then eresponse? =
if { egrcup =1 ) and { ed = 3) then eresponsel
if { egroup = 2 ) and { ef = 2) then eresponsel =
if [ egroup = 2 )} and ( em = 2} then eresponse2
if ( egroup = 2 and { ed = 2) then eresponse3 =
if ( egroup = 2 ) and { ef = 3] then eresponsel
if ( egroup = 2 ) and { em = 3) then eresponse2
if ( egroup = 2 ) and ed = 3) then eresponse3

if {egroup = 1) and {ef = 2 )} then

do

switch = exp{epltvbu) / { expl(epltvbu) +

ran = ranuni{lls) ;
if ran < switch then eresponsel = 1 ;
else eresponsel = 3 ;
end ;
if {egroup = 1) and {em = 2 ) then
do
switch = explep2tvbu) / { expl{epZtvbu) -~
tan = ranuni(l118) ;
if ran < switch then eresponse? = 1 ;

. &else eresponse2 = 3 ;

end ;

if {egroup = 1) and (ed = 2 then

do ;
switch = expl{ep3tvbu) / ( expl{ep3tvbu) +
ran = ranuni (120} ;

else eresponsel
end ;

if ran < switch then eresponse3
=3 ;

=1 ;

if (egroup
do
switch exp(eplatvu) / { expl{eplatvu)
ran = ranuni(l22) :
if ran < switch then eresponsel = 2
else eresponsel = 3 ;
end ;

2) and {ef = 1 ) then

1

i

if {(egroup = 2) and (em = 1 } then
do ;
switch = explepZatvu) / { expl{eplatvu)
ran = ranuni(123) ;
if ran < switch then eresponse? = 2
else eresponse? = 3 ;
end ;

f

if (egroup = 2 } and {ed = 1 ) then
do ;
switch = explep3atvu) / { expl{ep3atvu)
ran = ranuni(124) ;
if ran < switch then eresponse3 = 2
else eresponse3 = 3
end ;

.
L

-
!

|
W W

I
N

nol
L

W W

exp (ki)

exp(k2)

exp (k)

expikl)

exp{k2)

exp (k3]
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data DS3m.hl(keep=date slot group egrcup responsel responss2 responsel

eresponsel eresponse? eresponsel };

ran;

Fowek ko ok ok ko ko e h ok e drak ke bkl oWk ok ok om ko ow ok k b m bk ok ko ek o o koo e w s
proc fregq data
tables group * egroup / c¢hisg;

an;

Tk W ow ok r ok bk e ke ke W R P b E o
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.

set DS3m.stepleva?;

= DS3m.hl;

tables respensel * eresponsel / chisaqg;
tables response2 * eresponse2 / chisc;
tables response3 * eresponse3 / chisg:

data DS3m.stepZdatal:
set DS53m.stepldataZz;
format date cate7.;

Lun;

data D53m.step2dataz2;
set DS3m.step2datal;

responsel =
response?2
responsel
group = 3;
if f1 = 1
if £2 = 1
ifml =1
if m2 =1
if dl =1
ifdz =1
if gl = 1
if gz =1

3;
3;
3;

)

then
then
then
then
then
then
then
then

responsel
responsel
response?
response?
response3
responsel
group = 1;

group = 2;

drop f£f1-£3 ml-m3 dl-d3:

data DS3m.step2data3;
set DS3m.step2datal;

if group=1i then

do;

ok kd ek kow ok ek ok row ok kb Ak koA vk owon e ow ko bk ok k ok,
’
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if responsel=1 and response2=] and response3=1 then /*Cf means the

choice of father */

do;

Cfel; Cm=1;

Ct=2;
CE=1:;
Ct=1;

Cm=1;
Cm=2;
Cm=1;

Cf=1; Cm=2:

Cf=2;

CE=2;

/*Cf=2;
end;

Cm=1;
Cm=2;

Cd=1;
Cd=1;
Cd=1;
Cd=2;

Cd=2;
Cd=2;
Cd=1;
Cm=2;

Cd=2;

conflict=0;
conflict=1;
conflict=1;
conflict=1;

conflict=1;
conflict=1;
conflict=1;

flag=1;
flag=1:;
flag=1;
flag=1;

flag=1;
flag=1;
flag=1;

is impossible.™/

output;
cutput;
output;
output;

output;
output;
output;
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if responsel=1 and response2=1 and response3=3 then

do;
Cf=1;
Cf=1;
Cf=1;
Cf=2;

Ct=1;
Cf=2;
Cf=0;

/CE=2; Cm=2;

Cm=1;
Cm=1;
Cm=2;
Cm=1;

Cm=2;
Cn=1;
Cm=0;

Cd=3;
Cd=2;
Cd=3;
Cd=3;

Cd=2;
Cd=2;
Cd=0;

Cd=2;

conflict=0;
conflict=1;
conflict=1;
conflict=1;

conflict=1;
conflict=1;
conflice=0;

flag=2;
flag=2;
flag=2;
flag=2;

flag=2;
flag=2;
flag=2;

is impossible.*/

/¥CE=2; Cm=2; Cd=3; is impossible.*/

end;

if respcnsel=1l and response2=3 and response3=1 then

do;
CE=1;
Ci=1;
Cf=1;
Cf=2;

Ct=1;
LCi=2;
Cf=0;

/*Cf=2;

FFCE=2;

end;

if responsel=3 and response2=1 and responsed=1 then

do;
Cf=3;
Cf=2;
Cf=3;
Ccf=3;

Cf=2;

Cf=2;

CE£=0;
/*CE=2;

end;

if responsel=1l and response?=3 and response3=3 then

do;
Cf=1:;
Cf=1;
Cf=1;
Cf£=1;

Cf=0;
Ct£=0;
Cf=0;
fr*CE=2
/*CE=2
/*CE=2
/+CE=2

end;

if responsel=3 and response2=1 and response3=3 then

do;

Cm=3;
Cm=2;
Cm=3;
Cm=3;

Cm=2;
Cm=2;
Cm=0;

Cm=1;
Cm=1;
Cm=2;
Cm=1;

Cm=1;
Cm=2;
Cm=0;

Cm=2;
/*CE=3; Cm=2; Cd=2;

Cm=3;
Cr=2;
Cm=3;
Cm=2;

Cm=0;
Cm=0;
Cm=0;

Cm=2;

Cm=3;

Cd=1;
Cd=1;
Cd=2;
Cd=1;

Cd=2;
Ca=1;
Cd=0;

Cd=1;
Cd=1;
Cd=1;
Cd=2;

Cd=2;
Cd=1;
Cd=0;

Cd=2;

Cd=3;
Cd=3;
Cd=2;
Cd=2;

Cd=0;
Cd=0;
Cde=0;

Cd=2;
Cd=2;

conflict=0;
conflict=1;
conflict=1;
conflict=1;

conflict=1;
conflict=1;
conflict=0;

conflict=0;
conflict=1;
conflict=1;
conflict=1;

conflict=1;
conflict=1;
conflict=0;

flag=3;
flag=3;
flag=3;
flag=3;

flag=3;
flag=3;
flag=3;

is impossible.*/
is impossible.*/

flag=4;
flag=4;
flag=4;
flag=4;

flag=4;
flag=4;
flag=4;

is impossible.*/
is impossible,*/

conflict=0;
conflict=1;
conflict=1;
conflict=1;

conflict=0;
conflict=0;
conflict=0;

flag=0;
flag=0;
flag=0;
flag=0:

flag=0;
flag=0;
flag=0;

; Cm=2; Cd=2; is impossible.*/
; Cm=3; Cd=3; is impossible.*/
} Cm=3; Cd=2; is impossible.*/
; Cd=3; is impossible.*/

; Cm=2

output;
output;
output;
output:

output;
oxtput;
cutput;

output;
output;
output;
output;

output;
output;
ocutput;

outpat;
output;
output;
ocutpui;

output;
output;
output;

cutput;
output;
cutput;
cutout;

output;
output;
output;
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Cf=3; Cm~=1; Cd=3; conflict=0; flag=5; output;
Cf=2; Cm=1; Cd=3; conflict=1; flag=5; output;
Cf=3; Cm=1; Cd=2; conflict=1; flag=5; output;
CE=2; Cm=l; Cd=2; conflict=1; flag=5; output;

Cf=0; Cm=0; Cd=0; conflict=0; flag=5; output;
- Cf=0; Cm=0; Cd=0; conflict=0; flag=5; output;
Cf=0; Cm=0; Cd=0; conflict=0; flag=5; ocutput;
/*Cf=2; Cm=2; Cd=2; is impossible.*/
/*CE=2; Cm=2; Cd=3; is impossible.*/
/*CE=3; Cm=2; Cd-2; is impecssible.*/
/*Cf=3; Cm=2; Cd=3; ig impecssikle.*/
end;

if responsel=3 and response2=3 and response3=1 then
do;
Cf=3; Cm=3; Cd=1; conflict=0; flag=6; output;
Cf=3; Cm=2; Cd=1; conflict=1; flag=6; outpuf;
Cf=2; Cm=3; Cd=1; conflict=1; flag=€; output:
Cf=2; Cm=2; Cd=1; conflict=1; flag=6; output:

Cf=0; Cm=0; Cd=0; conflict=0; flag=6; output;
Cf=0; Cm=0; Cd=0; conflict=0; flag=6; outpur;
Cf=0; Cm=0; Cd=0; conflict=0; flag=6; output;
/*CE=2; Cm=2; Cc&=2; 1s impossible.*/
/*Cf=2; Cm=3; Cd=2; is impossible.*/
/*Cf=3; Cm=2; Cd=2; 1s impossible.*/
F*CE=2; Cm=3; Cd=3; is impossible.*/
end;

ena;
B R R T R Ak I I R e et B T B i 2 ok R A S A R S e

if group=2 then
do;
if responsel=2 and responseZ=2 and response3=2 then
do;

Cf=2; Cm=2; Cd=2:; conflict=0; flag=7; output;
Cf=1; Cm=2; Cd=2; conflict=1; flag=7; output;
Cf=2; Cm=1; Cd=2; conflict=1l; flag=7; output;
Cf=2; Cm=2; Cd=1; conflict=1; flag=7:; ocutput;

Cf=1; Cm=1; Cd=2; conflict=1; flag=7; output;

Cf=1; Cm=2; Cd=1; conflict=1; flag=7; output;

Cf=2; Cm=1; Cd=1; conflict=1; flag=7; output;
end;

if responsel=2 and responseZ2=2 and response3=3 then
do;
Cf=2; Cm=2; Cd=3; conflict=0; flag=8; output;
Cf=2; Cm=2; Cd=1; conflict=1; flag=8; output;
Cf=2; Cm=1; Cd=3; conflict=l; flag=8; output;
CE=1; Cm=2; Cd=3; conflict=1; flag=8; output;

Cf=1; Cm=2; Cd=1; conflict=1; flag=B; output;
Cf=2; Cm=1; Cd=1; conflict=1; flag=8; output;

Cf=0; Cm=0; Cd=0; conflict=0; flag=8; output;

/*Cf=1; Cm=1; Cd=1; is impossible.*/
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/*Cf=1; Cm=1;
end;

!

d=3; s impos=ible. "/

if responsel=2 and response2=3 and response3=2 then
do;
Cf=2; Cm=3; Cd=2; conflict=0; flag=9; output;
Cf=2; Cm=1; Cd=2; conflict=1; flag=9; output;
Cf=2; Cm=3; Cd=1; conflict=1; flag=9; output;
Cf=1; Cm=3; Cd=2; conflict=1; flag=9; output;

Cf=1; m=1; Cd=2; conflict=1; flag=9; output;
Cf=2; Cm=1; Cd=1; conflict=1; flag=9; output;

Cf=0; Cm=0; Cd=0; conflict=0; flag=9; outpur;

/*Cf=1; Cm=1; Cd=1; is impecssible.*/
/*CE=1; Cm=3; Cd=1; is impossibie.*/
end;

if responsel=3 and response2=2 and response3-2 then
do;
Cf=3; Cm=2; Cd=2; conflict=0; flag=10; outputr;
Cf=1; Cm=2; Cd=2; confliect=1; flag=10; output;
Cf=3; Cm=1; Cd=2; conflict=1; £flag=10; output;
Cf=3; Cm=2; Cd=1; conflict=1; flag=10; outputi;

Cf=1; Cm=1; Cd=2; conflict=1; flag=10; output;
Cf=1; Cm=2; Cd=1; conflict=1; flag=10; cutput;

Cf=0; Cm=0; Cd=0; conflict=0; flag=10; outpu%;

i*CE=1; Cm=1; Cd=1; is impossible.*/
/*CEf=3; Cm=1; Cd=1; is impossibla.*/
end;

if responsel=2 and response2=3 and response3=3 then
do;
Cf=2; Cm=3; Cd=3; conflict=0; flag=11l; ocutput;
Ctf=2; Cm=1; Cd=3; cenflict=1; flag=11; output;
Cf=2; Cm=3; Cd=1; conflict=1; flag=11; output;
Cf=2; Cm=1; Cd=1; conflict=1; flag=11l; output;

Cf=0; Cm=0; Cd=0; cenflict=0; flag=1l1; output;
Cf=0; Cm=0; Cd=0; conflict=0; flag=11l; output;
Cf=0; Cm=9; Cd=0; conflict=0; flag=11; output;

/*Cf=1; Cm=1; Cd=1; is impossible,*/

/*Cf=1; Cm=1; Cd=3; is impossible.,*/

/*¥CE=1; Cm=3; Cd=1l; is impossible.>/

/*CEf=1; Cm=3; Cd=3; is impossible.=/

end;

if responsel=3 and response2=2 and response3=3 then

do;
Cf=3; Cm=2; Cd=3; conflict=0; flag=12; outpuxt;
Cf=1; Cn=2; Cd=3; conflict=1; flag=12; outpurt;
Cf=3; Cm=2; Cd=1; conflict=l; flag=12; output;
Cf=1; Cm=2; Cd=1; conflict=1; flag=12; output;

Cf=0; Cm=0; Cd=0; conflict=0; flag=12; output;

Cf=0; Cm=0; Cd=0; conflict=0; flag=12; outpu:;
Cf=0; Cm=0; Cd=0; conflict=0; flag=12; output;
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/*CE=1; Cm=1; Cd=1
/*CE=1; Cm=1; Cd=3
/*CE=3; Cm=1; Cd=1
/*Cf=3; Cm=1l; Cd=3

; is impossible,*/
; 1s impossible.*/
; is impossible. -/
; is impossible.?/

if responsel=3 and responseZ=3 and response3=2 then

do;
Cf=3; Cm=3; Cd=2;
Cf=3; Cm=1; Cd=2;
Cf=1; Cm=3; Cd=2;
Cf=1; Cm=1; Cd=2;

Cf=0; Cm=0; Cd=0;
Cf=0; Cm=0; Cd=0:
Cf=0; Cm=0; Cd=0;

f ¥ 0f=1; Cm=1; Ca-
/*Cf=1; Cm=3; Cd=
FCE=3; Cm=1; Cd=

end;
end;
o wwdkr v wd b w R TR AR ke
if group=3 then
do;
C¥=3; Cm=3; Cd=3;

conflict=0;
conflict=1;
conflict=1;
conflict=1;

conflict=0;
conflict=0;
conflict=0;

Z; is impossi

flag=13;
flag=13;
flag=13;
flag=13;

flag=13;
flag=13;
flag=13;

ble.*/

; 1s impossiple.*/

/*0f=3; Cm=3; Cd=1;

1; is impossiple.*/
i
1; 1s impossible.*/

Wk w kW d X RER T ET T W W - w ow ke

conflict=0;

Cf=0; Cm=0; Cd=0; conflict=0;

Cf=0; Cm=0; Cd=0;

conflict=0;

Cf=0:; Cm=0; Cd=0; conflict=0;
Cf=0; Cm=0; Cd=0; conflict=0;
Cf=0; Cm=0; Cd=0; conflict=0;
Cf=0; Cm=0; Cd=0; conflict=0;

end;
ran;

TR I A kA Rk FE N ow L d R h o ko owom ok wokw bk ko d kR e ke ko o w ko R v oy

data DS3m.step2datad;
set DS3m.stepiZdatal;
array choicef(3)};
array choicem(3);
array choiced(3);
do i=1 to 3;
choicef {1)=0;
choicem{i)=0;
choiced{i)=0;
end;
if C£"=0 and Cm"=0 a
do;
choicef {Cf)=1;
choicem({Cm)=1;
cholced(Cdi=1;
end;
run;

nd Cd”=0 then

flag=99;

flag=99;
flag=99;
flag=9%;
flag=989;
flag=99;
flag=89;

output;
output;
cutput;
cutput;

ocutpurt;
outpur;
output;

output;

cutput;
ocutput:
output;
ocutput;
cutput;
ocutput;

aw g oo,

‘

ek k Ak ok kR A A wr kv R R AR R AR T RN R AT AT AR AN TR oW E AR F R kv on ow kW oW oW R A ow s
r

proc sql:
create table DS3m.st
select /*1-7"/date,

ep2datas as
slot,

tvbcode,allslotl,cntslotl, alldayl, cntdayl,
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f*8-12*/atvcode,allslot2,cntslot2, allday2, cntday2,
/*12-z0~/SBl, 8Bz, S8E1l, SE2, BlL, 32, EI,

EZ2,tvbslot, atwvslot,
/=23-25*/fptvb, fpatv, fnowatch,
/*26-28* /mptvb, mpatwv, mnowatch,
/+29-31+/dptvb, dpatv, dnowatch,
/=32-34*/choicefl, choicef?, choicef3,
/*35-3%7*/choiceml, choicem?, choicem3,
/*38~40*/choicedl, choiced?, choiced3,
S*41-43%/gl,g2,93,

/*44-49~/Sftvbl, Sftvb2,5ftvb3,Sfatvl, Sfatv2,Sfatv3i,
S*50-55*/8mtvbl, Smtvb2, Smtvb3, Smatvl, Smatvz, Snatv3,

/*56~el1*/8drevbl, Sdtvb2, 8dtvb3, Sdatvl, SdatvZ, Sdatv3,
/*62-63*/DTVB, DATV,
/*64-65/conflict,flag
from DS3m.stepZdatad;
quit;
Fh Ak b wEmobr ok kv b b kA bk ko dd kR e A w ek F ok d opdd o Fw e = w ok h o= oWy I I B R RN T )
/* Step IT - IML 1*/
proc iml;
use DS3m.steplZdatab;
read all intec data;
use DZ3m.imlstepl:
read all into input:
i
u:l-7:tvb, B-ld:atv
deta:15-21, 22-28
alpha:28-49%:tvh, £
beta:71-74
gamma:75-76
k1:77

1
o |
2
o
-+
<

>/

Start maxFuncl (W) glcbal (data, input)
*NUM = 35;
NUM = nrow{data);
tvb type = {7,6,1,7,7,6,2,1,4
atv_type = {2,5,6,3,7,2,7,1,7,
Vh=J(1,2,0);
prob=0;
sum = 0;

:5,2,5,
5,5

5,1,6,3,6,6,4,6,7,%1,2}
:3,3,4,2,4,4,2 6 4

6 1 N
! 12!' !51 1312}:’

r !

do 1 = 1 to (NUM/7);
prob=0;
z = {i-1)*7+1;
tvbcode = datalz,3]:;
tvbtype = tvb_type(tvbcode];
atvcode data([z,B];
atvtype atv_typel{atvcode];

I

Ufl = datalz,62] *inputll,tvbtype] +
(l-data[z,62]}* (input (1, 14+tvbtype] +
input i1, 28+ (tvbtype-1)*3+l]l+*data(z,44] +
input [1, 28+ (tvbtype-1)*3+2]*data{z, 48] +
input[1, 28+ {tvbtype-1)*3+3]*datafz,46])
+
input(l,71)*data(z,17])+input[1,72)*dataz,18j+input{l,73]*datalz,19])+
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input{l,74)}*datafz,20])+input{l1l,75) *data(z,13)+inpusil,76}*dataz,15];
Uf2 = datalz,63]*input[l, 7+atviype] +
(l1-data{z,63])* (input{1l,21+atvtype] +
input[l, 49+ {atvtype-11*3+1] *data[z,47]) +
input(1,49+ {atvtype-1})*3+2]*cdatalz,48) ~
input[1,49+ {atvtype-1)*3+3j*datalz, 49])
+
input{l,71)*dataiz,17]+input[1,72]*data(z,18]+input[l,73}*data(z,19 +
input(l,74]*data(z,20] +input[l,75]*dataiz,14])+inputll,76) *datalz,16)};

Uml = data[z,62])*input(2,tvbtype] -~
(l-data{z,62)]))*{input[2,14+tvbtype] +
input([2, 28+ (tvbtype-1)*3+1] *data(z,50] +
input[2, 28+ (tvbtype~1)*3+2]*data(z,51] +
inputi2, 28+ (tvbtype-1)*3+3}*datafz,52])

+
input[2,71)*data(z,17]+input [2,72) *data(z,18)+inputi{2,73)*datalz,19]+
input{2,74)*data(z,20)+input{2,75] *data(z,13]+input(2,76] *datalz,15];

UmZz = datal[z,63] *input[2, T+atvtype] +
{l-data[z,63])}* (input[2,21l+atviype] +
input[2, 4%+ {atvtype-1)*3+1] *datafz, 53] +
input 2,49+ {atvtype-1)*3+2] *datafz,54] +
input {2,499+ {atvtype~1)*3+3] *data[z, 55])

+
input{2,71] *datalz,17)+irput[2,72]*data(z,18)}+input (2, 73] *datalz,197+
input[2,74] *data[z,20]+input[2,75]*data(z,14l+input{2,76]1*data|z,16;;

Udl = dataiz,62]*input(3,tvbtype] -~
{1-data{z,62])* (input [3, 14+tvbtype] ~+
input [3,28+ (tvbtype-1}*3+l]*data(z,56] +
input [3,28+ (tvbtype-1)*3+2]*data[z,57] +
input[3, 28+ (tvbtype-1)*3+3]*data[z, 58]}

+
input({3,71)*datalz,17])+input[3,72]*datalz,18]+input{3,73]*data z,19]+
input{3,74)*datal(z,20)+input{3,75) *datalz,33}+input (3,76 *datalz, 15];

_ Ud2 = datalz,83]*input{3, 7+atvtype] +
{i—datal[z, 63])* (input(3,21+atviype] +
input[3,49+ {atvtype-1) *3+1) *data{z,59] +
input [3, 49+ (atvtype-1) *3+2) *data[z, 60] +
input (3, 49+ (atvtype-1)*3+3]*datalz,61])

+
input({3,71]*datalz,17]}+input(3,72]*datalz,18]+input (3,731 *datalz,19]+
input[3,741*datalz,20)}+input {3,75]*datalz,14]+input[3,76. *datafz,16];

Pfl = exp(Ufl}/{exp(Ufl)+exp{ULf2)+texp{input{l,77]));
Pf2 = exp(UL2)/{exp(Ufl)+texp(Uf2)+exp{input{l,77])}):
Pf3 =

expl{input [1,771)/(exp(Ufl})+exp (Uf2)+exp{input [1,77]1)};
Pml = exp(Uml)/ {exp(Uml)+exp (Um2)+explinput[2,77]1});
Pm2 exp{Um2) / (exp (Unl) +exp (Um2} +exp (input (2,771} )
Pm3 =
expl{input[2,77])/{exp(Unl)+exp(Um2)texp (input(2,771));
pdl exp (Udl) / {exp(Udl) +exp (Ud2)+exp{input {3,771}
Pd2 = exp(Ud2)/ (exp(Udl)+exp (Ud2)+exp{input{3,77)));
Pd3 =
explinput{3,77])/(exp{Udl)+exp{Ud2)+exp{input[3,77]})};:
de j =1 to 7;
z = {i-1}*7+7;
/* stepl*/
Prof=Pfl*datalz,32]+Pf2*data(z,33]+Pfi*datalz,34];

)

il
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Prom=Pml*datafz, 35)+Pm2+*dataiz, 36l +Pm3*data(z,37];
Prod=Pdl+*datal[z,3B]+PdZ*datalz,39]+Pd3*datalz,40]:

LI I O T R T A 2 T R A R R O O R T T R R I TR R AR I B N N U R R R B U
K

f* step2 r/
/* interacticor: fm fd wde/

Vh[1l]=W{l]*data[z,32]+W[2])*dataz,35]+W[3]*data[z,38B]+HW 4] datalz

,32V*data[z,38]+W([B)*data[z,32])*data{z,38]+W|e6] *data[z,35] *data[z, 38]

i

Vhi2i=W[l]*data{z,33]+W([2]*datalz,36]+W{3]*datalz,39]+W _4]*datalz

,33)*data(z,36]+W[5) *data[z,33] *datalz,39]+W[6] data{z, 36] *data[z, 39]

dutal = exp{Vh(1])/({exp{Vh[1l])+exp . Vh(2]}})
duta?2 = exp{Vh(2]}/{exp(Vh[1]}+exp{Vh[2]]} ;
duta3 = 1:;

groupl = {dutal*data(z,41] + dutaZ*dataz,42; +

duta3*datafz,43]) ** datalfz,64};

prob = prob - [(Prof*Prom*Prod}*groupl;
end; /* End of j */
sum = sum + log(prob) ;
end;/* End ¢f 1 ~/
return {(sum};
Firnish maxFuncl;

optn={1 2);

X = J(1,6,0);

con = J{2,8,.);
con(li,l:6) = -5;
con{2,1:6] = _+5;
te = repeati(.,12};
tcll) = 4;

tcl(2) = 10;

call nlpcglrc, xres, "maxkunci®,X,eptn, zon, tc):;
Create PS3m.imlstep2 1 from xres ;
Append from xres ;

quit;

***wi*w&r**w**""'*vﬁi',i’w\-****i’w*"i-uvi""‘*i‘l—'t'ﬂﬁ?i—**tm*trt“**‘*;
/* Step II - IML II=/
proa iml;

use DS3m.stepZdatab;

read all into data;

use DS3m.imlstepl;

read all inte input;

use DS3m.imlstep2 1;

read all intc weight;

/’dv
vil-7:tvk, B8-14:5tv
duta:lb-21, 22-:8
alpha:29-49:tvh, 50-70:atv
beta:71-74
gamma: 75-76
ki:77

*/

Start maxFuncl(F) globali{data, input) ;
*NUM = 35;
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NUM = nrow(data);

tvb_type = {7,6,1,7.7,6,2,1,4,5,2,5,1,6,3,6,6,4,6,7,1,2}:
atv_type == {2;5; 6; 3;7:217: lr?r 5:5# 3,3, 4:2r4: 4! 2r2r 615!4.! 3!'2}!
Vh=J(1,2,0);

prob=0;

sum = 0;

do 1 =1 to (NUM/7);
prob=0;
2z = {i-1})*7+1;
tvbcode = datalz, 3);
tvbtype = tvbh type[tvbcode];
atvcode data(z,8]:;
atvtype atv_typelatvcode];

Ufl = datalz,62]*F[7770+tvbtype] +
(1~datalz,62)})* (F[77%0+14+tvbtype] +
F[77+0+28+ ({tvbtype-1)*3+1])*datalz, 44] +
F[77*0+28+ (tvbtype-1) *3+2]*datalz, 45] +
F[77*0+28+ (tvbtype-1)*3+3]}*data(z,46])
+
F{77*0+71] *datalz,17]+F[77*0+72) *data([z,1B8]+F[77*0+73) *data(z,18]+F[7
7*0+74) *data(z,20]1+F[77*0+7S8] *data[z,13]+F[77*0+76]) *data[z,158];
Uf2 = data{z,83)*F[77*0+r7+atviype] +
(l1-datafz, 63])*{F[77*0+21+atviype] +
F[77*0+49+ {atvtype—-1) *3+1])*datalz,47] +
F{77*0+49+ (atvtype-1)*3+2]*datafz,48] +
F[77*0+49+ {atvtype~1)*3+3] *datalz,49])
+
F(77*0+71]*datalz,17]1+F(77*0+72) *data[z,18]+F[77*0+73)*datalz,19]+F[7
7*0+74)*datalz, 201+F[77*0+75) *data[z,14]+F(77*0+76)*data(z,16];

Uml = data[z,62)*F[77*1+tvbtype] +
(l1-datalz,62])*(F[77*1+14+tvbtype] +
F[77*1+2B+ (Ltvbtype-1)*3+1]l*datalz,50] +
F{77*1+28+ (tvbtype-1)*3+2]*data(2z,51] +
F[77*1+28+ (tvbtype~-1)*3+3] *datalz,52])
+
F[77*1+71] *data[z,17]1+F([77*1+72]*datalz,1Bl+F{77*1+73] *datalz, 19 ~F (7
7*1i+741*data(z,20]+F{77*1+78]} *datafz,13]+F([77*1+76] *data(z,15};
Um2 = datal[z,63)*F[77*1+T+atvtype] +
{t-datal[z,631)*{F[77*1+21+atvtype] +
F{77*1+49+ (atvtype-1)*3+1] *data(z,53] +
FI77*1+49+ (atvtype~1)*3+2)*datalz,54) +
F[77*1+4%+ {(atvtype-1)*3+3]}*datafz,55])
+
F[77*1+71) *data(z,17]+F{77*1+72] *data(z,18]+F[77*1+73) *datalz,19)+F[7
7+1+74)*datalz,20]+F[77*1+75}*datalz, 14]+F[77*1+76] *datalz,16]};

Udl = datalz,62]*F[77*2+tvbtype] +/
(1-datalz,62])* (F[77*2+14+tvbtype] +
F[77*2+28+{tvbtype-1}*3+1]*data[z,56] +
F[77*2+28+ {tvbtype-1} *3+2]*data(z,57] +
F[77*2+28+ (tvbtype-1)*3+3] *data([z, 58])

+

F[77*2+71) *data{z,17)+F[77*2+72]*data[2,18]+F{77*2+73] *data[z,18]+F[7
7*2+74]1*data[z,20)+F[77*2+75] *data[z,13]+F[77*2+76] *datalz,15];

Ud2 = data(z,63)*F[77*2+7+atvtype] +
{i-data{z,63])*(F[77*2+21+atvtypel +
F[77*2+49+ (atvtype-1) *3+1]*data(z,59) +
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F[77*2+49+ (atvtype-1)}*3+2])*data[z, 60] +
F[77*2+49+ (atvtype-1)*3+3]*data[z,61])
+
F{77*2+71) *dataz,17])+F(77*2+72] *datalz,18] +F[77*2+73] *data{z,19)+F[7
7*2+74)*datafz,20]+F[77*2+75] *data(z,14]+F{77*2+76] *datalz,16];

Pfl = exp(Ufl}/{exp{Ufl)+exp(Uf2)+exp(F[1*77])));
Pf2 = exp{Uf2)/(exp(ULfl)+exp(Uf2) +exp(F{1*77]));
Pf3 = expl{F[1*77))/{exp(Ufl) +exp{Uf2)+exp(F{1*77])};
Pml = exp(Uml}/ (exp(Uml)+exp(Um2)+exp{F[2%77]1));
Pm2 = exp(Um2)/(exp(Uml)+exp (Um2}+exp(F[2*77])):
Pm3 = exp(F[2*771)/ (exp{Uml) +exp (Um2) texp{F[2*77})};
Pdl = exp(Udl)/({exp{Udl)+exp(Ud2)+exp(F[3*77))):
Pd2 = exp{U0d2)/(exp{Udl)+exp(Ud2)+exp(F{3*77]));

Pd3 = exp({F[3*77]}/{exp(Udl)+exp({Ud2)+exp(F(3*77]1));
do § =1 to 7;
z = (i~1}*7+73;
/* stepl*/
Prof=Pfl*datalz,32)+PFf2*datalz,33]+Pf3*data(z,34];
Prom=Pml*dataf{z, 35)+Pm2*data[z,36]+Pm3*data(z,37]:
Prod=Pdl*dataiz,38]+Pd2*datafz,39]+Pd3*data(z,40];

i-‘rr**ii‘i‘li**iitﬁ**********w**wt-11**-'-11‘#*'*t***l***xi*‘*i-'i*****;
/* stepZ */
/* interaction: fm fd fs md ms ds ~/

Vh{l]=F[232] *data[z,32])+F[233}*data(z,35]+F[234]*data[z,3B]+F[235
l*data[z,32]*data{z,35]+F[236]*datafz,32)*data(z,38)+F[237] *datalz,35
] *data([z, 38]);

Vh{2]=F[232]*data[z,33]+F{233)*data(z,36]+F[234]*datalz,39]+F[235
l*data{z,33]*data([z,36]+F[236)*datalz,33]*datalz,39]+F{237] *datal[z, 36
l*datalz,39]);

dutal = exp(Vh(1l])/{exp(Vh[1l]})+texp(VRh[2])) ;

duta2 = exp{Vh([2])/(exp(Vh(1l]}}+exp(Vh(2])}))} :

duta3l 1;

groupl = (dutal*datalz,41] - dutaz2*datalz,42] +
dutali*datafz,43])) ** data{z,64];

prob = prob + {(Prof*Prom*Pred) *groupl;
end; /* End of j */
sum = sum + log{prob} ;
end;/* End of 1 */
return {(sum};
Finish maxFuncl;
optn={1 2}:
X = J(1,237,0);
do i =1 to 77;

X{77*0+i] = input([1,i];

X[77*1+1i] = input([2,i];

X[77*2+i] = Input(3,1i];
end;

X{232:237) = welight{1:6];
con = J(2,239,.);
con[l,1:237] = 0;
con[2,1:237) = 1;
do i =1 to 14:
con{l,77*0+1i)
confl,77*1+1i]

i1
11
[
a w
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con(l,77*2+i]
con([2,77*0+1)
conl2,77*1+1]
conl2,77+2+1]

end:;

con(l,232:237]
con[2,232:237]

+5;
+5;
+5;

B8 b

It

~-5;
+5;

tec = repeat(.,12);

tcll] = 4:
tef[2] = 10;

call nlpeg{rc,xres, "maxFuncl”, X, optn,con,t¢);
Create DS3m.imlstep2? 2 from xres ;
hppend from xres ;

gquit;

/*****i***************t1\'****w*w*i****w*********wi‘i****r******‘**w * bk
**i****&-***********i**i/

/* Evaluation */

data DS3m.stepZeval;
set DS3m.stepleval;
array w{6}{6*0);

nan;

proc iml;

use DS3m.imlstep2 2;
read all into parl:;

use DS3m.stepleval;
read all into data:

par = J{4,77,0});

par[1,1:77]
par[231:77]
par([3,1:77]

/*

= parl(1,1:77};
= parlil,78:154];
parl[l1,155:231];

usl=-7:tvb, 8-ld4:atv
duta:l5-21, 22-28
alpha:29-4%:tvb, 50-70:atv
beta:71-74

gamma:75-76

ki:77
*/
tvb_type
atv_type
A

Hi

{7
(2

W'«-l
I\)m

l-2:date slot
3~7:tvbcode allslotl cntsleotl alldayl cntdayl
8-12:atvcode allslot? cnislot2 allday2 cntday?2

13-22:

23-26:

27-30;:

31-39;:
ek3

40-51

52-57
*/

SB1 SB2 SEl SE2 Bl B2 El E2 tvbslot atvslot
responsel response2 responsel3 group
eresponsel eresponse? eresponse3 egroup

(2}

4r3:2}?

epltvbu eplatvu ekl ep2tvbu epZatvu ekZ ep3tvbu ep3atvu

:efl-3, eml-3, edl-3,egl-3,
1wl-wé
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do 1 = 1 to nrow{data};
data{i,33] = par(1,77);
data(i,36] = par(2,77];
= par[3,77]:

datai,38]

datali,52:57]

end;

do L = 1 to nrow(data);
< 4 then

if datali,7?
do;
tvbcode
tvbtype

paril,72]l*data[i, 18

par[1,75]*data{i,13] +
data[i, 34]
par([2,72)*datali, 18] +

]

]

par{2,75]*data[4i,13]

par{3,72]*datal[i,18

par[3,75]) *data(i,13] +

end;

]

datali,

= parl(l1l,232:237]:;

3);

= tvb type[tvbcode];
data{i,31) = par1l,tvbtype] + par(l,71]*datali,17] +

+ par{l,
par[1,
= par([2,tvbtype]l + par(2,71}*data[i,17] +
par(2,
+ par(2,
datali, 37]

73)1*datafi,19) + paril,74)*datali,20]
761l *datali,15]);

73]*data(i,19) + par(2,74)*data(i,20]
76] *data[i,15]};

= par([3,tvbtype] + par[3,71i}*datal[i,17] +
+ par(3,73]1*datali,19] + par[3,74]1*data([1,20]
par([3,

76)*datafi,15]:

if data[i,12] < 4 then

do;

atvceode = dataf[i,B]:

atvtype

end;
eng;

par[i,
par{l,
= par[2,7+atvtypel}l + par(2,71)*datali,17] +
par(2,
pari{2,
= par[3,7+atvtype] + par([3,71)*data{i,17] +
par {30
parl[3,

= atv_typelatvcode];

data[i,32] = par[l,7+atvtype] + par[l,71]*data{i,17] +
par (1,72} *data(i,18] +
par(l,75]*datali,14] +

-data[i, 35]
par[2,72] *datali, 18] +
parf{2,75] *data[i,14] +

dataii, 38]
par{3,72]*datali,18) +
parf{3,75]*data[i,14] +

73] *data(i,19] + par{l,74]*datali,20]
76]*dataii,16];

73} *datali,19] + par([2,74]*datali,20]
78] *data[i,1l6]};

73] *datafi,19] + par(3,74]*datali,20]
76l *datali,16);

create DS3m.stepleval var{

date slot

tvbecode allslotl cntslotl alldayl cntdayl
atvcode allslot2 cntslot2 alldayZ2 cntdayZ?
SE1l SB2 SEl1 SE2 Bl B2 E1 E2 tvbslot atvslot
responsel responseZ response3 group
eresponsel eresponse?z eresponse3 edroup
epltvbu eplatvu ekl ep2tvbu epZatvu ek2 ep3tvbu ep3atvu ek3

efl ef2 ef3 eml em?2 em3 edl ed2 ed3 egl egZ eg3
wl w2 w3 w4 w5 wb

}i

append from data;

quit;

data DS3m.stepleval

set DS3m.steplZeval;

if cntdayl < 4
do;
if epltvbu
1;ef3=0;end;
if eplatvu
1;ef3=0;end;
if ep2tvbu

&

>

>

>

cntday2
eplatvu
epltvbu

epZatvu

< 4 then
& 2*epltvbu + eplatvu > 1 then doj;efl
& 2*eplatvu + epltvbu > 1 then do;ef2

& 2*ep2tvbu + ep2atvu > 1 then dojeml

+

fl
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l;em3=0;end;

if ep2atvu > ep2tvbu
1;em3=0;end;

if ep3tvbu > ep3atvu
1:ed3=0;:end;

if ep3atvu > ep3tvbu
1;ed3=0;end;

end;

run;

proc iml;
use DS3m.stepleval;
read all into data;
use DSE3m.imlstep2 2;
read all into parl;
par = J(4,77,0);
par(l1,1:77] = pariil,1:7
par[2,31:77] parl[1l,78:

o

par{3,1:77]
Sf = J(1,3,0};
Sm J(l;B:O);
Sd J{1,3,0);
tvb_type = {7,686,
atv_type = '

/*
1-Z2:date slot

& 2*epZatvu + ep2tvbu
& 2*ep3tvbu + ep3atvu

& Z*¥ep3atvu + ep3tvbu

71
1547 ;

parl{1,155:2311];

> 1 then co;em?
> 1 ther do;edl

> 1 then do;ed?

3~7:tvbcode alisleotl cntslotl alldayl cntdayl
8-12:atvcode allsloeot2 cntslot? allday?2 cntday2

13-22:
23-26:
27-30:
31-39:
ek3
40-51:
52=57

efl-3,
tWl-wb

eml-3,
*/

do 1 1 to nrow{data}:

edl~3,egl~3,

if datafi,?] »>= 4 then

do;

tvbeode
tvbtype
counter
date

o;
datai,1]

Sf[1:3] = 0;5m[1:3]

do j = 1 to
k i-

datal[i, 3];
tvb_type{tvbcode]:

= 0;5d[1:3] 0;
100;

37

if k € 1 then goto positionl:

if datal

if datal[k,1] < datali,1l]

k,3] = tvbcode then

t
do;
if datalk,1]
do;

< dat

dat

counter
date
end;
if counter
Sf[counter] =

5Bl SBZ SE1 SEZ Bl B2 E1 E2 tvbslot atvslo:s
responsel response? responsel
eresponsel eresponse2 eresponse3 egroup
repltvbu eplatvu ekl epZtvbu eplatvu ekZ ep3tvou epldatvu

group

hen
e then

counter + 1:
a[krl];

4 then gotec positienl;

It

198



Sf[counter])+datafi, 40) /datali,21];

Sm[counter]
‘Sm[counter]+data[i,43]/datali,21];

Sd[ccunter)
Sd{counter])+datai, 46] /datali,21];

end;

end;
positionl:
data[i,31] =par{l,1l4+tvbtype] + par(i,71]*datali,17) +
parl(l,72)*data{i, 18] + par[1i,73)*data[i,19] + par[l,74]}*datali,20] +
parl,75)}*datal[i,13] + par(l,76]*datali,158];
data{i,34) = par([2,14+tvbtype] + par([2,71] *datali,17] +
par[2,72)*data({i, 18] + par([2,73)*data[i,18) + par([2,74]*datali,20] ~+
par(2,75)*datali,13) + par[2,76]*data{i,15];
data[i,37) = par(3, l4+tvbtype] + par{3,71]}*datali,17] +
par[3,72) *data[i,18] + par(3,731*data(i,19} + par(3,74])*datali,20] +
par[3,75]*data(i,13] + par{3,76]*datali,15]);
dataf{i,31] = datafi,31] +
Sfl1)*par([1,28+ (tvbtype-1)*3+1] + Sf[2]*par{i, 28+ (tvbtype~1)*3+2] +
ST(3)*paril,28+({tvbtype-1)*343] ;
datali,34) = datali,34] +
Sm[l]*par(2,28+ (tvbtype-1)*3+1] + Sm[2]*par{2,28+ {tvbtype-1)*3+2} +
Sm[3]*par{2,28+ (tvbtype-1)*3+3] ;
data[i,37] = datafi,37] +
Sd[1]*par[3,28+{tvbtype-1})*3+1] + Sd[2]*par([3, 28+ (tvbtype-1)*3+2] +
Sd[(3]*par([3,28+{tvbtype-1)*3+3] ;
end;
if datali,12] >= 4 then
do;
atveode = datali,8];
atvtype = atv_typelatvcode];
counter = 0§;
date = datal[i,1i}l:;
S£(1:3] = 0;5m[1:3) = 0;8d[1:3] = 0O;
do j =1 te 100;
k =1 - 3;
if k < 1 then goto position2;
if data([k,8] = atvcode then
if datalk,1] < data[i,1] then
do;
if datafk,1] < date then
do;
counter = counter + 1;
date = datalk,1]:;
end;
if counter = 4 then goto position2;
Sficounter] =
5f[counter]+datali,41] /datali, 22];
Sm[counter]
Smicounter}+data{i, 44} /datali,22];
Sd[counter]
Sdicounter]+data(i,47] /datali,22]):
end;

end;
i position2:

atvcode = datali, 8];

atvtype = atv_typelatvcode];

datal[i,32] = par(l,21+atvcode] + parfl,71l}*data[i,17] +
par([l,72]*datal[i,18] + par{l,73]*data[i,19] + par{i,74]*datafi,20] +
par{l,751*data(i,14] + par([l,761*datali,16];

data[i, 35} = par{2, 21+atvecode] + par([2,71]*dataf{i,17] +
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par([2,72]*data{i,18] + par{2,73]*data(i,19] + par([2,74]*datali,20])

par{2,75]*datali,14) + par([2,76)*datafi,186];
data{i,38] = par(3,21i+atvcode] + par(3,71])*datali,17] +

par{3,72]l*data{i, 18} + par[3,73]*datafi,19]

par[3,758)*datal[i,14] + par{3,76]*datali,16]:
datal[i,32] = datal(i,32} +
Sfill*paril, 49+ (atvtype-1)*3+1] + Sf[2)*par[l, 49+ (atviype-1)*3+2]

Sf[3]*par(1, 49+ (atvtype-1)*3+3];

data[i,35]) = dataf{i,35] +
Sm{l] *par[2, 49+ (atvtype~1)*3+1] + Sm[2]*par[2,49+(atvtype-1)*3+2)

Sm[3)*parl2, 45+ {atvtype~1) *3+3];

data{i,38] = data[i,38] +
Sd{ll*par(3,49+{atvtype-1)*3+1] + Sd[2]*parf3,49+{atvtype-1)*3+2]

Sd(3)*parl3, 49+ {atvtype-1)*3+3];
end;

if datal[i,12] >= 4 | data[i,7] >= 4 then

do;
if datali, 31} > datali,32]

& 2*data(i, 31]

then do;datal[i,40] = 1; datali,42]1=0;end;

if datal(i,32] > datali,31]

& 2*datali,32)

then do;datafi,41l) = 1; data[i,42]1=0:end;

if datali,34] » datal[i, 35]

& 2*datali, 34])

then do;data[i,431 = 1; datal{i,45]=0;end;

if data[i,35] > datali, 34}

& 2*data(i, 35}

then dojdatal[i,44) = 1; datal(i,451=0;end;

if datal[i,37] > datali, 38])

& 2*data{i, 37]

then do;datali,46] = 1; data[i,48]=0;end;

if dataf{i,38] > data[i,37]

& 2*dataji, 38]

then do;datal[i,47] = 1; datafi,4B]=0;end;

end;

end;

create DS3m.stepleval var{
date slot

tvbcode allslotl cntsleotl alldayl cntdayl
atvcode allslot2 cntslot2 allday2 cntday2
SBl SB2 SEl1 SE2 Bl BZ E1 EZ tvbslot atvslot
responsel response2 responsal3 group
eresponsel eresponse? eresponsel egroup
epltvbu eplatvu k1 ep2tvbu ep2atvu kZ ep3tvbu ep3atvu k3
efl ef2 ef3 eml em2 em3 edl ed2 ed3 egl eg2 eg3

wl w2 w3 wd wh wh
bi
append from data;
quit;

data DS3m.step2evad;
set DS3m.stepleval;

if efl = 1 then ef = 1;
if ef2 = 1 then ef = 2;
if ef3 = 1 then ef = 3;
if eml = 1 then em = 1;
if em2 = 1 then em = 2;
if em3 = 1 then em = 3;
if adl = 1 then ed = 1;
if ed2 = 1 then ed = 2;
if ed3 = 1 then ed = 3;

nun;

data DS3m.steplevab;
set DS3m, stepZevad;

+ par{3,74]*datali,20]

datafi, 32}
datal[i, 31}
datali,35]
datal[i,34]
datali, 38]

datali,37]

+

+

+

+
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plvl = 0;

plv2 = 0;
if ef = 1 then plvl = 1;
if ef = 2 then piv2 = 1;
p2vl = 0;
p2ve = 0;
if em = 1 then p2vl = 1;
if em = 2 then p2v2 = 1;
p3vl = 0;
p3v2 = 0;
if ed = 1 then p3vl = 1;
if ed = 2 then p3v2 = 1;
votel = wli*plvl + w2*p2vl + w3*p3vl + wé*plvi*p2vl + w5S*plvli*p3vl +
wb*p2vl¥*p3vl;
vote2 = wl*plv2 + w2*p2v2 + wi*p3v2 + Wwi*plv2*p2v2 + whi*plv2*p3v2 +
wb*p2v2*p3vl;
if votel = 0 and vote2 = 0 then
do;
egroup = 3;
eresponset = 3;
eresponse2 = 3;
eresponsel3 = 3;
end;
if wvotel = 0 and vote2 7= 0 then egroup = 2;

if votel *= 0 and voteZ = {0 then egroup = 1;
if votel *= 0 and voteZ2 "= 0 then

do;

end;

if ¢
if |
if |

if |
if
if

if |
if ¢
if |
if |
if {
if |

if {egroup

do

egroupl =

ran =

exp(votel)
ranuni (117);

/ { exp(votel)

if ran < egroupl then egroup = 1;
else egroup = 2 ;

egroup
egroup
egroup

egroup =
{ egroup =

egroup

egroup
egroup
egroup

egroup =

egroup
egroup

switch = explepltvbu} / (

Iramn =

=1} and { ef = 1) then
=1 )] and { em = 1) then
=11} and ( ed = 1) then

1) and { ef = 3) then
=1 ) and ( em = 3) then
=1 ) and ( ed = 3) then
=2 ) and { ef = 2) then
= 2 ) and { em = 2) then
=2 ) and ( ed = 2) then
= 2 ) and { ef = 3) then
=2 ) and { em = 3} then
= 2 )} and | ed = 3) then
= 1) and (ef = 2 ) then

ranuni (118)

-
’

if ran < switch then eresponsel

else eresponsel

end ;

if

3

(egroup = 1} and {em =

2 ) then

exp {epltvbu)

eresponsel
eresponse?
eresponse3

eresponsel
eresponse?
eresponse3l

eresponsel
eresponse?2
eresponse3

eresponsel

eresponse2
eresponse3

zl:

I

[

+ exp{vctel)

|

MM N

+ exp{kl)

WowW W

) i

Y
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do
switch = explep2tvbu) / { exp{epZ2tvbu) + expl{k2) };

ran = ranuni(119) :
if ran < switch then eresponse?2 = 1 ;
else eresponse2 = 3 ;
end ;

if (egroup = 1) and {(ed = 2 ) then
do ;
switch = explep3tvbu} / ( explep3tvbu} + exp(k3) };
ran = ranuni (120) ;
if ran < switch then eresponseld = 1
else eresponsed = 3 ;
end ;

r

if (egroup
do ;

switch = expleplatvu) / ( expleplatvu} + expikl) };
ran = ranuni(i22) :

2) and (ef = 1 ) then

if ran < switch then eresponsel = 2 ;
else eresponsel = 3 ;
end ;
if f{egroup = 2) and {em = 1 ) then
de

switch = explep2atvu) / ( explepZatvu) + exp(k2) };
ran = ranuni (123) ;
if ran < switch then eresponse2 = 2
else eresponseZ = 3 ;
end ;

r

if (egroup = 2 ) and {ed = 1 } then

do
switch = exp{ep3atvu) / ( explep3atvu) + exp(k3} )y
ran = ranuni{l24) ;
if ran < switch then eresponse3 = 2
else eresponse3 = 3 ;

end ;

run;

13
!

**-i-k-i**-**ir******ti*****1-***tw**********t*i—irwiu—*i*-ﬁ*m*w-jni-«**l’*;

data DS3m.h2{keep=date slot group egroup responsel responsel response3
eresponsel eresponse2 eresponse3 );
set DS3m.stepZevas:
run;
*ki*******i*******i*****iw***r+i++**+***wri*,rxi*v**-wi1‘**¢-ww;
proc fregq data = DS3m.hZ;
tables group * egroup / chisg;

tables responsel * eresponsel / chisaq;

tables response2 * eresponse2 / chisgqg;

tables response3 * eresponse3 / chisg;
run;

*i-**tt**v**'ﬁ*****i*'k*********&****i*ii’****it***wt*iwi'*w**iiﬁr**;

***-t********i*********i*m**-d—*i*¢+***wi**-&i-&***&ww***wt*-********;

data D33m.step3datal;
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set DS3m.step2datad;
array switchf(7);
array switchm(7);
array switchd{7};

do i=1 to 7;
switchf{i)=0;
switchm(i)=0;
switchd (i)=0;

end;

if group=1 then
do:
if responsel=1 and Cf=1
then switchf{l)=1;
if responsel=1 and Cf=2
then switchf{2)=1;
if responsel=3 and Cf=2
then switchf (3)=1;

if responseZ2=1 and Cm=1
then switchm{l)=1;

:f responseZ=1 and Cm=2
then switchm(2)=1;

if response2=3 and Cm=2
then switchm({3}=1;

if respeonse3=1 and Cd=1
then switchd{1}=1;
if response3=1 and Cd=2
then switchd(2)=1;
if response3=3 and Ca=2
then switchd(3)=1;
end;

if group=2 then
do;
if responsel=2 and Cf=1
then switchf (4)=1;
if responsel=2 and Cf=2
then switchf(58)=1;
if responsel=3 and Cf=1
then switchf{&)=1;

if responsel=2 and Cm=1
then switchm({d4)=1;

if responseg=2 and Cm=2
then switchm{5)=1;

if response2=3 and Cm~1
then switchm{6)=1;

if response3=2 and Cd=1
then switchd(4)}=1;
if response3=2 and Cd=2
then switchd{5)=1;
if respeonse3=3 and Cd=1
then switchd(6)=1;
end;

if group = 3 then
ac;
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if responsel=3 and Cf=3
then switchf(7)=1;

if responseZ=3 and Cm=3
then switchm{7)=1;

i1f response3=3 and Cd=3
then switchd(7)-1;

end;
run;

proc sql;
create table DS3m.step3dataZ as
select /*1-7*/date, slot,
tvbcode,allslotl,cntslotl,alldayl, cntdavyl,

/*8-12*/atvcode,allslotZ, cntslot2,allday2, entday?,
/*13-20+/5R1, $82, SEl, SEZ2, Bl, B2, EI,

EZ2,tvbslot, atvslot,
/4v23-25*/fptvb, fpatv, fnowatch,
/¥26-28%/mptvb, mpatv, mnowatch,
/*29-31*/dptvb, dpatv, dhiowatch,
/*32-31*/choicefl, choicef2, choicef3,
/*38-37+/choiceml, choicem2, choicem3,
/*38-40*/choicedl, choiced?, choiced3,
/*41=43*/gl,g2,q93,

F*44-49=/S5fLvbl, Sftvb2, Sftvb3d, 8fatvl, Sfatv2, Sfatv3,
/*50-55*/Smtvbl, Smtvb2, Smtvb3, Smatvl, Smatv2, Smatv3,

/*56-61*/8dtvbl, Sdtvb2, 8dtvb3, Sdatvl, 8datv2, Sdatv3,
/*62-63*/DTVB, DATV,

/*64=70"/switchfl, switchf2, switchf3, switchfd, switchf5, switchf6,switch
£7,

/*11-77*/switchml, switchm2, switchm3, switchmd, switchm5, switchmé, switch
m7,

/*78-84*/switchdl, switchd2, switchd3, switchdd, switchd5, switchdé, switch
d7,
/*BE-86/conflict, flag
from DS3m.step3datal;
quit;

proc iml;
use DS3m.step3datalZ;
read all into data:
use DS3m.imlstep2 2;
read all inteo input;

Start maxFunc3(F) global (data,input};
*NUM = 35;
NUM = nrow{data):;
tvb_type = {7,6,1,7,7,6,2,
atv_type = {2,5,6,3,7,2,7
Vh=J{1,2,0):

1,4,5,2,5,1,6,3,6,6,4,
11!’?!5!5!3!314!21'4! 1 L
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prob=0;
z = {1-1)*7+1;
tvbcode = dataf{z, 31;
tvbtype = tvb_typeltvbcode];
atvcode data(z,8];
atvtype atv_typelatvcodel;

Ufl = datalz,74]*F[77*0+tvbtype] +
{l-datalz, 74} *(F[77*0+14+tvhtype]} +
F[77*0+28B+ (tvbtype—-1)*3+1)*data{z,44]) +
F[77*0+28+ {tvbtype-1}*3+2]*data(z,45] +
F[77*0+28+ (tvbtype~1)*3+3)*data[z,46]]
+
FI?77*0+71) *data(z,1?71+F[7?7*0+72]) *datalz,1B8]+F[7T7*0+73]*data(z,19]+F (7
7*0+74] *data{z,20])+F{7?7*0+78] *data(z,13]+F[77*0+76] *data{z,15]);
Uf2 = data{z,75]1*F{77*0+7+atvtype] +
{(1-data([z,75]) *{F[77*0+21+tatvtype] +
F[77*0+48+ {atvtype-1)*3+1]*datalz,47] +
F[77*0+49+ {atvtype-1)*3+2] *data(z,48] +
F[77*0+49+ (atvtype-1)*3+3) *data{z,49])
» +
FI[77*0+71] *data[2z,17]+F{77*0+72] *data(z,18]+F{77*0+73}*datalz, 18] +F(7
7*0+74) *data{z,201+F[77*0+75) *data{z, 141 +F[77*0+76) “CGata[z,16];

Uml = data{z,74]*F[77*1+Lvbtype] +
(L-datalz,74])*(F[77*1+14+tvbtype] +
F{77*1+28+ (tvbtype-1)*3+1]*datalz,50] +
F[77*1+28+(tvbtype-1)*3+2]*datalz,51] +
F[77*1+284 {tvhbtype~-1})*3+3] *data[z,52])
+
F[77*1+71) *data(z,17]+F[77*1+72]*data(z,18)+F(77*1+731*dataz,19]+F[7
7*1+74)*data(z, 201 +F[77*1+78]1*datal[z,13]+F[7?7*1+76] *data(z,15];
Um2 = datal[z,75]*F[77*1+7+atvtype] +
{l-data[z,751)*(F[77*1+21+tatvtype] +
F[77*1+49+ {atviype-1}*3+1]*datalz,53] +
F[77*1+49+{atvtype-1)*3+2]*data(z,54] +
F[77*1+49+ (atviype—-1)*3+3]*data[z,55])
+
F{77*1+71]1*data(z,17]+F{77*1+72] *data(z,18)+F(77*1+73) *data(z,19}1+F (7
T*1+741*datalz,2014F[77*1+75]) *data[z,14]1+F{77*1+76a] *data[z,16];

Udl = datalz,74]*F{77*2+tvbtype] +
{(1-data{z,74]}* (F[77*2+14+tvbtype] +
F(77*2+28+ (tvbtype-1)*3+1] *data([z,56] +
F{77*2428+ (tvbtype-1)*3+2]*data[z,57] +
F{77*2+28+ (tvbtype-1)*3+3]1*data[z, 58])

+
F[77*2+71)*data({z,17])+F([77*2+72) *data[z,18]+F[77*2+73] *data[z,18]+F (7
7*2+74]*datafz,20]+F[77*2+75]*data(z, 13]1+F[77*2+76] *data(z,15]);

Ud2 = data(z,?75]1*F[77*2+7+atvtype] +
(1-data{z,75)}*(F[77*2+21+atviype] +
F[77*2+49+{atvtype-1) *341] *data[z, 58] +
F{77*2+49+ (atvtype-1) *3+2] *data[z, 60} +
Fi{77*2+48+ (atvtype~1) *3+3) *data(z,61])

+
Fi77*2+71] *data(z,17]+F([77*2+72] *data[z,1B]+F[77*2+73] *data[z,19]+F[7
7*2+74) *datafz,20])+F{77*2+75]) *data[z,14]}+F([77*2+76) *datalz,186];

Pfl
pf2

|

exp(UL1)/ (exp(Ufl) +exp(UE2) +exp(F[1*77])));:
exp(Uf2) /{exp(Ufl) +exp(UE£2)+exp (FI1*77])));
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PE3 exp(F{1*771) /{exp{Ufl)+texp(LIi2)+texp(F[1*77]1));

Pml = exp({Uml)/{exp{Uml)+exp(Um2Z)+exp(F[2*77]1));
Pm2 = exp(Um2}/({exp(Uml)+exp{Um2)+exp(F[2*77]});
Pm3 = exp(F[2*771)/{exp{Uml)+exp (Um2) texp (F[2*771));
Pdl = exp(Udl)/ (exp{Udl)+exp(Ud2)+exp(F[3*77]}));

PdZ = ecxpl(Ud2}/ (exp(Udl)+exp (Ud2)+exp{EF[{3*77]));

PA3 = exp(F[3*77])/(exp(Udl) +exp(Ud2) +exp(F[3*77]));
do 3 =1 to 7;

z = (i-1)*T7+3;

/* stepl¥/

Prof=Pfl*datalz,32]+Pf2*data(z,33]+Pf3*datalz,34];

Prom=Pml*data{z,35)+Pm2*data{z,3el+Pm3*data(z,37]:

Prod=Pdl*data[z,38)+Pd2*data{z, 39]1+Pd3*datalz,40]);

ok e ow ok ok oW W ko R ok ow R R *w-xrv-ii-r*-«*y.--w9\A,--i-*r-r-«-i*i-*-ag&*wva*rwi*p.-t-.g-p«gp;
/* step2 */
/* interaction: fm fd fs md ms ds ~/

Vvhi{l)}=F[232]*datal[z,321+F([233) *data[z,35]+F{234] *data{z,38]+F[235
] *datalz,32]1*datalz,35]+F[236]*data(z,32) *datalz,38]+F[237]1*cdatalz, 35
]l *data[z,38};

Vhi2]=F[232]*data{z,33]+rF[233]*datalz,36]+F[234]) *data[z,39]+F[235
J*data{z,33)*datalz,36]+F[236] *datalz,33)*data(z,39])+F{237) *dataiz, 36
l]*data{z,39];

dutal = exp(Vh({1])/(exp(Vh[1])+exp(Vh{2]}) ;
duta2 = exp({Vhi{2])/({exp{Vh[l])+exp(Vh[2])} ;
dutald = 1;

groupl = (dutal*datafz,d4i] + duta2*dataiz,42) +

duta3*dataiz,43}) ** datalz,85];

IR EREEEESEE NEEEES R EERNEE SRS *‘xi’*****iii’*w**'-i**iyi*v‘ktiv‘n*'\t\kk:
/* step3 */
fP11i=1;
fP21=exp (Ufl) / (exp(Ufl) +exp{F[1*77]}));
fP23=exp (F(1*77]))/ lexp(Ufl)+exp (F(1*77})};
fP12=exp (Uf2) /(exp (Uf2)+exp (FI1*77]));
fP22=1; .
fP13=exp (F[1*77])/ (exp (Uf2) +exp (F[1*7711);
£fP33=1;

mP1ll=1;

mPZ2l=exp (Uml)} / (exp{Uml)+exp (F[2*77]) )},
mP23=exp (F(2*77] )/ {exp{Unl) +exp (F(2*77}});
mP12=exp(Um2)} / {exp (Um2) +texp (F[2*77]}));
mP22=1;
mPl3=exp(F[2%77])/ (exp (Um2) +exp (F[2*771));
mP33=1i;

dP11=1;

dPZ2l=exp (Udl) / (exp (Udl}+expi{F{3*77]1)};
dP23=exp (F{3*77]}/ (exp(Udl)+exp (F[3*77]));
dP12=gxp (Ud2)/ (exp{Ud2) +exp (F[3*77]) };
dp22=1;
dP13=exp(F[3*77])/ lexp(Ud2) +exp (F[3*77))}:
dP33=1;

fP=fPll*datalz,64]+fP21l*datalz,65]+fP23*datafz,66]+fPl2*datalz, 67
1+fP22%data(z,6B8]+EfP13*datalz, 69} +fP33*datalz,70];
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mP=mPll*data(z,71]1+mP2l*data{z,72]+mP23*data{z,?73]+mPl2*datalz, 74

]+mP22*datai{z,75}+mPl3*data(z,76]+mP33*datalz,77];

dP=dPll*data(z,78)+dP2l*data|z, 78] +dP23*data(z,80]+dP12*dataliz, 81

)+dP22*data[z,82]+dPl3*datalz, 83]+dP33*datalz,84];
prob = prob + {Prof*Prom*Prod)*groupl* (fP*mP*dP};

end; /* End of j */

sum = sum + log{prob}

end;/* End of i */
return {sum);

Finish maxFunc3;

optn={1 2};

X = J(1,237,0);

X[1:237)] = input{1:237];

con = J{2,239,.);

con(1,1:237] = 0;

con(2,1:237] 1;

do 1 =1 to 14;
con{l,77*0+i] = -5;

con(l,77*1+i} = -5;
conf{li,77*2+1i]) = -5;
con(2,77*0+i] = +5;
conf2,77*1+i] = +5;
conf2,77*2+1] = +5;
end;
con{l,232:;237}) = -5;

con(2,232:237]

+5;

tc = repeat{.,12);
te[l] = 4;
te[2] = 10;

call nlpegire, xres, "maxfFunc3®™, X, optn, con, tc);
Create DS3m.imlstepd from xres ;

Append from xres ;
quit;

/***t***f*iw***\w**wt#**ti*tu****w*i*w*iiv-r-lrw\-i‘*'f‘i‘i****t*vi‘i**i*‘&'ﬁl‘i‘twi

**i*i******w***i***tt**/

/* Evaluation */

data DS53m.step3eval;
set DS3m.stepleval;
run;

proc iml;
use DS3m.imlstepl;
read all into parl;

use DS3m.step3eval;
read all into data;

par = J(4,77,0);
par[1,1:77] = parlf{i,1:77);

par[2,1:77] = parlil,78:154];
parlil,155:231);

par(3,1:77]
/r
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u:l=-7:tvb, B8-14d:atv
duta:15-21, 22-28
alpha:29~49:cvk, 50-70:atv

beta:71-74
gamma:75-76
k1:77
*/
tvb_type = {(7,6,1,7,7,6,2,1,4,5,2,5,1,6,3,6,6,4,6,7,1,2};
atv_type = {2,5,6,3,7,2,7,1,7,5,5,3,3,4,2,4,4,2,2,6,5,4,3,2};
/-dr
1-2:date slot
3-7T:tvbcode allslectl cntslotl alldayl cntdayl
8-12:atvcode allslot2 cntslotZ allday2 cntday2
13-22:881 SB2 SE1 SEZ Bl B2 E1l EZ tvbkbslect atvslot
23~-26:responsel response?2 responsel3 greoup
27-30:eresponsel eresponse? eresponse3 egroup
31-39:epltvbu eplatvu ekl epltvbu eplatvu ek?2 epltviou eplatvuy
ek3
40-31:efl-3, eml-3, =dl-2,egl-3,
52-57:wl~-wbH
*/

do i = 1 to nrow(data);
datali,33]) = par(1,77];
datali, 36] par(2,77];
datali,39) = par(3,771;
data(i,52:57)] = pari[},232:237];
end;
do 1 =1 to nrow({data):
if datali,?7} < 4 then
de;

it

-

tvbcode = datali, 3]:
tvbtype = tvb_type(tvbcode]:

data[i,31] = par([l,tvbtype] + par{l,71])*datali,17] +

par[l,?21*data{i,18] + par[1,73)*data{i,19] + par[1l,74])*datali,2D] +
par{1l,75]*data(i,13]) + par[l,76]*datali,15];

data(i,34] = par[2,tvbtype] + par[2,71]*datali,17] +

par{2;721*data[i,18] + par([2,73)*data(i,19] + par(2,74)*datali,20] +
par{2,75]*data[i,13] + par[2,76]*data[i,158];

data(i,37] = par[3,tvbtype] + par([3,71]*datali,17] +

parf3,72]*dataii,18) + par(3,73)*data([i,18] + par(3,74]*datal[i,20) +
par[3,75]*data[i,13) + par[3,76]*datali,1l5]:

end;
if datali,l2] < 4 then
do;

atvcode = datali,B8]:
atvtype = atv_typel(atvcode]:
data[i,32) = par[l,7+atvtype] + par([l,71]*datal[i,17] +

par(l,72)*data(i, 18] + parfl,73]*data{i,1%] + par{l,74)*datali,20) +
par[1,781*datali, 14} + par[l,76)*data{i,16}:

data[i,35] = pari2,7+atvtypel] + par(2,71]*data(i,17] +

par(2,72]*datali,18) + par[2,73)*data[i,19) + par(2,74]*datali,20] +
par(2,758)*data{i,14] + par[2,76)*datali,16];

datal[i,38] = par{3,7+atvtype] + par([3,71l}*data(i,17] +

par(3,72]*dataf{i,18) + par[3,73)*data(i,19] + par([3,74]*datal[i,20] +
par{3,75)*datali,14] + par[3,76]*data(i,16];

T

end;

end;

create DS3m.step3eval var{

date slot
tvbecode allslotl cntslotl alldayl cntdayl
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atveode allslotZ cntslot2 allday2 cntday?2
SB1 SB2 SEl1 SE2 Bl B2 El EZ2 tvbslet atvslot
responsel responseZ responsel group

eresponsel eresponseZ eresponsel egroup
epltvbu eplatvu ekl epZtvbu eplatvu ek2 ep3tvbu ep3atvu ekl
efl ef2 ef3 eml em?2 em3 edl edZ ed3 egl eg2 eg3
wl w2 w3 wid w5 wé

}i

append from data;
quit;

data DS3m.step3eva2;
set DS3m.step3eval;
if cntdayl < 4

do;

if epltvbu

1;ef3=0;end;

if eplatwvu

1;ef3=0;end;

if ep2tvbu

1;em3=0;end;

if ep2atvu

1;em3=0;end;

if ep3tvbu

1;ed3=0;end;

if ep3atwvu

1l;ed3=0;end;
end:;

run;

proc iml;
use DS3m.step3evaZ;
read all into data;

/*

ek3

v/

&

>

=2

cntday?2
eplatvu
epltvbu
epZatvu
ep2tvbu
ep3atvu

ep3tvbu

use DS3m.imlstep3;
read all into parl;

par

J{4,77,0}

13
r

parf{l,1:77)
par{2,1:77]
par[3,1:77]
St J(1,3,
Sm = J(1,3,
sd J(1,3,
tvb_type =
atv_type =

0);
0):
0):
{7, 6

1-2:date slot
3-7:tvbcode allslotl cntslotl alldayl cntdayl
8-12:atvcede allslot2 cntslot? allday2 cntday?
13-22:8B1 $B2 SE1 SE2 Bl B2 El1 E2 tvbslot atvslot
responsel responsel response3 group

23-26:
27-30:
31-39:

40-51:
52-57:

eresponsel eresponse? eresponse3 egroup

parl(1,1:771:
parl[1,78:154];
parl[1,155:231];

4 then

2*epltvbu
2*eplatvu
2*epZ2tvbu
2*eplatvu

2*ep3tvbu

2*ep3atvu

eplatvu
epltvbu
epZatvu
epZtvbu
ep3atvu

ep3tvbu

then

then

then

then

then

then

do;efl
do;ef2
do;eml
dojem?
do;edl

do; ed?

epltvbu eplatvu ekl epZtvbu epZatvu ek? ep3tvbu eplatvu

efl-3,

wl-wé

eml-3,

do i = 1 to nrow(data):

edl-3,egi-3,
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if datali,?7] >= 4 then
do;
7 tvbcode = datal[i,3];
tvbtype = tvb_type[tvbcodel;
counter = 0;
date = data[i,1];
Sf{1:3] = 0;Sm[1:23] = 0;8d[1:3] = 0O;
do j = 1 to 100;
k =1 - j;
if k < 1 then goto positionl;
if dataflk,3]) = tvbcode then
if datalk,1] < data[i,1] then
do;

if datal(k,1] < date then
do;
counter = counter + 1;
date = datalk,1];
end;
if counter = 4 then goto positionl;
Sflcounter] =
Sf{counter]+data[1 40]/data[1 211;
Sm{counter]
Sm[counter}+data[1,43]/data[1,21],

' S5d([counter]

Sd[counter]+data[1 46]/data[1 21];
- L : end;

t end;

. positionl:

W * data[i,31] = par[1,14+tvbtype] + par{l,71]*data{i,17] +
par(1,72]*data[i,18] + par([1,73]}*data[i,19] + par[l,74]*data[i,20] +
par[l1,75) *data[i,13] + par(l;76])*data[i,15];

datafi,34) = par(2,14+tvbtype] + par[2,71)*data[i,17] +
par([2,72]}*data(i,18] + par(2,73]*data[i,19] + par[2,74]*datali,20] +
par{Z 75] *data(i,13] + par[2,76]*data[i,15];

data(i,37] = par(3,14+tvbtype] + par(3,71]*data{i,17] +
par{3,72)*datali,18) + par([3,73]*datali,19] + par[3,74]*data[i,20] +
par[3,75] *data[i,13] + par[3,76)*data[i,15];

¥ dataf[i,31] = data[i,31] +
Sf{l1)*par(1l,28+(tvbtype-1)*3+1] + Sf[2]*par[1,28+(tvbtype-1)*3+2] +
Sf[3] parl[l, 2B+{tvbtype-1)*3+3] i

%] data[i,34] = data[i,34] +
Sm[1]*par(2,28+ (tvbtype-1)*3+1] + Sm[2] *par (2, 28+ (tvbtype-1)*3+2] +
Sm[3}*par([2,28+ (tvbtype-1)*3+3] ;

% . ~data{i,37) = data[i,37] +
Sd{1]*par[3,28+(tvbtype~1)*3+1] + Sd([2]*par(3,28+ (tvbtype-1)*3+2] +
Sd[3] *par[3,28+ (tvbtype=1)*3+43] ;

end;
if data(i,12] >= 4 then
do;

atvcode = datal[i,B):

atvtype = atv_typel[atvcode]:
counter = 0;
date = data[i,1]:
Sf[1:3] = 0;Sm[1:3) = 0;Sd{1:3] = 0;
do j =1 to 100;
L s
if k < 1 then goto position2;
" if datal[k,B] = atvcode then
if datalk,1] < data[i,l] then
do;
if datal[k,1) < date then
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do;
counter = counter + 1;
date = datal{k,11;
end;
if counter = 4 then goto position2;
Sflcounter] =
Sflcounteri+datali,41]/datali, 221;
. Sm{counter]
Sm{counterl+data{i, 44] /datali,22];
Sd[counter])
Sd[counter)+data[i,47)/dataji,22):
end;

Il

end;

position2:

atvcode = datali,B];:

atvtype = atv_typelatvcode];

data[i,32] = par[1,21+atvcode] + par[l,71]*datali,17] -
par(1,72]*data(i,18]) + par(l,73]*data(i,19] + par(l,74)*datali,20] +
par{l,75]*datali,14] + parfl,76] *data[i,16]};

datali,35] = par([2,21+atvcode] + par(2,71]*datali,17] +
par([2,72])*datali,18) + par[2,73]*data{i,18] + par[2,74)*datafi,20] +
par[2,75])*data[i,14) + par([2,76]*datafi,1€]:

data[i,38] = par([3,21+atvcode] + par[3,71])*data[i,17] +
par{3,72]*data(i,18) + par{3,73]*data[i,19] + par(3,74]*datali,20) +
par([3,751*data{i,14] + par[3,76]*datal[i,16];

data(i,32) = data[i, 32} +
SE[ll*par{l, 49+ (atvtype-1)*3+1] + S£[2]*par[l,49+(atvtype-1}*3+2] +
Sf{3]*par[l,49+(atvtype-1)*3+3];

datali,35) = data[i,35] +
Sm[l]*par{2, 49+ (atvtype-1}*3+1] + Sm[2]*par{2,49+ (atvtype-1}*3+2] +
Sm[3] *par (2, 49+ {atvtype-1}+*3+3};

data[i,3B] = datal[i, 38} +
Sd([1]*par[3, 49+ (atvtype-1)*3+1] + Sd[2]}*par[3,49+{atvtype-1}*3+21 +
3di{3]*par([3,49+(atvtype-1)*343]);

end;

if datali,12] >= 4 | datali,7) »= 4 then
do;
if data{i,31] > data(i,32] & 2%data(i,31] + data(i,32] > 1
then do;datali,d40) = 1; datali,42]=0;end;
if datali,32) > datali,31] & 2*datali,32) + dataf{i,31) > 1
then do;datali,41l] = 1; datafi,42]1=0;end;
if data[i,34] » datali,38]) & 2*data(i,34] + datafi,35] > 1
then do;datal[i,43] = 1; datali, 45]1=0;end;
if data(i,35] > datali,34] & 2*datali,385] + datali,34] > 1
then do;data(i, 44]) = 1; datali,4%5]=0;end;
if datafli,37] > data{i, 38} & 2*datal[i,37] + datali,38] > 1
then do;datali, 46] = 1; data[i,48]=0;end;
if data(i,38] > data[i,37) & 2*data[i,38] + datal[i,37] > 1
then doj;datal[i,47] = 1s datali,4B]=0;end;
end;
end;
create DS3m.step3eva3 var{
date slot
tvbcode allslotl cntslotl alldayl cntdayl
atvecode allslot2 cntsliot2 allday?2 cntday2
SBl 8BZ SE1 SE2Z Bl B2 El E2 tvbslot atvslot
responsel responseZ response3 group
eresponsel eresponse2 eresponse3 egroup
epltvbu eplatvu kl ep2tvbu epZatvu k2 ep3tvbu ep3atwvu k3
efl ef2 ef3 eml em2 em3 edl ed2 ed3 egl eg2 eqgl
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wl w2 w3 wid w5 wé€
b
append from data;
quit;

data DS3m.step3evaid;
set DS3m.step3eva3l;

if efl = 1 then ef = 1;
if ef2 = 1 then ef = 2;
if ef3 = 1 then ef = 3;
if eml = 1 then em = 1;
if em2 = 1 then em = 2;
if em3 = 1 then em = 3;
if edl = 1 then ed = 1;
if ed2 = 1 then ed = 2;
if ed3 = 1 then ed = 3;

data DS3m.step3evab;

set DS3m.step3evad;

plvl = ¢;

plv2 = 0;

if ef = 1 then plvl = 1;
if ef = 2 then plv2z = 1;
p2vl =
p2v2 = 0;

if em = 1 then p2vl = 1;
if em = 2 then p2v2 = 1;

I
o

if ed = 1 then p3vl = 1:
if ed = 2 then p3v2 =

i
[y

votel = wl*plvl + w2*p2v] + wi*p3vl + wé*plvl*p2vl + wS*plvl*p3vl

we*p2vli+*p3vl;

voted = wl*plvZ2 + w2*p2v2 + w3*p3v2 + wi*plv2*p2v2 + wi*plv2*p3v2

wt*p2v2+*plvZ;

LR R R R R I R R R A O AL

if votel = 0 and vote2 = 0 then

do;
egroup = 3;
eresponsel = 3;
eresponse? = 3;
eresponsel = 3;
end;

if votel = 0 and vote2 ~= 0 then egroup = 2;

if votel *= 0 and vote2 = 0 then egroup =
if votel ~= 0 and vote2 "= 0 then
do;

egroupl = expl(veotel) / ( expivotel) + expi{vcoteZ)

ran = ranuni (11%);
if ran < egroupl then egroup = 1;
else egroup = 2 ;

end;

|
[
LY

)i
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’

if votel = Q0 and vote2 = 0 then

do;
bgroup = 3;
bresponsel = 3;
bresponse2 = 3;
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bresponse3 = 3;

end;

if votel = 0 and vote2 "= 0 then bgroup = 2;

if votel *= 0 and vote2 = 0 then bgroup = 1lg¢

if votel ~= 0 and vote2 *= 0 then \\\

do;
bgroupl = expl{votel) / ( expl{votel) + exp{voteZ} } ;
if bgroupl>0.5 then bgroup = 1;
else bgroup = 2 ;

end;

hmor kA khkkw kb r ko wk kb k w ok w kb ok w ok ko ko ok ok ok ok w e ownow komd koW ow ok

if { egroup = 1 } and { ef = 1) then eresponsel = 1
if { egroup 1) and { em 1) then eresponse? = 1 ;
if ( egroup =1 } and { ed = 1} then eresponsel = 1

LA B S A
’

I
il

=

if { egroup = and { ef = 3) then eresponsel = 3
if { egroup = and { em = 3) then eresponse2 = 3 ;
if { egroup = 1 } and { ed = 3) then eresponse3 = 3

[

if ( egroup = 2 ) and ( ef = 2} then eresponsel = 2
if ( egroup and ( em = 2) then eresponse? = 2
if { egroup = 2 } and { ed = 2) then eresponsel3 = 2

I
]

if { egroup = 2 )} and ( ef = 3) then eresponsel = 3
if { egroup = 2 ) and ( em = 3) then eresponseZ = 3
if ( egroup = 2 ) and ( ed = 3) then eresponsel = 3

if (egroup = 1) and {ef = 2 ) then
do
switch = explepltvbu} / ( explepltvbu) + explkl} *;
ran = ranuni (118) ;
if ran < switch then eresponsel = 1
else eresponsel = 3 ;

H

end ;
if (egroup = 1) and {em = 2 } then
de ;

switch = explep2tvbu) / ( exp(epZtvbu) + exp({k2) );
ran = ranuni{l19} ;
if ran < switch then erespcnseZ = 1
else eresponse? = 3 ;
end ;

r

if (egroup = 1) and {ed = 2 ) then
de
switch = expl(ep3tvbu) / ( expl{epitvbu) + exp(k3) };
ran = ranuni{i20} ;
if ran < switch then eresponsed = 1
else eresponsel = 3 ;
end ;

r

if {egroup = 2) and {ef = 1 ) then
do
switch = exp(eplatvu) / ( exp(eplatvu) + exp(kl) };
ran = ranuni{l22} ;
if ran < switch then eresponsel = 2
else eresponsel = 3 ;
end ;

;

if (egroup = 2) and {em = 1 )} then
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do ;

switch = expl(ep2atvu) / ( exp{ep2atvu} + exp(k2) ):
ran = ranuni(123) ;
if ran < switch then eresponse2 = 2 ;
else eresponsel2 = 3 ;
end ;

if (egroup = 2 ) and {ed = 1 ) then

do ;
switch = exp(ep3atvu) / ( exp{eplatvu] + exp(k3) }:
ran = ranuni (124} ;

if ran < switch then eresponseld = 2 ;
else eresponse3 = 3 ;
end ;

Ak rhkk ke h ok h bk hk ko kT m vk ko wk sk r rkd ko rwkh rh kA bk kb ko ko
if ( bgroup = 1 } and { ef = 1} then bresponsel = 1 ;
if { bgroup = 1 } and { em = 1) then bresponse2 = 1 ;
if { bgroup =1 ) and ( ed = 1} then bresponse3 = 1

wwwww

=

if ( bgroup = and { ef = 3) then bresponsel = 3 ;
if { bgroup and ( em 3) then bresponse2 = ;
if ( bgroup = 1 ) and ( ed = 3) then bresponse3 = 3 ;

i
H
i

w

if { bgroup = 2 ) and ( ef = 2) then bresponsel = 2 ;
if { bgroup = 2 } and { em 2) then bresponse?l ;
if ( bgroup = 2 )} and ( ed = 2} then brespconse3 = 2 ;

I
N

if { bgroup = 2 ) and ( ef = 3) then bresponsel = 3 ;
if { bgroup = 2 } and ( em = 3) then bresponse2 = 3 ;
if { bgroup = 2 } and { ed = 3} then bresponse3 = 3 ;

i1f (bgroup = 1) and (ef = 2 ) then
do ;
bswitch = exp(epltvbu) / ( exp(epltvbu) + exp(kl} )
if bswitch>0.5% then bresponsel = 1 ;
else bresponsel = 3 ;
end ;

r

if (bgroup = 1) and (em = 2 )} then
do ;
"bswitch = exp{ep2tvbu) / ( expl(ep2tvbu) + exp(k2) )
if bswitch>0.5 then bresponse2 = 1 ;
else bresponse2 = 3 ;
end ;

;

if (bgroup = 1) and (ed = 2 )} then
do
bswitch = exp{ep3tvbu) / ( explep3tvbu)l + exp(k3) )
if bswitch>0.5 then bresponse3 =1 ;
else bresponse3 = 3 ;
end ;

.
f

if (bgroup = 2) and (ef = 1 } then
do ;
bawitch = exp{eplatvu) / ( exp(eplatvu) + exp{kl) )}
if bswitch>0.5 then brespeonsel = 2 ;
else bresponsel = 3 ;
end ;

*
4

if (bgroup = 2) and {em = 1 } then
do ;
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if

—un;
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f

bswitch = explep2atvu} /
if bswitch>0.5 then bresponse? - 2
else bresponse2 = 3 ;

end ;

do ;

(bgroup = 2 )

and (ed = 1 )

bswitch = exp{ep3atvu} /
if bswitch>0.5 then bresponse3 = 2
else bresponseld = 3 ;

end ;

{ expl{epZatva}

Then

{ explep3atvu)

i

+ explk2;

+ exp(k3}

data DS83m.h3 (keep=date slot group egroup responsel response2 response3
eresponsel eresponse? eresponsel bresponsel bresponse? bresponse3 )
set D33m.step3evah;

uan ;s

ke khkkk ko kwkwhk ok kR ww ko w ok Ak ko wok o wok ok h ok v kk bk ckow kok ok koW owor oW ok ok ok Rk ok ke .
L

proc frag data = DS3m.h3;
tables group * egroup / chisq;

tables
tables
tables

tables
tables
tables

responsei ¥
responseZ *
respensed ¥

responsel

response? *
responsel *

eresponsel
eresponse?2
eresponse3

* bresponsel
bresponseZ
bresponse3

e W

—

chisa;
chisg;
chisg;

chisg;
chisg;
chisqg:;
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APPENDIX 4 SAMPLE SIMULATION PROGRAM

Rk ko oW kW R oW w Wk ok oW o T kW R T oW R R R ow ok w ok W om oA m oAk kW ow R ok AR e ook ok ow oW,
do j = 1 to 1000 ;

time = j ;

if time<40l then

do;
showtvb = int{2*ranuni (106) } + 1 ;
showatv = int(2*ranuni{l07)) + 1 ;
end;
if time>400 then
do;
showtvb = int{3*ranuni(ice} ; + 3 ;
showatv = int(3*ranuni(107)) + 3 ;
end;

LA A R R AR R R R LR RS RERERREE R R EREE R R AR I I R R I R
L

ultvb = pltvb({showtvb) ;:
ulatv platv(showatv) ;

probltvb = exp{ultvb} / ( exp{ultvb} + exp(ulatv}) + expikl} ) :
problatv = exp(ulatv) / { explultvb) + exp{ulatv) + exp{kl} ) :

ran = ranuni (110} ;
choicel = 3 ;
if ran < probltvb then choicel = 1 ;

if { ran > probltvb } and { ran < probltvb + problatv ) then
choicel = 2 ;

/* Benchmark */

bchoicel = 3;

if probltvb>problatv and 2+*probltvb+problatv>l
then bchoicel=1;

if problatv>probl+vb and 2*problatv+probltvb>l
then bchoicel=2;

LA A SR E A SRR A RS AL E R R R R R A R EE R R R R R R R IR R I
r

uZtvb = p2tvb{showtvb) :
uZatv p2atv{showatv) ;

probZtvb exp{u2tvb} / ( exp{uZtvb} + exp(u2atv) + expi(k2} ) ;
prob2atv = exp{uZatv) / ( exp(u2tvb) + exp(uZatv}) + exp(k2) } :

ran = ranuni(113) ;

choiceZz = 3 ;

if ran < prob2tvb then choice2 = 1 ;

if ( ran > prob2tvb ) ana ( ran < prob2tvb + prob2atv )} then
choicez = 2 ;

/* Benchmark */

bchoice2 = 3;

if probZtvb>probZatv and 2*prob2tvb+problatv>l
then bchoice2=1;

if probZatv>probZtvb and 2*probZatv+prob2tvb>1l
then bchoice2=2;

*******i*******i***i***ii**1**-*****1—**-&****1**4***-&******-&**-'-*;

udtvbh = p3tvb(showtvh) ;
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u3datv = p3atv{showatv} ;

prob3tvb = exp{u3dtvb} / ( explu3tvb) + exp(ulatv) + exp(k3) } ;
prob3atv = exp(ulatv) / ( exp{u3tvb) + exp{ulatv) + exp(k3) ) ;
ran = ranuni(lls) ;

cheoice3 = 3 ;

if ran < prob3tvb then choice3 = 1 ;

if { ran > preb3tvb ) and ( ran < prob3tvb + prob3atv ) then
choiced = 2 ;

/* Benchmark */

bchoiced = 3;

if prob3tvb>prob3atv and 2*probltvb+problatv>l

then bchoice3=l1;

if prob3atv>prob3tvb and 2*prob3atv+prob3tvb>1l

then bcéhoice3=2;
**i**********i****'lW***iittw+'*wi-w*v-t*ii*i****\&it*vw‘*‘ivww
plvl = O ;

plvz = 0 ;

if cheicel = 1 then plvl = 1 ;

if choicel = 2 then plv2 =1 ;
pa2vl = 0 ;

p2vZ = 0 ;

if choiceZ = 1 then p2vl =1 ;
if choice2 = 2 then p2v2 =1 ;
p3vl = 0 : -~

p3ve = 0 ;

if checice3 = 1 then p3vl =1 ;
if chelce3d = 2 then p3v2 =1 ;

votel = wl*plvl + w2*p2vl + w3*p3vl + wi2*plvl*p2vl + wl3*plvl*p3vl
+ w23*p2vl*p3vl;

vote2 ="wl*plv2 + w2*p2v2 + w3*p3v2 + wl2*plv2*p2vl + wll+*plv2+p3v2
+ w23%p2v2*p3v2;

if votel = 0 and vote2 = 0 then

do;
group = 3;
responsel = 3;
response? = 3;
responsel3 = 3;
end;
if votel = 0 and vote2 *= 0 then group = 2;
if votel "= 0 and vote2 = 0 then group = 1;
if votel "= 0 and vote2 "= 0 then
do;
groupl = expl(votel) / { exp({votel} + exp{vote2) ) ;
ran = ranuni (117);
if ran < groupl then group = 1;
else group = 2 ;
end;

*******t***+w*w**+****xt*w*f**m*r*t***wt+iw1&*t*riw‘wiwrw+m**+*;

bplvl = 0 ;
bpiv2 = 0 ;
if pchoicel = 1 then bplvl = 1 ;
if bchoicel = 2 then bplv2 = 1 ;



bp2vi = 0 ;
bp2v2 = 0 ;
if bchoice2 = 1 then bp2vl =1 ;
if bcheoicez = 2 then bpZv2 = 1 ;
bp3vl = 0 ;
bp3vz = 0 ;
if bchoice3 = 1 then bp3vl = 1 ;
if becholce3 = 2 then bpiv2 = 1 ;

bvotel = wl*bplvl + w2*bp2vl + w3*bp3vl + wl2*bplvl+bp2vl +
wl3*bplvl*bp3vl + w23*bpZvl*bp3vl;

bvote2 = wl*bplv2 + w2*bp2v2 + w3*bp3v2 + wl2*bplv2*bp2v2 +
Wi3*bplv2*bp3dv2 + w23*bpZv2+bp3v2;

1f bvotel = 0 and bvoeteZ = 0 then

do;
bgroup = 3;
bresponsel = 3;
bresponseZ = 3;
bresponse3 = 3;
end;
if bvetel = 0 and bvote2 "= 0 then bgroup = 2;
if bvotel *= 0 and bvecte2 = 0 then bgroup = 1;
if bvotel = 0 and bvote2 “= 0 then
do; .
bgroupl = exp(bvotel} / { exp(bvotel) + exp{bvote2) ) :
if bgrouvpl>0.5 then bgroup = 1;
else bgroup = 2 ;
end;

Ahdhdhknd kb dh ko rhFd Ak rrkrrwdrdrwdra b b g rasambhdndnh bbbk edhn & bowow ok,
r

if { group = 1 ) and { choicel 1} then responsel = 1 ;
if { group 1} and { choice2 1) then response?2 1
if ( group = 1 ) and ( choice3 = 1) then response3 = 1 ;

if ( group = 1 ) and | choicel = 3) then responsel = 3 ;
if ( group and { choice2 3] then responseZ = 3 ;
if { group = ) and ( choice3 = 3) then response3 = 3 ;

il

i
=R

if { group = 2 ) and { choicel 2} then responsel = 2 ;
if { group and { choice?2 2) then responseZ = 2
if ( group = 2 ) and ( choice3 = 2) then response3 = 2 ;

]
N
—

h

if ( group = 2 ) and | choicel = 3) then responsel = 3 ;
if ( group = 2 ) and ( choice2 = 3) then response2 = 3 ;
if ( group = 2 ) and ( choice3 = 3) then response3 = 3 ;

if {group = 1} and {choicel = 2 } then

do ;
switch = exp{ultvb) / { explultvb) + exp(kl} } ;
ran = ranuni(1l8) ;

if ran < switch then responsel = 1 ;
else responsel = 3 ;
end ;

if {group = 1} and (choiceZ = 2 ) then
do ;
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switch
ran =

= exp({u2tvb) /

ranuni (119}

i

if ran < switch then response?2
else responsez =

end ;
if (group
do ;

switch = exp(u3tvb) /

= 1} and

3

{choice3 = 2

)

{ expluZtvb} =+

1

then

{ exp{u3tvb) +

ran = ranuni{120) ;
if ran < switch then response3 = 1 ;
else response3 = 3 ;
end ;
if (group = 2} and (choicel = 1 ) then
do ;
switch = exp(ulatv) / ( exp{ulatv) +
ran = ranuni{izl) ;
if ran < switch then responsel = 2 ;
else responsel = 3 ;
end ;
if (group = 2) and (choice2 = 1 } then
do ;
switch = exp(u2atv) / ( expl{uZatv) +
ran = ranuni(122) :
if ran < switch then response?2 = 2 ;
else response2 = 3 ;
end ;
if (group = 2 } and (cheiced = 1 } then

bk ko wok ok ow ok kR d ok o o ok b ok d sk e Wk e o w sk b ok sk W ek e e b ke ok e ek e e
¥

if
if
if

if
if
if

if
if
if
if
if
if

if (bgroup = 1}

do ;
switch
ran =

= explulatv) /

ranuni (123)

]
!

if ran < switch then response3
else response3 = 3 ;

end ;

{ bgroup = 1 ) and ¢
( bgroup = 1 )} and {
( bgroup = 1 ) and ¢
{ bgroup = 1 )} and {
{ bgroup = 1 ) and

{ bgroup = 1 ) and

{ bgroup = 2 ) and (
{ bgroup = 2 } and {
{ bgroup = 2 } and {
( bgroup = 2 } and {
( bgroup~< 2~} and {
({ bgroup = 2 ) and {

do ;

bchoicel
bchoiceld
bechoice3

bchoicel
bcheoice2
bchoicel

bchoicel
bchoice?2
bechoice3

bchoicel
bchoice2
bchoicel

and (bchoicel = 2

{ exp(ulatv} +

2

1} then
1} then
1} then
3) then
3) then
3) then
2) then
2} then
2) then
3) then
3} then
3) then
then

expi{k2) }

exp{k3}) )

expl(kl} }

exp(k2} )

exp{k3} )

bresponsel
bresponse?
bresponse3

bresponsel
bresponsez
bresponse3

bresponsel
bresponse2
bresponsel

bresponsel
bresponse?
bresponse3

W W W
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bswitch = exp{ultvb) / ( exp{ultvb) + expikl) }
if bswitch>0.58 then bresponsel = 1
else bresponsel = 3 ; '

end ;

’

r

if {(bgroup = 1) and (bchoice2 = 2 )} then
do :
bswitch = exp(u2tvb) / { exp(u2tvb) + exp(k2) )
if bswitch>0.5 then bresponse2 = 1 ;
else bresponse? = 3 ;
end ;

if (bgroup = 1)} and {bchoice3 = 2 ) then
do ; .
bswitch = exp{u3twvb) / { exp{u3tvb) + exp(k3}) )
if bswitch»0.5 then bresponsel3 = 1 ;
else bresponse3 = 3 ;
end ;

if (bgroup = 2) and (bchoicel = 1 ) then
do ;
bswitch = exp{ulatv) / { explulatv) + exp(kl) )}
if bswitch>0.5 then bresponsel = 2
else bresponsel = 3 ;
end ;

.
¥

if (bgroup = 2) and {bchoice2 = 1 } then
do ;
bswitch = exp(u2atv) / ( exp{uZatv) + exp(k2) )
if bswitch>0.5 then bresponsez = 2
else bresponse2 = 3 ;
end ;

if (bgroup = 2 ) and (bchoice3 = 1 } then
do ;
bswitch = exp({u3atv) / ( exp{u3atv) + exp(k3) )}
if bswitch>0.5 then bresponse3 = 2 ;
else bresponsed = 3 ;
end ;

output ;
end ;

run; .
******i***************i***it*******i&r_ﬂ**w-&*y*u-&a*ii***-ﬁy*iw**w’.
proc freq data = simulation;

tables group * bgroup / chisg;

tables responsel * bresponsel / chisg;
tables response2 * bresponsel2 / chisqg;
tables response3 * bresponse3 / c¢hisg:

run;
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f

quit;
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APPENDIX S TIMESLOT DEFINITION

No.  Starting Ending Duration (min)
] 18:00 18:09 10
2 18:10 18:19 10
3 18:20 18:29 10
4 18:30 18:39 10
5 18:45 18:59 15
6 19:00 19:09 10
7 19:10 19:19 10
8 19:20 19:29 10
9 19:30 19:39 10
10 19:40 19:49 10
11 19:50 19:59 10
12 20:00 20:09 10
13 20:10 20:19 10
14 20:20 20:29 10
15 20:30 20:39 10
16 20:40 20:49 10
17 20:50 20:59 10
18 21:00 21:09 10
19 21:10 21:19 10
20 21:20 21:29 10
21 21:30 21:39 10
22 21:40 21:49 10
23 21:50 21:59 10
24 22:00 22:09 10
25 22:10 22:19 10
26 22:20 22:29 10
27 22:30 22:39 10
28 22:40 22:49 10
29 22:50 22:59 10
30 23:00 23:09 10
31 23:10 23:14 5
32 23:15 23:24 10
33 23:25 23:34 10
34 23:35 23:44 10
35 23:45 23:49 5
36 23:50 24:00 10
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